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Abstract

Computer games and, of course, the development associated with them have 
been in the spotlight for many years; recently, also with technologies, such as virtual 
reality or extended reality. The main part of this chapter presents the classification of 
collaborative XR systems, the concept of the major application architectures and the 
consistency models of shared virtual game environments. The next subchapter briefly 
deals with the sharing of property ownership. The mentioned concepts and examples 
used in the chapter are implemented in many works and projects using a collaborative 
environment (also in gamified form) developed in the laboratory LIRKIS, the home 
laboratory of the authors. The knowledge presented in this chapter may provide tips 
and inspiration for some other game projects, and practical and useful notes on the 
advantages or disadvantages of some systems will be interesting and useful.

Keywords: extended reality, virtual reality, mixed reality, augmented reality, 
web-based collaborative environments

. Introduction

The development of computer games, the gaming industry in general, is “the 
driving force” in many ways behind the development of many technologies. From 
this point of view, perhaps the most important part of a computer game is its core. Its 
performance also determines the performance of the game itself. However, from the 
point of view of playability and game immersion, the interface of the computer game 
is also extremely important. Here is a very modern usage of just new technologies, one 
of which is virtual reality (VR) and its related technologies. Virtual reality interfaces 
represent a wide range of devices, applications, and ways to connect the user to the 
target game system. Recently, the current development of VR interfaces and systems 
has progressed in improving human–computer interaction (HCI).

In fact, there are three basic technological bases of systems that are used as a stan-
dard in accessing and interacting with users with three-dimensional environments or 
computer game objects. Each of these systems can work with a virtual context, but it 
differs in the way of displaying and controlling.

• Virtual reality (VR) is the first system with a fully immersive virtual environment.
The basic definition says: “Virtual-reality system represents interactive computer
system created an illusion of synthetic (virtual) space in real time based on
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total simulation within the environment of close relation human – computing 
system.” VR systems provide a better experience and they are more interactive, 
but the complexity of their implementation is greater. VR subsystems are mainly 
divided according to the senses that affect: Visualization subsystem, acoustic 
subsystem, kinetic and statokinetic subsystem, touch and contact subsystem, 
and other senses (e.g., a smell, a taste, and a sensitivity to pheromones). There is 
not much reason to implement some senses (which are commonly perceived in 
the real world) in the virtual world. For example, the taste is one such sensation 
at present. Through VR systems, the immersion of the user in computer games 
is controlled mainly at three standard levels: Visual, audio, and touch. Each of 
these levels provides a relevant way of feedback depending on the context of the 
virtual (gaming) environment.

• Mixed reality (MR) represents another system focused mainly on the virtual 
objects synthetization into the user’s physical space. Immersion levels in MR 
systems are identical to VR systems. However, the main difference in the way 
of interaction is the control of the synthesized (virtual) objects by means of 
gestural inputs based on the user’s hand sensing. Due to the detection of physical 
space, MR systems are extended by spatial recognition technology. Through this 
technology, it is possible to achieve detailed observation of synthesized (virtual) 
objects. MR-based computer games represent an extremely innovative way. 
Virtual game objects are embedded in the real world and the experience of the 
game by players can be very emotional.

• Augmented reality (AR) is a system closely related to the recognition of informa-
tion in an image due to the placement of virtual (three-dimensional) objects. 
Although AR systems use the same level of immersion as VR and MR systems, 
a difference is in the processing of visual feedback. This is primarily tied to the 
image information, which must be consistent and recognizable to achieve the 
desired interaction. Collaborative virtual reality systems are created to share 
user interaction and common virtual space. The main task of these systems is to 
provide a shared environment to multiple users in real time, as well as to ensure 
the sharing of interaction and communication. Despite the present technological 
advances and a significant improvement in the immersive properties of VR, MR, 
and AR systems, there is a need to unify their software compatibility. The solution 
of this problem is to make a common application platform available for different 
types of systems, regardless of their differences and methods of interaction.

As mentioned in Ref. [], the existing VR, MR, and AR systems are beginning to 
merge under the area of innovative extended reality (XR), where “X” refers to the 
variable use of any of them (Figure ). Thus, the current development of independent 
application platforms approaches the unification of these systems to the level of XR. 
The unification of VR, MR, and AR systems into the XR group creates a high presump-
tion of improving user interaction and the level of immersion in a computer game.

According to Beglund [], XR usage focuses mainly on interaction via wearable 
devices or sensory inputs. Huzaifa [] highlights the potential of the XR interface in 
using hand gesturing inputs, which he considers necessary to achieve a fully natural 
interaction. XR extensions to support the web platform are also entering the realm 
of virtual collaboration. Today, the WebXR standard makes it possible to access XR 
devices via web browsers. This reinforces the creation of web systems with a wide 
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range of interactions and inputs []. Seo [] considers WebXR to be widely applicable 
mainly to support a wide range of interaction techniques. In this way, it is possible 
to extend the web application level for different purposes. According to Anthes [], 
the use of web technologies for the VR application sphere is necessary, especially due 
to the current hardware and software diversity. This is also confirmed by Wang [], 
who justifies the need to implement a web platform for the use of heterogeneous VR 
devices. The emergence of web VR applications has contributed to the expansion and 
globalization of collaborative virtual environments, including gaming environments. 
Paiva [] attributes high potential to the deployment of web collaborative environ-
ments for the purposes of education and training, where it positively evaluates the 
benefits of sharing user/player interaction.

Using web platforms to share virtual environments and user interaction is pos-
sible, thanks to a high level of network infrastructure and technologies. In this way, 
systems are rapidly formed to support global virtual collaboration, where players can 
access a common virtual gaming space. The main advantage of the availability of such 
a system is the ability to connect players regardless of their actual geographical loca-
tion in the world. Another advantage results from the refactoring of functions and 
modules of the web system. This refactoring is significantly faster and more efficient 
than in standard VR, MR, and AR applications. Despite these advantages, there are 
limitations to these systems that need to be solved.

The globalization of web systems increases the assumption of their use by a large 
group of users. This increases the probability that users will access the web system by 
using different types of devices and operating systems. In this case, there is a grow-
ing need to improve the adaptive features of the systems and their user interfaces so 
that they can provide the same control functions for different types of hardware and 
software platforms simultaneously according to the capabilities of individual players.

In collaborative virtual reality systems, multiuser interaction is shared in real time. 
This is necessary for many games. Given the context of a shared environment, there 
are ways to manage the interaction by which groups of players together access shared 
objects. As these systems continue to expand with different types of interactions 

Figure 1. 
XR system.
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and functions, there is a growing need to improve the management of interaction 
techniques. Typical examples of extensions are physical and simulation subsystems or 
hardware components and control elements. The main problem occurs when multiple 
users/players use concurrent-subsystem-generated properties of shared objects or 
environments. In this case, a collision in the calculations may occur, and the shared 
interaction or virtual objects will be inconsistent. In the case of sharing the physical 
properties of objects, their chaotic behavior is often observable, while their consis-
tency is different for each user at the same time.

Synchronization of shared interactions is highly efficient when a client–server 
network architecture is used. The sharing of interaction between players (clients) is 
controlled by a centralized computing node (server). The server provides information 
about the state of the virtual gaming environment for all clients in real time. The cen-
tralized compute node obtains data about each user’s interactions. Then, it sends them 
to all members of the collaborative game group. The problem of sharing interactions 
is often associated with player-side resources/devices performance. These fully affect 
the rendering of the virtual environment, the processing of data from the server, and 
the control of the player’s interaction. Insufficient computing performance of the user 
resources/devices is manifested by latency, which reduces the quality of collaboration. 
Therefore, it is necessary to focus on solving this problem area.

In the following subchapters of this chapter, the collaborative XR systems classifi-
cations are presented, followed by the concepts of the main application architectures 
and virtual game environment sharing consistency models. In conclusion, we briefly 
touch on object ownership sharing. The mentioned concepts and examples used in 
the chapter have been implemented in many works and projects (some examples are 
presented in the chapter too) using a collaborative environment (in a gamified form 
too) in the LIRKIS laboratory. The LIRKIS laboratory is a laboratory at the authors’ 
home institution (Department of Computers and Informatics, Faculty of Electrical 
Engineering and Informatics, Technical University of Košice). The authors hope that 
readers will find here many tips and inspirations for their own work and they will also 
use practical notes on the advantages or disadvantages of individual systems.

. Classification of collaborative XR systems according to availability

User collaboration is significantly affected by the availability of systems that 
provide a shared virtual environment. In fact, the availability of collaborative virtual 
environment systems is classified according to the local or global access of users/play-
ers, as well as their physical or remote (virtual) presence.

Collaborative XR systems are divided depending on availability into the following 
categories:

• Locally shared systems with centralized access,

• Locally shared systems with separate access,

• Globally shared systems.

Each of these categories has specific properties related to user access to the target 
system, the sharing of users’ interactions, and the resources needed for a possible 
gaming environment implementation.
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. Locally shared systems with centralized access

Locally shared systems are related to the physical presence of players within a 
shared game space. Sharing the local environment by centralized players’ access 
is equivalent to using a virtual cave system [] (Figure ). It contains a physically 
accessible environment with the possibility of players’ group full immersion in real 
time. According to Nguyen [], in a virtual cave system, the way of natural interac-
tion between users is highly efficient and realistic, without the need to implement 
virtual avatars. Users cooperate in a jointly physically shared space. They are here 
realistically visible to each other []. According to Back [], communication 
between users is in a natural way, without the need for external technology to share 
communication. In this case, any latency in users’ communication with each other is 
excluded.

When using a locally available system with centralized user access, there are two 
basic types of interfaces (Figure ), which are as follows:

 • User interfaces providing in-game player’s interaction with a shared virtual game 
environment []. They represent input subsystems for the control of the virtual 

Figure 2. 
Locally shared environment with centralized user access (LIRKIS CAVE virtual cave environment).
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environment (e.g. touch interfaces, haptic controllers, sensor devices or gesticu-
lation inputs).

 • Application interfaces, the purpose of which is to obtain and process players’ 
interactions and then submit them as feedback (visual, audio, and haptic). These 
interfaces provide program control between players’ inputs and their subsequent 
processing into system outputs [ ].

On the other hand, there are several limitations closely related, in particular, to 
the physical dimensions of such a system as well as to the multiuser interaction. In the 
case of virtual cave systems, the number of users collaborating/playing in real time 
is strictly limited. Another problem is the significant limitation of scene rendering 
for each user individually, mainly due to the use of stereoscopic visualization. The 
increasing number of users significantly multiplies the demands on the comput-
ing system performance due to the need to monitor their activity and movement 
simultaneously.

. Locally shared systems with separate access

The local environment sharing using a separate user approach is the second way 
to collaborate within a common physical space. Different types of XR systems can be 
deployed with separate user access []. These systems can represent different data 
helmet technologies that communicate with each other via a communication node 
(Figure ). The communication node creates a connection between separate systems, 
and it ensures the distribution of data. By default, the communication is controlled by 
using a local area network or another wireless standard. Nowadays, this type is quite 
popular in terms of games.

Each player is able to access the shared gaming virtual environment using 
their own separate system []. The most suitable for games is the deployment of 
XR systems using wireless technology, as it frees players from bonding to cable 
technology.

Unlike virtual cave systems, visual interaction is needed in this case [], as 
users/players are not naturally visible to each other (unless MR systems are used). 
According to Horst et al. [], users need to be replaced with virtual avatars. Then 
users/players in the virtual environment can communicate visually via these avatars. 
Furthermore, it is necessary to monitor the movement of users/players to avoid their 
physical collision during collaboration []. Today’s XR technologies mostly include 
integrated free movement tracking subsystems that do not require the introduction of 
external technologies. The physical movement of the player is sensory processed by 
the integrated subsystem, and then, it is sent to the shared game virtual environment.

User’s/player’s interaction is created depending on the hardware technology used. 
Haptic and gestural input interfaces are most often used. The players are able to 
control and manipulate shared virtual objects with them.

Separate computing systems usage as, for example, data helmets give users/players 
much more freedom of movement and work with the broad context of the virtual 
game environment [ ]. In this case, users/players move independently of each other, 
and they perform different types of activities simultaneously []. The group of col-
laborating users/players can be much larger than in virtual cave systems due to the use 
of separate computing systems.
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. Globally shared systems

Sharing virtual environments with global access is mainly based on the resources 
of the internet and web technologies. According to Du et al. [], by sharing globally 
available collaborative environments, it is possible to reach a large group of users for 
remote collaboration. This, of course, is also expanding the gaming business.

Global collaborative virtual environments use the computer network infrastructure 
(Figure ). The users/players can interact with each other via this infrastructure. 
Instead of local physical space, globally shared space is used. Each user/player is able 
to access this space via a separate computing system []. Users/players connect to 
the server node via the network infrastructure, within which they communicate and 
interact with other users/players or game environments in real time []. Independence 
from the physical space of the user/player is the main advantage of these environments.

Globally shared environments are highly efficient in terms of sharing large-scale 
users/players activity as well as multipurpose deployments []. The most common 
problem in global virtual environment sharing is platform independence [ ]. It is as 
a result of globalization that the demand for multiplatform compatibility is growing, 

Figure 3. 
Locally shared environment with separate user access (LIRKIS DCI FEEI TU Košice).
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which clearly needs to solve the availability of such environments for multiple and 
also different user devices and systems. As the development of new XR technologies 
grows rapidly, it is necessary to ensure the adaptability of systems and user interfaces 
so that they are able to handle new technological innovations. Optimization of data 
sharing is also most needed, as the problem of latency between users increases in the 
case of a global connection. Solving these problems can positively contribute to the 
expansion of virtual collaboration for any purpose.

. Concepts of application architecture

An accurate application architecture concept is deployed for each of the user 
interaction sharing systems. The main task of this concept is to ensure the distribu-
tion of user data as well as an event sharing in collaborative virtual environments. In 
fact, different types of application architectures are deployed. The concept of these 
architectures depends on the network infrastructure and user connections.

Although each of the architectures is specific for its typical features, it is very rig-
orous to consider its advantages and disadvantages when using its concept. Therefore, 
the application architecture in systems of collaborative virtual environments is often 

Figure 4. 
Globally shared environment (LIRKIS DCI FEEI TU Košice).
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adapted to the needs of the intended system. When creating multipurpose environ-
ments, it is possible to apply standard types of architectures without their compo-
nents changing. However, extensions and modifications to application architectures 
are necessary for specific purpose environments.

. Architectural model client: server

This architectural model uses the data centralization between users (clients) at the 
level of one common communication node (server). This type of application archi-
tecture is applicable to all types of collaborative virtual environments, and it is also 
popular in game applications.

The server (Figure ) is responsible for obtaining and mediating each data/informa-
tion submitted by the client and for their centralization. According to Doležal [], the 
client–server architectural model use is required if targeted distribution of data among 
clients and management of their access is necessary. The main logic of virtual collabora-
tion data sharing is, therefore, implemented primarily at the server level. It makes it 
possible to provide interaction data, solve different hierarchical levels of clients, operate 
possible data collection, and maintain a consistent collaboration []. Another advan-
tage is the ease of clients’ computing performance. Then, it is possible to use their avail-
able “power” just for the simulation of the collaborative virtual gaming environment.

The client–server architectural model use is fully dependent on the performance 
of the centralized node (server). Due to the increasing number of clients, higher 
demands on server performance are required. The server, therefore, mainly deals 
with data processing and replication among clients. To reduce the calculation require-
ments, it is possible to influence the interval of data sent by clients during the game or 
virtual collaboration []. Another way is to limit the number of active clients within 
the server performance capabilities.

If any of the specific subsystems are deployed on the client side, then the data from the 
subsystems are also replicated among the other clients. A subsystem may be represented 
by either a program unit or a device that is used additively and provides some of the whole 
system’s additional functions (e.g., artificial intelligence and speech recognition).

The following subsystems can be considered as subsystems connecting to the 
 client–server application architecture for the purpose of virtual collaboration:

 • physical shared subsystem,

 • the equipment operating on a sensor basis (sensor network),

 • the application with the generation of data, events, and phenomena for the game 
environment.

Figure 5. 
Topology of virtual collaboration with the client–server architectural model.
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Each of the subsystems can be represented by a specific module on the client 
side. Then, it is necessary to develop an optimal way of communication with other 
clients. Dias [] highlights the potential for dynamically adaptive client–server 
architecture development. It can contain interfaces for obtaining data from various 
subsystems and its subsequent transformation for the virtual collaboration needs. The 
disadvantages of the mentioned architecture depend on the data centralization level. 
Increasing the number of interfaces at the server level can lead to frequent system-
wide service outages or latency in the data processing. According to Khalid [], these 
problems can be prevented by data size optimalization using compression.

. Architectural model peer-to-peer

The second architectural model used to share virtual collaboration is the peer-to-
peer model. The basic difference from the client–server model is the absence of a node 
(server), which centralizes the information provided by clients and their subsystems. 
Data sharing is replicated each other among clients (Figure ). Each client actively 
sends its own data to all users in real time. The use of a peer-to-peer architecture is 
most suitable for data sharing only within smaller user groups []. Typical examples 
are environments/games with a limited number of users/players. This condition 
applies to both local and globally shared virtual environments.

When using the peer-to-peer model, the precondition for the emergence of 
requirements for higher performance of client devices is here, especially for the need 
to ensure communication with other clients []. In this way, it is complicated to 
optimize the client’s performance so that an effective level of interaction as well as 
visual feedback can be achieved.

Data consistency is compromised when sharing user interactions if clients 
approach a collaborative environment with devices with different computing perfor-
mances. In this case, there is a problem in synchronizing the multiuser interaction. 
Clients with higher computing performance are able to process interactions much 
faster compared to clients with low computing performance and high latencies. It is 
difficult to synchronize client interactions without losing any shared data [], due 
to the absence of a central node (server). Another problem arises when globalization 
of such an architecture is needed. It is necessary to use a centralized communication 
node in global systems with a peer-to-peer architecture. Without its use, different 
latencies with high deviations can occur among clients.

This problem can manifest itself in a high inconsistency of shared data. This can 
be quite a problem, especially in action games. Due to these complications, the use 

Figure 6. 
Topology of virtual collaboration with the peer-to-peer architectural model.
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of peer-to-peer architecture is only possible in purpose-specific environments with a 
limited number of users.

Despite the mentioned disadvantages, it is necessary to emphasize the principle of 
using this architecture as a suitable solution in the case of systems based on the client–
server architectural model []. For the needs of failure of securing client connections 
in the event of client–server architecture failures, it is appropriate to use the peer-to-
peer architecture as a backup mechanism for sharing game data or communication 
among players.

. Distributed server architecture

There are cases when it is necessary to process complex databases or nonstandard 
data types. In the case of virtual collaboration, the deployment of virtual environ-
ments for specific purposes is often present. For example, in addition to the standard 
architecture, it is necessary to connect clients to other separate server nodes (e.g., to 
payment systems of games).

Simultaneous data transfer among multiple clients and servers is provided by 
the distributed server architecture, as shown in Figure . An example is the sharing 
of modeling CAD/editing systems []. In them, virtual collaboration depends on 
several externally available servers. Each of the servers is responsible for providing 
specific functionality. Then, it deploys full computing performance for this func-
tionality. The main goal of the mentioned architecture is to separate the primary 
functionality associated with the virtual collaboration game and the secondary 
functionality providing specific data [].

From a topological point of view, a distributed server architecture consists of at least 
one primary and one secondary server. The primary server manages clients’ accesses, 
manages the sharing of user interactions, and ensures the availability of a common 
virtual/game environment. The secondary server is associated with different types of 
subsystems. These are used in addition and they need separate computing performance. 
The secondary server processes complex data needed for collaboration or game details.

During the collaboration, the data obtained from the server nodes are sorted and 
passed only to the specified context of the game environment []. The integrations 
of data from external servers (e.g., the weather conditions, the existing systems 
status, the notification, and payment data and records or the nodes with artificial 
intelligence for bots control) are frequent in simulation game systems.

However, if the primary and secondary servers were centralized in a single 
server, their level of reliability and services would be severely affected by computing 

Figure 7. 
Topology of using distributed server architecture in the concept of virtual collaboration.
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performance decrease. This would also significantly limit its performance for complex 
computational operations.

. Consistency models for sharing virtual game environments

To use specific application architectures, it is important to ensure the correct 
consistency of the virtual environment. In collaborative virtual environments, users/
players perform various types of activities. These activities affect the modification of 
shared content, that is the virtual game environment. Ensuring consistency means that 
in case, any change is made to shared content by one user/player, this change will be 
visible to other users/players at the same time []. At the same time, the state of the 
virtual environment will be equivalent for all users/players after the change is made.

Consistency is directly related to the synchronization of virtual content between 
all users/players simultaneously. However, in this case, a problem arises if a group 
of users/players uses devices with different computing power as well as different 
network connection bandwidth. As stated in Ref. [], there is a strong assumption 
that users with higher computing power and bandwidth could be prioritized when 
performing any interaction. This would strongly increase the number of conflicts 
between the activities of all users/players as well as misunderstandings in playing 
together.

To solve the mentioned issues, consistency models for sharing virtual environ-
ments are introduced, the main purpose of which is to manage and synchronize 
concurrency among user/player activities when working with virtual content.

. Model of centralized virtual environment

Ensuring consistency of sharing through the centralized virtual environment 
model is primarily applicable to client–server application architectures (Figure ). 
Every user/player accesses the centralized virtual environment through a network 
connection.

Consistency management is ensured by the following rules, as depicted in Figure :

. Once connected, every user/player will receive a replication of the entire virtual 
environment, including its current state.

. All connected users/players can perform object modification simultaneously.

. After the modification, the centralized virtual environment is updated and the 
change is replicated to all users/players.

The main benefit of the presented consistency model is the ability to synchronize 
users/players through a centralized node, tracking all the modifications of shared 
objects in real time []. This mechanism is suitable for the needs of concurrent col-
laboration management, where it is necessary to quickly record the modification of 
virtual content and then replicate its status. Every change in the state of the centralized 
virtual environment is continuously recorded. After users/players disconnection, the 
last modified state of the virtual environment is preserved and is available for future 
collaboration []. From an implementation point of view, the centralized environ-
ment is easily customizable and distributable among all users/players in real time.
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On the other hand, there are several principal limitations related to user access 
sharing and consistency management. A centralized virtual environment must be 
always available since it is the main source of virtual collaboration []. Although the 
service of this consistency model is easy to implement, it is important to optimize the 
centralized virtual environment for the needs of multiplatform access of users/players 
as well as XR technologies.

. Model of actively replicated virtual environment

The data management consistency through active data replication among users/
players is topologically identical to the peer-to-peer architecture. In the case of an 
actively replicated virtual game environment, consistency sharing is different because 
it is handled on the side of every user/player separately.

To maintain data consistency, it is necessary to implement a communication node 
(Figure ). This is important mainly due to the need for global collaboration, as a 
result of which this model can be considered a hybrid with the client–server architec-
ture []. Using the communication node, data consistency and user/player activity 
can be quickly sent and compared.

The model of an actively replicated virtual environment is controlled by the fol-
lowing algorithm, as depicted in Figure :

. Before connecting, the shared virtual game environment must be programmati-
cally present on every user device with the same initial state.

. Once connected, only active data replication occurs between users/players via 
the communication node, not centralizing the data.

. In case a new user/player joins the environment during the virtual collaboration, 
other users/players automatically replicate the current state of the virtual envi-
ronment, with all the changes performed during the collaboration.

. Modification of the virtual content can be performed by all users/players simul-
taneously.

. If one of the users/players modifies some specific content, he replicates this 
event to the other users/players as a whole.

. After completion of the collaboration, the latest state of the environment is not 
retained for future use.

Figure 8. 
Consistency model of centralized virtual environment sharing.



Computer Game Development



The benefits of this consistency model can be considered to be the high efficiency 
in synchronizing users/players, where the communication level is conducted directly, 
without processing by a third party []. This is desirable for some games. Despite the 
presence of the communication node, this is not data processing, but only replication 
to other users/players. Due to the close connection between users/players, it is pos-
sible to achieve a faster way of synchronizing and sharing collaborative activities.

Given the negatives, we can state that the growing number of users/players directly 
increases the requirements for the computing power of their devices. To extend the 
virtual collaboration systems with XR technology, it is necessary to emphasize that 
each of them has significantly different computing power. Therefore, the usability of 
active replication in sharing a virtual environment for a group of XR technologies is 
insufficient. Another resulting problem is the congestion of the communication level 
in case the given consistency model would be deployed for global use. In conclusion, 
this model can be considered effective only if the number of players does not change 
rapidly during the collaboration as well as the number of players is low.

. Model of distributed virtual environment

In terms of data consistency, the sharing of distributed virtual environments 
is closely related to the model of centralized virtual environment sharing. From a 
topological point of view, the same client–server architecture is deployed (Figure ). 
It is extended by an additional (secondary) centralized virtual environment.

Figure 10. 
Consistency model of distributed virtual environment sharing.

Figure 9. 
Consistency model of active replication virtual environment sharing.
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The primary centralized virtual/game environment, which provides the sharing 
of the main collaborative space, is considered to be the main one. The purpose of this 
space is to ensure the general existence of users/players and provide management of 
interactions and user/player entities.

Secondary environments provide an extension of virtual collaboration with spe-
cific virtual content. Their use would not be possible without primary environments 
since they are intended to broaden the context of collaboration. By combining the 
primary and secondary environments, a fully distributed collaborative virtual gaming 
space is created.

The algorithm of the data consistency management is identical to the algorithm 
of the centralized virtual environment model. Each of the users/players uses both 
the primary and the secondary environment, while the secondary environment work 
consists only of the content that is currently needed [].

The main benefit of distributed virtual environments is the separation of 
general-purpose development from specifically defined functionality []. The 
same is true for mediating the virtual content and consistency at two levels of col-
laboration, which specifically controls user/player accesses and interactions. Due to 
the complexity of two interdependent environments in parallel, the application of 
such a consistency model is significantly challenging, mainly due to the problems of 
their joint synchronization []. Another negative is the need for duplicate develop-
ment of system and user interfaces, especially if their intention is to support XR 
technologies.

. Data ownership sharing

Data ownership sharing is the main mechanism for data consistency in manag-
ing multiuser interaction. Its aim is to ensure the transfer of virtual content among 
multiple users/players in real time []. Ownership of virtual content is applicable 
at the level of any application architecture. However, it can be effectively described, 
especially with the client–server architecture ( ). The process of data owner-Figure 
ship sharing consists of the following points:

Figure 11. 
Scheme of the data ownership sharing model.
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 • Ownership acquisition,

 • Ownership transferring,

 • Ownership leaving,

 • Ownership enforcing.

The acquisition of ownership depends on the collaboration logic associated with the 
context of the shared virtual game environment. In general, when a user/player inter-
acts with a shared virtual object, he becomes its owner. The same principle is used in 
the case of the creation of one’s own virtual object by some of the users/players. When 
ownership is acquired, the centralized virtual environment is automatically modified 
and the change is replicated to other users/players. The following rule applies in virtual 
environment sharing: In concurrent collaboration, one user/player can own a group of 
objects, but one object cannot have more than one owner at a time [].

The ownership transferring occurs when a user/player transfers his own object 
to one of the other users/players. In this case, there is a modification of the transfer 
of ownership to the centralized virtual environment and subsequently to a specific 
user/player. Other users/players of the collaborative group are also informed about 
the ownership transfer. These receive replication about the status of the ownership 
transfer to a particular user/player.

The ownership leaving occurs when one of the users/players relinquishes the 
virtual object and he leaves it in a centralized virtual environment. Subsequently, the 
availability of the object is replicated to all users/players. Then, the object is available 
to players and it can be acquired.

Data ownership sharing can be also affected by specific collaboration or game 
rules. An example is the division of users/players into individual hierarchical levels. 
Then, the whole strategy of ownership acquiring and transferring changes according 
to these levels. The examples are the systems for training or instruction in a gami-
fied form. In them, the users/players are most often divided into groups of editors, 
instructors, collaborators, or observers. In such systems, there are possibilities for 
ownership enforcement. This ability is usually available to users/players at the highest 
hierarchical level. Through ownership enforcement, it is possible to acquire a virtual 
object without it being transferred or left by its owner in advance.

. Global collaborative virtual environment (LIRKIS G-CVE)

Based on the above information, the global collaborative web system LIRKIS 
G-CVE [] was implemented as the main working platform for these systems in 
the LIRKIS laboratory (Figure ). The system was created as a result of the web XR 
system architectural model formalization. The purpose of the system is to provide a 
globally accessible virtual environment through web browsers. LIRKIS G-CVE uses 
a client–server architecture to provide access to the shared environment to multiple 
clients in real time.

The main part of the system is a remote web server. This manages communica-
tion among clients and mediates their interactions in a shared virtual environment 
[]. The server uses three application software frameworks: Node.js, Express.js, 
and Networked-Aframe implemented in the JavaScript scripting language. These 
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frameworks ensure the execution of services in the system application background. 
Node.js provides real-time parallel client connections and it manages asynchronous 
client–server data communication. Express.js provides server rest APIs to handle 
HTTP requests from clients during a connection. Networked-Aframe manages the 
sharing and synchronization of the virtual environment among clients, including all 
virtual D objects and interactions.

The second part presents the client’s web interface, which is displayed through a 
web browser and performs asynchronous rendering of the shared virtual environment. 
A-Frame technology is used in the implementation of this interface with regard to the 
guaranteed support of several platforms and the development of interactive virtual 
environments. A-Frame is based on the Three.js visualization library, which provides an 
application interface for creating D computer graphics in a web browser. Using A-Frame, 
virtual environments are created at the HTML level and their functionality is implemented 
in JavaScript. Using asynchronous JavaScript (AJAX), it is possible to render all changes in 
the environment simultaneously without the need to reload the entire interface.

Communication between client and server is based on the WebSocket protocol. 
Each collaborative virtual environment is accessible to clients under a specific URL. 
After the client connects, the server requests his data and then provides it to other 

Figure 12. 
LIRKIS G-CVE architecture.
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active clients. The amount of data transferred among clients depends on the charac-
teristics of the shared environment. These properties include interaction levels, the 
number of connected clients, and the amount of data shared. Client–server commu-
nication depends on the width and speed of the network connection. This is why in 
case of long-term inactivity, the inactive clients are automatically disconnected. This 
prevents the server from being overloaded by inactive network entities. If the client’s 
connection is terminated, the server removes its virtual entity (including the avatar) 
from the environment and closes the connection.

Part of the implementations in the previous works and projects of the LIRKIS 
laboratory was the creation of virtual collaborative environments for the purpose of 

Figure 14. 
Example of gamified training–testing application on safety in the construction industry.

Figure 13. 
Example of BUS simulator virtual environments.
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a global collaboration of users in gamified form as well. Each of the training games 
supports a cross-platform approach and user interaction. As an example, we present 
a bus simulator (Figure ), a gamified training–testing application on safety in the 
construction industry (Figure ), a collaborative environment for training work 
with drones in a playful way (for artificial intelligence training data) (Figure ), 
and an environment for testing multiuser interaction (department virtual OpenLAB 
environment, DCI FEEI TU Košice) (Figure ).

. Conclusion

The computer games industry and research are progressing quite well, although it 
requires significant financial resources. As the demands of users/players also increase, 
it is good if this technology is a very immersive experience for its users/players. The 

Figure 15. 
Example of a virtual drone game.

Figure 16. 
Example of virtual DCI OpenLAB environments.
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games allow to bring also education, training, or presentation of various kinds of 
designs up to an entirely new level. The XR technology usage is one of the ways in 
which this can be achieved. It represents a new form of visualization, a new form of 
experiences, a new form of feeling, and a new form of socially shared life. Models can 
be created using D modeling tools, including CAD software, or by using D scanners 
or motion capture systems and inserted into, for example, a real scene. A new game 
era is starting.
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Chapter 2

Commercial-off-the-Shelf (COTS) 
Games: Exploring the Applications 
of Games for Instruction and 
Assessment
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and Mahsa NorouziNargesi

Abstract

Despite the growing interest in utilizing commercial off-the-shelf (COTS) games 
for instructional and assessment purposes there is a lack of research evidence regard-
ing COTS games for these applications. This chapter considers the application of 
COTS games for instruction and assessment and provides preliminary evidence com-
paring COTS game scores to traditional multiple-choice assessments. In a series of 
four studies, we collected data and compared results from the performance in a COTS 
game to scores on a traditional multiple-choice assessment written for the purposes of 
each study. Each assessment was written to evaluate the same content presented in the 
game for each respective study. Three of the four studies demonstrated a significant 
correlation between the COTS game and the traditional multiple choice assessment 
scores. The non-significant value in Study  was likely due to a small sample size 
(n<). The results of these studies support our hypothesis and demonstrate that 
COTS games may be a useful educational tool for training or assessment purposes. We 
recommend that future research focuses on specific applications of COTS games to 
explore further opportunities for utilizing COTS in education and assessment.

Keywords: commercial off-the-shelf (COTS) game, game-based assessments (GBAs), 
serious games, game-based learning (GBL), instructional games,  
multiple-choice assessments

. Introduction

Over the last decade, the use of games for purposes outside of entertainment has 
grown in both research and industry, leading to discrepancies in conceptual defini-
tions, use cases, and evidence-based benefits [–]. An increase in recent research 
literature reviews and meta-analyses on the topic of game-based interventions 
emphasizes the wealth of research being conducted in this area [, ]. However, 
game-developers have quickly capitalized on the widespread interest and often 
market game-based interventions in ways that are not always empirically tested with 
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evidence for their publicized use []. In this chapter we aim to provide clarity on this 
topic by first reviewing important terminology, second discussing applications of 
games for instruction, and third exploring applications of games for assessment. Then 
we focus on the rise of commercial off-the-shelf (COTS) games for both instructional 
and assessment purposes. We close by highlighting the authors’ research from four 
studies focused on comparing COTS games to traditional assessments.

. Important terminology

In this chapter, we use the term game-based intervention to speak broadly of 
game-like experiences and the ways they are applied for non-entertainment pur-
poses such as education or evaluation. Within this broad conceptualization, there 
are several important terms: game-based learning (GBL), game-based assessment 
(GBA), gameful design, gamification, and COTS games. GBL, also referred to as 
serious games [] occurs when a game is used for the primary purpose of learning []. 
Similarly, GBAs are evaluations that take place within the context of a game expressly 
designed to identify specific skills, traits, or behaviors []. In contrast, gameful design 
and gamification are design strategies which incorporate game elements into new or 
existing assessments respectively; typically for the purpose of engaging and motivat-
ing individuals [ , ]. Thus, a thorough understanding of game design is requisite 
to the development of effective GBLs and GBAs as these interventions use the full 
suite of game attributes. For example, see [] for a taxonomy of game attributes. As a 
result, developing GBL and GBAs entails considerably more expertise and resources 
compared to incorporating game elements through gamification or gameful design. A 
potential solution to the resource-heavy nature of game development is the utilization 
of COTS games. Designed by game developers, COTS are most commonly designed 
for entertainment purposes and are available for purchase by a vendor and can be used 
almost immediately after purchase [, ]. COTS games offer a reasonable alternative 
to the time and resource intensive commitment to develop one’s own games [, ]. 
GBL, GBA, and COTS games are explored in more detail in the following sections.

. Game-based learning (GBL)

Games have been used to stimulate student learning by attracting students’ attention 
through increased motivation []. Additionally, researchers and practitioners have 
shown increasing interest in alternative instructional methods, which emphasize a more 
active learner role []. Combined with the increasing growth of interactive technologies, 
this provides a unique opportunity to explore learning environments which involve 
students in their own learning process, such as the gamification of learning content and 
using a GBL solution [ ]. In contrast with traditional learning methods, educational 
games have shown a positive relationship with the thinking skills of learners and can 
improve learner motivation [, ]. Considering the ways that GBL solutions can 
present learning experiences in a motivating way to students, using games for learning 
could feasibly increase student engagement and in turn have the potential to improve the 
academic performance of students [–].

. Game-based assessment (GBA)

GBAs are designed to measure knowledge, skills, or abilities (KSAs) within the 
context of the game [–]. They are defined as evaluations that use game elements 
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to immerse the individual in a specific game environment, allowing them to interact 
with it, and demonstrate the desired KSA []. Importantly, GBAs typically use game 
activities as tasks to generate evidence of complex skills []. Using a GBA with strong 
psychometric evidence (e.g., reliability and validity evidence for the intended use) 
has the potential to provide a number of benefits. Some researchers have proposed 
that GBAs might be designed to generate positive outcomes in test-takers such as 
reduced test anxiety, challenges faking, and measuring more behavior-based mea-
sures [, –, ,  , ]. In the context of work, some researchers have referred to 
GBA as “an assessment method in which job candidates are players participating in a 
core gameplay loop while trait information is inferred” [].

While traditional assessments use participants’ responses to textual or graphic 
prompts to collect data about their knowledge, skills, and abilities, GBAs gather this 
data based on the test-taker’s in-game behaviors []. These behaviors can be a range 
of information such as overt information like a choice a player makes when faced with 
a discrete decision in a game. A theory-driven assessment often focuses on a theoreti-
cal research model to build the design and intention of the evaluative components 
into the assessment. These components may lead to a narrative or series of decisions 
around targeted behaviors related to the variable being assessed. An alternative to a 
theory-driven approach are games built using a data-driven approach where minor 
behaviors during the gameplay are used to predict the outcomes of interest. A data-
driven GBA is not built with a targeted construct and measurement in mind [ – ] 
but can empirically measure a construct using trace data such as mouse clicks, move-
ments, interactions with objects in games, or time spent on a task []. This trace 
data can be collected automatically by a game and has been shown to demonstrate 
meaningful information with regards to assessing player information []. Either 
type of GBA changes how assessments are traditionally measured, but holds onto the 
psychometric properties within the game to evaluate a variety of KSAs [, ].

There are several benefits regarding GBAs that make them particularly appealing to 
organizations who might use them for personnel selection. One of these is the sugges-
tion that GBAs might be able to predict job performance beyond traditional selection 
methods [, ]. Given the longstanding concern of applicant faking, the potential 
to reduce socially desirable responses are another benefit that GBAs may provide to 
organizational assessments [, ]. Since GBAs can be designed to measure traits and 
behaviors indirectly, this has the potential to obscure the purpose of the assessment 
which could in turn make it more challenging for candidates to identify the variable 
being assessed and what a good answer would look like []. A last benefit that may 
be of particular interest to organizations is that GBAs have been shown to reduce 
adverse impact compared with traditional paper-and-pencil tests [, , ]. Because 
of these benefits, organizations may want to consider investing in GBAs to evaluate 
different characteristics in the workplace, such as cognitive ability, individual charac-
teristics, or job skills [, ].

. Commercial off-the-shelf (COTS) games

Given the time, money, and expertise needed to develop game-based interventions, 
there are contexts in which it is more reasonable for researchers or practitioners to use 
an existing COTS game for their purpose rather than investing the time or resources 
into developing their own game [, , ]. However, a critical consideration when 
choosing to use a COTS game is that these games are rarely designed for the purpose 
they will be used for. Although a growing number of vendors are developing COTS 
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games for learning or assessment purposes and having a growing body of evidence 
to support those games for those uses, in most contexts a researcher and practitioner 
will not have the option of a COTS game designed for the purpose they intend. This 
makes the consideration and selection of the COTS game to be used a critical step.

If a COTS game is being used for assessment or evaluation, the behaviors being 
displayed by the player must be measurable, either by a metric captured in the game 
or by an observable behavior that can be recorded by an observer. Additionally, the 
content needs to present a scenario in which the player has the opportunity to dem-
onstrate relevant behavior to the variable being measured. For example, see the series 
of studies by [] where VR COTS games were used for measuring spatial recognition 
variables.

If a COTS game were being used for a learning application, the game would need 
to present the relevant content that the player needs to learn. This includes presenting 
the information and ideally presenting a context in which the relevant information 
could be used or the intended skill could be practiced. It would be further valuable for 
the selection of the COTS game to avoid games with excessive information or compo-
nents that aren’t relevant to the learning experience, also called  [].seductive details

Research on traditional assessments focuses heavily on the psychometric reli-
ability and validity of the instrument [], but empirical support for the psychometric 
properties of COTS games is still in its infancy. This lack of research of the efficacy 
and utility of COTS games for instructional and assessment purposes has led to the 
current series of studies which are intended to provide preliminary evidence on the 
use of COTS game scores. In these studies, we ask the following research question.

Research question: Will scores on COTS games significantly converge with traditional 
multiple-choice assessment scores?

Below we detail four correlational studies focused on the application of COTS 
games. We seek to better understand potential applications of COTS games as learn-
ing or assessments interventions by better understanding the similarity between 
scores produced in a COTS game to traditional multiple-choice assessment. Each 
of the COTS games in the studies below was carefully considered and chosen as it 
represents content that could be relevant to learners in a GBL context. Since the scores 
produced by COTS games are not intended for learning or assessment purposes, 
our question is general to understanding if these scores are meaningfully related to 
a relevant measure in these particular cases; scores on a traditional multiple-choice 
assessment in the same content area. We caveat that this evidence does not general-
ize to all COTS games and individual data would need to be collected and analyzed 
if a COTS game is being considered for a similar application. However, this series of 
studies does provide a general proof-of-concept that may aid future applications of 
COTS games.

. Research series

Data from the first three studies were collected as part of other projects and 
analyzed for this research question. All four studies collected samples from under-
graduate and graduate students from Universities in the Western United States, 
with approval from the associated Institutional Review Board. Each study reports 
demographic information, scores from the COTS game used, and scores from the 
multiple-choice assessment. An image of the COTS game used in each study is shown 
in Figure . Each multiple-choice assessment included four response options, one 
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correct answer, and good metrics based on a pilot sample (i.e., reasonable difficulty 
between . and . and knowledge discrimination of >.). Each assessment r
was developed using research-based principles [, ]. Lastly, each study collected 
the participant’s tendency to play videogames using the Video Game Pursuit scale 
(VGPu) []. The scores on this -item measure are reported on a -point scale from 
=strongly disagree to =strongly agree. This measure is used since researchers have 
proposed that a propensity towards playing video games may impact the results of 
videogame interventions [].

. Study 

Participants were  students; primarily female () and Caucasian  with 
an average age of almost years ( =.). In the study, participants completed a SD
consent form, then an initial survey measuring demographic information and video 
game pursuit. Participants then played the assigned game for minutes followed 
by a second questionnaire which included a multiple-choice assessment. The study 
concluded with a four-minute debriefing video.

.. COTS game

In the videogame Quintet, participants play as crew members of a spaceship 
(i.e., captain, helm, tactical, engineer, or scientist) who must work with a team 
to complete various science missions. Participants must learn their role and how 

Figure 1. 
Images from the commercial-off-the-shelf (COTS) games used in Study 1 (Quintet, top left), Study 2 (Arm 
Surgery 2, top right), Study 3 (PC Building Simulator, bottom left), and Study 4 (Car Mechanic Simulator, 
bottom right).
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to manage their responsibilities on the ship to earn points and meet the mission 
objectives.

.. Multiple-choice assessment

A -item multiple choice assessment was written for this study with questions 
linked to the specific missions, roles, and responsibilities in the game.

. Study 

Participants were  students; primarily female (), and mostly Caucasian 
() or Hispanic () with an average age of almost years ( =.). In the SD
study, participants completed a consent form, then played the assigned game for 
minutes followed by a questionnaire with the multiple-choice assessment, demo-
graphic questions, and the measure of videogame pursuit. The study concluded with a 
short debriefing statement.

.. COTS game

The videogame Arm Surgery , takes place in a virtual operating room where 
players take on the role of a surgical doctor. The game begins with a tutorial, where a 
nurse guides the player through surgical techniques and medical instruments. Players 
then have to complete a surgery to repair a broken arm as quickly as possible with as 
few mistakes as possible.

.. Multiple-choice assessment

A -item multiple choice assessment was written for this study. All questions 
pertained to the surgical terms, tools, and procedures presented during the game.

. Study 

Participants were  students; mostly females () of Caucasian () 
or Hispanic () descent with an average age of about years ( =.). In SD
the study, participants signed a consent form then reviewed an -page tutorial on 
how to play the game. Participants then played the assigned game for minutes 
before completing a survey of demographic questions, videogame pursuit, and a 
multiple-choice assessment. Participants were then given a debriefing handout and 
dismissed.

.. COTS game

In the game PC Building Simulator, players take on the role of a PC repair shop 
owner. They must manage their shop by diagnosing and repairing computers to make 
money for their store.

.. Multiple-choice assessment

An -item multiple choice assessment was written for this study. All questions 
were related to the tasks and terminology used in the game for repairing PCs.
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. Study 

Participants were  students; mostly females () of Hispanic () or Asian 
() descent with an average age of about years ( =.). In the study, par-SD
ticipants completed a consent form then played the assigned game for minutes. 
The study ended with a survey of demographic measures, videogame pursuit, and a 
multiple-choice assessment.

.. COTS game

In the game Car Mechanic Simulator , players take on the role of a mechanic to 
repair, paint, and tune cars in a garage. Their goal is to make money by repairing as 
many cars as possible.

.. Multiple-choice assessment

A -item multiple choice assessment was written for this study. All questions 
asked about the tools and types of repairs done in the game.

. Research results

Results of the correlation coefficient analyses are shown in -Table . These dem
onstrate that there are positive, significant correlation between the COTS game and 
multiple-choice assessments in three of the four studies; Study  =., <.; r p
Study  r=., <.; and Study  =., <.; but not Study  =., p r p r
p<.. This shows that in three of the four studies presented here, the score gener-
ated by playing the COTS game was significantly related to the score earned by the 
participant on the traditional multiple-choice assessment. These results are valuable 
for the area of COTS games because they show that when selected carefully, the scores 
produced in a COTS game might provide meaningful information for individuals 
wanting to use COTS games for learning or assessment purposes.

      M SD     

Study 

   .  Sex at birth —. .

   .  Age . . .** —

   .  Video game pursuit . .. ** .* .

   .  COTS game . . .**  . .** —

   .  Multiple-choice assessment . .. **  . .** .** —

Study 

   .  Sex at birth —. .

    .  —Age . . .

   .  Video game pursuit . . .**  −. .

    .  COTS game . . . .−

** .* —

      .  Multiple-choice assessment . .. . −. .** —
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. Discussion

The purpose of this chapter was to provide information about the application of 
COTS games as game-based interventions. In the research series presented as part of 
this chapter, we sought to build upon a growing body of research literature on COTS 
games by showing the convergence between COTS game scores with traditional 
multiple-choice assessment scores on the same content. Overall, the research results 
answered our research question and showed that COTS game scores significantly 
and positively correlated with the traditional knowledge assessment scores in Studies 
– but not Study . Although a non-significant relationship was found in Study , 
we note that these results may be attributed to a limited sample size. Data collection 
was halted during Study  due to the onset of the COVD- pandemic and local laws 
prohibited in-person gatherings including the collection of in-person data which was 
part of this research protocol. Overall, these results suggest that when a COTS game 
is considered and chosen intentionally, that the COTS game scores may be reason-
ably similar to a traditional knowledge assessment score. We caveat these results by 
stating that these findings cannot generalize outside of these particular games and 
provide primarily a proof-of-concept to the consideration and use of COTS games. We 
encourage researchers and practitioners to collect and evaluate their own evidence for 
the COTS games they select and the intended application of those games.

. Intentional game selection

The meaningful relationships between the COTS game scores and traditional 
assessments highlights the potential benefits of using game-based interventions. COTS 
games may provide viable solutions to learning and assessment contexts but must be 
considered carefully with the particular purpose of the game in mind. While some 

      M SD     

Study 

   .  Sex at birth —. .

    .  —Age . . .

   .  Video game pursuit . . .**  −. .

     .  COTS game . . . −. .* —

     .  Multiple-choice assessment . . . −. .* .** —

Study 

   .  Sex at birth . . —

   .  Age . . .* —

   .  Video game pursuit . . .**  . .

      .  COTS game . . −. . −. —

    .  Multiple-choice assessment . . . −.* .*  . —

*p<., **p<.. M=mean, SD=standard deviation, COTS=commercial-off-the-shelf. Sex at birth coded 
as =female, =male. The COTS game scores and multiple-choice assessment scores are percentages. Estimates of 
reliability are bolded along the diagonal.

Table 1. 
Descriptive statistics and correlations for Studies 1–4.
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COTS games may demonstrate meaningful uses without being intentionally designed 
to do so [, ], it is important to note that not all COTS games will demonstrate similar 
results. Here we highlight the importance of selecting the right COTS game for the 
intended purpose. To avoid potential pitfalls of using a COTS game, individuals can 
prioritize the selection process by incorporating time for planning and review into 
the early stages of their project. Having a thorough understanding of the differences 
in game design and content is critical to selecting an appropriate COTS game for the 
intended purpose. As mentioned earlier in this chapter, learning and assessment are 
examples of two desired outcomes. To further illustrate how a COTS game could be 
reasonably connected to the end goal, we provide more detail about the content of the 
COTS games used in the series of research studies presented in this chapter.

.. Study 

In the game Quintet, the primary content focuses on players learning their distinct 
responsibilities (i.e. the Scientist role can survey the surroundings while the Engineer 
role can repair and boost various functions) while learning to communicate and 
coordinate their actions with their teammates. Because the game missions require 
teammates to coordinate the timing of their actions, gameplay inevitably promotes 
active communication and collaboration between teammates. Teams will automati-
cally perform better in meeting the mission objectives when they are actively commu-
nicating and coordinating their different actions.

.. Study 

In the game Arm Surgery , the player is presented with factual information about 
specific surgical equipment and procedures. During gameplay, players are guided 
through several procedures where they have to select the correct tool and perform the 
correct action before the game can progress. Progressing through the game naturally 
promotes active attention towards these tools and procedures as players must monitor 
and maintain the patient’s health while performing their tasks to earn a higher score.

.. Study 

In the game PC Building Simulator, players are responsible for their own PC repair 
shop. In order to improve their score, they must accurately diagnose the computer’s prob-
lem, order the correct parts, and repair or replace those parts before returning the PC to 
the customer. When players aren’t sure about particular parts, they can go to a guide to 
click on parts for the name and information on that part. For the gameplay to progress, 
players must continue to accurately identify and repair the defective components.

.. Study 

In the game Car Mechanic Simulator , the player owns a car mechanic shop. 
Similar to the game in Study , the player must accurately diagnose the problem, 
order the needed parts, and replace those parts in the car. The individual can also 
go to schematics which will give the name and primary functioning of the different 
parts that will help them when trying to understand and diagnose a problem. Thus, 
gameplay naturally leads to improved understanding of the different parts of a car 
and their functioning.
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Each of these topics are relevant to workplace learning and may present a relevant 
context for training or assessment. For example, in Study , participants must learn 
their role in the game but also communicate with members of their team, coordinate 
their actions, and effectively work together to meet the game objectives. In this 
instance, the participants cannot be successful together unless they work as a team. 
Although the environment of being in space does not present a typical work environ-
ment, players were actively engaging in workplace applicable teamwork skills. In 
contrast to this, the physical environment of the games in Studies – were relevant 
to the fields of their subject matter (healthcare, computer science, and automotive 
industry, respectively). As an increasing number of industries continue to consider 
and apply game-based interventions, the variety of different COTS game contexts 
becomes more relevant [– ].

. Low and high stakes contexts

While COTS games offer a reasonable alternative to the resource intensive com-
mitment of developing a game, they do not provide the same precision and control 
compared to traditional methods, which can be an important component in some 
training and assessment contexts []. Because of this, it is important to only use COTS 
in particular contexts when this precision and control is not critical. Beyond assessing 
how the content of a COTS game is associated with the intended purpose, it’s impera-
tive to consider whether the data will be used in a low stakes or a high stakes scenario.

High stakes scenarios occur when results could have a large, consequential influ-
ence on a person’s access to or receiving of resources. This means it might impact their 
pay, promotion, or selection into a program, course, or position. A low stakes scenario 
occurs when the results are used for general information given to the individual or for 
developmental purposes when shared with a larger institution. For example, using 
a game to assess applicants for a job would be high stakes. Whereas, using a game 
to assess high school students’ language skills to provide feedback on how to better 
prepare for college would be a low stakes scenario.

An additional consideration to distinguish high and low stakes scenarios is 
when a cost is associated with the service and when a claim is made with regard to 
the actual result of the intervention. For example, someone paying for a training 
course intended to improve their skills with a software is high stakes and should 
have evidence that this program improves the skills in individuals that it claims to 
improve. Similarly, if the program is free but it claims to improve the skill, it should 
still provide this evidence based on its claim. In contrast, if the program is a free game 
intended for entertainment purposes and does not make claims about improving 
cognitive functioning or other skill development then it is low stakes.

High stakes scenarios should be approached with extra care and use instruments 
or interventions with strong psychometric evidence on the reliability and validity of 
intended use. To this end, we recommend COTS games to be used primarily in low 
stakes scenarios. Given the degree of importance and variation that can occur in high 
stakes scenarios, control over a game or gamified experience is paramount so that any 
bias or unintended negative consequences can be reconciled. COTS games are typi-
cally used without the option to customize aspects of the game, hindering the ability 
to identify and rectify any pitfalls. Using established and rigorous science-based 
processes for the development of game-based interventions is especially important 
for high stakes training or assessment purposes. GBL solutions are best developed fol-
lowing empirical instructional system design (ISD) methodology while GBAs should 
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follow standard assessment development and validation processes to demonstrate the 
psychometric properties of the assessment [].

. Recommendations for software developers

Given the results of this paper, it appears that COTS games have potential uses 
beyond entertainment purposes when selected with intention and applied thought-
fully. Below are recommendations for software developers regarding actions which 
might benefit a COTS game for being used for alternative purposes.

Firstly, software developers can make a variety of game metrics available to collect 
from gameplay as providing frequent and detailed feedback on performance is a key 
component of both training and assessment []. When games are used for training 
or assessment purposes, having detailed metrics (e.g., how long a player spent on a 
level, how many incorrect selections were made etc.) can be a helpful device. COTS 
games which provide a metrics sheet or summary of data would greatly aid in the 
game’s accessibility for alternate purposes. For example, many Massively Multiplayer 
Online Role-Playing Games (MMORPGs) and Multiplayer Online Battle Arena 
(MOBAs) make detailed game metrics publicly available for players to view statistics 
of their own and other players’ performance to better understand and improve their 
future gameplay [].

Secondly, when possible, it would help to have software developers create easily 
customizable options in their games that could increase the usability of the game for 
alternative purposes. For example, some games could add additional modes (e.g., 
single player, cooperative, or competitive modes) which allow for alignment with 
a greater variety of intervention purposes. Games could also provide more content 
related tutorials so players have the opportunity to learn about the context of the 
game in a tutorial rather than just learning through game mechanics. For example, a 
medical based game could provide specific information about tools, procedures, and 
different considerations when caring for a patient. Additionally, learning and assess-
ment components can be an added benefit when thoughtfully integrated into other 
contexts such as educational settings [].

Thirdly, when a game is naturally aligned to an area that might have potential for 
alternative uses outside of entertainment (e.g., game has content relevant to child or 
adult learning or the content might potentially assess a relevant topic area) it would 
help to have software developers seek input or feedback from potential users. This 
may include contacting educators to ask about particular features they would want 
in the game if they were to use it for learning or posting summaries of the game on 
online forums and asking for general ideas on how to improve the game if it were used 
for assessment purposes. Understanding, and marketing, the particular qualities and 
game characteristics that would be most beneficial for alternative uses would help in 
promoting the selection of the COTS game.

. Understanding COTS games and modern technologies

Considering the rapid emergence of new technologies, it is relevant to consider 
how some of the most recent innovations in the gaming world might impact the 
results discussed here. New technologies such as XR and VR offer high fidelity 
experiences in contexts that can be created and customized for individuals to experi-
ence. The potentially high impact of these new experiences involves the degree of 
realism they create for the player. Several researchers have begun to explore these 
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technologies and their potential uses for training and assessment purposes, high-
lighting the hyper realistic environment as a key feature that future researchers and 
practitioners can capitalize on [, ].

This realism can be a valuable training or assessment component of the game or 
experience for individuals. For example, if trying to teach medical students how to 
perform a particular procedure, it may be beneficial to have them perform this skill 
under a variety of conditions such as in a quiet, focused space but also in a loud, and 
busy space that might better replicate the environment of an Emergency Room. Using 
XR or VR, the procedure could be adapted to different scenarios, and embedded 
within a seemingly realistic ER environment that allows common sights and sounds 
from this experience to be included within the training session.

Similarly for assessment, it may be critical for an electrical engineer to be able to 
perform specific repairs on power lines and equipment. In XR or VR, these repairs 
could be assessed in an environment that emulates a heights scenario, where the 
participant truly feels they are at the top of a powerline. The sights, sounds, and 
sensations they experience can bring a sense of presence and embodiment that is dif-
ficult, if not impossible, to emulate in non-XR or VR environments. In short, it is clear 
that there are new technologies emerging that could further enhance the usability and 
application of future COTS games.

. Conclusion

Research has demonstrated that some game-based interventions may provide 
benefits in learning and assessment contexts. As the research on game-based inter-
ventions continues to mature, more empirical evidence is being produced on how to 
design and implement games in a more impactful way [, ]. Game-based interven-
tions have much potential [], but game design can be resource-intensive, making 
COTS games an attractive alternative when the requisite time, resources, or expertise 
are not available for game development. In the focal research series, we sought to 
explore how COTS game scores converge with traditional knowledge assessment 
scores and found preliminary proof-of-concept evidence that in this context, three 
of the four COTS games demonstrated significant convergence with the respective 
traditional, multiple-choice assessment. Although these findings do not generalize 
outside the context of these particular games, they do provide a promising future to 
the further investigation of COTS games as viable solutions in low stakes instruc-
tional and evaluative contexts. Overall, we recommend COTS games within particular 
contexts where a well-suited game is chosen and encourage individuals to exercise 
intention in how the COTS games are used.
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Chapter 3

Serious Games Development
and Impact for Business Education
Dario Liberona, Aravind Kumaresan, Lionel Valenzuela

and Giovanny Tarazona

Abstract

Learning methodologies and experiences have changed over the recent years 
thanks to the incorporation of digital technology, among many of these technologies 
are Serious Games, that has a better opportunity to be used during recent pandemic 
times, the process of designing and incorporating games technologies is not easy and 
there are very few available development tools, this paper focus on basic guidelines 
and a practical experience. Review the process of developing a serious game and 
address some of the challenges of making a serious game from scratch. The objective is 
also to understand the challenges of developing and implementing gaming mechanics 
in Serious Games and the impact and results of the experience of using it with 

students’ samples from Latin America and Europe. The results of this study is that 
gamming has a very positive impact in the learning process of higher educations 
students, whom value the use of this technologies in their education, however in 
general these technologies are not being use in higher education, there is more simu-
lation type implementations, especially in marketing and logistic areas. There is a need 
to train teachers and create pedagogical departments that will enhance and develop 
this experiential learning tools.

Keywords: serious games, edutainment, entrepreneurship, gaming base learning, 
startup education, gaming mechanics, startup journey game

1. Introduction

Higher Education is one of the key strategic factors that are helping to sustain and 
increase development and social mobility [1, 2], the world is rapidly changing, now 
we have almost complete generations that have play many games since very early 
childhood like generation alpha, meanwhile generation Z is mostly on University 
students and joining the labor force are super familiar with games, the first generation 
that had games and social networks since very early stage [3], generation Alpha is the 
first totally digital natives generation and already are playing games like never before, 
they will be joining universities around 2030 with more experience in digital gamming 
that any other generation (Table 1).

Computer games have already set their foundation on mainframe computers and 
then extended its use to personal computers and many devices and ways, electronic
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               games have been close to at least the so-called generations X, Y, Z many of generation
              Z are studding at universities now and soon generation Alpha born on this century will

              be joining higher education with a big exposure to gaming has never seen before. In
               the last 50 year we have seen tremendous growth in the gaming industry and since a

             decade or some gaming has become serious with a new branch of edutainment, new
            games with the purpose of helping to teach certain specifics concepts and decision-

 making experiences.
          After generation Y some concepts of learning were incorporated into education,

             but it was generation Z the one that learned many concepts, math, sciences, lan-
      guages, and others with interactive games mostly.

            Table 1 shows the different generations and their most common games, we can
              clearly see how gaming has become more and more popular each decade, most of the

            generation Z and Alpha, the current and future higher education students have a
           culture of gamming and are familiar with diverse gaming technologies like never
            before, and generation Alpha has been using virtual reality and augmented reality, this

          generations have been very active in this 180 billion dollars industry.
           Serious Games, also called educational games or applied game, Clark Abt is

              credited for coining the term serious game in the 1970s, defined as games have an“ ” “

           explicit and carefully thought-out educational purpose and are not intended to be
    played primarily for amusement [4].”

            Digital games whose main purpose is serious in the sense that the learning“ ”

            outcome is more important than to simply entertain the players. The primary seri-“

             ous purposes can be to teach or train in specific areas providing learning experiences”

 for students.
             There are some video games that can be used for learning skills competencies, as

             they have an educational setting, such has Sims City, perhaps other areas such as
    Astronomy and Space-Themed Mobile Games.

             However, these games need many video game design skills in order to be attractive
           for students, there are many categories of Digital games, simulations, virtual environ-

            ments and mixed reality/media that have been applied to teach or train through
    responsive narrative/story, gameplay or encounters.

         Nowadays constant innovation is needed in all industries, specially education,
             and the incorporation of serious games is a technology that has been evolving and

            helping to improve the students learning experience since the early 2000s, and has
           been slowly incorporated into university classrooms activities, there is still a big

             gap for teachers to adopt this new roles as game designers and game coordinators,
             they need to build new instructional design models that will benefit of both new

          technologies available and the new generations of students with long gamming
 experiences [5].

            It is important to incorporate serious games and educational technology in order to
            teach skills and competences that are more practical and changing very rapidly, there

              is a need to give a more experiential dimension to the acquisition of knowledge from
            students, in this regards some games and digital simulations have been developed over

   the last decade [6 8].–

             The research group wanted to use this tool to improve the experiential learning of
           business development with a serious game denominated Start up journey game , the“ ”

           objective of the game was to train and practice basic startup concepts.
            The first steps were to determine what were the fundamental concepts to teach

             and then work with a specialized Game creation venture that will add the game
  experience best practices.
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             In figure one we can review some of the educational technologies that have being
            incorporated in the last decade in higher education [1], here 21 new technological

             trends are identified, and we can see that games and gamification and many related
          technologies that complement this technologies such has analytics (that helps analyze

           students behavior and learning process), the use of mobile technologies and mixed
           reality. New technologies are being incorporated and the challenges of virtual educa-

            tion debt to the Covid pandemic has accelerated this incorporation ( ) [9].Figure 1
            During this research we have made various surveys involving more that 375 stu-

              dents that have taking the Start Up Journey game in different countries and in differ-
    ent levels of higher education.

          Some good practices applied to game developing and course implementation are
   review on this work.

               It is not easy to produce full serious games, it takes time and could be very
            expensive, in the making there is two main challenges the content development in

             terms of the learning objectives and then what kind of gaming activities and type
            are the best to learn this, the gamification process that requires very specialized

             gaming concepts for users students that have a big expertise in gaming, but there
           are some companies developing simulations and tools that will help teaching specific

contents.

   2. About serious games

               Games have been in society for a long time, there are evidence of dice playing since
                3.000 ac, the go or Weiqi a board strategy game dates from 2.500 years ago played in

       China, many games had some learning concepts associated.

 Figure 1.
           Development in education technology trends. (report: 2019 higher education edition. Louisville, CO:

EDUCAUSE).

5

       Serious Games Development and Impact for Business Education
 DOI: http://dx.doi.org/10.5772/ TexLi.1I 03085



           Serious and games seem concepts that are not normally related, but recently
            Serious games have proven to be effective to help experiential learning and that

     students can learn while they play.
             “Serious games are games designed in which education (in its various forms) is the

     primary goal, rather than entertainment [10 12].” –

              Even though that there no agreed definition of Serious Games, this is often the case
            of new disciplines, basically the concept refers to games that have been primarily

     designed to learn rather than entertainment.
           The field of edutainment, serious games or learning game design fields, have

           made big advances during the past years, they help understanding specific topics
          and acquire complex competences and they have expanded rapidly in primary

            schools, universities, and corporations, but they are still not very use in most
 Universities [8].

            There are a few fundamental questions that this research attempts to address such
            as How has gamification been applied? What policies and strategies could help to

          successfully incorporate gamification, how is the learning process achieved and how
     students rate these serious games activities?

           There are many Serious Games for higher education or simulation companies in
    the world today, such as:

        Stratx Simulation (France), Cesim (Finland), EON Reality (USA), Simcoach
        Games (USA), Peak-Brainbow (United Kingdom), Costa Edutainment (Italy), and

           some new startups companies dedicated to develop games like Digital Dream Labs
     (USA), Game Lab (Chile), Fingerprint (USA),

            We also have some traditional game base or simulation games such as Flight
             Simulator that was first launch in 1982, and now Microsoft Flight Simulation with a

             2020 version, and is the longest running software from Microsoft, Pulse is a training
           serious game that simulates surgery on patients, Minecraft with an educational edition

     that was specially develop for schools.
           Certainty COVID has been a catalyzer for technology adoption and distance learn-

              ing in Higher Education since 2020 until 2022, but it has not really impacted Serious
            Games adoption jet, even that the need of engagement from students specially online

       and blended students is more necessary than ever.

   3. Educational games (edutainment)

              In we can see the most important concepts related to Serious games, evenTable 2
           though they are related, their main purpose and learning objectives are different.

            Educational games, can be traced back to the 1970’s where non digital games“ ”

           where used in schools for math-related or social science understanding. The digital
          applications started around 1990’s with the first multimedia computers, evolving the

             term to edutainment, but because of the poor quality and lack of understanding the
           interest decreased. Research has shown a positive effect of games as educational

         tools in various skills such as: strategic thinking, planning, communication,
        collaboration, group decision making, and negotiating skills [13, 14].

          Edutainment, comes from education & entertainment it is designed to gener-“ ” “ ”

          ate motivation, interest and a better understanding throw technology using games,
             music, internet or television to help both students and teachers in the process of

           learning. The market of business simulation for education are mainly centered on
    marketing, finance, strategy and optimization.
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        Gamification blends game mechanics with traditional eLearning activities and
          modules. For example using leaderboards, points, and eLearning badges add incen-

             tives for students to be more active on their online courses. Gamification and serious
           games are often grouped together they both motivate online learners and enhance

   their eLearning experiences [15].

    4. Some facts about gamification

          • Eighty percent of the learners say that their productivity would
          increase if the learning approach used in their university/organization is more

game-like

              • Eighty two percent of the learners are in favor of multiple difficulty levels and
 explorable content

             • Seventy one percent of employees are not engaged for disengaged in their work

            • Eighty nine percent of the learners show greater engagement of the LMS
    application has a point system

              • Sixty two percent of the learners feel they would be motivated to learn if
           leaderboards were involved and they had the opportunity to compete with other

colleagues

     Category Main purpose Learning objective Game

characteristics

Application

example

  Gamification Incorporate learning

  activities and modules.

        Improve on a certain area. Game elements Prize for

Results,
Unlock

 activity levels

Serious

Games

  Build essential skills,

   games develop to learn

 specific objectives

 Concepts, skills,

 competences, try

 experiential learning.
 Trainning value

  All the game

 characteristics. More

 fun. Competition.

Flight

Simulator

     Edutainment Entertainment Basic learning concetps or

skills

    Few characteristics Achive it with

 sesame street,

Kahoot

Simulation
Games

   To simulate a real
  wrold scenario and

 desicion making

impact

   Learn impact of desicion
  on specific indicators.

  Very Few game
 element. Sometimes

 competition and

stages

MarkStrat

Training

Games

  Specific skills and

competences

 Team Work,

 communication skills,
 other specific.

Enternainment

concepts

 World Puzzle

     Games Entertainment None All the game

Characteristics

 World Puzz

+C7:G13

 Table 2.
        Concepts related to serious games and edutainment. (own elaboration).
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             • Ninety percent of the learners recall information if the applying content within a
stimulation

 Source: Https://www.eidesign.net/gamification-in-elearning-facts/

    5. Development of serious games

              Serious games did not come into wide use until the 1990s with the PCs sales
            increased, even though many games were created before those years. At the time,

        educational games and other software evolved into edutainment . However,“ ”

            interest in edutainment soon decreased, partly because of the (poor) quality of the
          games themselves and that playful experiences were not well accepted by

          higher education faculty that doubted the connection of entertainment and formal
 learning [16].

           The problems encountered in edutainment are reflected in phrases such as edu-“

         tainment, an awkward combination of educational software lightly sprinkled with
           game like interfaces and cute dialog [17], or most existing edutainment products” “

              combine the entertainment value of a bad lecture with the educational value of a bad
 game [13].”

           With the general renewed interest in serious games, game developers have moved
         from skill and-drill interactive learning paradigms towards situational and construc-“

             tionist approaches [18]. Games in education is gaining acceptance, but their use is not”

        widespread, and it is a controversial issue [18, 19].
           Educational games is also faced with the challenge of providing research evidence

           of the acclaimed benefits, which currently is complex and thinly spread , possibly“ ”

             because the study of games and gaming relates to several different disciplines; as a“

             result of the diversity and complexity of games themselves, and the range of perspec-
              tives taken by researchers, there are few hard and fast findings in the literature ([14],”

  p. 2; [20]).
            Despite the few hard and fast findings , research is showing positive effects of“ ”

            games as educational tools. Games can support development of a number of various
       skills: strategic thinking, planning, communication, collaboration, group decision

          making, and negotiating skills [13, 14]; see also Gee, unpublished manuscript).
              However, hard facts and evidence is for future research to provide. There is also a“ ”

              number of concerns to consider in order to realize the full potential of games as
            educational tools: resources (many schools have computers that are too old for new

          games, technical support, time for teachers to familiarize themselves with the
            game, etc.), how to identify the relevance of a game to statutory curricula,

          difficulty in persuading school stakeholders to the potential benefits of computer
  games, etc. [18].

    5.1 Benefits of serious games

            • Allow the decision-making process with little cost if failing or wrong, the
             possibility to fail and learn at a low cost. This also helps performance improving

    through try and error iteration.

         • They are more experiential and interactive that lecture classes
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            • The freedom to experiment, games allow players to explore and discover new
    strategies and pieces of information

             • The possibility to give quick feedback to students, and the possibility to analyze
    the student’s decision making process.

              • Problem base approach to learning, there are goals to achieve and problems to solve.

         • The learning experience facilitates teamwork and collaboration among players.

           • The freedom to assume different identities: games encourage players to see
    problems from a different perspective

             • The freedom of effort: games allow players to go through periods of intense
             activity and relative inactivity, so that players can pause and reflect on tasks they

           have accomplished. To this end, gamification can be broken down into individual
         elements, each of which bring specific advantages and disadvantages to

  educational processes [21].

          • Retain more information and learning stored in long term memory

               • It is easy to monitor events and the advances of students, also keeps records of
 many situations.

     • Possibility to establish emotional connection

     • Multi tasking possibilities ( ).Figure 2

    5.2 Serious games application challenges

            The challenge facing serious games though, is to find a balance between the
             ludic and skills or knowledge transfer goals so that neither a dominant game mode

 Figure 2.
              Intersection of learning , co mputers scienc e and games. Game-based learning according to Uli csak and Williamso n [22].
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           (taking away from the learning outcomes) nor learning mode (removing the fun
  element) is present.

  6. Game development

              You could develop your game, use and existing one or paid for a company that
     provides serious games alternatives like Gamelabeducation.com

               a. Adapting an existing game: In the case of using an existing game, the cost tends
              to be lower, and the experience is good but is not personalize for the class.

          b. Developing a game by the University/Professor: This alternative has various
               options, the two basic ones are to develop the game has part of project with the

         computer sciences department or engineering students that program it. Other
            option is to develop with a professional company does know about games and

             will develop a customize game for you. The cost of developing the game ranges
           between Us$ 60.000 to Us$ 300.000 according to the specific requirements and

           complexity, in any case will require many working hours from the teacher
  designing the game.

                c. Use a serious game service that will provide the platform for you and you will use
               with a usual price per student that ranges between US$ 15 to US$ 125 dollars per

            student depending in the complexity of the service the prices have been soaring
               over the last few years, with an average close to 50 dollars per student in licenses.

       Some steps to work on the project are:

              1. Goal Setting is the first step (What do you want to do and learning Objectives);

       2. Pick The Right academic and developer partner team;

    3. Focus On eLearning Character Development;

    4. Identify The Ideal Game Mechanics;

       5. Embed Third-Party Resources to Increase Serious Game Interactivity;

  6. Design a Prototype;

   7. Test it with students;

    8. Develop a logic teaching experience;

   9. Monitor de learning process.

              The time use to develop a game will range between 6 months (if you are
            customizing) and more than two years, an average (according to the survey) is

    between 12 and 18 months.
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             The game usually is adapted to different academic level of students, most them can
          be use in High School, Undergraduate, Senior Undergraduate and master’s degree

programs.

     7. The startup journey entrepreneurship game

 7.1 Goal

           Teaching Entrepreneurship and Creation of New Businesses were the main goal of
  the Serious Games.

            After the evaluation of the contents, various approaches, we came to the conclu-
               sion that it was extremely difficult to develop a game that could help you train the

            expertise and experiences, decision making of an Startup Journey, usually lasting 5 to
               6 years in most countries in the world, special cases like silicon valley you could speed

      up the process but it is difficult.
            The academic training team agreed in that the experiential teaching was possible in

                3 different games, or game levels, one that will happen the first year of setting up the
               enterprise, the resulted game will be happening on the month 3rd to 12 of the first

          year of launching the company and the main learning objectives are:

  7.2 Market fit

          Through market research the players will find information about the customers
             segments in the objective place, and will define the segment and two main character-

    istics of the developed application.

  7.3 Competitors analysis

         Through market research, developing networks and visiting places the players
             will gather information on the Competitors, and what are they offers in the market

 plus size.

  7.4 Network development

           The players could develop their networks through the hired personal, sharing with
     them through coffees and telephone calls.

  7.5 Team development

                A right team is important for any startup so it is important to recruit and select the
    right team for the project.

          Through the simulation, players will understand the importance of the following
           aspects when starting a business: formation and strengthening of a work team,

             creation of a network of contacts, benefits of having a mentor, identification of the
             needs of each target segment and positioning of the product with respect to the

           competition and having a basic analysis of the projected profitability through cash
 flow information.
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        8. Pick the right academic and developer partner team

             The academic team for the game were mostly experts in startups, it consisted on
            3 main consultants, one with 26 startups experience and three exits, the second

              with 9 startups experience and academic experience with a Phd, and the third with a
       long academic experience in entrepreneurship teaching and research.

          Regarding the software development team, the agreement was with gamelab edu-
            cation and startup company that had developed two other logistics games and had

    experience with higher university teachers.
        Also the team counted with English and portugues speakers.

     8.1 Focus on eLearning character development

             The game was though to be applied in presence and e-learning mode and was
             decided to be develop in at least three main languages, English, Spanish and Portu-

  guese ( ).Table 3

     8.2 Identify the ideal game mechanics

          There are common types of game mechanics and experiences such as.
             The logic chosen for the game was MMO RPG, Masive multiplayer online with–

                 role playing, so the whole class could be part of the game, and you could have a small
                  class of 20 players in groups of 3, or a large class of 100 players with groups of 4

 students each.
           T h e p l a y e r s c o u l d p l a y i n t  e a m s o r a l o n e , b u t t h e a c a d e m i c r e c o m m e n d a t i o n

               i s t h a t t h e r e a r e t e a m s o f 3 o r 4 p  a r t i c i p a t i n g a n d p l a y i n g i n p a r a l l e l . T h e b a s i c
             r o l e i s o f t h e s t a r t u p s f o u n d e r t e a m , t h e y w i l l p r o s p e c t t h e m a r k e t a n d t a k e

d e c i s i o n s .
             There are places that are open after achieving certain goals, and an startup mentor

          that is achieved when the players develops the network ( ).Figure 3
            Mechanics may also consist of incentives or rewards, such as badges that unlock

        new content or leaderboards that fuel their learning motivation.

    Type of game Description Examples

       FPS First person Shooter Doom, Call of duty

          RPG Role playing games The Witcher, Fable 2, Mario Kart 8

     MMO Masive Multiplayer Online Audition, Fornite

             MMO RPG Masive Multiplayer O. Role Playing World of Warcraft, Fantasy line, Sim City

       MOBA Multiplayer Online Battle Arena League of Legends

        RTS Real Time Strategy Warcraft III, Rise of Nations

          ADV Adventure Game The legend of Zelda, Fall out, Asassin Creed

    FPS/RPG Hybrid Game Halo infinite

 Table 3.
       Types of video games and examples (own elaboration).
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        9. Embed third-party resources to increase serious game interactivity

             What do you do if you want to increase online learner engagement and immersion,
              but you do not have the time or resources to develop additional content?. You can

             enhance the game by embedding third-party resources, you can have add ons for your
             serious game without having to create everything in-house. Include a link to a helpful

             tutorial that walks online learners through a task, or embed a YouTube video that
            explores a topic at length. You can even create printer-friendly eLearning courses by

          integrating PDF files and other downloadable documents that online learners can
    access via the serious game.

   10. Design a prototype

         Choosing your eLearning authoring tools carefully, integrating the most effective
             game mechanics, and knowing when it’s time to outsource are the secrets to serious
 game success.

              A light version of the game was developed with most of the functionality and then
             got the feedback for testing players helped increase and solve many of the serious

      games improvement opportunities ( and ).Figures 4 5

    11. Test it with students

               This is an important step in order to learn how to teach and implement the gaming
experience.

                You learn aspect such has, you need to do short trial test of the simulation first and
             after training rounds, in this case two training rounds are suggested before the final

round.

 Figure 3.
     Startups game scenery ecosystem (own elaboration).
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     12. Develop a logic teaching experience

              Once the game has been developed and tested it is important to create the learning
             experience. The game mechanics could be taught and teach in many different ways so

            the teaching experience could be organize in many ways, depending on the audience
               and on the program that is being tough, usually it has to be personalize to the

       audience, undergraduate versus postgraduate, short programs, long programs.
           Prizing rewards for the winners is a clear motivation for the players.

 Figure 4.
      Segmentation characters and basic characteristics (own elaboration).

 Figure 5.
        Team selection and creation example, with skills (own elaboration).
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    13. Monitor de learning process

           Surveys could help to learn about the students learnings, likes, and experience.’

            The gaming should have a logs system that tracks the players decisions, times
       involved, sequence of plays and other relevant information.

   14. Results on classrooms

            The game was use in four different classes, two hundred and fourteen college
           students and one hundred and seventy-five senior high school students on pre-college

          workshops were interviewed and participates with the following results ( ).Tables 4 7–

            If educating the player should be the primary goal of serious games like
            Michael and Chen [19] proposed, the results on the learning process was clearly

           achieved, the students got better results than just preparing their classes, the
            students were able to share their experiences and discuss the results, plan strategies

            and. Class attendance also increased in classes that involved game simulations close to
    95% ( and ).Figures 6 7

              In we can observe the story telling of the game, firs the studentsFigure 7
                learn how to go through the city spaces and take the decisions they need in order to
          learn about the customer segments (Market research), then build a team

      Have you participated in serious games before

(university)

      Have you participated in serious games before

 (high school)

   No 57% No 77%

     Something similar 17% Something similar 11%

   Yes 27% Yes 27%

 Table 4.
       Have you use serious games before (own elaboration).

           Which learning method do you prefer Which learning method do you prefer

           reading papers and text books 13% Reading papers and text books 11%

   Presentation Classes &Videos (Regular

 Teacher Class)

    18% Presentation Classes &Videos (Regular

 Teacher Class)

16%

         Online courses E-learning 10% Online courses E-learning 4%– –

         Serious Games - Simmulators 17% Serious Games - Simmulators 27%

   Workshops 12% Workshops 16%

     Study Alone 14% Study Alone 9%

     Personal/Private Teacher 2% Personal/Private Teacher 2%

     Reading Books 2% Reading Books 2%

       Videos - Youtube 14% Videos - Youtube 13%

       Other (please specify) 0% Other (please specify) 0%

 Table 5.
        What is your preferred method of learning (own elaboration).
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       (Recruiting, interacting, motivating, complementing skills), through events and
          participating in activities they will learn about their competitors (Competitors map),

            then they will be able to find some financial information about the segments
           (Profitability and market potential), with all the segments information they will go

        What is the contribution of the Serious game to

 learning (University)

        What is the contribution of the Serious game to

  learning (High School)

     Very Low 0.0% Very Low 0.0%

   Little 2.8% Little 3.1%

   Medium 26.8% Medium 19.8%

   High 32.4% High 29.2%

     Very High 38.0% Very High 47.9%

 Table 6.
       Evaluation of the serious game experience (own elaboration).

      Did the game contributed to learning about

Entrepreneurship

      Did the game contibuted to learning about

  Entrepreneurship (High School)

         No contribution at all 0% No contribution at all 1%

         Learned some new concepts 33% Learned some new concepts 8%

             It made learning easier and fun 24% It made learning easier and fun 34%

               A much better understanding of the concepts 29% A much better understanding of the concepts 35%

     Really helped to clarify and team

 entrepreneurship concepts

      14% Really helped to clarify and learn

 entrepreneurship concepts

22%

 Table 7.
             How was the level of contribution to learning with the serious games (own elaboration).

 Figure 6.
        Startup journey game (Universidad Tecnica Federico Santa Maria/Gamelab, Chile.
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            to the Final decision making stage, they will decide what market segment to
            address and with what kind of application and functionality focus (Market Fit), with

              this the game ends, the investors with invest certain amount in the Startup or not
               invest and will give feedback to the Startup team. The group that raises mor of the

 capital wins.

 15. Conclusions

              Certainly, there has been a change in the culture and the way young students learn,
               all millennials are used to play digital games since very early age, some of them are

            role playing games such as Oblivion, the Whitcher, Pillars of Eternity, South Park,
           Fornite, so they are more ready for Serious Games than previous generations.

          The fast paste of technological changes, business model changes, society changes
          make more challenging the training and education of young professionals, serious

            games are an excellent tool to make the experiential learning easier, to incorporate
            new technologies to the learning process, and to shorten the learning process, the

                experience of flight simulator has a training tool has slowly open the path to the use of
         innovative learning technologies, however adoption has been slow so far.

              The process of creating a learning game is indeed very complex but there are many
        alternatives in the market for using already develop games.

           The Universities will benefit of developing areas that will help them produce
             serious games in a serial format, with specialist teams or partnering with game devel-

            oping companies that have already developed simulations or have the ability to per-
 sonalize games.

          New technologies will be incorporated to serious games and gamification, virtual
          reality, face and voice recognition, gesture control, new graphics, augmented reality,

            wearable gaming, on demand gaming are some examples of the new technologies that

 Figure 7.
      Startup journey serious game logic (own elaboration).
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will help improve the learning experience and will deliver more engagement and 
knowledge acquisition [23].

Students really value experiential learning through serious games, even though 
they are demanding more quality and complexity, usually have the benchmark of 
games that have had years on the making and multiple hundred of dollars in develop-
ment, anyways with basic gaming the students are engaged and declare that they do 
learn more concepts and enjoy the classes more.

The cheaper availability new technologies such as Computer Graphics, virtual 
reality and interactive visual simulation, hardware interactive sensors and tools, 
human computer interaction, will provide new grounds for Serious games develop-
ment that could be highly beneficial both for higher education and industry.

During 2020 –2021 since the pandemic outbreak the need of developed virtual 
entertaining learning programs has increased, the video game industry is close to 150 
Us$ Billion and growing, more than 2300 developing companies, 70,000 employees 
are part of the new generation of games, in the Universities and higher education 
there is a long way to go forward but there will be rapid growth and adoption in the 
next decades and the incorporation of serious games will be also part of the most early 
education. Probably the Higher Education Industry with these new technologies will 
have more changes in the next decade that it has in the last 2000 years.
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Chapter 4

The Use of Serious Games for 
Learning Cardiopulmonary 
Resuscitation Procedures: 
ASystematic Mapping of the 
Literature
Ingrid NeryMendes, Maiconde Araújo Nogueira, 

Filipe ValenteMendes, Otavio NouraTeixeira  

and Viviane Almeidados Santos

Abstract

This article presents a systematic mapping, with an analysis of 35 selected works 
according to established criteria, seeking to connect the points and find relevant 
information for the following research areas: basic life support, cardiopulmonary 
resuscitation, serious games, and games for healthcare. Among the main results 
found, we can mention the representativeness of works by regions and their most 
productive years, the most common platforms, noting a focus on VR technologies, in 
addition to identifying the preference for the Unity 3D tool for implementations. It 
was also possible to show that serious games can be very effective in teaching CPR.

Keywords: cardiopulmonary, resuscitation, CPR, basic life support, BLS,  
virtual training, virtual reality, VR devices, serious games, VR, systematic mapping, 
healthcare

. Introduction

The basis of an electronic game is nothing more than a set of rules to be assimilated 
and through the repetition of their actions, the player can master the proposed chal-
lenges printed in the game mechanics and so advance through the stages, improving 
your skills, with the objective of winning the final challenge. According to Coelho and 
Nunes [1], in education, games have two functions: a playful and an educational one.

Playfulness refers to moments of leisure and fun, while education is portrayed 
through the acquisition of knowledge of the game content and understanding of 
the player’s world. Games also provide the development of social skills, attention, 
concentration, logical reasoning, and others. The Serious Games (or Serious Games) 
bring the proposal to evolve and expand the concept of Educational Games. With a 
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focus on training and management applied through game mechanics, they aim to deal 
with issues relevant to society, with the aim of generating effects outside the virtual 
domains, adding value to the player’s individual knowledge in the real world.

The Serious Games (or Serious Games) bring the proposal to evolve and expand 
the concept of Educational Games. With a focus on training and management applied 
through game mechanics, they aim to deal with issues relevant to society, with the 
objective of generating effects outside the virtual domains, adding value to the 
player’s individual knowledge in the real world.

Due to this, initiatives such as Games for Health [ ] and Games for Change 2, 3
[4] emerged, linked to this end and which also contribute to a promising field in 
the field of research, Game Studies [ ]. With the popularization of digital games 5
and the aging of the generations that grew up playing this product from the enter-
tainment industry, this market trend tends to increase more and more, according to 
Vasconcellos et al. [6]. It is noteworthy that the theme of Games and Health is rela-
tively new in academic events, such as SBGames—Brazilian Symposium on Games 
and Digital Entertainment, which at the end of 2022 will reach its 21st edition. 
Since 2016, a Workshop has been held internally in the area of   Health, which last 
year became an official track for the dissemination of research and the develop-
ment of games in this area [ ]. At an international level, we have the International 7
Conference on Serious Games and Applications for Health—SEGAH, which has 
been in operation since 2012, is in its 10th edition, and is an event affiliated with 
the IEEE [8].

According to the document from the Brazilian Archives of Cardiology, by 
Gonzalez et al. [9], training in Basic Life Support (BLS) generates individual specific 
skills that can be forgotten in a short time. Due to the lack of opportunities to make 
use of the procedures, or even the absence of constant practices, this knowledge has 
an average expiration time of 3–6months. Therefore, there is a real need to generate 
maintenance of this knowledge, through simplified training for laypeople, in order 
to increase the durability of the retention of this knowledge in people’s minds. The 
games can be used at any time, without an appointment, date, or place, just having 
a computer, a game console, or a mobile device and the willingness to practice. By 
applying game mechanics that have rules and that, in order to be mastered, need to be 
repeated in a dedicated way, the use of digital games helps in memorization, fixation, 
or recall of dormant knowledge. Thus, the union of learning BLS procedures with 
electronic games is a possibility to help spread this important knowledge, capable of 
saving many lives.

The motivation for this study comes from the interest of the author in games, 
together with the possibility of contributing to the research of the doctoral student 
in Nursing Maicon Nogueira [10], as there is a mutual interest in the union of these 
areas of research. Thus, this work aimed to analyze the production of academic 
publications related to health, focused on CPR in the last 5years from the bases of 
SBGames, IEEE, Portal da Capes, and Google Academic, in order to identify and 
analyze the characteristics presented, to get an overview of what has been done in 
the area.

After this introduction, this chapter is structured where Section 2 brings the 
theoretical foundation of our objective and its relevance. Section 3 addresses the 
methodology used to compose this study with the selected articles chosen. Section 4 
shows a variety of results that could help us to understand the extension of this theme 
and how others are approaching it, finally, Section 5 concludes this analysis followed 
by all the references used in this work.
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. Theoretical foundation

. Serious games

According to Derryberry (2008), what separates serious games from the rest of 
games is the focus on a specific and intentional learning result to achieve serious, 
measurable, and continuous performance and behavior changes [ , 11 12]. The reper-
toire of computing strategies for medical education is becoming more comprehensive, 
with the introduction of virtual learning applications (e-learning), based on games, 
gamification, and via mobile devices. A variety of serious games is being used more 
often in health education, bearing in mind that health care students are young and 
technology-savvy. The increased interest in games is evidenced by the growing num-
ber of reports and systematic reviews on the use of games in education. According to 
Bergeron [13], Serious Games is understood as an interactive computer application, 
with or without a certain connected hardware component, which has a challeng-
ing objective, is fun to play, has some scoring concepts, and adds a skill to the user, 
knowledge or attitude that can be applied in the real world. Games are called serious 
when they have a pedagogical purpose [ ].14

. BLS and cardiopulmonary resuscitation

Basic Life Support (BLS) consists of a set of steps and maneuvers performed 
sequentially, which include immediate assessment and intervention in each phase of 
Cardiopulmonary Resuscitation (CPR), identified as follows: C—circulation (evalua-
tion of signs of circulation and performance chest compressions), A—airway opening 
(assessment and correct positioning of the airways), B—breathing (assessment of 
respiratory movements and performance of ventilation), and D—early defibrillation. 
These recommendations are based on the guidelines of the International Liaison 
Committee on Resuscitation (ILCOR) and the international scientific consensus of 
the American Heart Association (AHA) [10].

. Methodology

Carrying out systematic mapping of the literature, according to Kitchenham and 
Charters [15], requires the creation and completion of a protocol, which consists 
of detailed planning, which comes with the collection of all the necessary data to 
conduct the construction of the review. The steps to be performed are these:

• Define research questions

• Define search keywords

• Define the sources (bases) to be consulted

• Define the types of works that will be part of the research

• Define work languages

• Define the quality criteria for primary studies
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• Define the search string

• Define inclusion and exclusion criteria

• List included and excluded articles

• Start the process of filling out the data extraction form, which will be carried out 
for each of the selected articles

• Conduct analysis of results: grouping, comparing, and critically discussing related 
works

• Define the existing indicators, metrics, criteria, and gaps

In addition to creating the protocol file, a tool to support the management of 
literature reviews was used. The chosen one was the national START (State of the Art 
through Systematic Review), authored by UFSCar/LAPES, in version 3.0.3 beta [ ].16

. Survey questions

Following Kitchenham and Charters’s study [15], and in order to find material 
related to the proposed topic, the following research questions were created:

 • Q1: How have serious games been used to teach CPR protocols?

 • Q2: How effective are serious games in teaching CPR?

 • Q3: What is the state of the art of serious health-focused games for teaching CPR?

 • Q4: What platforms are used to experience the games?

. Strategies used in search engines

To continue the research procedure and obtain the answers to the questions, the 
keywords listed below were defined:

Based on these keywords, the following search string was defined at first: “serious 
games” OR “serious games” AND “RCP” OR “cardiopulmonary resuscitation” As the 
search return appeared to be too broad (187 items in the Google Scholar and 221 in 
Capes Journals), in addition to presenting several articles not related to the research 
interest, the string was redone.

 Keyword Synonym

Serious games

CPR

 Resuscitation cardiopulmonary Cardiopulmonary resuscitation

BLS
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The new string took the following form: (“serious games” OR “serious games”) 
AND (“RCP” OR “cardiopulmonary resuscitation” OR “Cardiopulmonary 
Resuscitation” OR “CPR”) AND (“SBV” OR “basic life support” OR “BLS” OR “Basic 
life support”), returning 110 items in Google Scholar.

On the Capes Journal Portal, the string had to be adapted, as it presented incom-
patibility with the previous format, obtaining the following form: (serious games) 
OR (serious games) AND CPR OR BLS OR ((Cardiopulmonary Resuscitation) AND 
(basic life support)), returning 176 items. After some observations in the listed 
articles, it was noticed that certain terms should be excluded from the string, as they 
have the same acronym of BSL and CPR, they were integrated in the search result.

Then, after a new adjustment to the string, this format was agreed to: (serious games) 
OR (serious games) AND CPR OR BLS OR ((Cardiopulmonary Resuscitation) AND 
(NOT (Common-Pool Resource)) AND (NOT (biomedical laboratory) science))), with 
the option to return only peer-reviewed journals, which resulted in 76 items.

The databases that returned in the search performed within the Capes Portal were 
PubMed, Scopus, Advanced Technologies & Aerospace Database, Directory of Open 
Access Journals—DOAJ, Web of Science, SpringerLink, Sage Journals, ERIC, and 
ACM Digital Library.

A private search was also performed in the IEEE database, which returned 21 items 
with the adapted string: (“All Metadata”: “serious games”) AND (“All Metadata”: 
“Cardiopulmonary Resuscitation”) OR (“All Metadata”: “CPR training”) OR (“All 
Metadata”: “basic life support”).

Finally, in the SBGames repository, which are the Annals of the Symposium, the 
search was performed manually, having found four items that included the chosen 
keywords. And this result was manually entered into START. BIBTEX files were also 
generated with the results of each search performed in the databases (Portal da Capes, 
Google Academic, and IEEE) to be inserted in an automated way in the support tool 
for the management of systematic literature reviews.

Searches were carried out between February and July 2021, through the academic 
registration valid on the CAPES portal and the mapping database, extracted during 
this period, and the final selection of chosen studies was systematized through MS 
Excel spreadsheet, which later also contributes to the elaboration of the graphs for 
this work. Also, during this period, learning the technique of Systematic Mapping was 
contemplated, through the subject of Scientific Methodology, which was adminis-
tered by Professor Viviane Santos, collaborator of this work.

. Inclusion and exclusion criteria

This item was also developed based on Kitchenham and Charters [15] with the 
formulation of the following definitions below, presented in :Table 

In order to exclude erroneous terms that would invalidate the search results within 
the consulted databases, this list of criteria was created. In particular, the terms 
Common-Pool Resource/Cascaded Pose Regression (CPR) and Biomedical Laboratory 
Science (BLS) were included because they have the same abbreviation as the terms 
Cardiopulmonary Resuscitation (CPR) and Basic Life Support (BLS), respectively.

. Criteria for selection of studies and identification of qualities

To obtain the works that contained the object of study of interest to the researchers 
in this review, the criteria were as follows: (a) whether the study uses volunteers to test 
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the software’s teaching efficiency; (b) whether the study is specifically about basic 
life support with a focus on CPR; and (c) if there are details on how the software was 
built, with information such as platform, the tool used, as well as additional hardware.

Two researchers from this study were delegated to do the peer review, in the final 
choice. In addition to the complete reading of the individual selected, the researchers 
discussed each article, with the aim of both being in agreement on the fulfillment of 
the established criteria.

Figure , which is the PRISMA flow above, shows all stages of the study selection 
process until reaching the definition of the chosen works, which were 35 and are listed 
in Table :

Figure 1. 
Chapter selection process (prepared by the authors).

 Criteria Results

 Being within the time frame of the last 5years (2016–2021) IC-01

Belonging to the disciplines of nursing, computer science, and medicine (specifically on the Capes 

Portal)

IC-02

 Contain relationship with cardiopulmonary resuscitation (CPR) IC-03

 Academic works in English and Brazilian Portuguese IC-04

 Be from the physical sports spectrum (games) EC-01

 Contain the term Common-Pool Resource or Cascaded Pose Regression (CPR) EC-02

 Contain biomedical laboratory science (BLS) EC-03

 Not be a gamified implementation (digital game) EC-04

Table  1. 
List of chosen criteria.
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. Data extraction and synthesis

The process of filling out the protocol generated an extensive file, of more than 
100 pages, the result of data collection carried out with the START tool [16], catalog-
ing information such as title, abstract, authors, keywords, journal, year, publication 
link, and others comments. After the complete reading, the comprehension of the 
selected works is also included.

A synthesized document was built in Microsoft Excel to solidify the information 
of interest to this study, found in the reading of each article. These were the items: 
(1) if there is the identification of the application of artificial intelligence techniques 
(yes or no); (2) year of publication of the material; (3) platform used (PC, mobile 
devices, virtual or augmented reality glasses and other peripherals); (4) existence of 
volunteers in the study (yes or no); and (5) country that carried out the survey. There 

  Year of publication Amount Published works

  2021 01 A16—[17] “Comparative Effectiveness of Simulation versus Serious…”

  2020 10 A07—[18] “Hands 2 Help: Educational “Serious Game” for teaching…”
A08—[19] “Use of the serious game as an innovative educational strategy…”

A11—[20] “Comparing Basic Life Support Serious Gaming Scores With…”

A12—[21] “Developing a virtual simulation game for nursing…”

A14—[22] “Precourse Preparation Using a Serious Smartphone Game on…”
A19—[23] “A Pilot Study of CPR Quality Comparing an Augmented…”

A20—[24] “Immersive Virtual Reality-Based Cardiopulmonary…”

A22—[25] “Virtual Reality simulation technology for cardiopulmonary”

A33—[26] “A Serious Game on the First-Aid Procedure in…”

A34—[27] “Exploring User Needs in the Development…”

  2019 10 A03—[28] “Proposal to build a serious game as an instrument for…”

A05—[29] “Building a Health Game for Basic Life Support: Teaching…”

A13—[30] “FASim: A 3D Serious Game for the First Aid Emergency”

A15—[31] “Comparative evaluation of video-based online course versus…”
A17—[32] “Virtual Reality Simulation Technology for Cardiopulmonary…”

A21—[33] “Feasibility of an augmented reality cardiopulmonary…”

A26—[34] “Holo-BLSD—A Holographic Tool”

A29—[35] “Gamifying autonomous CPR training”
A30—[36] “Comparing the effects on learning outcomes”

A35—[37] “From experiencing to critical thinking: a contextual…”

  2018 03 A04—[38] “Developing a Digital Game for Building First Aid Basics”

A09—[39] “CPRforblind: A video game to introduce cardiopulmonary…”
A31—[40] “Data analytics of mobile serious games”

  2017 05 A06—[41] “Simulators for teaching cardiopulmonary resuscitation:…”

A23—[42] “Affordable Hi-fidelity VR based CPR simulator”

A24—[43] “Development and Evaluation of a Corrective”
A28—[44] “A Serious Game For cardiopulmonary”

A32—[45] “Designing an Engaging and Informative Application…”

  2016 06 A01—[6] “Health in Academic Gaming Literature: an analysis…”

A02—[46] “Serious Game developed in Health: Integrative Literature…”
A10—[47] “Cardiopulmonary Resuscitation Training by Avatars:…”

A18—[48] “Success factors for serious games to enhance learning:…”

A25—[49] “Relieve A markless Assistant”

A27—[50] “A Game Designed to Promote the Cardiopulmonary”

Table  2. 
Number of articles per publication year.
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was space for extra information such as type of peripheral, manufacturer, and tool/
language used to create the software.

Due to the use of a tool to support the management of systematic reviews 
(START), it was possible to obtain the word cloud graph according to the chosen stud-
ies, with a sampling of the words that were most present in the titles (Figure ).

In the following section of results and analysis, it is possible to check the graphs 
that were generated with this information. Out of curiosity, it is worth mentioning 
that among the excluded works, even with the generated search string, there were 
themes a little out of contexts, such as a study on fictions such as “Boys Love” [51] and 
collective consciousness [52].

. Results and analysis

When analyzing the relationship between the origin of publications and quantity, 
Figure  shows that most of the selected works are of European origin.

Another interesting observation is the representation by region, with 11 works 
from Europe (Denmark, Spain, Netherlands, England, Italy, Portugal, and Sweden), 
six in Asia (India, Japan, Pakistan, Thailand, and Taiwan), four in North America 
(Canada, United States), three in the Middle East (Iran and Turkey), two in Africa 
(South Africa and Algeria) and, finally, one work in Oceania (Australia), respectively. 
Brazil is the only representative of South America, with nine works highlighted.

In Figure , which shows the number of publications per year, it is possible to note that 
the years 2019 and 2020 were the most productive for the topic, with a total of 20 works, 
eight of which for mobile devices. Perhaps because studies on games are increasingly in 
evidence, accompanied by the popularization of smartphones, which favors and encour-
ages the emergence of new applications. According to an annual study by the company 
NewZoo, released in May this year, the number of active users on this device specifically 
reached the amount of 3.8 billion around the world, with a growth of 6% compared to the 
previous year. And a 56% share of that audience is found in the Asia-Pacific region [53].

It was possible to observe that in , referring to the platforms used in the Figure 
selected studies, there is almost a tie between the option of implementation on PC 
and on mobile devices (smartphones and tablets). One of the chances that the PC is 

Figure 2. 
Cloud of words by the title of selected works.
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Figure 4. 
Number of publications per year.

Figure 3. 
Number of publications by continent.

Figure 5. 
Platforms used in selected studies.
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among the most chosen is due to the convenience of generating builds in the default 
configuration of most game development tools. Mobile devices, on the other hand, 
follow slightly in the lead as they are the platform with the greatest ease of access 
among users, even game development tools do not offer build generation by default. 
And according to another study by NewZoo, the global gaming market is dominated 
by mobile devices, with 52% of revenue [54].

In third place, there are the Virtual Reality Glasses (VR), with nine studies, 
representing almost 21%. They appear to be gaining in popularity, particularly in 
the European, Asian, and North American regions. The models that appeared in 
this selection were HTC Vive [55], Rift Glasses, and Go Glasses [56]. There were also 
three studies with the MS HoloLens [57], which makes use of mixed reality. These are 
modern and very interesting technologies, but they have a high market value, increas-
ing costs, and access for the vast majority of users.

Anyway, it’s worth opening a parenthesis here to detail VR devices, head-mounted 
displays (HMDs). The HTC Vive was used in the works A17—Canada [32] and A22—
Italy [25]. Both also made use of complementary peripherals, the HTC Trackers [58], 
to improve the experiment’s effectiveness, as shown in Figure  below. Just like the 
Unity3D software [ ] was chosen for the development of the applications.60

HTC Vive has a total of 70 sensors spread out in its set (glasses and controls), 
allowing the user to perform fluid and high-precision movements. However, for good 
functioning, the device needs to be calibrated for each new user, especially if there is 
a difference in height. It is classified as PC VR (tethered VR) as it is dependent on a 
rugged computer for its operation [ , 62]. It is still possible to expand the number of 61
sensors, by inserting HTC Trackers in the set [ ].58

The model used in both studies (A17—Figure /A22—Figure ) was the first 
version from 2016, which arose from a partnership between North American Valve 
and Taiwanese HTC. Currently, the manufacturer already has other models on the 
market, such as Vive Flow, Vive Pro, Vive Focus, and Vive Cosmos [ ].55

Following the details of the models found in the selection of studies, we have two 
variants of Facebook property: the Oculus Rift, which was used in study A23—India [42]; 

Figure 6. 
HTC Vive Kit [12] with Trackers [59].
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Figure 7. 
HTC vive kit and trackers used on study A17 [ ].32

Figure 8. 
Study A22 [25] uses the HTC vive kit with their software. Figure (A) is related to the measurement of the 
individual’s carotid pulse. The figure (B) is related to cardiac compressions. Both on VR and on real life.
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and the Oculus Go, in study A34—Australia [27]. The Rift model was the manufacturer’s 
debut product, having been launched in 2016. It is a tethered VR type, comes with a sen-
sor called Constellation, which needs to be placed in front of the user to enable tracking 
of the position, both sitting and sitting foot. Optionally, it can be used together with two 
peripherals for inserting hands in the environment, called Oculus Touch. It also has native 
Xbox console controller support for Windows only [ ]. In study A23, only the HMD was 63
used, with no complementary accessories.

In contrast, the other model, the Oculus Go used in study A34, is classified as an 
all-in-one (standalone VR) type. It does not need a powerful computer to work, as it is 
self-sufficient: it contains all the hardware components required to work, without the 
need for additional accessories, such as the aforementioned trackers [62]. But it has 
hand controls (Oculus Go hand controllers) for handling menus and other interactions.

The Unreal Game Engine [64] was chosen for the development of the application 
in the A34 study, as it allows the use of textures, has editing capacity, great custom-
ization power, in addition to providing a final product with high visual and realistic 
quality [27]. According to Hillman (2019), the development environment in this 
software has support for the most important VR platforms, with a unified set of tools 
that uses consistent procedures for the interaction between components [65].

Finally, among the HMDs devices, we have the Microsoft HoloLens, having been used 
in three of the selected studies: A19 [23] and A21 [33], both of American origin (USA); 
and in the European A26—Italy [ ]. This device was introduced to the market in March 34
2016. But it acts a little differently from its competitors, making use of augmented reality 
(AR), by projecting for the user through the glasses on the device, information, and 3D 
digital graphics, overlaid on the image viewed in the real world [57].

And here comes the concept of mixed reality (MxR). He appears to be somewhat 
confused at first, but Bekele (2021) presents a study that details the nuances between 
these definitions [ ]. The HoloLens is also considered a wearable device, as it 66
allows the user to use it as a complementary accessory: as smart glasses, being called 
Augmented Reality Smart Glasses (ARSGs) [67].

Studies A19 and A21 only mention the use of the device, without providing 
further details about its application. By contrast, study A26 details his experiment, 
serious game modeling, and application in detail. It is also the only one who mentions 
the tool used for development, which was Unity3D. A common detail for the three 
studies was the use of a mannequin to assist in immersing the simulation for the user.

Following the analysis of peripherals used in the selected studies, Microsoft’s 
motion sensor, Kinect [68], remains tied with Arduino, with two incidences each. 
Probably because of the difficulty of access and the cost involved. To use Kinect, you 
must have an Xbox 360 console [69] or an XOne. It is also possible to perform imple-
mentations on the PC, but it has the extra cost of acquiring the device [43, ].49

Arduino [ ] is hardware with the characteristic of open source and low cost to 59
implement. Provides great freedom for the developer. In the studies mentioned, it was 
used together with VR, mobile, and PC devices [ , ].24 25

The Nintendo Wii Balance Board [ ] was used in one studies of Japanese 70  
origin. The implementation was in conjunction with MS Kinect and the PC [43]. 
And finally, the option without platform registration/citation, with six incidences.

Figure  clearly shows the number of studies that have the participation of 
volunteers in order to validate the experiment: 74% yes and 25% no. This was one 
of the criteria for selection of studies and identification of qualities, item (a) of 
Section 3.4 this work. Therefore, the importance of this criterion for validating the 
software developed for any study is noted.
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. Quality assessment result

As listed in Section 3.4 (criteria for selection of studies and identification of quali-
ties) of this chapter, three quality criteria were defined. The first refers to letter (a) 
if the study uses volunteers to test the efficiency of teaching the software.  Figure 
shown in the previous item brings this answer and 26 articles make use of this guide-
line. The second refers to letter (b) if the study is specifically about basic life support 
with a focus on CPR. Yes, the 35 selected studies deal specifically with this theme, 
and only five of them are indirect, presenting different approaches, but still, the CPR 
theme is present. The third refers to letter (c) if there are details on how the software 
was built, with information such as platform, the tool used, as well as additional 
hardware. Yes, these data were included, and it is possible to check the information 
generated in the figures and graphs in this article.

Another interesting information raised was that eight studies [ , , 22 24 25, 32, 34, 
44, , ] explained in their texts the use of the Unity3D game engine [45 50 60], a well-
known tool as a game engine and quite popular among game developers.

There were also mentions of other technologies such as MS Visual Studio [43, 71] 
for programming in the C# language, the use of the Japanese RPG Maker VX game 
engine [37, 72], and the robust Unreal Game Engine [64], software owned by Epic 
Games.

. Critical comparisons

Some articles presented simulators as a serious gaming resource. Define the differ-
ence between simulators and serious games, what is a simulator and what is a game. If 
it’s a simulator, is it considered a game too?

Other articles addressed the competition of learning using online videos and 
serious games, where the effectiveness was greater when using videos, but volunteers 
reinforced that learning with games was more interesting. But games are software 
that uses multimedia resources (audio, video, and images), there is even a genre that 
applies this resource in the game: the visual novels. The popularization of games 
focused on RCP, which is of this genre, would not be more interesting for the target 
audience? [73].

Twenty-nine (29) works mentioned the platform used. A tie-in incidences 
between the PC and mobile devices was registered. What will be the ideal platform 
to implement serious health games? Each platform has its own advantages and 

Figure 9. 
Presence of volunteers in the study.
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disadvantages, including in-game features and mechanics. Or would the focus be on 
reaching all of them? But the more cross-platform the game is, the higher production 
costs will be involved, which can make the creation of the software unfeasible.

It is worth mentioning that Pavkov et al. (2017) present a comparison between five 
game engines, aimed at the development of serious games. With the advantages and 
disadvantages of each, the study proposes a criterion in order to facilitate the choice 
of the tool by the future developer [ ]. In contrast, Cowan and Kapralos (2017) 74
argue that it is common for educators to need to hire well-skilled developers to assist 
in programming serious game projects [75]. The authors even recommend other game 
engines not identified here in this study, for those who aspire to develop games but 
lack programming knowledge.

Another interesting observation is that nine studies were registered that present 
games aimed at VR devices. It shows an interesting trend, but for developing coun-
tries with scarce financial resources for research (aka Brazil), unfortunately, this is a 
difficult trend to follow here. In addition to limiting the target audience too much, VR 
devices have a high market value compared to other platforms such as PC or smart-
phones, which makes production even more impossible.

On the other hand, studies that mentioned the use of Microsoft Kinect and 
Nintendo Balance Board devices (A24 and A25) may become meaningless, as both 
peripherals left the manufacturing line, no longer being marketed [ ].76

. Existing gaps

Conducting this systematic mapping raised some interesting points to be men-
tioned. One was to note that there is no academically validated research regarding 
existing commercial implementations of serious CPR-focused games. A quick search 
of game app stores such as Steam for PC and Google Play for Android mobile devices 
reveals a plethora of health-oriented games (Heath Games). Some even had great 
commercial success, with millions of units sold.

It is remarkable the fact that a commercial game has a greater appeal for playful-
ness/entertainment, dispensing with realistic educational rigor, with concepts to be 
worked on and solidified. But it is an undeniable fact that they are much more popular 
among the general consumer public, compared to serious games, mostly with aca-
demic backgrounds.

Another interesting perception for future works would be a literary, integrative, or 
systematic review focused on some of the platforms identified in the research, such as 
only mobile devices, only consoles, VR devices, or PC.

It was also possible to notice the need for curation of games available in digital 
stores. In order to get a guide or perhaps a list of health game recommendations. Not 
just with a commercial view, but with academic validation.

Finally, it was noted the need for more systematic reviews and mappings within 
the area, not only focused on CPR, but on other aspects that Health Games may have 
examples.

. Conclusion

The selected works were of great value for the understanding of this study, of how 
a systematic mapping is developed, with all its detailed and careful process that must 
be carried out.
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Next, the answers for each research question mentioned in item 3.1 follow:

 • Q1: How have serious games been used to teach CPR protocols? In carrying 
out this work, it was possible to verify that serious games have been used with 
different approaches, such as through PCs, mobile devices, and HDMs. Auxiliary 
peripherals (MS Kinect, Nintendo Balance Board, and Arduino) were also used 
to obtain better results for the user in immersing the simulations.

 • Q2: How effective are serious games in teaching CPR? In the 26 studies (74.3%) 
that used volunteers to validate the results, it was possible to notice that the use 
of games for learning generates engagement, providing a deepening in think-
ing (deep thinking), as can be seen in the reports of the consulted students 
to validate the A35 job, for example. Because games have the characteristic of 
playfulness, being “playing” to carry out the activity, in a virtual environment 
controlled by rules, the involvement in the activity to achieve the best result, 
undoubtedly generates an increase in interest among users. And the studies that 
used VR as the main device have the potential to be even more immersive, due to 
the characteristics of the device.

 • Q3: What is the state of the art of serious health-focused games for teaching 
CPR? It is believed that this work made a portion of contribution to the academic 
community in trying to potentially answer this question.

 • Q4: What platforms are used to experience the games? This detail can be seen in 
its entirety in item 4.

To improve this work, the evaluation criteria must be revised, listing weights for 
each one, in order to have numerical data to define the quality of the selected articles. 
Review some criteria and perhaps define further details between them. Also expand 
the number of databases searched, for those who know how to find more jobs in the 
South American region.

It was also possible to notice that the area of the Serious Games focused on health 
is relatively new when observing the age of the relevant events in the area: SBGames 
will complete 20 editions by the end of this year, but only 5years ago it has a track 
dedicated to the theme; SEGAH is reaching its 9th edition. This fact opens up great 
possibilities for studies and research that have not yet been carried out, as the field is 
relatively new.

It was also possible to note that there is still a lot of room for research using new 
technologies, such as VR glasses, Microsoft Kinect, which have only one study each.
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Chapter 5

3D Computer Graphics and Virtual 
Reality
BranislavSobota and MiriamaMattová

Abstract

This chapter is dedicated to the description of 3D computer graphics used for the 
needs of virtual reality. Virtual reality (VR) is the use of computer technology to 
create a 3D virtual environment. The chapter presents some graphical features used 
in an environment as well as an explanation of good design practice. The chapter 
contains also the description of lighting settings, 3D objects/models and virtualiza-
tion sequence, camera, and scenes where the wheelchair simulator is used as an 
example of the implementation environment.

Keywords: 3D graphics, 3D objects, virtual reality, web-based collaborative 
environments, lighting settings, object geometry, texturing

. Introduction

Technology is advancing in the directions in which it eases life. In the transport 
industry, it helps to get from point A to point B faster. In the education industry, it 
helps to obtain knowledge in a more effective way. In the health industry, it helps to 
operate or diagnose easier. Those are very few examples of how technology is sim-
plifying life. The process of technology advancing is defined in a few steps. The first 
one is the curiosity about how things work. The second is the willingness to learn. The 
third is understanding and the fourth is experimenting. The creation of 3D computer 
graphics had a similar process. Firstly, there was a curiosity about how people see and 
percept the world. Secondly, it was a willingness to learn how the visual information 
from the outside world is getting into person. From that point, people realized that 
eyes were the ones to blame. Willingness to learn continued in this area and later on 
there was an understanding. The understanding of how the eyes work helped to create 
the first photographic camera. Lastly, there was experimenting in this field which led 
to the first photographs. As it is the nature of humans, we wanted to achieve more. 
We wanted to make those photographs to be animated and displayed somewhere. The 
development of this technology has gained rapid momentum. Soon, people were able 
to watch a short movie on canvas. With an introduction of the first computer, those 
two areas soonly merged. Before that, there was a need to represent data calculated on 
computer. Soon, it was represented on a simple display. As computers advanced and 
were more complex, there was a need to represent calculated data more effectively. 
Computer monitors were introduced and computer graphic was born. Before it 
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reached the possibility of 3D displaying, 2D scenes were presented. The most popular 
one was television. This is the greatest example so-called eye (visual) and computer 
content. As people realized how effective and entertaining computers can be, they 
started to wonder if we can simulate our world. Information from the computer area, 
eyes (visual) information and mathematics combined, and 3D computer graphics was 
born.

3D graphics opened a new world of experimenting in the area. As we live in 
a three-dimensional world, it gives us another level of possibilities of how to 
simulate and improve the virtual world-virtual reality. Representation of virtual 
reality via 3D technologies gives more authenticity and credibility. Virtual reality 
(VR) and related technologies are penetrating almost every aspect of our lives [1]. 
Nowadays, it is one of the most developing technologies that could significantly 
increase the level of interactivity [ ]. This is greatly used in every industry. It has 2
a great impact on health industry as it is possible to create projects like wheelchair 
simulators for people who are temporarily or permanently immobilized. Those 
people are provided with a number of courses to gain wheelchair skills but it is 
often financially unavailable. Virtual reality was proven as an effective tool for 
disabled people [3].

This chapter is dedicated to the description of 3D computer graphics used for 
the needs of virtual reality. The wheelchair simulator is used as an example of the 
implementation environment. Wheelchair simulator was built using web technologies 
via A-frame framework [4]. It is a simulation of a collaborative environment in VR 
(developed in authors’ home laboratory LIRKIS at Department of Computers and 
Informatics, Technical University of Košice) where an immobilized patient should 
learn using an electric wheelchair. Guest can join the same 3D virtual environment 
and watch patient deal with the obstacles. Whole simulator contains multiple scenes 
with different obstacles. The pilot project was also implemented in a unique 3D 
virtual LIRKIS CAVE environment ( ).Figure 

Figure 1. 
Patient on wheelchair in 3D virtual LIRKIS CAVE environment.
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. Related work

There are many works related to 3D computer graphics in virtual reality. Some of 
the works focus on different virtualization algorithms, others try a new methodology 
of improving realistic look while maintaining the smoothness of application. Related 
work below simply focuses on new methodologies or approaches to 3D computer 
graphics or comparing them.

Chen in [5] describes the rapid creation of photorealistic virtual reality 
content with consumer depth cameras. Work focuses on the demonstration 
of a complete end-to-end pipeline for the capture, processing, and rendering 
of view-dependent 3D models in virtual reality from a single consumer-grade 
RGB-D camera. The result of this pipeline is a 3D mesh with view-dependent 
textures suitable for real-time rendering in virtual reality. Progressive feedback 
point cloud rendering for virtual reality display is the aim of [6]. Work presents 
a novel approach to a progressive feedback-driven rendering algorithm. This 
algorithm uses reprojections of past views to accelerate the reconstruction of the 
current view. The presented method is tested against previous methods, showing 
improvements in both rendering quality and interactivity. In the [ ] is indicated 7
virtual content creation using dynamic omnidirectional texture synthesis. This 
work proposes optimization that synthesizes a high resolution view-dependent 
texture map for any virtual camera location. Synthetic textures are generated 
by uniformly sampling a spherical virtual camera set surrounding the virtual 
object, thereby enabling efficient real-time rendering for all potential viewing 
directions.

The paper [8] describes three views of virtual reality: non-immersive virtual real-
ity, and it discusses the advantages and applications of non-immersive VR systems. 
Immersive and non-immersive VR systems are compared and hybrid possibilities are 
reviewed.

Kautz et al. [9] present new algorithms and techniques for the acquisition and real-
time interaction with complex textured 3D objects and shows how these results can 
be seamlessly integrated with previous work into a single framework for the acquisi-
tion, processing, and interactive display of high-quality 3D models. In addition to 
pure geometry, such algorithms also have to take into account the texture of an object 
and its reflectance behavior. The research [ ] presents a novel 3D user interface for 10
the immersive design review. This research focuses on the development of a novel 
immersive user interface, a smart 3D disk with a set of widgets. During the immersive 
sessions, the user can activate functionalities using cost-effective pointing devices 
and the conceived 3dUIs projected into the more complex CAD functionalities such as 
surfaces shape modification.

. D graphic in VR

3D computer graphics are graphics that use a three-dimensional representa-
tion of geometric data that are stored in a computer for the purpose of performing 
calculations and rendering 2D images. Those geometric data are not graphics 
until they are presented on a screen. Geometric data can be perceived as objects 
or models. To build up a 3D world in virtual reality, it is needed to include graphic 
elements such as:
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 • : Lighting settings give the light in the scene, manage shadows, light Lighting
sources as well as their intensity.

 • D objects: 3D objects or models are a base to build up a scene. It defines, what the 
scene will contain in the largest spectrum.

 • Camera: Camera manages the process of visibility, culling, and rendering of 3D 
objects on the screen.

 • : Scene is a space where all elements above are put. It also defines the size of Scenes
space in a virtual world.

A combination of all mentioned graphic elements can result in scene as shown in 
Figure  left. Another 3D scene can be seen in drone simulation environment repre-
sented in Figure  right.

. Rendering

Rendering can be perceived as the final process of creating the final 2D image from 
the prepared scene. These images are played at some speed rate. It is called frames 
per second (FPS). This variable indicates how many final 2D images are rendered in 
1second on the screen. The higher the value, the smoother is playback image. FPS 
can be used as final control of how great was handled graphics optimalization with a 
given graphics processing unit (GPU). It is important to handle draw calls effectively 
as it results in smoother applications. Rendering can be divided into real-time render-
ing and non-real-time rendering.

Real-time rendering is used in interactive media such as games and simulations. It 
means final 2D images are being processed in real time, according to where the cam-
era is positioned and how it is rotated in the scene. In real life, movement of a person 
looking around the room can be random as he/she is moving head is not defined 
speed or rotation. The same logic applies to a camera in media. Therefore, there is no 
algorithm to predict the exact movement of camera, as it is random input from user, 
for final 2D images to be calculated beforehand. Using this method, it is needed to 
keep in mind that human eyes need at least 24 frames per second rendered for a suc-
cessful illusion of movement. In VR headsets, frames per second must be quite higher, 
otherwise, it is possible to notice black spots when rotating the head. Black spots 
around the edges can cause the loss of the illusion of being in a 3D environment.

Figure 2. 
Example representation of the wheelchair simulator scene and the drone simulation scene.
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Non-real-time rendering is used for such media in which it is possible to predict the 
sequence of images. These are non-interactive media such as film or video. It can take 
much more time to render in order to obtain higher image quality.

Speed of rendering depends not only on effective optimalization of application but 
also on hardware specification of device like GPU, CPU, and memory, for example. This 
is a reason why the same application can be smooth in desktop computers but not in VR 
standalone headsets. Therefore, there is a need for 3D graphics knowledge and hardware 
specification knowledge to optimize application if it is built for multiple platforms.

. General optimalization

General optimalization in 3D applications consists of multiple steps. But firstly, it 
is important to realize what is the desired result. To call application optimalized, it is 
desired to achieve a count of draw calls as small as possible, limit the unnecessary calcu-
lations or optimize complexity. This can be achieved through several steps, for example:

 • : Uneffective placement, settings, and types of lights sources Light optimalization
can greatly impact calculations during rendering which results in lower FPS. 
Next Section 4 focuses on these parameters as well as implemented lights in 
wheelchair simulator.

 • : It includes creating lots of details (LOD), having an object Simplifying objects
with no unnecessary polygons, and using adequate resolution of textures 
(Section 5).

 • Camera settings: Since camera view is the final view of what user will see, it is 
important to pass to the renderer only information that needs to be handled in real 
time and to prevent all the unnecessary information to be calculated (Section 6).

 • : If it is not necessary for application logic, scenes should be divided Scene logic
into smaller scenes. A wide scene with open field can cause computational load, 
therefore it is recommended to reconsider scene logic. Section 7 focuses on scene 
design in wheelchair simulators.

. Lighting setting

Lights in 3D virtual environments are necessary for objects to be visible. The same 
logic applies in real world. Without light, it is not possible to see your surroundings. 
There are several types of lights, but most common are , directional light point light, 
spotlight, and ambient light. The difference between these lights is ways of lighting up 
a specific area, where a light source and lighting direction is located. Lighting itself 
works basically the same. Light has defined its source, direction, intensity, and area, 
then this parameter defines the vectors which are colliding and bouncing from the 
objects in dependence on how close the light source is, how strong light intensity 
is, and area of light up space. Wheelchair simulator uses ambient light in all scenes. 
Figure  represents scenes with ambient lightning.

One of the scenes is designed to be at night. Scene is called crosswalk-night. As is 
mentioned above, ambient light is everywhere and it illuminates every object evenly 
from every side. Figure  shows the scene.
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It is possible to observe that besides ambient light, fog is implemented as well. Fog 
allows to shade the objects at a certain distance in a predetermined color. It is imple-
mented on camera of the user and not as a light object. Therefore, fog is not perceived 
as a lighting setting but as a shading setting. In this case, distance of shading is few 
meters from the user, and color of shading is black. This way it is possible to simulate 
first-person view at night, samely as in real life. From Figure , it is also possible to see 
the red traffic light, which signals that patient cannot cross the crosswalk as cars are 
moving. The red color on a box may seem a lot lighter than surroundings. It is because 
of emissive intensity of material on a traffic light was set on a higher value to make it 

Figure 4. 
Representation of crosswalk-night scene.

Figure 3. 
Four out of five scenes with ambient lighting.
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seems lit. This way, it is not necessary to add the point light in the environment and 
it will lighten the computational core. Details are explained in Section 3.3. But it is 
necessary to keep in mind, if priority is to develop application with high rate of frames 
per second, it can affect the realistic look of the scene. Especially, for virtual headsets 
as their computational cores are not so advanced yet. Figure  shows the traffic light 
with an implementation of point light in red color and with shadows settings.

. Shaders

Thanks to specific light definition, it is possible to observe illuminated and unlit 
parts of an object. Light has an exact border where the illumination of object ends. 
Therefore, it is needed to shade the transition between illuminated and unlit parts to 
make it appear more natural. Shader will make a transition by adjusting the color of 
the nearest pixels between these two sections. Figure  shows the illuminated part, 
shaded part, and unlit part of the cone illuminated by point light only.

Figure 6. 
Shader represented on a cone with a point light.

Figure 5. 
Traffic light with point light in red color and shadow settings.
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. Lights combinations and their complexity

All mentioned light types can be used at a same time and multiple times in a scene. 
Figure  shows implementation of spot light, which is red, point light which is blue, 
and directional light which is white.

All lights presented in Figure  are casting shadows. All objects are casting and 
receiving shadows as well. This is an example of how light can simulate the real-world 
behavior of lighting. Even though it looks natural and realistic, it is needed to keep in 
mind that there is a lot of calculation done in the background. It is possible to observe 
that blue light is illuminating the shadowed part on a terrain from the red light as well 
as the not shadowed part. Directional light illuminates area of red light and blue light 
at once but also creates shadows on a left from the cones. All lights are penetrating 
areas of other light, therefore, renderer needs to consider priority of which light it will 
display. It is possible to bake these lights at the same time, but calculation complex-
ity will greatly improve. Vectors from lights are crossing paths, which mean they are 
affecting each other. Therefore, they need to be recalculated to give a result similar, 
if not same, to a real world. Simply said, the more lights are used in a scene and the 
more they are penetrating into areas of other lights, the higher complexity lighting 
setting will have. If renderer needs to take shadows into account, it needs to calculate 
position, rotation, and size of an object for every light separately as well. And lastly, 
renderer needs to compare position of the object which is receiving the shadows to an 
object which is casting the shadow. When creating a 3D scene, it is advised to consider 
lighting logistics depending on the strength of the computational core as it can cause 
computational load which can result in small FPS.

Wheelchair simulators were using few point lights for better authenticity. But after 
profiling of performance was done, FPS was lower than 60 in virtual headsets. The 
main goal of simulator was to teach disabled person using the wheelchair and overcame 
obstacles. To teach that, realistic graphics were on a lower priority than smoothness 
of application. Due to this fact, all unnecessary lights were removed from the scene 
and ambient light was implemented. Ambient light is considered as the light with the 

Figure 7. 
Combination of spot light, point light, and directional light in a scene.
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lowest cost for the computational core. Therefore, shadows were not implemented at 
all, as ambient light cannot cast them. If shadows cannot be cast, there is no need for a 
shader. Result is a simple lighting setting but a lot of computational space is saved.

. D objects and virtualization sequence

The whole process of object processing and virtualization is called the virtualiza-
tion sequence. A simplified 3D virtualization sequence scheme is shown in Figure . 
Of course, each of these steps contains a number of other sub-steps naturally. Many 
sub-sequences of this sequence including 3D objects modeling and editing are already 
standardly used in practice, and they have steady conventions and standards. The 
virtualization sequence is important in defining and creating VR-based systems. In 
principle, it determines all the virtual world objects, their way of use, and of course, 
the semantics (meaning) of individual objects [11].

As mentioned in the chapter, 3D computer modeling is the creation or modifica-
tion of a 3D graphical virtual model using a specific software tool—3D modeling 
application (e.g. Blender, Autodesk 3D Studio Max, Maya, Sketchup, etc.). The 
modeling process of preparing/editing graphical data is similar to sculpture creation. 
3D objects modeling is not an exception in this case and it is based on a four-step 
principle: model/object preparation, polygonal modeling, texture preparation, and 
texture application and filtering. The properties of these steps depend on the model/
object type. The created model/object can be used for visualization, simulation, or for 
3D printing.

Each model consists of points, edges, and faces. These are primitives that create 
geometry of any model. Figure  represents geometry of wheelchair using primitives.

Figure 8. 
A simplified 3D virtualization sequence scheme.
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Wheelchair model has assigned base color texture. A number of polygons are in a 
count necessary to shape the model into a wheelchair look. Although it does not look 
realistic, it brings a possibility to render such model faster. Therefore, its optimal 
design solution for VR headsets. All models in wheelchair simulators are designed 
with low polygons principle. Due to this fact, scenes have united design with fast 
rendering. As helmets are used commercially, it is generally known that realistic look 
does not affect the possibility of user being drawn into the environment. The user is 
drawn into the environment, especially, by united design of models and their texture, 
interactivity with environment and sound effects. If these elements are designed 
creatively and are not exaggerated, user can enjoy the virtual world samely as envi-
ronment with realistic look.

. Objects geometry in the simulator

Target devices for wheelchair simulators are virtual headsets, therefore, it is 
needed to keep objects geometry as simple as possible. The higher is complexity of 
an object, the more it is compelling for the renderer to process. Every polygon in the 
object will burden renderer to calculate it and display it on the final screen. Due to 
this fact, many applications for virtual reality use low polygon technique of modeling. 
Figure  shows geometry of some objects used in the simulator.

Figure 9. 
Points, edges, and faces represented on cone model.
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As Figure  proves, models are build up the way just to represent its necessary 
shapes, to figure out meaning of the object. Disadvantage of low polygon objects is 
that neglected folds result in a non-realistic look. But it still keeps the shape to figure 
out the context. One of the advantages is, that this type of modeling practice does not 
require creating lots of details—LOD for every object. LOD is also an unnecessary 
feature in wheelchair simulators as scenes are not that wide for LOD to be applied. It 
is possible to decimate some polygons on a wheelchair or the car model, for example, 
those parts of model that are not so visible by a user. But a number of polygons will 
not change dramatically if it is desired to keep the look so it is an unnecessary step. 
Such a step would be worth considering if these objects were placed into environment 
multiple times. Then the polygon reduced will be the number of reduced polygons 
times the number of duplicated models.

. Textures

Wheelchair simulator does not use special texturing features, such as normal 
mapping or Dot 3 bump mapping. It uses only simple base color textures and image 
textures. If the quality of the image texture is restricted to smaller size and resolution, 
rendering will be optimalized to desired preferences. Wheelchair simulator is using 

Figure 10. 
Geometry representation of wheelchair, avatar, headset, and car models.
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resolution and size up to 5 megabytes. But the average sizes of image textures are 
300–500kb. Following Figure  represents an example of image texture of car with 
a size of 387kb and virtual headset object with assigned based colors. Image texture 
of a car also shows the mapping of the taxi car object. Mapping is represented with 
points primitives of an object. Their position defines the position of the texture on the 
object.

Resolution of a texture is important to be optimalized. If the texture has for 
example resolution of 4000×4000 pixels, but texture coloring and details can fit 
into resolution 500×500 pixels without any pixel compressing, it is highly recom-
mended to change the resolution of the texture. Every time, when an object is in a 
field of view, piece of texture is rendered in dependence on the face shape and size of 
an object. Therefore, if the simple cube with 6 walls-6 faces have assigned full-size 
texture with resolution 4000×4000 pixels on each face, and top side, right side, 
and left side of a cube are in a field of view, the texture will be rendered 3 times with 
defined resolution.

. Screen-camera

Camera and screen settings can facilitate render calculation as well. To do so, it is 
needed to reconsider, for example, if it is more effective to use single pass or multipass 

Figure 11. 
Texture representation on taxi car and VR headset models.
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rendering Object visibility.  based on camera distance is one of the features to consider 
as well. For example, occlusion culling is a camera feature that defines if objects 
should be rendered when they are behind another object. There are many effective 
rendering techniques that help lower the run time cost.

Besides saving computational cost, camera has some features to manipulate the 
graphics and visualization in scenes as well. One of the features was presented in 
Section 3. And in . As it was mentioned before, scene called crosswalk-night Figure 
is situated at night. In real world, when a person is not in a completely dark environ-
ment, he/she can see objects within few meters radius. Visibility, colors, and sharp-
ness of the objects depend on the intensity of light. To simulate such environment, 
scene contains ambient light of certain intensity—but lower than the ambient light 
in other scenes. This will secure objects to be visible. To implement logic of seeing 
things in some radius around a user, a feature called fog need to be applied. Fog has a 
parameter, which defines what color fog will be. To simulate the night, color needs to 
be black. Other colors, such as red for example, will be seen in a distance as ambient 
light is applied all around the scene. Result is shown in Figure .

Figure  shows, as user goes further from the crosswalk, other objects will gradu-
ally shade as they are not in a radius of fog-free area. It can be observed, that taxi car 
on an upper part of the figure is visible, but as user went further back, taxi car is not 
visible anymore.

Others performance improvement techniques such as single pass, multi-pass, 
occlusion culling are predefined in used framework—A-frame.

. Scenes-spaces

When creating a 3D application, it is good to know whether the size of the scene 
will be wide or small in advance. Wider scenes are used mostly when creating an 

Figure 12. 
Night implementation in wheelchair simulator.
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outdoor environment. In this case, wheelchair simulator is using small scenes. 
Simulator has a scene where a disabled person needs to go around cones or cross 
the crosswalk. This activity is placed outside, but scenes were designed with a wall 
limitation on terrain edges. It is easier to solve graphic limitations with a smaller scene 
as it does not contain many objects. Polygons’ number is lower which result in faster 
rendering. Following Figure  presents the scenes from the distance together with 
the top view.

. Scene with slopes

One of the wheelchair simulator’s goals was to teach a disabled person to go 
through elevated terrain. Such obstacles are mostly situated inside buildings in real 
life. Mostly staircases, which have barrier-free platform placed on them, have the 
steepest ascent. Therefore, scene with slopes was created. Whole scene consists of 
one big room with two slopes on the edges of the room and patient can go through 

Figure 13. 
Scenes representation in wheelchair simulator.
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them. Scene is categorized as a small scene because its visible width is a few meters. 
Figure  shows scene details as well as its top view with explanation.

. Crosswalk-day and crosswalk-night

People living near roads will encounter crosswalks almost on daily basis. It is an 
unwritten rule, that crosswalk needs to be crossed as quickly as possible. Disabled 
person has a speed limitation. Due to this fact happens, some of them do not have 
confidence doing activities where they or other objects should move fast. Scene 
with crosswalk was designed for a person to gain confidence in a wheelchair. Scene 
was designed even in night mode as visibility of objects, such as cars, is limited. It is 
considered a small scene, even though it is situated outside because terrain is a size of 
a few meters. Figure  shows scene details as well as its top view with explanation.

Scenario of crossing is simple. Cars are moving at a certain speed when traffic light 
is red. The traffic light will, after a few seconds, lights up in orange, signaling that a 
person can prepare for crossing. Then it lights up green signaling that person can cross 
the road. Cars will stop in front of the crosswalk. They do not have a collider to make 
sure, that if the patient is still on the road, and traffic light will light up red, cars will 
not move him/her out of the map. This can cause discomfort and dizziness.

. Obstacle course

A person in a wheelchair must learn to control it in a first place. To learn the lever 
manipulation, how it affects the wheelchair and how to rotate the wheelchair, the 
scene with cones was created. Obstacle course scene has two routes, where a disabled 
person can practice its wheelchair skills. That way he/she will gain agility to continue 

Figure 14. 
Scene with slopes.
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Figure 15. 
Scene crosswalk-day and crosswalk-night.

Figure 16. 
Obstacle course scene.
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with more difficult obstacles. Cones are static and have colliders so the person in 
wheelchair does not move them if he/she will bump into them. Same as other scenes, 
obstacle course is considered as a small scene. Following Figure  shows scene details 
as well as its top view with explanation.

. Elevator scene

The elevator scene was designed to teach the person in a wheelchair to go through 
a narrow hallway or learn how to fit in an elevator. Scene is situated in a building with 
a staircase. It is impossible to go through the staircase as it has a collider. Therefore, 
proposed scenario is that person in a wheelchair wants to go upstairs. Figure  shows 
scene details as well as its top view with explanation.

. Conclusion

3D computer graphics gave the possibility to create a 3D world with scenarios, 
where immobilized persons can learn to handle the most common obstacles. System 
is supported for virtual headsets, therefore, immobilized persons can experience 
more authentic environment. Chapter represents 3D computer graphics used in an 
environment together with an explanation of why they were implemented that way. 
Virtual reality is a technology that supports such environments. As VR technology is 
relatively young and it is still evolving, it was needed to implement such 3D graphics, 
which will not compromise the smoothness of the simulator. Therefore, simulator 
is implemented with prioritization of smoothness over a realistic look. Chapter also 
focuses on such 3D graphics combinations to give the user the best experience.
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Chapter 6

View Synthesis Tool for VR
Immersive Video
Sarah Fachada, Daniele Bonatto, Mehrdad Teratani

and Gauthier Lafruit

Abstract

This chapter addresses the view synthesis of natural scenes in virtual reality (VR) using 
depth image-based rendering (DIBR). This method reaches photorealistic results as it 
directly warps photos to obtain the output, avoiding the need to photograph every possible 
viewpoint or to make a 3D reconstruction of a scene followed by a ray-trac ing r endering. 
An overview of the DIBR approach and frequently encountered challenges (disocclusion 
and ghosting artifacts, multi-view blending, handling of non-Lambertian objects) are 
described. Such technology find s applications in VR immersive displays and holography. 
Finally, a comprehensive manual of the Reference View Synthesis software (RVS), an 
open-source tool tested on open datasets and recognized by the MPEG-I standardization 
activities (where “I” refers to “immersive”) is described for hands-on practicing.

Keywords: DIBR, RVS, view synthesis, depth map, virtual reality, rendering, 3D 
geometry, light field, non-Lambertian

1. Introduction

Photography has a vast history as it is used to preserve our lives’ most important 
memories. As such, it tries to conserve a scene as realistically as possible. During the 
years, it evolved from the camera obscura [1, 2] where scenes were captured only for a 
brief moment, to black and white photography, requiring to stay still in front of the 
camera for long hours, to nowadays imaging devices, where the picture is captured 
instantaneously, digitalized, and the colors are close to what our eyes perceive [3].

Though it preserves the content of the scene, the immersion is lost, as well as the 
depth information, since the camera projects the scene from 3D to 2D.

To increase the immersion, the next step is to recreate the parallax of the scene, 
giving the opportunity to the viewer to move freely and see different perspectives, 
exactly as if the subject was miniaturized in front of our eyes, or the environment 
virtually rendered around us. Despite this desire, no device capable of acquiring the 
scene in its entirety directly in 3D has been designed so far.

Creating the parallax effect assumes capturing the scene from all the possible 
viewpoints and selecting the viewpoint to display on demand for the user’s viewing 
position. This is physically impossible; instead, we may synthesize any viewpoint 
from only a couple of captured viewpoints generating all missing information follow-
ing some basic assumptions [4, 5].



           There exist many approaches to generate novel viewpoints from input views. Early
              methods were based on 3D reconstruction [6, 7] to render the obtained 3D model. More

            recently, neural radiance fields (NeRF) [8] used machine learning methods to recreate a
           volumetric representation of the scene. Other methods avoid the explicit 3D informa-

           tion reconstruction, such as depth image-based rendering (DIBR) [9] that will be
             described in this chapter, or multiplane images [10, 11]. Finally, novel viewpoints can be

          synthesized by an intelligent interpolation using physical invariants (the epipolar plane
           image), rather than interpolating directly the image’s colors. Representatives of this last

           category are the shearlet transform [12] and techniques using deep learning [13].
          This chapter provides comprehensive elements to bring photographs of a natural

           scene to the third dimension, for example, making the captured scene immersive,
          through holography or virtual reality (VR). The presented 3D rendering technique

           differs from traditional computer graphics by its input—instead of modeling 3D objects
            with their geometry and materials that interact with light sources, we use photographs

             that are warped to follow the viewer gaze direction using the reference view synthesis
           (RVS) [14 16] software that follows the view synthesis process of– Figure 1.

          RVS has been developed during the exploration and standardization activities of
            MPEG-I where I refers to Immersive focusing on developing new compression– “ ” –

     and file formats for immersive video.
            The chapter is structured as follows the first part explains the principles of depth—

           image-based rendering, gives an overview of the possible artifacts that can be
        encountered when creating a DIBR implementation, and finally, implementation

             details of RVS are described. The second part provides practical advice for using RVS
   on some example datasets.

     2. Principles of depth image-based rendering

           To recreate the parallax effect, we use the depth image-based rendering [9]
               method. It warps or distorts the input color image as a function of its associated depth

             map, which itself stores, for every pixel, the distance between the camera and the
             projected point along the camera optical axis. This method is based on the observation

             that a stereoscopic pair of images, for example, taken with a few centimeters shift

 Figure 1.
                DIBR brings photographs to 3D by using depth information to create new viewpoints. It preserves photorealism and

      allows the user to experience motion parallax.
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           between each other, carry the depth information of the photographed subject. As
              shown in , the relative shift , aka. the disparity, of foreground objects isFigure 2 d

    larger than for background objects.

    2.1 Projection equation and disparity

              Let us consider two pinhole cameras facing an object at distance (see ).D Figure 2
               The projection of this object on each image will have a disparity . Using the similard

  triangles ratios of f
D

and d1 þd 2
B

  , we obtain:

 d ¼
  B f

D
(1)

              where is the baseline, i.e., the distance between the two camera centers, andB f
  their focal length.

              This implies that, given two images and their depth maps, we can create a virtual
              view in the middle, between the inputs, by shifting the pixels over half their disparity.

             Eq. 1 can be generalized to any camera settings using the pose (translation and
           rotation extrinsic parameters, Eq. 2) and internal camera parameters (focal length–

f x  and f y             expressed in pixels in the and directions, and principal pointx y ppx  , pp y

 
–

   intrinsic parameters, Eq. (3).
              We call an input image and its camera parameters an viewpoint. We aim toinput

            recreate a new virtual view with given new parameters, called viewpoint. Fortarget
                this, we deproject (i.e., from 2D to 3D) the pixels of the input image to 3D, and

              reproject (i.e., from 3D to 2D) them to the target image using the projection equation.
                 Let P R t¼ jð Þ be the inverse (i.e., world to camera) 3 4 pose matrix of a camera

        with the rotation matrix and the translation:R t

  P R t¼ jð Þ ¼

r11 r12 r13 t x

r21 r22 r23 t y

r31 r32 r33 t z

0

B@

1

CA  , (2)

       and its 3 3 intrinsic matrix:K 

 K ¼

f x  0 pp x

 0 f y ppy

 0 0 1

0

B@

1

CA  : (3)

 Figure 2.
   Disparity d d¼ 2   d1        between two pixels representing the same projected point.

3

      View Synthesis Tool for VR Immersive Video
 DOI: http://dx.doi.org/10.5772/ TexLi.1I 02382



         In homogeneous coordinates, a point , ,X x¼ y z, 1ð Þ t      at depth from the inputD

 camera p in   ¼ u v, , 1ð Þt      is projected to a pixel p in   ¼ u v, , 1ð Þt   following the projection
 Equation [6]:

Dpin  ¼ K in P in  X (4)

               Hence, given the input image and the depth value of the pixel, we can deproject :X

  X ¼ D Rin jR1
in tin

 T
K 1

in pin (5)

              Eventually, this allows to reproject in the new camera, using Eq. 4 withX P out and
K out :

p out ∝DK out Pout R in jR 1
in t in

 T
K 1

in p in (6)

             To obtain the pixel value, we divide the obtained vector by the third coordinate
         (i.e., the depth of the point in the new camera).

             Applying this operation to every pixel of the input image creates a novel view.
              The core principle of DIBR is to apply this deprojection and reprojection to all the

             pixels of the input images, using a depth map (i.e., a single-channel image encoding
               the depth value of each pixel). RVS uses this basic principle, but of course, there are

            many pitfalls one should handle correctly. This is further explained in the following
sections.

  2.2 Frequent artifacts

           We now know the basic principles of DIBR. Unfortunately, simply shifting the
               pixels of an input image in the function of their depth does not create a photo-realistic

result.
             The first problem is occlusion handling. When an object is visible in the input

               image but hidden by an object lying more in the foreground in the target, it is
               occluded and its pixels should not appear in the rendered image. This can be solved by

               choosing, among all the pixels from various objects ending up in the same pixel on the
              screen, the pixel with the minimal depth. A more critical problem is the one of

             disocclusions, for example, when an object should be visible in the target image but
                does not appear in the input image because it is hidden ( ). In that case, aFigure 3a

 Figure 3.
             (a) Disocclusion artifact (classroom dataset), (b) crack artifacts (Toystable dataset), (c) Artifacts due to

              inconsistency in color among the input images. (dataset fencing, courtesy of Poznan University of Technology),
    (d) ghosting artifacts (dataset Toystable).
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                hole is created in the rendered image. One solution is to add more input images in the
             hope to obtain this missing information [15, 17]. Another approach is to inpaint the

                empty pixels [18, 19]. In RVS, it is possible to choose any number of viewpoints and a
     basic inpainting fills the remaining disocclusions.

            Cracks and dilation are other frequent DIBR artifacts. We can observe them in
             Figure 3b. They are created as the user moves forward (step-in), increases the reso-

            lution (zoom), or observes slanted objects. Those cracks correspond to pixels in the
                 target that do not have a preimage in the input view (i.e., no input pixel is mapped to

            them). However, as their neighboring pixels have a preimage, their color can be
             interpolated. In other words, the input pixels should be mapped to more than one

             pixel to compensate for this effect. This can be done using superpixels [20], adapting
            the pixels size to the camera movement [21], or linking neighboring pixels for

            rasterization [15, 16] (chosen solution in RVS: adjacent pixels are grouped into tri-
   angles that are colorized).

            Even if increasing the number of input images can reduce the number of
             disocclusions, it brings new challenges, as those views need to be consistent in color,

            in estimated geometry, and in estimated pose. Notably, the depth estimation and the
            blending of multiple views together rely on consistent colors between the images. As

            not all camera sensors are equal, small differences in color rapidly generate incoherent
        depth estimations or nonhomogeneous color patches during view blending

              ( ). Color correction is usually needed prior to the view synthesis [22, 23] orFigure 3c
     during the blending step [24, 25].

            Moreover, as DIBR relies on the depth information, errors in the depth estimation,
              a misalignment between the color image and the depth map, or errors in the camera

           pose estimation lead to ghosting artifacts. When several views are blended together,
             these artifacts make the objects or their borders appear doubled ( ). A depthFigure 3d

              map refinement [26, 27] is one way to solve this problem. Another is to choose
            weighted blending coefficients based on the reliability of each input image [11, 16]

   (chosen solution in RVS).
           Finally, DIBR is structurally limited to the rendering of diffuse objects. Indeed

              shifting the pixels in the function of their depth assumes that they do not present
         view-dependent aspects, such as transparency or specularity. When such objects,

           so-called non-Lambertian, are present in the scene, the linear hypothesis in pixel
           displacement in the function of the camera displacement is not valid anymore.

          Adapting the DIBR principles to non-Lambertian objects is nevertheless possible by
          exploiting additional information, such as structure, normal, and indexes of refraction

           [28], or a more accurate approximation of the pixel displacement [29 31] (chosen–

  solution in RVS).

   2.3 RVS in practice

            The DIBR software RVS is designed to render novel viewpoints from any number
            of input images and depth maps and their camera parameters, without suffering from

              the above limitations. In order to create a novel view, the input images are warped
           sequentially. The obtained result is then blended into an image accumulating the

             outputs of each reprojected input image. This pipeline is shown in . TheFigure 4
          warping and blending operations are performed alternatively for each input image

       using OpenGL [32] or on the CPU [15].
           To obtain high-quality results, it is recommended to select candidate input views

               properly. Therefore, the first step in RVS is an optional view selection. The views then
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             closest to the target image are selected in order to reduce the computation time.
           Otherwise, all the input images are used to create a new viewpoint.

                The second step in RVS is the warping phase. Each input image is divided into a grid
             of triangles whose vertices are adjacent pixels (Figure 5a). Each of these vertices is

           reprojected to fit to the new camera pose and parameters (Figure 5b) and rasterized to
                avoid the cracks artifacts of Figure 3b. Then, each new triangle is given a score that will

              be used in the blending phase. This score describes the quality of a warped triangle—if
               the pixels lie on a disocclusion area, their triangle will be stretched and should hence be

             discarded from the final result (black areas in -warping andFigure 4 Figure 5c). The
             remaining triangles are then rasterized according to their vertex color in the input image

           (Figure 5c). A depth test prioritizes the pixels with the lowest depth.
              When the input images are warped to the target viewpoint, the results need to be

               blended into one single image. For a given pixel, the final output color is thec
     weighted mean of the color ci    of each warped input:

 c ¼
1P

i w i

X

i

wi ci (7)

 Figure 4.
              Overview of the processing pipeline. (1) view selection (optional), (2) warping, (3) blending, (4) Inpainting

(optional).

 Figure 5.
                Adjacent pixels of an input image (a) are grouped into triangles independently of their depth before being

                 reprojected to their new image location (b). Triangles detected as lying on a disocclusion are discarded, resulting in
    a new warped image (c).
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 where wi            is a weight representing the quality of a triangle [16], prioritizing fore-
     ground objects and highest quality triangles.

             Finally, as shown in the inpainting of , when multiple views are blendedFigure 4
            together, several occluded regions remain; if the occlusions are small enough, a basic

             inpainting process can be applied to remove them. Of course, the quality of the
          inpainting can compromise the overall image quality, hence, inpainting is not

             recommended. In RVS, the inpainting is not automatic but can be activated. In that
           case, the empty pixels take the color of the nearest non-empty pixel.

  2.3.1 Non-Lambertian case

            In the general case, DIBR uses depth maps to predict pixel displacement. However,
               a point on a non-Lambertian surface does not have a proper color (its color can rapidly

             change with a change in viewing direction); its appearance is a function of the
             surrounding scene, the normal at that point, and the index of refraction for refractive

           surfaces (see ). This not only makes depth estimation through stereoFigure 6
             matching impossible but also implies that even with a correct depth map, the object

       cannot be rendered by a simple pixel shifting.
             Alternatively, to model th e non-Lambertian surface in itself, it is possible to track its

             feature movements o n the surface [29, 33, 34]. D IBR can be generalized to non-
             Lambertian objects by replacing the usual depth m aps with th e coefficients of a polyno-

         mial ap proximating the non -Lambertian features disp lacement [30, 31]. To clearl y
              understand wh at this means, l et us s tart with what happens for diffuse objects, where for

             a lateral camera m ovement x y,ð Þ, the new position u v,ð Þ of a pixel u0  , v0   ð Þ is given by:

u

v

 
¼

u 0

v 0

 
þ

f

D

x

y

 
 : (8)

 Figure 6.
                The aspect of non-Lambertian objects is view dependent Their surface does not appear the same color in each—

 viewing direction.
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        We extend this equation for non-Lambertian objects using polynomials:

u

v

 
¼

u 0

v 0

 
þ

Pu  x y,ð Þ

Pv  x y,ð Þ

 
 , (9)

 with P u  x y,ð Þ ¼
P

i

P
j aij x iy j  and Pv  x y,ð Þ ¼

P
i

P
jb ij xi y j     . Clearly, the diffuse case

  corresponds to a 1,0  ¼ b 0,1 ¼ f
D

    and all other coefficients a ij  , b ij   set to zero.

           Consequently, Eq. 9 approximates by a polynomial the nonlinear displacement of a
       refracted or reflected feature moving on non-Lambertian objects.

         However, the polynomial expression rapidly diverges in extrapolation (e.g., when
             synthesizing a target view that is outside of the input images hull). The computed’

          feature displacement becomes greater than the inverse of the non-Lambertian object’s
            depth, making the feature to be rendered outside of the non-Lambertian surface. This

         approximation is hence designed for interpolation and small extrapolation only.
           Furthermore, these polynomials are not directly related to the physical reality of

            the non-Lambertian object. Hence, contrary to the simple relation linking the depth to
                 the disparity of a diffuse object cf. and Eq. (1), the polynomials of Eq. (9) doFigure 2

         not give the object geometry or the index of refraction.
          The polynomial is rather designed to track non-Lambertian features that move“ ”

          nonlinearly across the input images. It nevertheless encounters the following limita-
           tions. For content with semi-transparent objects, the maps should be divided into

          several layers before applying the polynomial or depth image-based rendering. Scenes
             with glints and glossiness make it difficult to track features on their surfaces, often

        leading to a failure case of the proposed method.

     3. Reference view synthesis (RVS) software

           This section provides practical recommendations for the use of the reference view
       synthesizer (RVS) [14 16, 32, 35] (https://gitlab.com/mpeg-i-visual/rvs) developed as–

          a DIBR-based view synthesizer for the MPEG immersive video (MIV) standard
         (https://mpeg-miv.org). Without further details on the compression and storage of

           immersive content [36], we give a comprehensive method to practically use the
           software on some test sequences (also provided to the MPEG community while

 developing RVS).
           The following paragraphs give documentation on the image format, the axis sys-

           tem, and the data structure to synthesize new viewpoints from available ready-to-use
      datasets and/or new content users may provide.

  3.1 Input images

             RVS can accept any number of input images with depth maps, the only limitation
             being the computer memory. Each input color image must be provided along with its

  corresponding depth map.

  3.1.1 Color images

             The color images can be encoded on three RGB color channels, with 8-bit integers
             each, in any image format readable by OpenCV, for example, PNG or JPEG format.
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                 Additionally, raw images in YUV can be used, with a bit depth of 8, 10, or 16 bits.
              In this case, multi-frame raw video can be used, applying the view synthesis on all

 specified frames.

  3.1.2 Depth maps

             The depth maps represent the depth coordinate of every point in the image fol-
               lowing the forward axis of the camera. Similar to color images, they can be provided in

              different formats. They have to match the resolution of the input images, but they use
  only one channel.

               The first option is to use the OpenEXR format. In that case, the software reads the
         depth value in float and uses it directly for reprojection.

                In the case of integer coded formats, such as YUV or PNG, the precision can be set
                to 8, 10, or 16 bit per depth value the bit depth. YUV files can be encoded in—

            YUV420 or YUV400 format, only the Y channel being used. However, the quantiza-
                tion does not allow to directly use the integer as a depth value. Indeed, it would be

                 impossible to use a depth map in meter units for objects in the range of a few meters
    or centimeters from the cameras.

           To overcome this problem, the depth value is encoded into MPEG’s disparity

      format, mapping the closest object to 2 bitdepth           1, and the farthest to 1. To obtain the

            actual depth value, first we divide the encoded depth map value by 2bitdepth   1 t o
                  obtain a value in the range of 0, 1d ½  , then remap the value in the range ,n f½  using:

d0 ¼
  f n

      n d f nþ  ð Þ
 : (10)

             With and the near and far values of the scene andn f d 0    the depth value lying
  in ,n f½  .

           For very far objects, this equation is simplified (f 1000) to≥

d0 ¼
n

d
(11)

             The value 0 in the encoded depth maps is considered as invalid depth. It
         corresponds, for example, to disocclusions in a depth-sensing device-acquired map.

 Figure 7.
                    Encoded depth map on integer values. Due to the shift between the color sensor and the depth sensor, the depth map

                reprojected to the color image misses some information, leaving invalid pixels, encoded on 0. The foreground objects
             are encoded on high disparities, while the background objects are encoded on low disparities.
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             Figure 7 shows an encoded depth map with invalid pixels and objects at different
           depths. Clearly, the foreground has high values, which corresponds to being a

           disparity value, that is, the inverse of a depth, cf. Eq. (11).
             In the case of polynomial maps for non-Lambertian objects, it is possible to encode

             up to degree 3 polynomials, hence 18 coefficients, and pass an additional depth map
           and mask for the non-Lambertian objects. Those coefficients are encoded similarly to

            the depth maps, using EXR (directly the float value) or YUV (normalized) format.
          The polynomial maps are numbered from 0 to 19 as follows.

P u  x y,ð Þ ¼ a 0x 3  þ a1 x 2   y aþ 2 xy 2  þ a 3 y 3  þ a 4 x 2  þ a 5   xy aþ 6 y 2  þ a 7   x aþ 8 y,

Pv  x y,ð Þ ¼ b 0x 3  þ b1 x 2   y bþ 2 xy 2  þ b 3 y 3  þ b 4 x 2  þ b 5   xy bþ 6 y 2  þ b 7   x bþ 8 y
(12)

 with a i       corresponding to the map andi bi          to the map 10 . The remaining map 9þ i 
                 is used to encode the depth map for Lambertian objects and the map 19 is used as a

         mask representing non-Lambertian objects (0 for Lambertian, 1 for non-Lambertian).
               The coefficients not used are left to 0. If the coefficients are encoded in YUV format,

   the depth (map n∘          9) is normalized using Eq. 10, the mask (map n ∘     19) has 0 and 1
           values and the other coefficients are linearly normalized between minimal andm

   maximal values:M a i0    ¼ M mð Þ a i  þ m.

  3.2 Camera parameters

            Additionally to the input images, the camera parameters must be known to create
             a novel view with DIBR and RVS. The extrinsic parameters describe the position and

             the rotation of the camera (Eq. 2), while the intrinsic parameters describe the projec-
          tion matrix (Eq. 3). Perspective and equirectangular projections are also supported,

       requiring a slightly different description, as explained hereafter.

  3.2.1 Extrinsic parameters

         Common graphics processing software and APIs, such as Blender [37],
          COLMAP [38], OpenGL [39], Vulkan [40], specify their own coordinate system,

         often admitting different axes and directions, and different image coordinates.
           Transferring data from one application to the other requires then several coordinate

          transformation steps, which will be summarized here. We use the Omnidirectional
         Media Format (OMAF) [41] coordinate system of MPEG-I, combined with

 yaw-pitch-roll angles.
             OMAF is the first industry standard for VR. It specifies the coordinate system used

          in VR applications, the projection and rectangular region-wise packing methods, the
        metadata storage, encapsulation, signaling, and streaming of omnidirectional data,

             and finally the media profiles and presentation profiles. For these reasons, it has been
       adopted in the camera configuration files of RVS.

             The OMAF coordinate system is described in . The axes are defined asFigure 8
follows:

   • X: Back-to-front, forward

   • Y: Lateral, left
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   • Z: Vertical, up

        The rotations in degrees are defined with the Yaw-pitch-roll:

     • Yaw: Around the vertical axis

     • Pitch: Around the lateral axis

     • Roll: Around the back-to-front axis

               A camera facing forward has all its rotation angles set to 0. The rotation matrix of
             the camera (world to camera) in our axis coordinate system is then given by:

  R R¼ z yaw
 

R y pitchð Þ Rx  rollð Þ (13)

            In order to transform a coordinate system from an application to OMAF, one
            needs to define the coordinate change matrix that matches the three axes, for

example:

 P ¼

0 0 1

 1 0 0

 0 1 0

0

BB@

1

CCA (14)

   This matrix sets x 0  , y 0  , z 0         ð Þ (OMAF) z x y=  , , ð Þ (application), that is, it represents
            a coordinate system with the axes (left, down, backward). To transfer from this

            system to OMAF, we apply it to the rotation and position as follow:

R0  ¼ P R P: :

T

p 0  ¼ P p:

(15)

 Figure 8.
     The omnidirectional media format coordinate system.
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 where R0  and p 0             are the rotation and position of the OMAF system, while andR p
       the rotation and position in the old coordinates.

            The unit of the coordinate system does not have any prerequisite but must
      correspond to one of the depth maps.

            RVS handles any number of input and target cameras, each of them can
            have its own parameters and projection types. In the case of a stereoscopic

               head-mounted display for VR, two target views one for each eye need to be– –

         synthesized with a relative position (interpupillary distance) corresponding to the
           eye distance, usually given by the headset’s framework along with the intrinsic

parameters.

  3.2.2 Intrinsic parameters

         The intrinsic parameters can be defined for perspective or equirectangular
         projections. In both cases, the resolution needs to be specified.

           For perspective projection, the input images need to be undistorted. In that
             way, only the focal length and the principal point need to be specified. Those

            values are in pixel units, the sensor size corresponding to the image resolution.

     The focals are given by f x  , f y

 
       , corresponding to the horizontal and vertical axis.

   The principal point ppx  , ppy

 
        is defined from the top-left corner of the image

               as described in . A principal point at the center of the image has aFigure 9(a)
          value of half the resolution. In the case of equirectangular projection

           ( ), the horizontal and vertical viewing range must be specified inFigure 9b
    degrees. For a full 360∘         panoramic image, the horizontal range is 180, 180½  and the

       vertical range is 90, 90½ . For a 180 ∘       image, the horizontal and vertical ranges are
 90, 90½ .

  3.2.3 Camera file

            The image specifications and camera parameters are specified in a file withjson
           informative headers. An example with a perspective and an equirectangular camera is

 given here.

 Figure 9.
             Intrinsic parameters of the camera for (a) a pinhole projection, (b) an equirectangular projection.
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     Listing 1.1 Cameras calibration file. Cameras.Json.
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        An optional parameter, DisplacementMethod, can be set to Polynomial
            instead of default parameter Depth to specify that, instead of a depth map

              (Eq. 10), RVS reads a displacement map (Eq. 12). In that case, similarly to the
         Depth_range, a Multi_depth_range can be specified for the polynomial coefficients

  in YUV format.

   3.3 View synthesis file

              In order to perform the view synthesis, an experiment setup file is created. It gives
           camera views specifications (which views to synthesize given the input viewpoints) in

        an easy to use format. The file contains:json

            • —Input and target camera parameters file paths path to the camera file described
               in the previous subsection. The same file can be used twice if all the input and

      target cameras are in the same file;

             • Input and target camera names matched with the camera names contained in the
          camera files. Any number of inputs and outputs can be specified;

              • Input images, output images, and depth maps file paths. In the case of polynomial
            maps, numbered from 0 to 19, the number is replaced by a *;

          • Number of output frames. Useful for uncompressed YUV video files.
            The synthesized number of frames can exceed the number of frames in the

         input videos by specifying an optional NumberOfOutputFrames. In that case,
              the video will be played back and forth until the desired number of frames is

reached;

       • Precision: super-resolution factor to reach sub-pixel accuracy;

            • Colorspace: internal working color space, can be YUV or RGB. Following the
         color space used, the result may present small color variations;

             • Blending specifications: the method can be Simple (for CPU and GPU usage) or
         Multispectral (for CPU). Multispectral blending detects the borders in the

            images, to blend them with a hard threshold and therefore avoids ghosting. The
         factor represents the power on the weights of Eq. 7.

     Listing 1.2. Experiment configuration file. Experiment.Json.
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 3.4 Datasets

             To test the view synthesis, we provide references to datasets that are provided with
           their cameras configuration files. Publicly available datasets are available at thejson

           following addresses, while others have been provided as test scenes for MPEG-I
     immersive video exploration and standardization activities.

           • Toystable [42, 43]: a natural dataset with perspective cameras ( )Figure 10a
https://zenodo.org/record/5055542

        • Magritte [44 48]: a synthetic dataset with polynomial non-Lambertian–

    maps (Figure 10b) https://zenodo.org/record/4488242, https://zenodo.org/record/
  5047238, https://zenodo.org/record/5047676, https://zenodo.org/record/5047769

           • Rabbit [49, 50]: the subaperture views of a multi-plenoptic camera dataset
  ( ) https://zenodo.org/record/5053770Figure 10c
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           • Bear [51]: a natural dataset with perspective cameras with estimated and
     Lidar-sensed depth maps ( ): https://zenodo.org/record/5047463Figure 10d

      • –MPEG test sequences (including [52 55]): http://mpegx.int-evry.fr/
mpegcontent/

 4. Displays

             We provide in results obtained with the RVS software on various displayFigure 11
        types autostereoscopic or light field screen (Courtesy ETRO-VUB, Belgium), holo-—

          graphic stereograms [56], and head-mounted displays. Additional videos can be found
       at the following links: https://youtu.be/ikJb9JaaE54 (holographic stereogram) and

 https://youtu.be/vavw-TcbHf4 (head-mounted-display).
           Displaying a dynamic scene in VR requires real-time view synthesis, preferably at

               90 frames per second and at a minimum of 30 frames per second for each eye.

 Figure 10.
                   Overview of the open-source datasets. (a) Toystable consists of two camera arrays at 25 cm ( cameras) and5 5

                          55 cm ( cameras) from the scene. (b) Magritte is a camera array. (c) Rabbit is a array of3 5 21 21 3 7
                     5 5 4 8 subaperture images of a plenoptic camera. (d) Bear (  cameras) is a dataset captured by a Lidar

      camera with estimated and sensed depth maps.

 Figure 11.
                   Instead of acquiring the 100 of views needed for the different kinds of display, RVS recreates them using four input

         images. (a) Autostereoscopic screen, (b) holographic stereogram, (c) head-mounted display.
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            However, the processing time depends on the number of input images and their
              resolution since their pixels form the mesh resulting in different frame rates [16]– –

               (see ). Using a NVIDIA GTX 1080TI GPU, around four input images at a fullTable 1 
             HD resolution can be processed to obtain a high visual quality while reaching real-

 time navigation.
            In the case of the currently developed light field head-mounted display [57], the

           constraint is double in addition to the real-time requirement, all the light rays—

            reaching the user’s pupils need to be displayed to make the eye accommodation
               possible on the close objects, that is, not only one image per eye but all the

       micro-parallax views around the eye position are rendered.

  4.1 Additional tools

           In this section, we provide references for additional tools, which are not
             directly involved in the view synthesis but are nevertheless useful to prepare a dataset.

  4.1.1 Camera calibration

            The first step prior to DIBR is finding the camera parameters. Accurate intrinsic
         parameters, including distortion parameters, can be found using a calibration

            checkerboard-pattern, if the scene has a large enough baseline, or directly during the
        scene reconstruction (structure-from-motion (SfM) with the retrieval of intrinsic

           parameters). Using a pattern gives more accurate results but requires a supplementary
          preprocessing step. There exists open-source software such as Kalibr [58] and

    OpenCV [59] for camera calibration.
             Extrinsic parameters of a set of cameras are retrieved using SfM, with or without

           the intrinsic parameters known as prior [60]. There exist many open-source software
            such as COLMAP [38] or AliceVision [61]. Those softwares calibrate the camera and

   automatically undistort the images.

  4.1.2 Depth estimation

         Besides parameters estimation, DIBR requires corresponding depth maps for each
              input view. If they are not acquired with a depth-sensing device, they can be com-

        puted using stereo-matching algorithms. Among many algorithms, Depth Estimation

   Number of input images

         Dataset Resolution 1 2 3 4 5 6 7 8

             Toystable [42, 43] 1920 1080 90 51 46 49 37 36 31 29

            Fencing [52] 1920 1080 90 90 88 56 52 47 46 40

            Painter [53] 2048 1088 90 90 90 80 60 56 53 46

            Museum [54] 2048 2048 52 53 47 31 22 21 16 16

            Classroom [55] 4096 2048 55 31 30 19 15 11 9 8

 Table 1.
                   The frame rate for view synthesis in VR depends on the number of input images and their resolution. The output

                 images all have the resolution of oculus rift (i.e., 1080 1200 pixels). Those results have been obtained on a 
           windows PC with Intel Xeon E5 2680@2.7GHz CPU and NVIDIA GTX 1080TI GPU.–
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         Reference Software (DERS) [62] and Immersive Video Depth Estimation (IVDE)
       [63, 64] are recognized by the MPEG-I community.

 5. Conclusions

             In this chapter, an overview of the main steps and frequent problems of view
            synthesis are described. By starting from sparse input pictures, we showed a DIBR

              method that renders the parallax effect on a multitude of displays, allowing a user to
            experience new aspects of multimedia immersion. In the second part, a description of

           how one can start experimenting with the state-of-the-art RVS software is thoroughly
    explained to avoid common pitfalls.

           As research progresses, novel methods to create view synthesis emerge, such as
          NeRF, however, recent research results demonstrate that DIBR methods will still

            reach high-quality performances [16], in real time, that will be highly applicable in
          immersive applications, for example, in the context of MPEG immersive video.
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Abbreviations

   CPU Central Processing Unit
    DERS Depth Estimation Reference Software

   DIBR Depth image-based rendering
   GPU Graphics Processing Unit

    IVDE Immersive Video Depth Estimation
   MIV MPEG Immersive Video

    MPEG-I Moving Picture Experts Group-Immersive
   NeRF Neural Radiance Field

   OMAF Omnidirectional Media Format
  RGB Red-Green-Blue format

   RVS Reference View Synthesizer
 SfM Structure-from-Motion

  VR Virtual Reality
  YUV Luminance-Chrominance format
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Chapter 7

Leveraging on Data Sciences:
Review of Architectural Practice
and Education in Nigeria
John Allison and Anita Alaere Bala

Abstract

Big data sciences demand the significant role of the architect. Particularly, facilitate 
the birth of an antifragile construction industry and more robust data sciences commu-
nity of professionals. Skilled community necessary to build sustainable liveable cities 

with emerging creator’s economy. Liveability, well-being, and sense of belonging in the 
city are connected. Conversely, dismissive attitude by decision-makers towards archi-
tectural practice and education, even among architects, in recognizing architecture as 
data-driven and source of data deserve rethink. Here the chapter demonstrates archi-
tects as data scientists and the symbiotic relationship that exist between architecture 
and 3D computer graphics while highlighting emerging data sciences opportunities and 
threats. The chapter adopted principally reviews of scholarly literatures, draws from 

authors’ 20-years personal experiences, and industry leaders’ views. The language is 
accessible yet academically concise. The chapter concluded with recommendations, 
including highlights of big data technologies potential transformation of 3D computer 
graphics. The implications are policy, design, and education.

Keywords: 3-D computer, graphics, architecture, data science, big data, city, Web 
3.0, creators economy

1. Introduction

Do Big Data sciences require any role of the architect? Is there any merit for the 
dismissive attitude against architectural practice as big data knowledge based? Are the 
architectural institutions agile and responsive to the transformation opportunities big 
data sciences are bringing to the architectural education and architects? Is architecture 
data driven and source of data, including does graphics play any role? The chapter sets 
out to find the answers. In [1] computer 3D graphics, a term first coined by William 
Fetter in 1961 to describe his work at Boeing, have played a significant role in the 
design, engineering, and gaming industry. Nonetheless, the impact on 3D computer 
graphics, like with all architectural endeavors, of the explosion of big data fuelled by 
data sciences since 2000 will just be as transformative like the internet (see [2]). 
While earliest 3D computer graphics can be traced to late 1970s with the 3-D Art 
Graphics by Kazumasa Mitazawa released in June 1978 is one the earliest [3].



             Graphic writing as structured visual expression is not strange in Africa a s recognized in
         [4] “with multiple va ried communication tools, including written symbols, religious

           objects, oral traditio n, and body language” deployed in organizing “daily life, enable
           interactions between human and the natural and spiritual worlds, and preserve and

           transmit cosmological and cosmologica l belief systems ”. Conversely, Big data is m ore than
          communication, powered by the dat a sciences and associated technologies. For instance,

             in understanding an individual (for medical or housing needs), big data will include all
         unstructured and structured forms [4] in addition to the individual’s medical history and

          other demographic det ails. To understand industry for o perational optimization, as n oted
            in [ 5] big data “is turning mobility, medical, automobile, and pharmaceutical billions of

           gigantic data into act ionable insi ghts to help make informed busine ss deci sions, including
            all significant industries. B ig Data is providing every person 320 time s mo re information

             provided by the third century store house of knowledge, the Library of Alexandria [2]
             Blockchain is providing the shared, secured holding and transparency of big data in never

            before accelerated ways as in video-1 [6]. Nevertheless, a “mult ifac et ed team with com-
            plementary skills are needed to realize the full value of big data” [7].

          Conversely, the construction industry seems indifferent in harnessing its big data.
   A few reasons are:

     • Lack of effective leadership [8].

              • The lack of understanding of the impact and purpose of data sciences in broader
 society [9].

           • Data sciences perceived narrowness, and q uick testing and scrutinizing rather than
            engaging and inspiring has been a discouraging factor among women. Uber, the publi c

        cab transport transformer, and the construc tion Building Information Modeling
            (BIM) entered the market about the same period in 2009. Conversely, BIM regardless

              of the potentials beyond design and 3D modeling as buttressed in [10], it has not
           impacted the construction industry as much as Uber has done to transportation.

            Many things have changed, but the architects’ fingers, eyes, and creat ive intellect are
            yet valuable means to ends in architecture. The se nse organ s capture, process, analys e,

        memorise as part of “database of the mind.” The same is share and enjoy or rejected as
           pattern, images, sounds, and alike. Depending on the creative database, a rchitects can

         deliver static non-interacti odels before the emergence ofve alphanumeric multisensory m
          computer 3-D graphics and its rapid advancements. Conve rsely, t he i magination, hands,

               and s imple t ools like pe ncil pen, rule, S et Sq uare, a nd pa per, for ano ther 30 years ahead
            (as in [11]), the architect, will continue express and communicates aided by standard

         architectural graphic symbols and elements with understanding of design principles.
           Discussing graphics, Obina Wodike, an architect and Graphic lecturer with Port Harcourt

            Polytechnic, noted graphics i s not new t o h uman civi lization. W odike buttress ed hi s point
           tracing graphics to the Biblical times, Egyptian Heliogra phic, and cited Thomson (1993).

          Thomson connected graphics and the era when histor ians, sociologists, linguists, and
         visual communication students produced art for commercial purposes, including mass

           consumption or graphic design, with 1986 marking the formation of Graphic D esign
        Education. The importance of “orig in” as a conti nuous influencer of the future progress

          validating the continuous influence of the seemingly primiti ve tools -architects finger,
            pencil, practices, and more- was further buttressed in [12]. Stating, “the origin and

            practice in unmasking assumptions within current forms and practice” [12] while in [ 13]
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          described g raphic navigation to imply the manipulation of graphic devices, including
             organization, hierar chy, line weights, colors, and more on a “surface” which range from a

           book to a highly complex computer screen. Organizations must embrace learning culture
          and there must be effective strategies to leverage on emerging opportun itie s.

  2. Literature review

  2.1 Brief description

            • “Graphics: The Cambridge Dictionary gave for Graphic to mean very clear and
           powerful and having to do with drawings and images [14]. It is” “ ”

         communication by means of standard elements and symbols with creative
    understanding and design philosophy [13].

           • Data: information, especially facts or numbers, collected to be examined and
          considered and used to help decision-making, or information in an electronic

          form that can be stored and used by computer (ibid) [13].

         • “Data Sciences: interdisciplinary field that uses scientific methods, processes,
          algorithm and systems to extract knowledge and insights from noisy, structured,

          and unstructured data, and apply the knowledge and actionable insights from
            data across a broad range of application domains [15] data science is different”

         from information science and communication. As concept the term include
          “statistics, data analysis, informatics, and their related methods in order to

       understand and analyses actual phenomena with data [15].”

            • Data scientist one who create programming codes and combines it with statistical
      knowledge to create insights from data [15].

                • Small Data: For centuries and up till now, small data has been and is useful. We
         recall experiment, production quality control, social sciences all using small

           sample sizes to represent the larger population in their investigations [16]. The
              data sample size can range from 30 to a value determined by Fisher formula [17].

             Hardly over a million, relative to big data with sample size in billions and
            increasing. IBM Watson went through millions of file samples of a patient within

           few minutes to determine the unique Leukemia that have baffled doctors using
      relatively negligible data sample over days [18].

             • Big Data: Extremely large data set that that may be analyzed computationally and
         impossible with traditional method to reveal patters trends and association,

          especially relating to human behavior and interaction; supported in [19] by
          products, usually useless and unstructured, but insightful and useful when cleaned,

         labeled, structured, and stored appropriately for secure and safe retrievals.

               • Creators economy: An Web 3.0 which will be in sharp contrast with Web 2.0 and
              web 1.0. In web 3.0 the content creators are owners of what they create (see

             [20]) Totally different from the current work place and web 2.0 where one works
            for JP Morgan, Shell, Exxon, Google, Facebook to help create the mega profits,

               but have no strategic say in the affairs of the firms. They are paid salary- minute
              of profit- or noting for their creation; content created as it is with Google and“ “
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             Facebook. One man or few decide what the majority do; what to produce, where
            to, how to, and who gets what, and how the profit is shared.

            • “ ”Data Scientist From SAS, a leader in business analytics software and services
          has been a leading global business analytic and intelligence software developer

            since 1976. The 2021 personality survey of data scientists report in [21] identified
           several personalities of the data scientist. Four relevant to the chapter are:

     “Deliverers,” “Drivers,” “Voices, and Ground Breakers. In another” “ ”

         publication, in Towards Data Science website, Andrew Lombari (2022) discussed
             “ ”7 Data Science Projects You Should do to make your resume stand out (see

       [22]): Regression project, Classification project, Clustering project, Sentiment
       analysis project, Recommender system project, Natural Language Processing

            (NLP) project, Artificial neural network project. The various traits in [21, 22] of
        data scientist fit the architect discussed elsewhere in [9].

    2.2 Transformations and big data

         Like hurricane, big data inspired technologies transformations will ultimately blow
            across the construction industry and only the prepared, agile, and adaptive will sur-

   vive it. For example:

           • IBM Watson machine identified a rear form of Leukemia, including treatments
           after analyzing millions of data of 60-year patient; that baffled doctors [18].

           • In the UK, a Nigerian developed algorithm that identify glaucoma more
     accurately and swiftly than doctors [23].

              • In India, the pharmaceutical industry is joining China to use AI to reduce cost,
     improve quality and minimize waste [24].

           • In Natural Language Processing (NLP) have near perfect human models like
    WuDao 2.0 and GPT-3 [25].

           • “In [26 ] GE Additive Manufac turing (AM) is r evolutionizing manufacturing or mass
          production of co mponents.” The hand tool-free AM process depends directly on

           CAD data. It is also called “indirect manufact uring”. MIT Additive Printing, a lso
                 called 3D Printing, is a process of building an object one thin layer at a time, but with

            each 3D print head delivering as thermoplast ic material deposit multiple layer of the
             build mate rial. The order of 12000 engines w ith 19 fuel nozzles per engine for

              Boeing 737 and the Air Bus 3 20neo wil l be achieved by 3D prin ting (s ee [26]).

             • “In animation and simulation, the divide between the real world and the digital
        world is getting thinner as shown in [27].video

          Nevertheless, much of these shall be changed with Quantum computing replacing
           traditional super computer, as quantum teleporting, and virtual world (virtual reality- VR,

             virtual augmentation -VA) is fully developed (see [28, 29]). Supporting the view in video-
             3, Profess or Michio Kaku, a physicist discussed the era of “brainet” when “computer chip

               will cost as little as penny”. A concept beyond fiction, the “brainet” project will mark the
             era when , like the internet, human brains will be sending signals directly and networking
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             with other brains [30]. In [31] hint the revolutionary changes Johnson (1984) said will
           occur in computer-aided architectural design process. An instance, “architects will have to

            learn to think in the computer’s terms.” Also, in [31] reported uploading or downloading
        from the human memory is not theoretical but practicable.

   3. Architects and architecture

  3.1 The architect

            The architect is well trained to design buildings and processes of achieving them
           (see engineer’s view of the architect in [32]). Architecture ranks among topmost

            toughest courses in the world with students averaging 22.2 hours of study time
           weekly; 5.28 hours sleep per night compared to seven hours expert recommended

             [33]. Often called master builder, a phrase traced to the original meaning of the“ ”

             word in Greek and Roman renditions. In English speaking world it was traced to“ ”

             1563 and in 1898 (see [34]) A significant product of the architect is architecture,
            including landscaping which seen in [35] to include building transformed into a living

               art and expression; not a style. Architecture defines the limit of the city while in [36]
           “urban planners influence the entire communities with decisions about how areas are

       developed and even where building can be placed. ”

          Additionally, leadership in of the building and construction industry may have
           been ascribed to the architect, but with new solutions from digital construction,

            computing and simulation, it is being challenged. Indeed, entry of more players from
        non-traditional construction cores, is therefore challenging the architect’s leadership.

              Greater burden is on the architect and related institutions if the cap must fit. New
           thoughts in [37] are demanding a sectional leadership such as architecture manage-

        ment, construction management, engineering management. Also, with concept like
          integrated project Development (IPD) and profit distribution of IPD based on“ ”

          “ ” “degree of participation. Axiomatic to state, a finished building represents the
      abilities of more than one individual [37].”

           In another study, evidence supports a significant level of ignorance and indiffer-
             ence in the construction industry (see Appendix 1) [9]. All the same, the study

          demonstrated architect’s leadership among peers in the construction industry with a
            significant lead of 80 percent in participation. This is despite the equal treatment

        across selected clusters- architecture, engineering, management, and others [9].
           Additionally, the National Building Code of Nigeria, Neufert Architects Data and 3D’

         [38], ArchiCAD, AutoCAD. Apple Pencil(with iPad Pro) recently ranked among
          world-top 25 inventions [39], and in [40] Germany’s most beautiful hydroelectric

              plant, all have significant big data input of the architects. All these point to the
          intersection of architecture and data science. Progressing, the chapter will develop

               and cover the implications of poor data for cities and city users after critical reviews of
         over fifty purposed sampled scholarly and appropriate articles. Personal experiences

       and opinions of industry leaders shall be helpful.

    3.2 Ignorance and dismissive attitude

             The figures below show the survey carried out in 2021 that gave graphic portraits
            of both ignorance and dismissive attitude of the architect as a professional creating

          data and significantly with data sciences skills [9]. See appendix 1.
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       3.3 3D computers graphics and architecture symbiotic relationship

               The design process is initially done with a pencil, a ruler, a scale rule, and paper.
            Then, the process takes a lon ger time, and relatively inaccurate and significantly lim ited.

              Yet they a re marvelous works of the likes of Fran k Floyd Wright, and alike. Conversely,
         limitations were significantly broken with new construction materials, and compu ter

            aided design ( CAD) gave birth to a greater freedom evidenced in architectural expres-
          sion clustered under Deconstru ctivism [41, 42]. Libeskind, Zaha Hadid are few

           Deconstructivists, see Figure 1. The use of mod ern technologies extends throughou t the
           entire design with distorted surfaces, odd leanings, and fractured wall surfaces. Ind eed,

           possible due to sp eed, fluidity, and accuracy delivered by CAD which significantly
             relieved architects of time required for comp lex forms; for more quality family life or

           creative endeavors. Also, architectural stu dios are looking very different compared to a
            decade ago [42]. In Nigeria, the studios are sluggishly adapting, see Fi gure 2 .

          Indeed, things have changed with the introduction of CAD and significant
          architectural practice uses CAD: few are ArchiCAD, Revit, BIM, Chief Architect,

 Figure 1.
        A fit for Deconstructivism by Zaha Hayed. Credit UNSPLASH.

 Figure 2.
     Architecture studio: sleepless nights. Credit: Allison.
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             Lumen360, and Sketchup. These tools make easy the organization of data to be more
            meaningful visually. Thus, in use more commonly among young people who are quick

             to practice even as students, heavily patronized by clients seeking for cheap labor and
       thus, compounding the problem of quackery in Nigeria.

             More, 5G, 7D are merging to further reshape the design terrains and how architects
            work. In [43] the symbiotic partnership (man-computer) will enable men will set the“

          goals, formulate the hypothesis, determine the criteria, and perform the evaluations.
             Computing machines will do the routinizable work that must be done to prepare the

             way for insights and decisions in technical and scientific thinking.” Design process is not
           linear, but cyclic for user experience designer because efforts are continually made

          satisfy the users leaving assumption behind and uncover alternative solutions” [44] .
              The CAD tools have made the iterative processes easy because design for real people not

          machines and robots imply understanding complex processes [41, 44]. Further, it
            empowers the client to make more informed contribution to the design process. From

            the lens of digital humanities and national development, 3D Computer Graphics is, for
           example, contributed to the restored sense of pride and patriotism among Chinese

             young people [45]. The regeneration of the Summer Palace from ruin has turned the
              once idle ruins into tourist site. With 3D computer graphics the beauty and splendor of

             the Summer Palace has been fully animated. The ruin site thronged with Chinese young
            people restored, reliving the past, appreciating the true stories of Summer Palace [45].

            All above, 3D computer graphic is important, and noteworthy is the important role
          played by architects in identifying standardizing, creating symbols, and elements for

           extracted from ethnographic studies by architects in use by 3D computer graphic
        community. The standard elements, symbols, minimum dimensions, and other

           research driven data stored and published in the 680-page Neufert Architects Data
           authored by an architect, Ernst Neufert indeed testify to interdependent and mutually

             benefit from each other’s progress (see [38]). More benefits are on the horizon, with
             Metaverse and creator economy is one the fastest growing sector; in terms of income

            generation, job creation, and export earnings [20]. View supported in [46] as Internet
       of value ((IoV), Web3.0, discussed the risky necessity“ ” “datafication,” “ dematerial-

         ization,” “platformisation, in addition to social and resource value awareness (see” ”

            [44, 46]) architects as potentially key benefactor will have increasing role to play.

    3.4 Architect, as data scientist

         Architectural production includes: cities, homes, furniture, and more. In addition,
               it takes a minimum range of 5-6 year to be qualified to pursue full professional or

           chartered membership in Nigeria. Thus, architecture is a rigorous and highly educated
            profession [33] and in [47] architecture as toughest major in America from 2017

             survey of global students survey by students. An architectural study is one with high’

           incidence of sleep deprivation among students, . While architects rely onFigure 2
          quantitative and qualitative analysis of data to recommend and make decisions,

           architectures consume about 55% global electricity and contribute about 38% of total
      global energy related Carbon IV Oxide (CO 2       ) waste into the environment [48]. As

           by-product of architecture, big data is elucidated below focusing on waste paper
            generated in office activities and how big data can be captured for recycling.

          The consulting office is involved in design through tender processes to
        construction, including post-construction activities. The activities are usually accom-

            panied the shredded waste papers which remain useless not until the following action
  is carried out:
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         • The waste papers associated with the project are weighed;

          • Findings (associated data) standardized, labeled (like design, stage, tender stage,
 construction stage)

               • ’Related to the project s scale and scope (e.g. per total floor area and project type-
       shopping mall, residential, and more- which data itself).

       • Finally, extraction of meaningful data and information

               For instance, assuming the office used and trashed a ton of A4 papers from design to
             completion of a 1500 square meter floor areas shopping mall. Then, a useful data/

             information is 1 metric tons of paper wasted per 1500square meter floor area shopping“

              mall; also, 0.67 kilogram of paper per square meter floor area. Another data or infor-”

          mation has environmental implications. For example, if producing A4 paper consumes
                 2-13 litre of clean water (as in [49]) and 52 Kilojoules of electricity in 2015 (as in [50]).

             Then, the hidden environmental cost of 1 metric ton of A4 paper equals: 0.4–2.6
            millions liters of clean water and 10.4 million Kilojoules of electricity to produce

             200000 A4 papers as trash). Further, (see Appendix 1) complex data table can be
            developed by substituting, one at a time, paper with electricity, gasoline, diesel, water,

          ink, timber off cuts, and more. Comprehensive and AI-Blockchain integrated smart
          table can predict, recommend, and support decisions, including climate change mitiga-

            tion strategies. For example, in [51] was business case for Blockchain Carbon trading.
Methodology:

            The architect’s systematic process is with a loop of thinking, making (build detailed
          and engaging models), breaking (open to criticism) and repeating (gathering feed-

           back) [52]. Like all sciences, architecture has laws, principles, and theories guiding
          actions including the manipulations of numeric and categorial data, structured and

   unstructured data. For example:

      • Principles include: balance, affordance, feedback, mapping

          • Theories: form follow function; architectural design as a social process.

         • ’Unstructured data like surveyor site plan dimensions, client s demographic
          details (client age, income, and family size), site’s vegetation, topographic detail

        (slope), and ethnographic data like cultural symbols characters. Including
          narratives are analyzed, clean, labeled, structured, and stored securely for easy

  retrieval and use.

           • Structured into compatibility, noise area, private areas, anddata are clustered
         semi- private areas (i.e. data modeled overriding some significance issues).

          • Synthesis using real data: models including bubble diagrams, zoning, 3D
          computer model, physical model, figure. Update data base which indicates the

             use of including the use of streaming data to analyze traffic around“ ”real data:
        project site using like Google Earth, Drones.modern technologies

             Supporting the claim of the science and statistic skills demanded of the architects is
             in [53, 54]. The use SPSS, graph and reports, of z-score, t-score, normal distribution
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          curve regressionto generalize findings by architects is common. Architects perform
        analysis to determine relationship between architectural productions and users’

         demographics. Indeed, scholars disagree architecture is more complex than machines
             because humans are not machines. These are useful for decision making [54, 55]: as

     consultant, public policy maker. For example,

           • Household income and house typographic relationship; it is important in housing
   studies and housing projects.

           • Also, regression analysis is used to determine household income, age, or
         occupation relationship with transit choices (car owner, mass transit, and

        pedestrian behavior); important for discerning group behavior and infrastructure
       use patterns; informed sustainable transit infrastructures spatiality in

neighborhoods.

          • Regression analysis can also reveal motorist most probable behavior when
           relative to different stress levels such as in traffic, argument, extortions, and

           noise. It is important in giving insights and determining standards for walkway
         design, strength and proximity to road, including safety in spaces-places.

           Finally, the architect is , ,open to criticism, creative team player, analytical, numerate
            with products aimed at making . The data gathered and generatedimpact in society 

            from the above are appropriately managed and stored in the cloud (Google, IBM
            provide cloud storage services), Dropbox, and alike for easy access and use, including

            updating data outside the office. Each circle yields more data and progressively better
             the Design; called iterations. The point is, the architects collect the data, analyze it,

                 label and classify it, and store it safely. He or she also retrieve and use the same for
            future project or training manual. All these involve using modern tools. They are

      consistent requirements of a data scientist [56].

  3.5 The city

  • Smart city

              A term that has been the tonic with the political, built-up space, but most com-
             monly the Smart city is understood to mean only a sophisticated computer driven city

              or even a laboratory in [57]. Conversely, other scholars think smart city is not all“ ”

               about a computer city, but that the value lies in how this technology is used rather“

                how much of it is used [58]. In support, the chapter point at the intersection of using”

           computer to identify appropriate data and use of such data appropriately. For
           instance, indicates smartness rather than poverty; knowing what is sustain-Figure 3

              able, available, and using it rather than using what is sophisticated, yet on loan, and
            not sustainable. In other word, to deliver responsiveness in demand, justice, sense of

            belonging and wellbeing among city users in addition to availability of internet is
            smartness. In cities, it implies shared risk, wealth, collective decision making were the

          individual differences of the majority are significantly respected, rather than being
           over ruled by a few. In [58] data availability, integrity, confidentiality, accountability

           and operation laws were identified as canonical. Indeed, these requirements are sig-
            nificantly possible by use of AI-Blockchain technologies which is inspiring the big data

             sciences. As in [5] so, cities safety and security can be preserved from detrimental’
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            behaviors by data analytics of appropriate big data (extracts of terrorists, cells, devi-
           ants). City’s infrastructures can be more responsive and preserved by citizens when

          infrastructures associated decisions, policy and laws are democratic in origin [59].
          Poor data can impact cities negatively as earlier demonstrated. With disadvanta-

            geous data, subjectivation of the city: (a) cities abating crimes, (b) assume wrong
            identity, (c) anti-citizenship. The fact, AI-Blockchain can also learn the wrong stuff, if

             errors are not immediately corrected. In that sense, no matter the level of computer
          sophistications such cities are not smart . Increasingly as symbols of exploitation,“ ”

             and battlefields of the winner take it all. Yet worsen by financialization and capitalism.
             Indeed, worst is the thinking of cities as laboratory which may justify why extremist“ ”

         as leaders can imagine turning cities into radioactive ash [60].“ ”

    • Leadership Failure and Impact.

          Considering architects big data capacity, so why the disillusionment? Poor moti-’

             vation. In a conversation the authors had with scholars of the Port Harcourt Polytech-
            nic O. Wodike, G. Irighmah, C. Chendu, F. Dimabo blamed client’s unwillingness to

          financially commit adequately for architectural services as reason for lack focused“

           research required for every project is unique. Thus, the attendant weak architec-” “ ” “

           tural language development, and repetitive narrative in cities. Besides, clients do not”

           exclude the government while the digital transformation is no longer optional [61].“ ”

           Therefore, poor data in addition to fragmented data culture in Nigeria’s construction
             industry has enabled the impunity and bad image of the sector. In [62] Executive

           Director of Project in the Niger Delta Development Commission (NDDC) created to
           provide infrastructural gap in the Niger Delta region, described winning NNDC con-

             tract as a winning lottery to emphasize the impunity in the sector. Politicians have
       hijacked the data management weakness and unrestricted entry.

         Today, politicians and public officials seamlessly inflate building and construction
          projects with a 2021 survey reported 56,000 abandoned projects valued about

           N12trillion, scattered across Nigerian cities as a result [63]. The construction sector’s
           porosity, simulating a zero knowledge-based sector, has enable misfits into the sector’s

           strategic leadership. Unlike with the health (Federal Ministry of Health), and justice
            sectors (Federal Ministry of Justice) that allow only doctors and lawyers as ministers

            and commissioners to head the ministries. In Nigeria, the Ministry of Housing and

 Figure 3
     Ijaw stilt house: smart and simple.
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           Works, Ministry of Transport, and Niger Delta with huge infrastructural budget have
             lawyers as ministers with so much power. Expectedly, the misfit may account for the

          huge debt implication , lambasting, politicizing human right (e.g. right to descent“ ” “ ’

          shelter), and corruption [64 66] with impunity. A misfit issue becomes important,–

         with a disadvantageous data management system yet securing infrastructure financ-
             ing loans from the likes of China [67]. Thus, the demanding leadership and account-

         ability from the construction industry leaders as in [68].Video
    More details of poor performance:

            The Ministry of Transp ort construction of a USD 1.9 billion stand ard gauge railway
              from K ano to the Niger Republic is causing uproar in the Senate, including the citizens

            [66]. Relative to the dreadful roads plaguing the indu strial and commercial hubs, includ-
            ing Wes Africa largest market Onitsha (South east of Nigeria), the Kano-Niger Republic

          railway is economically disadvantageous; indeed a symbol of marginalization and inse-
      curity as illustrated in Figure 3 [6 6]. I n Gu ar dia n No ve mbe r 10, 2 02 1 , th e Ni ger ia n

           Institute of Surveyor “Call For Subsidence M onitoring & Deformation S tudy of High
          Rise Structures” following incessant building and overpass collap ses in Nigeria [63].

       3.6 Possible information and telecommunication technologies for students

             As matter of emphasis, it is necessary to dedicate a subsection dealing with possible
          IT technologies. Architects must constantly seek ways to improve their communica-

             tion tools and channels to clients and all stakeholders. Thus, this subsection will offer
            in specific and significant detail the possible data technologies for both students and

             architects; now and into the future. The list of possible IT technologies cannot be
             exhausted as more are emerging and others evolving fast too. Below paragraph are few

          in use and to be use by Architecture students and architects:
          Excel, Google form, Mind Mapping tools, Google Earth, others for common

         graphics editors are: Photoshop, Illustrator, Paint Shop Pro, CorelDRAW, cloud
          strorage. In addition, the Apple Photos plug-in from Macphun, Adobe Lightroom,

            Digital Image Suite, Canva, and related programs. For designs and animation, 3D data
          works are Revit, ArchiCAD, BIM, Sketchup, and Mind Mapping software (e.g.

            Microsoft Mesiere, Yed, see ). While the aforementioned are already in use,Figure 4
         the future increasing immersion and free-hand experiences have Microsoft HoloLens

          2, SketchUpViewer, demonstrated in Vieo-6. Blockchain, NLP, 7D, 6G, and Digital
            Twins (DT) as IT technologies the architects will depend in everyday service delivery.

       A few technologies are discussed next ( ).Figure 5

 • Excel:

            In [69] is a software program created by Microsoft that uses spreadsheets to“

          organize numbers and data with formulas and functions, according to Corporate”

              Finance Institute (CFI). In [70] Excel was described as a way to create nice looking“

              tables of data things like building programs or drawing lists. Also, it has mathe-– ”

           matical formulas with capacity to analyzing and computing data. ArchiDaily, in the
             same [70] listed twelve useful Excel formulas for architects few are: SUM, IF, SUMIF,

         COUNTCOUNTIF, COUNTBLANK, AVERAGE, and more. SUM will enable the per-
           formance of mathematical operations on data (i.e. parametric data). IF will enable“ ”

          architecture student perform conditional analysis, e.g. IF income is income higher
           than N300000 monthly group data as middle income. SUMIF will enable addition“ ”

              of specific group of data if specific condition if fulfilled, e.g. SUM the number clients,
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          IF income is above N300000monthly. The COUNT function counts specified element
            in cells, like none parametric data- Female , Married and as such. In addition,“ ” “ ”

           Excel makes easy the non-pleasurable aspects in real estate. For instance, the

 Figure 4.
              Bubble diagram achieved by 3D computer graphics with arrows indicating human circulation. Credit: Anita Bala.

 Figure 5.
                3D graphics and Data use is serving as an essential component of computer-assisted learning system. Mix-reality, a

                 future .But current in market at USD45000 with Microsoft HoloLens 2 which is mix- reality headset will be
   increasingly use for interaction.
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          management of land related complex and multiple sales demands involve keeping
           track of different measurable areas, associated varied facilities, areas for outright and

    installment purchases, and lease areas.
          Kilkelly further acknowledged, Excel offered, a lean and mean Excel spreadsheet“

            accurately calculated the leasable area. Using the formulas I had built, we could
              quickly play out scenarios for our client [70]. The point is, Excel is suitable for:”

        Data input, Data management, Accounting, Financial analysis and analytics,
        Charting and graphing, Programming, Time management, and Task management

  (as in [69]).

    • Tablet and Digital Art

           Other than desktop, Laptop, powerful tablets have emerged to take make digital
            arts easy and handy. Apple Pencil, Gamon PD1560 15.6, Wacom Cintiq 22, Xp-Pen

             Artist Display 22R Pro, HuionKamvas Pro-Pro 22, while in [71] listed top ten archi-“

           tecture apps (that) have completely altered the working habits of architects to”

            include: (a) DroneDeploy developed to care to the growing need for aerial site“

            intelligent software, (b) ArchiSnapper is a field reporting App that allows users to” “

             efficiently draft a report during site visits- users can take photo, draft and comment
          and the app generates seamlessly the report, [71] others are Shapr3D(IOS), and”

              RoomScan Pro. The 3D modeling process produces a digital object of value that can be
              sold, hired for fee, transferred as valuable gift. One of such object as None Fungible

                Token (NFT) like rear art can be sold for thousands to millions of dollars. In [72], for
           instance, the Artist Beeple“ ’s Crossroad fetched $6.6 million on Nifty. Few architects”

          are now specializing in building NFTs: owning virtual estates, including cartoon
        characters, and football stadium, like in the real world.

 • Blockchain

        Looking at HoloLens 2 and SketchUpViewer demonstration, blockchain value
              emerges as it can permanently keep track of all changes, clients approvals, and serve as

          basis for undertaking contract. Thus eliminating copyright violation issue, and provid-
           ing evidence for contract violation. In future, a combination Microsoft Hololens 2,

         SketchUpViewer, digital twin (DT) technologies, and additive manufacturing or print-
              ing all on Blockchain would make it impossible to violate construction in terms of design

            and specifications. A very common trend in Nigeria: roads built without drainage, kerb
     removed, and asphalt thickness highly compromised.

     • Photoshop, Lightroom, and Adobe Illustrator.

         Architectural profession involve the use of photography which good marketing
             tools and skill. Students are taught photography as core course. It is important in

          content creation for books, magazines, gallery, and graphical objects enhancement. A
            picture is a thousand word declared wisdom; even so, the quality matters. Adobe“ ”

             Photoshop is one such powerful tool for high quality photo editing. The Lightroom as
            an editor and organizer is judged much better than most photo editing alternatives

           tools, including photoshop for easy and light manipulations. For example, with over
           100 possible different filters settings Lightroom can improve a given poor quality

            image to great photograph for different themes: landscape, food, city view at night
        day, construction sites, presentations, and more. Nevertheless, alternatives to
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          photoshop are many. Adobe Illustrator, according to the Graphic Design Institute’s
     publication also facilitates creating stunning art.

       3.7 Possible information technologies: the future of architecture

           Looking at the future, some technologies are already in the market including
            payment systems. Before considering Hololens 2, that chapter will present a case that

             may support the invalidation of fear by architects over losing jobs to computers; the
        case of Web 3.0 and None Fungible Tokens (NFTs).

    • None Fungible Token (NFT):

             Which are digital objects of unique kind- two cannot exit. Paola Tasca, the Executive
         Director, UCL Centre for Blockchain Technologies in [73] recommended tokenise“

      business model,” “tokenised economy” “tokenization of everything [74]. Architecture”

           students photos can be digitized. Then, using algorithm converted into NFTs. Original’

          outstanding architecture sketches, hand drawn inclusive, can all be tokenized. There
             increasing importance is not in doubt with the emerging Web3.0. Indeed, 3D objects are

            vital in character animation and special effects processes because they can be animated.
          Described as digital artwork, and unique cryptographic token (NFT), Sharma quoted“ ”

            JPMorgan analysts: the monthly sales of digital tokens (NFT) hovers“ ‘ ’ at arou nd $2
        bi ll ion ” [72]. In [73] recommended tokenise business model,“ ” “tokenised economy”

           “tokenization of everything” [74]. “The co llapse of M oore’s L aw ” [75, 7 6], in ad dition,
          educational systems and business enterprises are adopting computer graphics for data

        visualization, graphical data processing, interactive learning, immersive learning, virtual
    and augmented reality, presentations” [77].

  • Microsoft HoloLens-2.

           Introduced in 2019, the Microsoft HoloLens-2 is a pair of mixed-reality smartglasses
             developed and manufactured by Microsoft, Figure 6. It unveils the future of the free-

 Figure 6.
                Microsoft HoloLens-2 introduced in Spain at the Mobile world congress in February 24, 2019 with USD3500 pre-

                 order value. While picture speaks 1000 words, a walkthrough video speaks a thousand pictures. Credit: Anita to AJP.
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            hand computer. It has Bluetooth, camera, CPU, sound, and holographic lenses. The tool
              enables students to pull out the 3D graphics design and virtual tools from the computer

                 into the real world or project site. With free hands -not mouse, or pen any objects can–

             be manipulated like in the real world. Architects, engineers, and clients can with their
            hands measure headroom, touch, move things to desired positions- life size or reduced

            scale of things. In more realistic ways, the Hololens-2 saves architects (AEC profes-
             sionals) the stress of many explanations of ideas by providing the same capabilities of

          the real world into the virtual world (mix-reality). Microsoft demonstrated possibilities
                of Holocene-2 is in [78] video-6, in [79] video and in [68] vi deo 3. Indeed, the immer-

             sion will enable reduced amend reoccurrences, step up the tempo of design, and manage
            customers in new ways. Further, students can identify risk earlier and accurately from

   design through to construction.

   • Digital Twin (DT).

           Yet another interesting and possible IT technology for architectural uses is DT;
            which enables architects, students, and schools to collaborate like never before in real

              time, with real world experiences. In [80] DT will enable sharing the power of super
           computers hosted in cloud as algorithm; used for complex computation and visual

          simulations. For instance, building performance in earthquake, flood, and high genetic
            impact: such as accident or terrorist attacks. Also, in additive printing with powerful

            sensors, DT can enable changes in CAD drawings to be automatically updated and
             reflected physically at construction site. Today, such is not possible as changes in CAD

           drawing may take days and weeks to be implemented at construction site.
          Ordinarily, a significant number of tertiary institutions of architecture and engi-

              neering in Nigeria can only dream of such super computer hardware, but with DT the
            narrative may be different. DT of such hardware computer is affordable yet without

         compromising performance quality relative to that of the corresponding hardware
        (physical twin). Amazing opportunities of instinctual interactions, collaboration of

            students and lecturers across national borders can best be imagined [81]. For example,
          imagine MIT, Harvard and Port Harcourt Polytechnic sharing the same equipment,

            faculty members in real time without need for travel. Internet of Things (IoT),
            Industrial internet of (IIoT), and Internet of Value (IoV) powered by powerful sen-

       sors are fore runner of DT technologies opportunities.

 • SketchUpViewer.

          SketchUp is architectural software like ArchiCAD, with many use savvy students.
         Collaboration with Microsoft to release SketchUpViewer that is compatible Holocene-

                2 is game changer: see video 6. So, students can draw with the computer, but also can
             pull-out the designs into the real world before construction- mix reality. The point is,

             3D data interaction are getting better giving students and architects more free time for
          more creative none stereotype activities. Also, greening the process by eliminating

         work travel need, waste, and enabling one-to-one interactions of human-to-human,
    human-to-machine, including the virtual-to-reality [81].

 • Educationally:

         Interactive learning software, multimedia software, online courses and many other
           applications have received much attention. A view supported in [77] stating, It“
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           touches many facets of everyday activities: online or offline digital content . Others”

            like in [82] stressed play is essential to learning: Literacy and numeracy develop-“

            ment . The chapter recommended the use of 3D computer graphic strategy and tactics”

            used to engage players to be used for development of instructions for architecture
          students; a potentially significant and educational application area. Indeed, 3D Com-

            puter Graphics and Data use is serving as an essential component of computer-assisted
             learning system [82]. The statistics associated with the use of the 3D data technologies

            are impressive. For instance, in [83] 83 % Decrease in training time. Northeastern“

             University has reduced a 3-hour lesson plan into less than 30-minute. 50 % Better
            student scores Case Western students in the HoloLens lab scored 50% better on

           retention and required 40% less class time . Indeed, 3D data technologies can”

           “improve learning result and revolutionize curriculum with hands on lesson plans that
          convey complex concepts in 3D. With HoloLens2, students can learn-by-doing from

      anywhere with holographic instructions and assessments [84].”

    3.8 Architectural institutions and educators

         Considering the fast pace of development, highlighted challenges have been
          discussed. A case for architects, engineers and construction (AEC) professionals hav-

           ing well integrated and shared data management structure has been established. A
           database for comparison and control projects cost inflation in public projects. Archi-

           tects duty and obligations include building liveable communities. Thus, the chapter is’

         also interest in pollutions in neighborhoods and communities. Therefore, architectural
             educators should be passionate in data sciences with a goal of establishing a Construc-

     tion Blockchain (see [69, 81, 85]).
           It demands more openness and agility. It demands improvement of career options

           in architecture to attract young people interested in creative discipline (e.g. architec-
            ture) and trending high-tech jobs with good pay and prestige. While calculus, mathe-

              matics, statistics, algebra are core of data sciences in [70, 85, 86], it is very
          encouraging that coding and programming language like Python do not require

           mathematics, or even an engineering degree, but critical thinking, little play, and
            design principles. The authors are architect yet good in Microsoft Excel, coding, and

          python. Furthermore, with Additive Manufacturing and printing as the future of
         construction and manufacturing, including Microsoft Hololen, 7D AR and powerful

            sensors, it is imperative for educators and institutions to build capacities aligned to
          working with CAD transformative experiences and methods (see [86]). Pro-video

          gressive and impactful institutions must embrace strategies and tactics consistent with
      the learning organization as supported in [87].

         Building compelling strategies and tactics can include incentive (e.g. scholarships),
            explore and exploit full potential of data sciences skills by sensitisation. For example,

           making high school Data Sciences Credit pass (General Certificate Education, or West
          Africa School Certificate) as Physics alternate course requirement for admission into

           architecture in polytechnics and universities. Next, is to move people into result-
            oriented actions by positive influence. However, in [88] influence can be animated by

          making real changes across relationships. Scholars agree, influence is magnetic and
              can pull people into the institution’s orbit with the power to make real global changes

           across relationships. In [89], the wisdom to overcome barriers was revealed: colleges
         and universities should invest in digital transformation for more accessibility,

           flexibility, and affordability. They must overcome tendency of being just owners of
         hardware equipment or DT by becoming enabler of processes delivering:
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     • Distinguished skill for their students,

   • Advance working performance,

   • Further their mission.

          In [90] was the insightful demand on AEC professionals educators. That’

           “ ”Construction industry: more needs to be done. For example, the importance or
             reliability of psychometric is yet questionable, [91] so, the use of drawing boards. Yet

           both are compulsory with Psychometric test pass being mandatory for graduation in
           Nigerian polytechnics. However, such policy is not strategic to the AEC professional

          development and learning experiences. For instance, many young vibrant students are
          discouraged seeing Psychometric course as more like an ambush and exploitations.

             Moreover, time is scarce for required courses. In significant number of schools in the
             Niger Delta, there is lack of competent staff with centralisation as a problem. For

             example, in some cases, much as 50 percent of students psychometric test results are
          delayed yet mandatory for graduation. Students have suffered additional session and

  associated extra fees.
          Institutions should build citizenship and raise the knowledge base of the

       construction industry, purposefully. Construction Blockchain can provide a
           platform for team growth, accountability, and trust. While studios should be more

         conducive, collaboration is required between architectural faculty and data sciences.
            In [92] is the call to upsize your strategic practices, implement new marketing,“

            including finding new ways to build the students and faculties strategies (e.g. careers
          and curriculum options, lowering entry barriers for women, image improvement). As

          investors and decisions are increasingly influenced by big data, educators must
         increasingly embrace big data-driven decision making and develop competence in

         these areas, in addition to gradually downplaying the traditional methods.
            Blockchain and metaverse are good direction to prepare architects to lunch into the

            virtual world. The architect’s creativity and expression through various media is not in
             doubt, . Web 3.0, IoT, IoV are rather consoling and basis for confidenceFigure 7

         building among architectural educators and curriculum developers; rather than the
         fear of becoming obsolete. They represent opportunities and benefits from

           ownership of NFTs in a tokenize economy [93]. Architects can be significant“ ”

          contributors and virtual estate owners by embracing Web3.0, AI, Blockchain, and

 Figure 7.
          Analytical presentation and communication skills: Architecture student presentations and graphic communication

      through various media: Project design night Club.
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         animations technologies. Currently, fintech firms are using Bitcoin blockchain and“

        mobile technologies to create the internet of value [94].”

   3.9 Conclusion and recommendation

          The chapter has demonstrated similarity between the architecture and data scien-
            tists in terms of personality traits, educational skills requirements, and use of data.

         Architecture and its productions are scientific derivations involving multiple profes-
            sionals with enormous as big data as by product. 3D computer graphics maintain

         symbiotic relationship with architect and architecture was explained. Further, the
           impact of disadvantageous data on the construction industry and the city were

             discussed. The fear of machines taking over the job of the architect was invalidated,
             because there are new opportunities in the creative economy. Indeed, there is limit as

              what computer can do. On career and image, Data science is a compatible as career
            option for young architects seeking trending high-tech and high in demand yet crea-

             tive profession. Collaboration is canonical and such will add unique value to the data
         scientists community. Data science can help enforce transparency, accountability and’

              create a new wealth economy for all. Big data creation and use in the construction
          industry and Blockchain are critical to the desired transformation; particularly for

          Nigeria. The implications of policy, design, and education were also highlighted.
           Finally, the uncertainty demands the adoption with strategy for the organic develop-

            ment of the data sciences and technologies as appropriate. In Particular, Blockchain in
     risk free area to build capacity.

Recommendation:

            • The educator must share an interest in the underlying technologies industry 4.0,
 web 3.0.

            • Educators must understand what different levels of workers want to use the
  technologies in accomplishing

          • Building the strategic responsiveness space distinct capability or core competence
        to protect the knowledge-based construction industry leadership from being

  open to all.

            • Complete control and liability of public relevant ministry on the institute and
          regulatory bodies which hitherto create barriers to both imitation and mobility

        • Promote synergistic cooperation among the industry professionals towards
        building a shared and distributed pool of big data.

            • The organic development of the data sciences and related technologies like AI
 and Blockchain.

            Finally, the imperative also Blockchain adoptions in risk free areas, as follows: (a)
          The legislators must demonstrate interest and political support by creating the

            enabling laws to give Blockchain driving big data sciences the required legal backing
           in Nigeria. (b) The law enforcement agencies must demonstrate interest and learn

        about the technologies to collaborate with the self-governing system.
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           Appendix 2: Specific consumption item per iterm rate for 1500 floor area

     Shopping Mall Project Design & tender
  stage/1, 500 sqm

     ITEM Gasoline Diesel Water Ink Timber

 off cuts

 Electricity Steel

 off cuts

Time

       Water X X X X X X Date

  Electricity, X X X X X X

   Gasoline, X X X X X X

 Diesel, X X X X X X

    Water, X X X X X X

    Ink, X X X X X X

 Timber off

cuts,

  X X X X X X

 Steel off
cuts,

 X X X X X X

Others

 Construction stage/1500SQM

Time

 Water Date

Electricity

Gasoline

Diesel

Water

Ink

 Timber off
cuts

 Steel off

cuts

Others

  Post construction stage/1500SQM

Time

 Water Date

Electricity

Gasoline

Diesel

Water

Ink

 Timber off

cuts

 Steel off

cuts
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     Shopping Mall Project Design & tender

  stage/1, 500 sqm

     ITEM Gasoline Diesel Water Ink Timber
 off cuts

 Electricity Steel
 off cuts

Time

Others

    Maintenance to scrap value stage

Time

 Water Date

Electricity

Gasoline

Diesel

Water

Ink

 Timber off
cuts

 Steel off

cuts

Others
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Chapter 8

Enabling a -D Cyberspace 
Experience Online
BruceCampbell

Abstract

The allure of a -D cyberspace grows again as communication channels connect 
a growing number of virtual reality (VR) head mounted displays and interaction-
enabling controllers. Computer graphics enable -D cyberspace as much as any 
component critical to providing satisfactory experiences. Historically, the usefulness 
of -D interfaces entrenched when developers demonstrated the feasibility of -D 
cyberspace. Now a certain amount of prolonged inertia seems necessary to promote 
-D graphics to the participation level of -D graphics. The HTML  stack and other 
technologies enable -D integration into our planetary shared cyberspace. This chap-
ter provides a historical perspective of one researcher’s methods used to provide -D 
web experiences, the lack of critical mass for their use in the past, and how the latest 
virtual reality integration trajectories will bring a critical mass to the -D cyberspace 
of the future.

Keywords: -D graphics, cyberspace, virtual reality

. Introduction

For many s-era computer science students, the science fiction book Snow 
Crash [] by N. Stephenson suggested a powerful use case for -D computer graphics 
to advance an alternative online cyberspace whereby large groups of human beings 
could meet each other online in an audiovisual context that reduced the geographical 
and temporal limitations of the physical world.

Around the time I read the book, I sent  electronic mail messages to academic 
researchers at US-based universities who publicly announced they did virtual 
reality research formally. Thirty-seven of those recipients replied enthusiastically 
with details on their research agendas, hardware and software infrastructures, and 
thematic aspects of VR they intended to explore. Two suggested they had immediate 
funding available if I could get accepted to their campus’ PhD program. Six respond-
ers suggested I should pursue working with Fred Brooks at the University of North 
Carolina. Six responders suggested I pursue working with Tom Furness [] at the 
University of Washington. Soon thereafter I realigned my life to take the latter recom-
mendation seriously. I wasn’t the first to imagine the potential of VR to improve qual-
ity of life for those who would be willing to immerse themselves in -D cyberspace.
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At the time I landed on the University of Washington campus in Seattle, the 
Human Interface Technology Laboratory, affectionately known as the HIT Lab, 
contained a remarkable amount and variety of VR-enabling software and hardware 
[]. The HIT lab also employed a highly-effective cybrarian, Toni Emerson, who 
performed the lead editor role of the USENET group sci.virtual.worlds, which grew 
to have an avid international readership. Researchers around the world could be read 
posting VR-related ideas and news at any moment during any h day. As a result, an 
endless stream of VR-based conversation and news flowed through the HIT Lab. The 
simple text correspondence built a collegial sense of community.

The HIT Lab worked on research grants with industrial, governmental, and 
academic sources of funding. The work those grants funded varied from building 
VR-related hardware, to building software, to performing design and develop-
ment work in virtual world creation, to testing the effects of VR on human beings 
immersed in a wide variety of virtual experiences for extended periods of time. 
Funders seemed motivated to visit the lab often. I understood why. The experiences 
provided within immersed computer graphics were thought provoking. The human 
energy level in our , square foot lab space was high /.

A significant change in career path occurred for some of us when we veered 
away from PhD work in computer graphics hardware and algorithms, to focus more 
on the coupling of computing platforms with human perception and cognition. 
Dr. Furness convinced us that the lab benefitted from being firmly located within 
an Industrial Engineering department, as not enough people were working on the 
coupling of the fruits of computer science research with the full capabilities of the 
human being.

Many of us in the lab decided to focus on VR as a tightly-coupled system between 
man and machine. By the time we defended our doctoral theses, our department 
had been renamed as Industrial and Systems Engineering. I had spent so much time 
applying VR to social spaces and investigating data streams coming from natural 
systems that the addition of systems to the name alleviated concerns about feeling like 
a fraud or imposter in the industrial world.

Whenever I walked into the lab to start a long work shift, I could not help but have 
a nagging thought that the HIT Lab experience deserved to be expanded to avail the 
experience to more people. The vision of what we were working on seemed to sug-
gest we ourselves should be working and playing in immersed -D cyberspace as we 
worked on VR. An undercurrent of ethical arguments emerged as thoughts from time 
to time, as well as a burning desire to make greater access possible because it seemed 
technically possible—and because even more books, movies, and radio broadcasts 
were telling stories within that context.

Work for my masters thesis in computer science, entitled “D Collaborative 
Multiuser Worlds for the Internet” [], provided me ample opportunity to spend 
time in the various online VR platforms—a subset referred to as desktop VR—where 
I virtually walked about in curious visual spaces with likeminded researchers who 
felt VR should enable widespread visual -D human communications, unlimited by 
geographical location or temporal time zone.

Because the various platforms we met in existed in the labs of research organiza-
tions, the quality of communications was high. Those of us meeting in there, from 
all over the world, were building a -D cyberspace and imagining all it could become. 
Twenty-five years later, what we imagined is far from being mainstream, but the 
 technology to build it has continued to improve and evolve.
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. Building -D cyberspace in the s

I had leveraged a paper I published entitled “VRML As a Superset of HTML: An 
Approach to Consolidation” to first gain access to researchers at the HIT Lab []. That 
paper suggested that -D cyberspace might be a useful veneer for organizing all the 
-D content that was rapidly being amassed and distributed in the early years of the 
World Wide Web. The lab investigated that opportunity from a high-tech perspective, 
but many of us there shared a vision regarding lower cost implementations.

In , the HIT Lab collaborated with a Fujitsu research lab to build a shared -D 
cyberspace, named , shared by participants meeting there while physically GreenSpace
in Seattle and Tokyo []. A Silicon Graphics Onyx machine hosted that cyberspace’s 
visual content and processed the various peripherals that immersed each participant 
in VR. Four dedicated ISDN phone lines passed voice and data packets between 
the two locations on opposite sides of the Pacific to create a shared presence. Open 
Inventor software facilitated the building and management of the cyberspace experi-
ence. The lab celebrated upon demonstrating that two groups of people could share an 
experience in -D cyberspace with a million dollars’ investment of technology.

A year later, eight members of the HIT Lab got together to work on a version of 
GreenSpace that could run on Pentium  Intel personal computers, using a graphics 
accelerator board, and the emergent World Wide Web. The Industrial Technology 
Research Institute (ITRI) of Taiwan provided the funding, the graphics boards, and a 
couple of highly-capable collaborators to work with us to find a common ground cul-
ture for the distributed cyberspace we created. Our team comprised of two computer 
scientists, an information scientist, an artist, three virtual world designers, and an 
architect who eventually married an architect on the GreenSpace team.

We worked with Pentium  hardware early in the project but soon got the desktop 
VR experiences running on Sun Microsystems, Digital Equipment Corp, and other 
UNIX-flavored machines, thanks to Java D software and its capable Java virtual 
machine that made cross-platform applications easier to develop. The first experi-
ence we created on the Virtual Playground framework was a virtual outdoor mall 
that included embedded web browsers that streamed -D and -D content on virtual 
billboards.

The billboards could render most web pages that were HTML-driven, as well as 
show VRML-based -D models and examples of video on some of the underlying 
hardware flavors. We named that virtual world Netgate Mall and spent significant 
time discussing what culture we would like to enable for visitors who came to visit 
through Internet communication channels [].

Upon sharing Netgate Mall with our research partners in Taiwan, an artist collabo-
rator there built a Taiwanese version of the visual architecture for the mall that shared 
the same bounding boxes for navigation pathways ( ). As had been demon-Figure 
strated with GreenSpace, -D cyberspace on the desktop could be configurable, and 
thus personalized, without degrading human communications for many applications. 
We used the Taiwanese version to run a shared cyberspace world for –year-old 
children to use in Taiwan, with a general public access point in a Kaohsiung museum 
for those who did not have access to the hardware and bandwidth otherwise.

Sun Microsystems provided a phone hotline to us so we could call them anytime 
with questions or feature requests related to developing and debugging Java D-based 
applications. Within months, we had used Java D and a framework of core Virtual 
Playground modules to create a virtual cadaver lab [], virtual watershed world [], 
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and to integrate our applications to comply with an open -D cyberspace interaction 
specification developed through a California-based creative commons (Figure ). A 
computer science undergraduate student ported much of the Virtual Playground GUI 
API architecture from Java to C++ to create , which then let him extend the BlueSpace
head’s up display and terrain engine.

Digitalspace hosted a workshop of the third annual digital biota conference [] 
for attendees who were interested in standardizing the usability methods of desktop 
VR and messaging that coordinated the virtual experience between -D cyberspace 
participants. We adapted our flavors of -D cyberspace technologies to validate the 
specification and focus the creative commons on expanding the project base in which 
the specification could be verified. We spent a lot of time together in -D cyberspace 
envisioning possible futures.

I worked on demonstrating an in-browser solution that could provide a desktop 
VR entry point for participants who had not had any -D content experiences. A team 
in Turin, Italy created a native Java engine that supported -D cyberspace experi-
ences. The whole engine could be downloaded in less than kilobytes to plug-in 
to the standard Java virtual machine. Another team outside of Melbourne, Australia 
created the -D models that conformed to the engine’s content loading functionality. 
We developed JavaScript code that drove the user experience through an HTML skin 
and made the skin configurable.

The first application we made available with a web-browser based engine was a 
configurable classroom intended to be shared by school teachers who were thinking 
through ramifications of the Columbine school shooting. The funder also provided a 

Figure 1. 
Netgate Mall Taiwanese version based on Virtual Playground software.
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discussion room for school teachers to discuss their retirement investments and the 
insurance products provided by their employer.

The lab also maintained a virtual world created with the VRML plug-in and 
LiveConnect facilities provided by the Netscape web browser []. That world ran 
well enough for us to run masters’ thesis experiments with four synchronous par-
ticipants connected in -D cyberspace at a time—exploring hypotheses negotiated 
with an advisement committee. Soon after, Netscape lost significant market share as 
Microsoft’s web browser took over as the leading market share browser on personal 
computers running the Windows operating system.

. Building -D cyberspace in the s

As the new millennium arrived, we had accumulated a large enough sample size of 
-D cyberspace experiences to develop a preference for specialized experiences—those 
that were designed for subsets of professional roles that could benefit from participat-
ing in visual environments that facilitated their roles and built community around 
them. We had experienced enough accumulated hours in -D cyberspace, though 
mostly by way of the desktop VR version, that every day our minds lingered there, as 
if in parallel lives. We concluded that creating a general Metaverse, as described in the 
book Snow Crash, required a specialty we were not comfortable in acquiring.

As a result, we formed deeper bonds with other academic departments on cam-
pus. I turned my attention to designing other useful -D cyberspace experiences for 
oceanographers. I chose oceanographers because they studied one of the two large 
-D volumes in which life thrived on the planet. The atmospheric scientists that 
studied the spaces where birds soared seemed to be ahead technology-wise thanks to a 
popular human interest in weather and weather forecasts. The -D world of life inside 
of human anatomy also seemed to be ahead technologically, thanks to the support of 
medical practices.

Figure 2. 
Screenshots of example 1990s-era HIT Lab experiences in 3-D cyberspace. Virtual Big Beef Creek (on left) 
coordinated planning and geospatial organization of physical data collection (with accessible 3-D photographic 
perspectives). Virtual Cadaver Lab expanded a popular 2-D interactive anatomy atlas into 3-D cyberspace where 
self-testing was possible for learning taxonomical awareness of gross anatomy characteristics.



Computer Game Development



As we were contemplating -D virtual experiences to spur on insight regard-
ing the nature of tsunamis and underwater earthquakes, and volcanos that can 
produce them, hurricane Katrina devastated the gulf coast of the United States 
[]. A representative of the Federal Emergency Management Agency came to our 
lab to share stories of how the emergency response effort in New Orleans had been 
deemed suboptimal. Dr. Furness and I spent hours listening and then suggesting 
ideas on how VR could improve future hurricane response efforts. We began to 
attend emergency operations meetings at the campus, city, county, and regional 
level and concluded that the typical resident in a community crisis lacked situation 
awareness more than the emergency responders, even though they were physically 
based in that community.

We attended one particular meeting of many that drove that point home. A red-
faced emergency operation center director, who had over years of EOC experience, 
railed against the audacity of his county’s residents in response to a severe wind event 
that had blown through the county just south of Seattle’s. Overnight, over , 
households had lost power through thousands breach points on the power grid. Many 
linemen were working -hour days to restore power and yet hundreds of residents 
were calling in to the emergency operations center to complain that power wasn’t 
being restored fast enough. He yelled to anyone listening that -week outages should 
have been expected, given the number of qualified workers who could repair the 
electric grid, and the number of homes in the dark.

Our personal experiences in -D cyberspace strongly suggested emergency 
preparedness could be a ripe place to benefit by having a thriving VR experience 
for residents to explore and engage in with others—including EOC personnel when 
available. We put together three hypotheses to test our instincts and then worked with 
three other advisors to whittle down our enthusiasm to a reasonable scope of experi-
ments to perform.

We published the results in four papers [ – ] and a dissertation [ ], comparing 
results of a physical hospital evacuation scenario drill with a virtual one. In the virtual 
drill, emergency responders explored the physical environment in which the evacua-
tion was to take place by way of a software application. They could study the hospital’s 
physical layout, transfer points to transportation, the county’s road network, and  
other hospital locations that agreed in an official memo of understanding to accept 
patients in an emergency.

Those in the study had access to a simulator where they could watch evacuation 
paths and timings for any patient in any room, based on time and motion studies done 
with physical evacuation efforts ( ). They could watch simulated transport of Figure 
vehicles carrying patients to destination hospitals.

A server computer communicated with the simulation clients that provided the 
graphical user interface for participants. The server kept track of  key variables on 
simulated patients, simulated emergency responders, transport vehicles, and events 
that required dynamic diversions to evacuation plans (e.g. traffic congestion). The 
hospital emergency response coordinator challenged the behavior of those variables 
as she became familiar with the client application I iterated upon in preparation of the 
experiments.

Adapting the server to feed a -D cyberspace version of the training and par-
ticipation interface would be trivial and add an immaterial computational demand. 
Every object in the simulation was tied by gravity to a ground plane. The effort to 
port the participant experience to -D cyberspace would require significant effort in 
comparison.
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Earthquake, tornado, and fire events have been included in the SimCity game 
application since the s. Players can watch the effect of those community crises 
and gain insight into how urban planning matters in facilitating resilience and 
recovery. The third-person view of a comprehensive emergency response effort is 
useful. The first-person view provides an opportunity to compare a limited situation 
awareness in comparison—highlighting the importance of communication between 
all those limited views, in order to attempt to create a third-person view from first-
person experiences.

Dr. Furness and I came to the conclusion that one of the roles in an emergency 
operation center should be a dedicated situation awareness specialist who spends 
much of his time in -D cyberspace piecing together situation awareness from the 
first-person reports of emergency responders—coordinated with -D graphical 
assets. Modeling and computational support would be provided by way of a coupled 
computing environment that contained heuristic-based equations and forecasting 
equations. The immersed VR role would be available to the command and control 
leadership in the EOC to answer questions regarding feasibility and appropriateness 
of actions and to evoke insight that command and control might not be considering.

I came to the conclusion that the -D cyberspace that would be developed for EOC 
personnel and emergency responders should also be made available to the general 

Figure 3. 
The software support services for an emergency response hospital evacuation simulation application (top). 
Participants preferred 2-D artifacts to explore and interact with the situation as it unfolded (bottom). The 2-D 
hospital floor layout was used often in day-to-day operations, but patient characteristics were encoded in color for 
active patients from data sheets used in day-to-day operations.
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public by way of a -D cyberspace experience. Immersive VR might build compas-
sion for the cognitive demands, under urgent conditions, of the first response effort. 
Immersive VR would give access to experiencing the delegation of roles involved, 
so as to prepare the public with reasonable expectations for interacting with those 
roles in an emergency. Overall, the immersive VR perspective would build up expe-
riential knowledge to go with any more abstract knowledge the public has of their 
community.

. Building -D cyberspace today

Upon revisiting the thoughts from earlier days of building -D cyberspace experi-
ences in a research lab, we consider advancements in computing, development tools, 
and communications protocols. We see an expansion of VR peripherals into the 
hands, and onto the heads, of the general public. To build a -D cyberspace to support 
the Metaverse, or a local community preparedness awareness, we have many options 
to advance the process from the technologies we used previously.

A popular approach among our students, and the students of other teaching col-
leagues, for creating virtual reality experiences is by way of a pipeline approach where 
-D models are generated in freely downloadable modeling software (e.g. Blender), 
brought into other freely downloadable software (e.g. Unity Engine) to become part 
of a -D application, and then ported to a VR environment (e.g. Oculus) to be experi-
enced immersively.

At the time of the hospital evacuation simulation software use, a -D hospital 
model (XD format) was available for participants to explore within a web browser, 
but participants preferred the -D floor layouts that we provided for testing the 
usefulness of simulation software. Since then, the popularity of the three.js, webGL-
enabled -D, library makes a hospital model integration easier []. For example, the 
same -D hospital model can be used within a Java-based application, JavaScript-
based application, and Unity Engine-based application.

Figure  shows a -D model of one floor of the simulation software hospital, 
loaded within the Blender software in which the model is iterated upon to improve 
the design. The model can be exported to OBJ, GlTF, or any other file format for 
which the three.js library has developed a loader service to rapidly get it inside of a 
JavaScript-driven -D experience.

The Unity Engine-based application is readily made available for virtual reality use 
by way of XR plug-ins available from the online Unity Store. Android build support 
readily enables Oculus flavor VR from both Windows and Mac OS X operating sys-
tems. The Unity Engine can also import OBJ and GlTF file formats to enable interac-
tive -D experiences that are OpenXR compliant. As a result, a -D cyberspace readily 
provides a virtual hospital in which to have meaningful experiences such as preparing 
for an emergency evacuation ( ).Figure 

Because our resultant experience is OpenXR compliant, we could pursue extend-
ing it’s usefulness through dissemination by way of other delivery formats such as 
A-Frame [] and Networked A-Frame []. At the time of this writing, Collabora, 
HTC, Microsoft, Oculus, SteamVR, and Varjo provided OpenXR runtimes in which 
-D Cyberspace experiences could be delivered [ ].

As we watched participants perform the virtual hospital evacuation activity, we 
noticed participants using the -D interface effectively without any apparent cogni-
tive difficulties. All participants were given versions of the software to practice its 
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use, but participants reported they only needed h at most to feel comfortable as the 
interface was built from artifacts (maps, forms, and other documents) that partici-
pants used regularly in equivalent paper-based formats.

To gain confidence in suggesting a -D interface would be useful, we thought 
about our own time spent recording time and motion data associated with moving 
about in the hospital and in evacuating human beings with their necessary equipment 
(wheelchairs, gurneys, respirators, etc.). Having spent time doing those tasks, we 
could readily cognate about them with the -D interface. But we could not do so easily 
beforehand.

We forget that as humans we had to learn how to use -D maps as abstractions 
of the -D physical world they represent. As a result, we learn differently through 
-D abstractions than we learn interacting with the physical world. A goal in using 
an emergency response simulator is to improve learning with regards to the activi-
ties, context, and heuristics associated with a scenario. Some compelling evidence 

Figure 4. 
One floor of the simulation’s emergency evacuation hospital as contained in a 3-D model for 3-D cyberspace use, 
as seen within the Blender software used to embellish and maintain it.

Figure 5. 
An immersive cyberspace perspective of the 3-D model seen in . Detail is faithfully rendered as part of an Figure 3
early iteration in preparation for use. The left image provides view into a patient room. The right image provides 
the view from a hallway corridor.
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from neuroscience experiments suggests -D adds additional value even when a -D 
interface is available []. Conclusions reached include:

“A key finding is that -D and -D neuroanatomical brain models were perceived 

differently. -D learning yielded greater object recognition, perhaps from stereopsis 

facilitating visual recognition. Exclusive use of -D models should be avoided when 

instead teaching that includes both -D and -D is likely the most advantageous to 

promote generalization of knowledge by forcing students to practice fluidly between 

dimensions.”

Another recent study of -D virtual environment interfaces concluded that 
“findings showed different condition correlations with the traditional tasks and the 
comparison between the two systems have revealed that -D is able to generate lower 
reaction times, higher correct answers, and lower preservative responses in attentional 
abilities, inhibition control, and cognitive shifting than the -D condition” [].

Common sense suggests that mental fluidity is valuable under the urgent response 
demands of a community-wide emergency response scenario.

. Conclusion

We perform a thought experiment to consider the evolution of -D interfaces 
forward in time to when they would be a more dominant norm. We imagine that once 
-D interfaces no longer need to be learned for many day-to-day activities, partici-
pants would not be fluent in their use. Other large primates have an easier time using 
-D interfaces than -D interfaces, which seems reasonable because they have not 
encountered the -D abstractions in their day-to-day lives.

As a species we have built a cyberspace that is primarily made up of one-dimen-
sional text and two-dimensional documents. Today’s cyberspace is entrenched in part 
by that history and the expectation we have created that the destinations we want to 
visit will be -D at most. As a species we have also created an extensive number of -D 
models and have developed technologies to better capture physical -D reality in a 
virtual facsimile. Google Street View technology enables -D exploration along street 
locations whereby maps of our physical world provide context. Run a virtual reality 
application and that widely shared data provides a primitive -D cyberspace experi-
ence that has the promise of getting more mature rapidly. Of course large corpora-
tions continue to work on their own versions of a Metaverse using their proprietary 
hardware and software as well.

With a web-accessed -D cyberspace available, -D computer graphics take 
on additional value as a potential contribution to useful cyberspace experiences. 
Whether they are used for that purpose grows as a cultural question but shrinks as a 
technical question as a result of our progress. Exploring the cultural question rapidly 
expands into many sub-questions—many of which are perhaps useful to consider 
anyway:

. What are we trying to accomplish as a species?

. How do we experience our sense of community?

. How useful is it to experience each other independent of space and time?



Enabling a 3-D Cyberspace Experience Online
DOI: http://dx.doi.org/10.5772/ TexLi.I 102416



. How are the physical world and virtual world co-evolving?

. Should we enable a -D cyberspace first and explore what it is good for?

. Do we build demonstration uses of -D cyberspace and watch as usefulness 
grows from specific use cases?

The potential use and reuse of computer graphics grows as the interest in con-
nected -D cyberspace grows. When revisiting the emergence of the worldwide web 
in the early s, we remember computer graphics integrating to create a cyberspace 
that felt like a global encyclopedia of information resources. The potential exists to 
revisit that time with today’s -D technologies available so as to develop other tra-
jectories of world wide information connectivity, with computer graphics providing 
a sense of continuous -D space in which to provide meaningful experiences. The 
reader is encouraged to participate in its development and exploration.
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