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1Introduction

1.1 Goals and Intended Audience

The Internet has had a tremendous impact on many aspects of our lives, and one reason is
the availability of high performance, low cost wireless internet access. For example, WiFi
provides pervasive Internet access for a variety of applications throughout our home, office,
and other environments. Cellular similarly provides virtually ubiquitous Internet access,
even while we are mobile. Without wireless, Internet access would much more limited.
Unfortunately, achieving good performance over wireless links is much more challenging
than over wired links. The reason is that wired signals travel though a carefully engineered
transmission medium, while wireless signal travel through our physical environment, which
is much more challenging, especially as wireless devices, people and objects move around.

Let us use a mobile user, Bob, who walks from a university campus to a coffeeshop
(Fig. 1.1) as an example. Along the way, Bob uses his cellphone for a variety of tasks, e.g.,
reading e-mail or participating in a video conferencing call. He has the option of using the
campus and coffee shop WiFi networks, or cellular. How do these options compare in terms
of network performance? What is the impact on the applications? Finally, how does the
performance compare, for example, with using Ethernet or WiFi in the office?

Another example might a researcher, Mary, who is working on supporting autonomous
driving by offloading compute-intensive tasks to the cloud. What network topologies should
she use, WiFi or cellular, and for WiFi, what version of WiFi, e.g., 802.11ax or 802.11ay?
Many researchers and product developers in mobile and wireless computing need to make
similar decisions.

The above questions are not easy because the answers depend onmany factors, besides the
network technology used. Examples include the physical environment in which the wireless
devices are used (indoors, outdoors in urban or rural environments, etc.), mobility of not
just the wireless devices but also other objects and people in the environment, other wireless

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
P. Steenkiste, Introduction to Wireless Networking and Its Impact on Applications,
Synthesis Lectures on Mobile & Pervasive Computing,
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2 1 Introduction

Fig. 1.1 Mobile user accessing server on remote campus (Stick figure reused from https://svgsilh.
com/svg/304880-9c27b0.svg under Creative Commons license CC0)

activity in the area, etc. The primary goal of the lecture is to teach how wireless networks,
specifically wireless access links, impact the performance of applications that rely on the
network. More specifically, this lecture teaches how wireless networks work, why various
factors impact wireless network performance at the application level, andwhat both network
engineers and application developers can do to best cope with these challenges.

In addition to users and developers of applications for wireless and mobile devices, the
lecture can also be used by students and researchers who want to fill in gaps in their back-
ground. For example, a student may have completed an introductory course on networking
and the Internet. Such a course often does not cover wireless, but the student can use the
lecture to learn how wireless access links impact the protocols covered in the networking
course. Similarly, a student studying wireless communication may be interesting in learning
how decisions made in the wireless physical layer impact the rest of the system.

The lecture assumes that the reader has a good background in computer science and in
how computer systems work. Each chapter provides background, at a high level, that is
relevant to the contents of the chapter. We also provide references to textbooks and papers
that provide more detail.

1.2 Structure of the Internet

The Internet is sometimes referred to as a “network of networks”. It consists of large number
of Internet Service Providers (ISPs) (shown as “Internet Core” in Fig. 1.1) that provide
Internet connectivity to a set of “stub networks” at the edge of the Internet (the Campus
and Coffee Shop networks in our example). Other examples of stub networks are Internet
content and service providers. Communication across the Internet is made possible by a set
of protocols that support communication inside each network (ISP or stub network), across
the Internet core, and end-to-end between the two communicating devices.

https://svgsilh.com/svg/304880-9c27b0.svg
https://svgsilh.com/svg/304880-9c27b0.svg


1.2 Structure of the Internet 3

In this section, we first introduce the Internet protocol stack, which includes all the
protocols a device needs for end-to-end communication over the Internet and we explain
how it supports end-to-end communication. We also discuss the benefits of the modular
protocol stack design.

1.2.1 The Protocol Stack

Internet communication is implemented as a set of protocols. Broadly speaking, a protocol
is a set of rules that allows two parties to communicate. In the Internet, the rules cover the
format of packets, interpretation of the packet contents, and a set of actions that devices
must take when they receive a packet. Each device in the Internet, including endpoints and
devices inside the network, implement the protocols they need as a set of modules that are
organized as a 7-layer stack, based on the Open Systems Interconnect (OSI) model.

Figure1.2 shows the protocol stacks for the various devices in the scenario in Fig. 1.1. To
simplify the figure, we only include the five layers that are relevant to the lecture. We also
assume that the networks for the two endpoints connect to the same ISP. We see that the
two endpoints implement all the layers in the stack. Routers are responsible for forwarding
packets between networks (ISPs or stub networks) using a network protocol and they only
implement the bottom three layers. Finally, basestations, and more generally switches, for-
ward packets between links inside a network using the datalink layer. They only implement
the bottom two layers. Note that in practice, routers are often also used inside individual
networks for scalability and network management purposes.

The horizontal arrows in Fig. 1.2 represent protocols that allow two modules in the same
layer on different devices to communicate. Protocols can be end-to-end (between devices
and applications), inter-domain (used by routers to connect networks), and intra-domain
(inside individual networks). Protocols make use of protocol headers that are inserted in

Fig. 1.2 The network protocol stack



4 1 Introduction

the packet by the sending module to provide information the receiving module needs to
interpret and act on the data. For example, when the mobile device wants to download a web
page from a web server on the campus, its request includes an HTTP GET header, while the
server’s response would include an HTTP Response header. Both headers include additional
information, such as the requested URL or the web page.

The vertical interfaces between adjacent modules on the same device are service inter-
faces. For example, the transport layer provides a service to the application layer. To provide
this service, the transport layer requires the use of the network layer service, etc.

Let us now briefly review the responsibilities of each layer.More details will be presented
as needed in later chapters:

• Application protocols are used by distributed applications, often based on a client-server
paradigm. Many application protocols have been standardized, for example HTTP (used
for web browsing) and SMTP (used for e-mail). Of course, users can also implement
their own custom protocols.

• Transport protocols are end-to-end protocols that ensure that packets are delivered to
the right application on the destination host. They can also provide additional services
such as reliable, in order delivery of data as supported by TCP.

• Network protocols are responsible for delivering packets to devices across the Internet.
Today, the Internet uses the Internet Protocol (IP). Most traffic uses IP version 4, but an
increasing fraction of the traffic uses version 6. Packet delivery is based on an IP address,
which is 32 bits for IP v4 and 128 bits for IP v6. The IP protocol supports a minimal
service: best effort packet delivery. This means that packets may be lost, reordered, or
even duplicated. Most applications rely on a transport protocol such as TCP for reliable
data delivery.

• Datalink protocols implement a specific network technology such as Ethernet, WiFi, or
LTE. As a packet travels end-to-end, for example between themobile device and server in
our example, it often traverses multiple networks, which may use different technologies.
On each network, the packet uses a different datalink header that is used transmit the
packet between two routers or endpoints.

• The physical layer is responsible for transferring datalink packets between two devices
connected to the same transmission medium, for example, a copper wire, optical fiber, or
wirelessly. The physical layer is not a traditional protocol. It consists of rules that define
how a bit stream is transmitted over an analog transmission medium.

The protocol stack design, combined with the protocols and service interfaces supports
end-to-end communication. For example, to request a web page, a web browser on the
mobile device in Fig. 1.2 sends the request, the payload, to the server by passing it to the
protocol stack using an interface typically based on sockets. The request then travels down



1.2 Structure of the Internet 5

the protocol stack (yellow arrow in the figures), with each protocol prepending a header to
the payload. At the bottom of the protocol stack, the physical layer transmits the payload,
including the headers, to the next device in the path to the destination.

This device, a basestation in our example, passes the payload up the stack. In each layer,
the protocol extracts “its” header, i.e., the one inserted by it peer, acts on it, and then passes
the payload to the next layer in the stack. This process repeats itself until a protocol finds
that it is the destination identified in the header. In our example, the mobile device will
have used the address of the basestation in the datalink header, so the datalink module in the
basestation knows it is responsible for forwarding the packet. It then determines what device
should receive the packet next, attaches the appropriate header, and hands the payload down
the stack. This process repeats itself until the packet reaches the destination device, where
the payload is passed up to the intended application, in our example the web server.

1.2.2 Benefits of the OSI Model

The OSI model restricts how developers can implement networking code. While this may
seem rigid, it has some significant advantages.

First, an architecture based on per-device protocols stacks is modular design with well
defined horizontal (protocols) and vertical (service) interfaces, so the implementation of the
individual modules can be different across the Internet and can be changed easily. This is
important because many companies and developers build network hardware and software
components and these many parts need to interoperate and work together on a very large
scale.

Second, how protocols at each layer operate is not relevant to the other layers, so it is
easy to introduce new protocols without impacting the protocols in other layers. As long as
the new protocol respects the existing service interfaces, a host using the new protocol will
be able to communicate with other hosts that also support the new protocol. This is possible
because the protocol headers and service interfaces include demultiplexing information that
makes sure that packets are handed to the correct protocol in each layer as payloads are
passed up or down the stack.

In practice, the diversity in the layers is very high at the top (applications) and near the
bottom (physical and datalink protocols), but it is low in the center of the stack. For example,
at the network layer only IP v4 and v6 are used and they are very similar. The reason is that
a network protocol requires very widespread support throughout the Internet to be useful,
while others protocols can be used with more limited levels of deployment.
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1.3 Outline of the Lecture

The core Internet technology was developed as part of the ARPAnet (Robert, 1986; Cerf
& Kah, 1974) project and both the ARPANET and the early Internet were entirely wired.
The first wireless packet data network was the ALOHAnet (Schwartz & Abramso, 2009;
Abramson, 1970), which is widely viewed as a predecessor of both Ethernet and WiFi.
However, it was not until the introduction of WiFi in the1990s, more than 20 years later,
that the use of wireless access links in production networks became feasible.

Given the modular nature of the protocol stack, replacing wired links by wireless links
should have been transparent to the rest of the protocol stack. Unfortunately, that is not the
case.Wired links are engineered for high performance. Their throughput is fixed and known,
since the transmission medium (copper wires or optical fiber) is standardized. In contrast,
wireless signals travel in free space, which is a more challenging transmission medium, and
performance is highly variable, depending on the physical environment. It is not always
possible to hide these differences from higher-level protocols. For example, links often have
higher latency, and lower and more variable throughput. Wireless connection may also not
always be available. Finally, wireless access links allow mobile devices to be connected to
the network, raising another set of challenges.

In this lecture we introduce the unique challenges associatedwithwireless Internet access
and we describe techniques that can reduce their impact on applications. Similar to many
networking textbooks, this lecture describes the protocol in the layers in a bottom-up fashion.
However, instead of presenting a general introduction to protocols, each chapter first provides
background on widely used protocols and technologies in that layer, and it they describes
(1) how the protocols and technologies are impacted by the use of wireless links, and (2)
techniques that can be used to address wireless challenges.

The bottom two layers of the stack are specific to the network technology used, so in
wireless networks, they can be engineered specifically for wireless. In Chap. 2 we describe
at a high level how wireless signals propagated and the challenges they face in different
physical environments. In Chap.3 we discuss physical layer techniques that can improve the
throughput of wireless links. In Chap.4 we present some background on datalink protocols
and then describe the protocols used in WiFi and cellular, two technologies that focus on
maximizing throughput in the unlicensed and licensed spectrum respectively.

Higher layer protocols are used throughout the Internet (network layer) or end-to-end
(transport layer) so they cannot easily be optimized for wireless links. Fortunately, today’s
WiFi and cellular physical and datalink layers are very sophisticated and generally have good
performance. Nevertheless, performance properties such as lack ofwireless connectivity and
differences in latency and throughput cannot be hidden. InChap. 5we look at severalwireless
and mobility challenges related to the Internet protocol and transport protocols, specifically
reliable streaming protocols such as TCP.
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Finally inChap.6,we discus how applications onwireless andmobile devices are affected
by the presence of wireless links and present techniques that can reduce the impact.We focus
on three classes of challenges. First, while wired Internet access is very reliable, wireless and
mobile users may be disconnected at certain times. Second, wireless links often have lower
and more variable throughput compared with wired access links. Finally, mobile devices are
resource constrained so supporting compute intensive applications is challenging.



2The Physical Layer: Sending Bits

2.1 TheWireless Spectrum

We discuss key properties of the main spectrum bands that are widely used for personal
communication.

2.1.1 Wireless SpectrumUse Examples andTrends

The RF spectrum ranges from a few KHz to 300 GHz. It supports a wide variety of wire-
less communication technologies. In addition, some wireless communication technologies
use the infrared and visible light bands (300 GHz–380 THz range). The technologies we
discussed in this lecture mostly use frequencies in the 900 MHz–60 GHz range. While this
may seem like a lot of spectrum, spectrum properties differ a lot across this range and not
all bands are equally attractive. In addition, there is a lot of demand for spectrum, not just
for personal wireless communication (e.g., cellular and WiFi) but also for other types of
communication (satellite, mobile first responders, …). Spectrum is also used for purposes
other than communication, e.g., radar, GPS, astronomy research, etc. In short, spectrum is
a precious resource.

Table2.1 identifies the frequency ranges of the RF spectrum that are widely used for
wireless data communication. AM radio uses the Medium Frequency (MF) band, while FM
radio uses the Very High Frequency (VHF) band. Broadcast TV channels can be found in
the VHF and Ultra High Frequency (UHF) bands. These lower frequency bands also support
many mobile technologies, including Land Mobile Radios (LMR) used by first responders
and some of the bands used by cellular operators.

TheUHF, SHF andEHF spectrum ranges include several unlicensed bands that arewidely
used by consumer devices. First, the 900 MHz band is used by many IoT protocols, while
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Table 2.1 Spectrum ranges

Designation Frequency range Wavelengths

Low frequency 30–300 KHz 10 km–1 km

Medium frequency 300 KHz–3 MHz 1 km–100 m

High frequency 3–30 MHz 100 m–10 m

Very high frequency 30–300 MHz 10 m–1 m

Ultra high frequency 300 MHz–3 GHz 1 m–100 mm

Super high frequency 3–30 GHz 100 mm–10 mm

Extremely high frequency 30–300 GHz 10 mm–1 mm

the 2.4 GHz band is used by WiFi, Bluetooth and other wireless technologies. The Super
High Frequency (SHF) band includes the 5 GHz band and the recently allocated 6 GHz
band, which are also used by WiFi and other technologies. Finally, the Extremely High
Frequency (EHF) spectrum, often referred to as the “mmWave” band, is used by some of
the most recent versions of WiF and 5G cellular. The above overview ignores many wireless
communication technologies that will not be discussed in this lecture. Examples include
satellite communication, communication in the optical frequency band, and many older
technologies used by government and other organizations.

When we consider the use of the spectrum for communication over time, we can observe
several trends. Early technologies operated in the lower frequencies (below 1 GHz) and
often used analog technologies. This is consistent with the state of the technology at the
time. Operating at higher frequencies requires faster circuits, which are more challenging to
build. The technologies also predate the Internet and wireless communication used analog
technology, e.g., broadcast radio and TV, etc. Over time, technologies improved, making it
possible to use higher frequency bands in commodity devices. Thiswas necessary tomeet the
growing demand for spectrum. It also enabled a switch to digital technologies, which offers
many benefits. It allows error checking and correction (quality), compression (performance),
and encryption (privacy). Finally, over time, wireless technologies continued to improve,
resulting in higher throughputs and a more efficient use of the spectrum (in bits/sec per Hz).

2.1.2 Spectrum Allocation

The allocation of spectrum is decided by individual countries, often in collaboration with
other countries through organizations such as the International Telecommunications Union
(ITU). In the US, allocation is done by the Federal Communications Commission (FCC) and
theNationalTelecommunications and InformationAgency (NTIA).TheNTIA is responsible
for spectrum allocation for federal government communicationwhile the FCC is responsible
for spectrum allocation to commercial entities and state and local governments. A detailed
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chart showing the allocation of frequency bands for the US can be found online (National
Telecommunications and Information Administration, 2016).

Broadly speaking, frequency bands fall in two categories, bands for licensed and unli-
censed use. We will refer to them as licensed and unlicensed bands or frequencies. This
is somewhat of an approximation since some bands can have both licensed and unlicensed
users, as discussed below.

For licensed spectrum, using the band, e.g., to transmit RF signals, requires a licensed
assigned by the FCC or NTIA. Well known examples are spectrum bands allocated to radio
and television stations for over-the-air broadcast and to cellular operators to support phone
calls, mobile Internet access, and other services. In contrast, unlicensed spectrum can be used
by any user, assuming they use a device that meets the FCC requirements for the spectrum
band. These requirements place constraints on the RF transmissions that are allowed, such
as limits on the transmit power, constraints on how bits are transmitted, and what type of
datalink protocols can be used. These constraints are designed to allowmultiple independent
users to share the spectrum in a reasonably efficient way. Practically this means that wireless
radios, for example for WiFi, must be tested and certified before they can be sold for use in
the unlicensed spectrum.

Some unlicensed spectrum bands can also be used by applications other than communi-
cation. For example, microwave ovens use the 2.4 GHz unlicensed band, which is also used
by many wireless communication technologies (Bluetooth, WiFi, cordless phones, baby
monitors, etc.).

Finally, some bands can have multiple licensed users, or can have both licensed and
unlicensed use. One example is cases where users only need access to spectrum in certain
geographic areas. For example, spectrum for maritime radar or for airport communication is
only used by the license holder near airports and in coastal regions. In that case, other users,
licensed or unlicensed, can be allowed to use the spectrum in other areas, under certain
conditions. Also, many licensed bands have very low utilization so allowing unlicensed
users (referred to as secondary users) to use the band without interfering with the license
holder (the primary user) increases the spectrum band’s utility. We present some examples
in the next section.

2.1.3 LicensedVersus Unlicensed Spectrum: Implications for Protocols

Whether a band is licensed or unlicensed, or has only primary or also secondary users, has
an impact on the type of protocols that are needed.

A licensed band in a geographic region is typically allocated to a single license holder,
e.g., a TV station or a cellular operator. This means that the license holder has full control
over all transmissions and it does not have toworry about competing transmissions from third
parties. This has two significant advantages. First, it simplifies the datalink layer protocol
since it does not have to coordinate with third parties that operate independently. Second, it is
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easier for the license holder to provide commitments to users about the “Quality of Service”
(QoS) it provides. As a result, it has complete control over how it allocates bandwidth across
its users, e.g., based on priority, payment plan, etc. In Sect. 4.4 we discuss cellular protocols
as an example of a technology that uses licensed spectrum.

In contrast, unlicensed spectrum band are shared by many independent users. As a result,
protocols will be designed in such a way that independent users can efficiently share the
spectrum, both when using the same protocol (e.g., 802.11n), or different protocols or pro-
tocol versions (e.g., 802.11n, 802.11ax, and Bluetooth in the 2.4 GHz band). This requires
protocol features that allow them to co-exist, which introduces overhead. This can be chal-
lenging and does not always workwell when the protocols that very different, e.g., Bluetooth
or low-power protocols in general andWiFi. An even more extreme example is microwaves.
Understandably, microwaves simply radiate energy and they do not follow any protocol, so
any energy that leaks from the enclosure will interfere with nearby communication in the
2.4 GHz band. In Sect. 4.3 we discuss WiFi protocols as an example of a technology that
uses unlicensed spectrum.

2.1.4 Supporting Secondary Users

Frequency bands with a primary license holder and one or more secondary users require
protocol support that ensures that the primary user is not affected by the presence of the
secondary users. Since primary users generally use protocols designed for use in licensed
spectrum bands, they do not coordinate with other users, so it is the responsibility of the
secondary users to avoid interfering with the primary users. Let us consider two examples.

TV stations uses the spectrum in the 54–806MHz range. This a lot of sub-GHz spectrum
that is very attractive because it has relatively low attenuation. However today, relative few
people watch over the air broadcast TV and the number of over-the-air TV channels has been
decreasing in many cities. In 2008, the FCC approved the unlicensed use of TVwhite spaces,
TV channels that are not being used for TV transmission. In order to avoid that secondary
users interfere with TV transmissions, the FCC mandated the use of a spectrum database.
TV stations are required to register their TV station and its location and transmission range
in the spectrum database and unlicensed users that want to use the TV white spaces are
required to check the database for before using a TV channel.

Another example is the Citizens Broadcast Radio Service (CBRS) which uses the spec-
trum band of 3.5–3.7 GHz. The FCC defines three tiers of users for this band. First, incum-
bent users, which includes some satellite ground stations and the USNavy, were assigned an
exclusive license a long time ago and continue to have exclusive access in some areas. Sec-
ond, in 2020 some of the unused spectrum in some areas was auction off to Priority Access
Licensees (PAL), mostly cellular operators. They have an exclusive license for the spectrum
they acquired. Finally, General Authorized Access (GAA) users can use the spectrum for
free, as long as they do not interfere with incumbents or priority access licensees. Potential
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GAA users must request, and be granted, access to CBRS spectrum before they can use it.
GAA users can for example deploy a private cellular network for research purposes (CMU,
2020). To avoid interference, the FCC established the SpectrumAccess System (SAS)which
controls access to unused CBRS spectrum. It operates an Environmental Sensing Capability
(ESC), sensors that track the use of CBRS spectrum.

2.1.5 Mobile Users

Decisions on spectrumuse aremadeby individual countries, butmobile devicesmayuse their
radios in multiple countries, e.g., the mobile devices may be sold worldwide, or users may
use their devices when they travel internationally. This raises the question is how a device
can find out what frequency bands it can use in a particular location. Different solutions are
used for different spectrum bands.

The International TelecommunicationsUnion (ITU) has defined several Industrial, Scien-
tific andMedical (ISM) bands that can be used by unlicensed devices world-wide. Examples
include unlicensed bands at roughly 900 Mz, 2.4 GHz, 5 GHz and more recently, 60 GHz.
The ISM bands are very attractive for wireless technologies such as WiFi and Bluetooth,
since mobile devices can access networks anywhere. While ISM bands are defined globally,
many details of the ISM bands and their use are specified in national radio regulations, so
they can differ across countries. Examples are the precise frequency ranges of the bands and
the policies for using the spectrum can differ. Protocols standards must provide mechanisms
that allow mobile devices to comply with the local spectrum polices. For example, for WiFi,
the local infrastructure (e.g., WiFi basestations) can inform devices about local policies.

Cellular technologies face a similar challenge. The frequency bands used by a cellular
operator differs across regions, even in the same country. In addition, large cellular operators
often have agreements with operators in other countries that allow their customers to use
their phones in those countries, for example using an international plan. To allow cellular
devices to discover what local cellular networks they can use in a specific area and what
frequency bands they use, operators download information on the devices of their customers
about both the operator’s network and networks they have agreements with. When switched
on, the cell phone first try to connect to its “home network” using the pre-stored information.
If that fails, the devices tries to connect to the other networks listed.

2.2 Wireless Communication Basics

Wireless communication is based on the transmission of an electro-magnetic signal from a
transmitting device to a receiving device (Fig. 2.1). An electro-magnetic (EM) signal consists
of an electric-magnetic field that is transmitted by a sender through an antenna and picked up
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Fig. 2.1 Communication over
a wireless channel

by the receiver’s antenna. EM signals travel at the speed of light (3 ∗ 108 m/s) in a vacuum.
The signal propagation speed is lower in copper wires and optical fibers.

Communication is achieved by a process called modulation: the sender changes one or
more properties of a reference EM signal in a way that reflects the values of the bits in the
packet it is sending to the receiver. The transmitter and receiver synchronize their clocks
on the reference signal at the start of the packet transmission. The receiver demodulates the
signal to retrieve the bit values. Specifically, it analyzes the received signal to identify the
changes the sendermade to the reference signal and uses the observed changes to reconstruct
the values in the transmitted bit stream. Modulation and demodulation are implemented
by a wireless radio. Most wireless radios can both transmit and receive although there are
exceptions, e.g., over the air TV broadcast. In this lecture we focus on digital communication
but modulation of EM signals can also be used to transmit analog information. Examples
are over the air AM and FM radio broadcast.

The reference signal that is used for wireless communication is called a carrier signal
and it can be thought of as a sine wave:

Ac × sin(φc + fc × t) (2.1)

where Ac is the amplitude, fc is the frequency and φc is the phase of the carrier signal at time
t . They represent the three signal properties that can be used for modulation. Specifically,
the transmit radio modules the carrier signal by changing its amplitude, frequency, and/or
phase based on the data that is transmitted. Changing the phase corresponds to a small shift
in time of the signal.

When transmitting a bit stream to another device the transmitter modulates a sequence
of symbols, each representing one or more bits. Figure2.2 shows some examples of binary
modulation,where the transmitter sends one bit at a time using a carrier signalwith amplitude
Ac, frequency fc, and phase φc. The three examples show how the sender can change the
amplitude (between Ac and 0), the frequency (between two frequencies f1 and f2 with a
different offset relative to fc), or the phase (0 and 180 degree offsets relative to φc). Note
that the figure is not to scale. For example, in this lecture we will discuss technologies that
use carrier signals between 90 MHz and 60 GHz, while symbol rates are several orders of
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Fig. 2.2 Examples of binary modulation (Sine wave from https://www.wisc-online.com/
assetrepository/viewasset?id=4107 by “unknown”. Reused under license CC-BY-NS 2 (https://
creativecommons.org/licenses/by-nd/2.0/))

magnitude lower. Today’s wireless technologies use multi-bit symbols since they make it
possible to transmit at higher bit rates (see Sect. 3.1). For example, 802.11ax can use symbol
sizes up to 10 bits.

Effective communication requires a protocol standard that specifies, at a minimum, the
frequency of the carrier signal and how the information that is communicated (symbols
values in our case) is mapped onto changes to the carrier signal.

Figure2.3 shows how a transmitter transmits a modulated EM signal using an antenna.
The signal will travel in many directions (see Sect. 3.7) so potentially several receivers will
be able to pick up a copy of the signal using their antenna. The EM signal arrives at the
receiving antennas with a delay c × d, where c is the speed of light and d is the distance
between the transmit and receive antennas. As it travels through the space between the two
antennas, the EM signal is attenuated and distorted so the received copy is not identical to the
transmitted signal, so it can be very challenging for the receiver to correctly demodulate the
received signal. The goal of this chapter is to explain these challenges. We present several
techniques to address them in the next chapter.

Transmitter ReceiverReceiver

Fig. 2.3 End-to-end view of a wireless signal (Sine wave from https://www.wisc-online.com/
assetrepository/viewasset?id=4107 by “unknown”. Reused under license CC-BY-NS 2 (https://
creativecommons.org/licenses/by-nd/2.0/))
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2.3 HowDoWireless Signals Travel?

A channel is defined as the transmission medium between the antennas of a transmitting
and a receiving radio. While communication over wired and wireless channels are based on
one radio sending a signal to another radio, there are two fundamental differences. First,
when communicating over a wired channel, the transmit and receive radios can directly
inject the signal in, and retrive it from, the wire. However, in the case of a wireless channel,
the transmitter and receiver must use an antenna to transmit and receive the signal. Second,
wired and wireless channels are fundamentally different. A wired channel consists of a wire
that captures and contains the signal as it travels towards the receiver. Copper and fiber links
are generally good conductors of EM signals that introduce very little distortion. In contrast,
with wireless communication, the signal travels through the physical environment, which
introduces many challenges as described in detail in Sects. 2.5–2.7.

In this section we introduce three simple abstractions that are sufficient to explain both
the wireless challenges associated with wireless communication and the techniques that can
be used to reduce their impact on performance.

2.3.1 The “Energy” View

The first view is the “energy view”. An EM signal represents energy that is radiated into
free space by the transmit antenna. In the simplest case, the energy radiates in each direction
with the same signal strength (energy level expresses in Watt), as shown in Fig. 2.4. Since
the EM signal travels at the speed of light, the transmitted signal can be visualized as a
sphere with the signal’s energy evenly distributed over the surface of the sphere. The sphere
is centered at the transmit antenna and the radius of the sphere increases at a rate of 3 × 108

m/s which means that the amount of energy that a receiving antenna receives decreases
with the distance d (see Sect. 2.5). An antenna that transmits energy evenly in all directions

Fig. 2.4 Wireless signals as
energy

Transmi�ng Antenna Receiving Antenna
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is called an isotropic antenna. In practice, antennas are designed to focus the transmitted
energy in specific directions (see Sect. 3.7).

2.3.2 The “Ray” View

The simplest signal propagation environment is a free space without objects as illustrated
in Fig. 2.4. In this case, the receiving antennas will only be able to capture the energy that is
sent directly towards it. We can view the energy that travels between the two antennas as a
“ray” that follows a Line of Sight (LoS) path between the two antennas.

The “ray view” is more interesting in environments with obstacles, such as the ground,
walls, furniture, people, etc. In that case, energy sent in directions other than the LoS path
can also reach the receiver if it is reflected by these objects. For example, in Fig. 2.5a there is
no LoS path between the two antennas, but the two devices may still be able to communicate
using the signal that is reflects off a wall. Because of reflections, receivers can also receive
multiple copies of the signal (Fig. 2.5b). This is analogous to having echoes when sound
is reflected by multiple surfaces in a large, enclosed space, so a listener hears multiple
attenuated copies slightly offset in time. We discuss the impact of multi-path on wireless
communication in more detail in Sect. 2.6.1.

2.3.3 The “Frequency” View

The energy and ray models present a time domain view of wireless signal propagation
(Fig. 2.3). However, there are several reasons why we also need a “frequency view” of
wireless signals. A first reason is that the FCC mandates that specific frequency bands can
only be used by specific users for specific types of communication. This means that for each
frequency band, it is the responsibility of its users to make sure that the wireless signals
they transmit are confined to the frequency band allocated to them, which is difficult to do
in the time domain. Another example is that some wireless communication challenges are

Transmi�ng
Antenna

Receiving
Antenna

Transmi�ng
Antenna

Receiving
Antenna

(a) Reflec�on (b) Mul�-path

Fig. 2.5 Wireless signals as a ray
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Fig. 2.6 Frequency view of wireless signals

frequency selective in the sense that their impact depends on what part of the spectrum is
used. These requirements and properties cannot be enforced ormodeled using a time domain
view.

The frequency view of the signal is the result of the fact that any periodic signal can be
represented as a sum of sine wave with different frequencies, amplitudes, and phases.1 One
way of visualizing the signal in the frequency domain is to show how the signal’s energy
is distributed across the frequency spectrum, as illustrated in Fig. 2.6. The frequency view
shows us, for example, howmuch spectrum the signal uses and in what part of the spectrum,
e.g., is a 20MHzWiFi signal properly aligned in the 2.4 GHz unlicensed band. Similarly, we
can model frequency-selective channel effects by applying attenuation and phase shifts to
each of the (digitized) frequencies in the signal. Translating between a signal’s representation
in the time and frequency domain can be done digitally using a Fast Fourier Transform (FFT),
a well-known algorithm.

Finally, the frequency view helps in understanding how many radios can share the spec-
trum without interfering with each other, even when they are in the same geographic area,
radios generate the modulated “baseband” signal they want to transmit as a low-frequency
signal, such as the signal in Fig. 2.6. They then “mix” this “baseband” signal with a carrier
signal with a frequency that corresponds to the center frequency of band that the radio is
supposed to use. Mixing effectively “shifts” the modulated signal to the target frequency
band. For example, Fig. 2.7b shows how the signal from Fig. 2.6 is placed in a frequency
band between two signals in adjacent frequency bands by mixing it with a carrier signal
with frequency CF . This also helps explain how wireless technologies that can use several
frequency bands. The radio baseband signals do not depend on the carrier frequency and
only the last step of the transmitting radio must consider the specific band that is used. The
receiving radio works that same way, with the two steps in the reverse order.

1 Signals used for wireless communication are not periodic, but this does not impact the frequency
view model.
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Fig. 2.7 Wireless communication in a specific frequency band (Sine wave from https://www.wisc-
online.com/assetrepository/viewasset?id=4107 by “unknown”. Reused under license CC-BY-NS 2
(https://creativecommons.org/licenses/by-nd/2.0/))

2.4 Fundamental Limit of Throughput

The primary network metric of interest for a wireless link is its capacity, i.e., how many
Mbits/second of bandwidth can it support. Link capacity depends on my factors including
the quality of the radios and the physical environment through which the wireless signal
travels.Over the years, thewireless communication community has been able to dramatically
increase the amount of bandwidth that can be supported by a given wireless channel. This
raises an interesting question: is there a limit to the throughput that can be supported by
a channel of B Hz, or can improvements in radio technology be used to increase channel
capacity forever. In this section present a fundamental result, known as Shannon’s theorem,
that defines an upper bound on the capacity of a channel.

The maximum capacity of a channel is defined by:

C = B × log2

(
1 + S

N

)
(2.2)

whereC is themaximum capacity of the channel (inMbits/sec), B is thewidth of the channel
(in Hertz), and S and N are the signal strength of the received signal and the noise at the
receiver in the channel (in Watts). Here is an example of using Shannon’s law to calculate
maximum channel capacity:

Example 2.1 Let B be 20 MHz and let S
N , called the signal-to-noise ratio (SNR) be 251.

Then, C = 20 × 106 × log2(1 + 251) = 160 Mbps.

Shannon’s law provides several insights inwhat factors impact channel capacity. First, the
channel capacity is directly proportional to the channelwidth B. The channelwidth is limited
by both the FCC,which allocates spectrum, and the technology used. This linear dependency
is not unexpected and it explains why technologies that focus on high throughput, such as
WiFi and cellular, use wide channels (e.g., 10 s of Mbps) For example, WiFi has overtime
increased the channel width from 20 MHz for the early versions to 40, 80 MHz, and most
recently to 160 MHz for 802.11ac and ax, as a relatively easy way to increase throughput.

https://www.wisc-online.com/assetrepository/viewasset?id=4107
https://www.wisc-online.com/assetrepository/viewasset?id=4107
https://creativecommons.org/licenses/by-nd/2.0/
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In contrast, most IoT technologies that target low throughput and low power devices use
much narrower bands (e.g., 10 s or 100s of KHz).

Second, increasing the signal strength S of the received signal by a factor n > 1 increases
the capacity but only by a factor log2(N ). We discuss what factors impact the received signal
strength in the next section. Finally, and most surprisingly, even when the SNR is smaller
than 1, it is still possible to communicate over the channel since log(1 + SN R) is a positive
number. Ultra Wide Band (UWB) technologies use signals that are below the noise floor.
They can achieve high throughputs by using very wide channels, often several GHz wide.
UWB technologies are not used much today.

Unfortunately, while Shannan’s theorem defines an upper bound on the capacity of a
channel, it does not informs us how to achieve this limit. It is left up to standards organizations
and radio designers to figure out how to optimize channel capacity. This is a hard problem
because, as described later in this chapter, the signal is attenuated and distorted in ways
that depend on the physical environment as it travels to the receiver, reducing the bit rate
that can be supported. In addition, the receiver needs to deal with interference from other
wireless transmitters and different types of noise. Nevertheless, the radios used today by high
performance wireless protocols such as WiFi and cellular come very close to the Shannon
limit. We discuss the techniques they use in the next chapter.

Next, we review the main challenges at the physical layer that impact wireless network
performance.

2.5 Signal Strength Attenuation

Since the received signal strength has a big impact on throughput (Shannon’s limit), it is
important to quantify the attenuation as a function of the distance between the transmitter
and the receiver, and other features of the physical environment.

2.5.1 Free Space Communication

Equation2.3 shows the attenuation, or “path loss”, in free space, an environment without any
obstacles that weaken or reflect the signal as it travels from the transmitter to the receiver:

Loss = (4π2)n × f 2

GTGR
(2.3)

Let us consider the three factors impacting pass loss one by one.
Let us first consider free space loss when both endpoints use isotropic antennas. This

means that the transmitted signal will propagate as an expanding sphere with the transmit
antenna at the center. The signal’s energy is uniformly distributed over the surface of the
sphere (Fig. 2.4), which is equal to 4πd2 where d represents the distance between the two
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devices. The attenuation caused by free space propagation is thus represented by the first
denominator in Eq.2.3 with n = 2.

Second, the definition of isotropic antenna used for receiving the signal specifies how
much of the signal’s energy the receiving antenna will pick up. In wireless communication,
distances in space are often measured in terms of the number of wavelengths, rather than
meters. With an isotropic antenna, the amount of energy it captures (which can be thought
of as a part of the sphere’s surface) increases as λ2, where λ is the wavelength of the carrier
signal. Thismeans that the path loss increases as f 2,where f is the carrier signal’s frequency.
This effect is captured in the second enumerator in Eq.2.3.

Third, we need to account for the fact that isotropic antennas are neither practical to build
nor efficient. In practice, antennas direct most of their energy in specific directions where
receivers are most likely located (see Sect. 3.7). This effect is captured by the gains of the
actual antennas, relative to an isotropic antenna. The antenna gain in a particular direction
is the ratio of the strength of the signal transmitted (or received) in that direction relative
that the strength of signal transmitted (or received) by an isotropic antenna. The gain is
larger than one for directions for which the antenna is optimized and less than one in other
directions. Note that antennas gains are symmetric, i.e., for a given antenna and direction,
the gain is the same when transmitting and receiving a signal to/from a specific direction.
The valuesGT andGR in the denominator are the gains of the transmit and receive antennas.

2.5.2 Communication in Real Environments

In practice wireless communication does not take place in a free space environment. First,
the transmission medium (the atmosphere in wireless) absorbs some of the energy. Second,
and more importantly, any objects that are located between the sender and the receiver and
partially or fully block the signal will absorb and reflect some of the energy, reducing the
energy reaching the receiving antenna. For now we will assume that there is only single path
between the transmitter and the receiver.

Calculating the exact path loss contribution of objects in a real-world environment is
complicated, so its effect is typically approximated using a general formula that adjusts
the result of the free space path loss equation to account for objects. The idea is that the
impact of obstacles and absorption by the atmosphere have on path loss increase roughly
with distance. This is captured by increasing the exponent 2 that is used in the formula for
the surface of a sphere to a value n. n is called the path loss exponent and its value depends
on the properties of the physical environment such as the density and nature of obstacles.
For example in an office environment with soft partitions, the value could be 2.5 while in
building with solid walls it could be 3 or higher depending on the construction of the walls
and floors.

Equation2.3 offers interesting insights in how the environment impacts wireless com-
munication and wireless link performance, but unfortunately, using it requires knowledge
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of the antenna gains, which may be difficult to obtain in practice. A more practical approach
is to measure the path loss Loss0 at a reference distance d0. The path loss Lossd can then
be estimated for any distance d using the following formula

Lossd = Loss0 ×
(
d

d0

)n

(2.4)

Note that the equation assumes that the antenna gains in all receiver locations are the same
or similar.

Link Budget
In summary, the impact on the received signal strength can be summarized in the link budget
equation:

PR = PT × GT × GR

LFS × LO
(2.5)

The power of the received signal PR , equals the transmitted power PT times the gains of
the two antennas (GT and GR), divided by the free space loss (LFS) and other losses (LO ),
such as absorption by the atmosphere or objects. It is the amount of signal power available at
the receiving radio for extracting bits from the received signal. Because of Shannon’s limit,
the link budget has a significant impact on the bit rate of the wireless link.

Similar to the audio community, the wireless networking community often represents
gains and losses in decible (db), defined as

Gdb = 10 × log10G (2.6)

Since the decibel representation only applies to ratios, absolute signal power values are
represented relative to a reference value, typically one milliwatt (dbm), so the power budget
equation in db becomes

pdbmR = pdbmT + gdbT + Gdb
R − Ldb

FS − Ldb
O (2.7)

The link budget captures all the channel effects that can occur when there is only a single
path between the transmitter and the receiver. Next, we discuss channel effects in multi-path
environments.

2.6 TheMulti-path Effect

A transmitted signal can reach a receiver in several of ways, including a direct line of sight
(LOS) and reflections off large objects such as walls (ray view of a signal). In addition, as
shown in Fig. 2.8, the signal can also reach a receiver via diffraction caused by the edge of
“large” objects, and by scattering off “small” objects. In this context, object size is relative
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Fig. 2.8 Signal propagation
modes (Laptop figure from
https://pixabay.com/static/
uploads/photo/2012/04/13/20/
24/laptop-33521_640.png.
Reused under license https://
pixabay.com/service/license/)
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to the wavelength of the signal. The receiving antenna will receive a signal that is the sum
of all the signals received over these paths.

This multi-path effect can be both beneficial and harmful to wireless communication.
For example, multi-path can enable communication even when there is no direct LOS path
between a sender and receiver. However, it can also result in significant attenuation and
distortion of the received signal. In this section we look in more detail at how multi-path
impacts wireless communication, focusing first on a signal that has a single frequency, and
then on wideband signals that use a wider frequency band.

2.6.1 Multi-path Concepts

Figure2.9a shows a simple example of a transmitter sending a signal to receiver over a LOS
path and a reflected path. The receiver gets two copies of the signal, but these copies will
arrive with a different signal strength and a small offset in time because the path lengths are
different. Path P2 is longer than path P1. Focusing on the case of a single-frequency signal,
which we will refer to as a carrier signal for simplicity, we have to consider three scenarios:

• Constructive Interference: The two signals arrive in phase, either because the path
lengths are the same or they differ by a multiple of a wavelength, i.e., L2 − L1 = n × λ,
where λ is the wavelength of the signal and n is an integer. As shown in Fig. 2.9b, the
two signals will arrive in phase at the receiver and they will strengthen each other.

• Destructive Interference: The two signal copies arrive 180 degrees out of phase, i.e.,
L2 − L1 = (n + 0.5) × λ. The signals will partially cancel out each other’s energy,
resulting in a signal strength reduction relative to the strongest signal. If the signals
have the same strength, they will cancel each other out as is shown in Fig. 2.9c.

• Thegeneral case: The two signals reach the destinationwith randomphase and amplitude
difference. The result is still a signal with the same frequency, but there are changes in
both the phase and offset relative to the two received signal copies.

https://pixabay.com/static/uploads/photo/2012/04/13/20/24/laptop-33521_640.png
https://pixabay.com/static/uploads/photo/2012/04/13/20/24/laptop-33521_640.png
https://pixabay.com/static/uploads/photo/2012/04/13/20/24/laptop-33521_640.png
https://pixabay.com/service/license/
https://pixabay.com/service/license/
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Fig.2.9 Two example outcomes of multi-path interference outcomes (Sine wave from https://www.
wisc-online.com/assetrepository/viewasset?id=4107 by “unknown”. Reused under license CC-BY-
NS 2 (https://creativecommons.org/licenses/by-nd/2.0/))

The net outcome is that for a single frequency signal, multipath impacts the amplitude of
the signal, resulting a strong signal in the best case to a zero signal in the worst case. This
lead to unpredictable network performance for users. Phase shifts may also be a problem if
modulation uses the signal’s phase (Sect. 2.2).

In real world environments, multi-path effects are much more complex than the simple
scenario considered in Fig. 2.9. First, in practice there will often be more than two paths.
For a carrier signal, the three outcomes discussed above still apply. Second, the impact of
multi-path on the signal depends strongly on the location of the device. Using Fig. 2.9a as
an example, if we move either of the two devices, the lengths of the two paths P1 and P2
changes, so the difference in path length, measured in meters and wavelengths, will change
as well. As a result, how the signal copies add up will change, impacting link capacity.

This is illustrated in Fig. 2.10, which shows the impact of signal strength variations at
a receiver in different locations for a two-path scenario with a stationary transmitter. The
z-axis shows the probability of reception, which is strongly correlated with signal strength
is a two dimensional area (x and y-axis). For stationary users, this means that there will be
“good” and “bad” locations for their wireless device, while mobile users will see changes
in network performance as they move around. The results in Fig. 2.10 are for a signal in the
900 MHz band, so the wavelength is 33 cm. We see that even small changes in location of
only a few centimeter can already result in big differences in performance. Since multi-path
effects are the result of path length differences measured wavelengths, at higher frequencies,
performance will change for even small changes in location. For example, WifF uses the
2.4, 5, and 60 GHz bands, where wavelengths are 12.5 cm, 6 cm, and 5mm respectively.

https://www.wisc-online.com/assetrepository/viewasset?id=4107
https://www.wisc-online.com/assetrepository/viewasset?id=4107
https://creativecommons.org/licenses/by-nd/2.0/
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Fig. 2.10 Multi-path effect
depends on location (Figure
from slide 15 of https://csis-
website-prod.s3.amazonaws.
com/s3fs-public/legacy_files/
files/attachments/040519_poor.
pdf. Reused with permission
from Silicon Labs)

2.6.2 Multi-path in Practice

So far, we have focuses on single frequency signals but wireless communication uses fre-
quency bands that range from a few 10s of KHz to 10s of MHz, so the signal’s energy is
distributed over a range of frequencies. For each of the frequency components of the signal,
the pathlength difference measured in wavelengths will be different, so the impact of multi-
path will differ across the frequency components. Specifically, for a path L with length Lm

meter, the pathlength Lw( f ) in wavelengths at frequency f is

Lw( f ) = Lm/λ( f ) (2.8)

where Lλ( f ) the wavelength at frequency f .
For narrowband signals, signals for which the width of the band is very small compared

with the center frequency, the difference in Lw( f ) across the frequency components of the
signal is small so the impact of the multi-path effect is very similar across the frequency
band, i.e., they experience the same attenuation and phase shifts. In contrast, for wideband
signals, some frequencies in the bandmayexperience constructive andothersmayexperience
destructive interference. In other words, attenuation of the signal is frequency selective. To
make this more concrete, let us consider the following example.

Example 2.2 Let us consider an example of two devices communication using 802.11n
in the 5 GHz band with a channel width of 80 MHz. The two edges of the channel of
are at frequencies 5 and 5.08 GHz, and the channel between the two devices has two
paths. Assume the lowest frequency components (5 GHz, wavelength 6 cm) of the channel
experiences constructive path interference since its pathlength difference is 30 wavelengths
(1.8 m). The highest frequency component of 5.08 GHz has a wavelength of 5.91 cm, so

https://csis-website-prod.s3.amazonaws.com/s3fs-public/legacy_files/files/attachments/040519_poor.pdf
https://csis-website-prod.s3.amazonaws.com/s3fs-public/legacy_files/files/attachments/040519_poor.pdf
https://csis-website-prod.s3.amazonaws.com/s3fs-public/legacy_files/files/attachments/040519_poor.pdf
https://csis-website-prod.s3.amazonaws.com/s3fs-public/legacy_files/files/attachments/040519_poor.pdf
https://csis-website-prod.s3.amazonaws.com/s3fs-public/legacy_files/files/attachments/040519_poor.pdf
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Fig. 2.11 Example of
frequency-selective attenuation
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the path length difference it experiences is 1.8mm
5.91 cm = 30.46 wavelengths. This means that

two copies of the signal arrive almost 180◦ out of phase, so it experiences destructive inter-
ference.

The impact of multi-path on a wideband signal is illustrated in Fig. 2.11. The graph shows
an example of the amplitude of a received signal as a function of frequency, ignoring noise.
The red curve shows received signal strength assuming a channel with a single path, i.e.,
attenuation is constant across the band. The shape of the received signal is similar to that
of the transmitted signal. However, with multi-path (shown in blue), we see much stronger
attenuation at specific frequencies that result in strong destructive interference between some
paths. Frequency-selective attenuation distorts the signal, which can impact the receiver’s
ability to demodulate the signal correctly.

2.6.3 Inter-Symbol Interference

In the previous section we discussed the impact of the multi-path effect on the wireless
signal at the receiver. Multi-path can also have an impact at the level of symbols (Sect. 2.2).
Figure2.12 shows an example of a transmitter sending a stream of symbols, slightly sepa-
rated in time (top figure). The bottom figure shows the signal received over a channel with
three paths. We see that there are three copies of each symbol, with different delays and
attenuations. Because the path length differences are high, the copies of consecutive symbols
overlap, despite the fact that they are slightly separated in time. For example, parts of the
blue symbol overlap with the previous (green) symbol and next (red) symbol. This makes it
very difficult to correctly demodulate the signal.

Fig. 2.12 Example of
inter-symbol interference

Transmi�ed Signal

Received Signal
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Inter-symbol interference (ISM) requires pathlength differences that are on the order of a
fraction of a symbol time, which are significantly higher than those needed for themulti-path
effects discussed in the previous section (order of carrier wavelength). Typical symbol times
are on the order of a few µs to tens of µs, resulting in symbol times of 100m to 10s of
kilometers. Let us look at a simple example:

Example 2.3 Assume two devices are communicating with a symbol rate of 0.25 MSym-
bol/sec, a rate used in someWiFi versions, then the symbol time is 4µs. Assuming symbols
are sent back-to-back over a channel with two paths, the path length difference needed for
two consecutive symbols to overlap by 10% is

0.1 × 4 10−6 × 3 108 m = 120 m (2.9)

Considering that WiFi is designed for indoor environments, path length differences are
typically a small fraction of this. In contrast, LTE is used used outdoors and basestations
have a much larger coverage area than Wifi, so path length differences will be much higher.
For this reason LTE has a longer symbol time of 66.7µs. Technologies such as OFDM,
described in the Sect. 3.6, use additional mechanisms to further reduce the impact of ISI.

2.7 Mobility: Slow and Fast Fading

Wireless channels for which either one, or both, of the communicating devices move, and/or
objects in the physical environment move, will experience changes in the path loss. This is
called fading. There are two types of fading, called slow fading and fast fading depending
on whether the channel is subject to multi-path effects. We discuss both in more detail.

2.7.1 Slow Fading

The path loss equation (Eq.2.3) shows that when there is nomulti-path effect, the attenuation
can change in a few ways. First, when the transmitter or receiver, or both, are mobile, the
distance d is likely to change, and antenna gains Gt and Gr can also change if their relative
orientation changes. In addition, when mobile objects fully or partially block the direct LoS
path between the two nodes, the path loss coefficient n will change. The net effect is that the
attenuation of the channel changes. However, attenuationwill change relatively slowly, since
it is directly caused by the physical movement. For example, when a person using a mobile
device moves away from a basestation at 5km/h, the distance d between the two devices
increases by 1.4m/s. Unless the person is very close to the AP (e.g., a WiFi basestation in
the same room), this is a modest rate of increase in the distance. As a result, the changes
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in the path loss will be slow, so this effect is called slow fading. Of course, in for example
vehicular environments, the path loss will change much faster.

2.7.2 Fast Fading

In amulti-path environment, we also need to consider frequency-selective attenuation,which
is caused by differences in the lengths of the paths.When either themobile devices or objects
in the environment move around, many, if not all, path length will change, so the differences
in the path lengths will also change. Changes in the path length difference on the order of
a wavelength alters how the signals on the different paths add up (e.g., in a constructive or
destructive way). As a result, the attenuation of the signal will change very fast, so this effect
is called fast fading.

Figure2.13 illustrates the effects of both slow and fast fading. It shows the signal strength
(y-axis) of a received signal of two stationary devices communicating in an environment
with people moving around. We see rapid fluctuations of the signal caused by fast fading.
The average signal strength over a short time window is relatively stable, but we do see
some fluctuation, probably by people partially blocking the line-of-sight path between the
two devices.

Figure2.14 shows a similar result between a mobile and a stationary device. We again
see fast fading, but this time the short-term average signal strength changes much more as
the mobile device moves around.

Fig.2.13 Fading for a channel between stationary devices (Figure taken from the author’s paper Judd
et al., 2007 under the ACM’s reuse policy https://authors.acm.org/author-resources/author-rights)

https://authors.acm.org/author-resources/author-rights
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Fig. 2.14 Fading for a channel between stationary and a mobile device (Figures taken from the
author’s paper Judd et al., 2007 under the ACM’s reuse policy https://authors.acm.org/author-
resources/author-rights)

2.7.3 Impact of Frequency and Speed on Fading

The effect of fading depends strongly on the wavelength of the signal, since it is determined
by the difference in path lengthmeasured in number ofwavelengths. Thismeans that at higher
frequencies (e.g., at 5 GHz, wavelength 6 cm), even small movements by the communicating
devices or objects in the environment can easily affect channel conditions, compared with
lower frequencies (e.g., 900 MHz, wavelength 33 cm).

Fading is also strongly affected the speed at which the communicating devices or objects
in the environment move. For a pedestrian walking at a leisurely speed of 3 km

h ,or 83 cm
s ,

the speed with which the channel changes is 2.6 wavelengths per second for a 900 MHz
channel. However, a 5 GHz channel will change at a rate of 13.8 wavelengths per second.
Achieving good wireless performance at higher speed requires the physical layer to adapt
much more quickly to the channel conditions (Camp & Knightly, 2008). Clearly, wireless
communication involving cars (e.g., going 90 km/h) or high-speed trains (300 km/h) is very
challenging!

2.8 Channel Reciprocity

Channel reciprocity means informally that the properties of the wireless channel between
the sender and the receiver are the same in both directions, i.e., the channel is symmetric.
In this case “channel” includes all the signal propagation effects that impact the signal as it

https://authors.acm.org/author-resources/author-rights
https://authors.acm.org/author-resources/author-rights
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travels between the two antennas. Our discussion of channel properties so far provide some
intuition for this result. First, the various effects contributing to the link budget, including
free space propagation and absorption, are symmetric. Other effects such as reflections and
absorption are also symmetric in practice. The other effects are a result of differences in
path lengths in a multi-path environment. The path length does not depend on the direction
of the signal on the path.

Channel reciprocity is an important property, because when a device A receives a signal
from a device B, it can learn something about the properties of the channel A → B. The
properties will also apply to the reverse channel B → A. This means that device A can
learn the properties of the channel it uses to communicate with device B based on the
transmissions it receives from device B. As we will see in the next section, this information
can be used in a variety of ways to optimize the bit rate of the wireless link. In fact, it is
critical for addressing many of the challenges discussed in this chapter.

Note that channel reciprocity does not imply that wireless links are symmetric. “link” is
datalink layer abstraction that captures properties that are directly relevant to higher levels
of the protocol stack such as bit rate and packet delivery rate. The reason is that besides
channel properties many other factors impact the performance of the wireless datalink layer.
Examples include the transmit power, quality of the radio, radio setting, and the noise level
at the receiver. All these factors can be different on the two devices, and they directly impact
the bit rate that can be supported.
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3.1 Modulation

We first present general properties of modulation and then introduce Quadrature Amplitude
Modulation, a widely used modulation scheme. Next, we discuss how forward error cor-
rection can be used to further improve throughput. Finally, we describe dynamic bit rate
adaptation, which adapts the modulation bit rate to channel conditions.

3.1.1 Tradeoffs in Modulation

Optimizing modulation is the first step in optimizing the performance of a link. The bitrate
or Throughput T (in Mbps) of a wireless channel can be represented as:

T = SSYM × RSYM (3.1)

were RSYM and SSYM are the symbol rate and symbol size respectively. A symbol represents
a number of bits that is treated as a single unit for modulation purposes (Sect. 2.2). The equa-
tion suggests that we can potentially increase the link rate almost arbitrarily by increasing
the symbol size or symbol rate, or both. Unfortunately, in practice, as we increase the bit
rate, signal attenuation and distortion, as described in the previous chapter, will eventually
result in the receiver misinterpreting symbols.

Let us first consider the symbol size. Figure3.1 shows an example of using Amplitude
Modulation for symbols representing one and three bits, resulting in symbols with 2 and
8 different values. We see that as we increase the symbol size, the signal strength values
representing different symbols move closer together, making it harder for the receiver to
distinguish them. As a result, on channels with high channel attenuation, frequency selective
fading, and/or noise, such as mobile environments and long links, it will not be practical to
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(a) 1 bit symbol size (a) 3 bit symbol size
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Fig. 3.1 AM modulation for 2 symbol sizes

use large symbol sizes. However, larger symbol sizes can be used to increase throughput
on channels with low attenuation and distortion, for example, a home network with limited
mobility.

Second, when we increase the symbol rate, the symbol time, the time it takes to
send/receive one symbol, decreases so the receiver has less time to identify the properties
of the signal (amplitude in our example), which again increases the chances of bit errors.
In addition, shorter symbol times means that the impact of inter-symbol interference can
become significant (Sect. 2.6.3). This puts an upper bound on the symbol rate. The effects
limiting symbol size and rate, and thus the maximum bit rate a wireless a link can support,
depend on the physical environment, and also change over time.

3.1.2 Quadrature AmplitudeModulation (QAM)

A sending radio can modulate a carrier signal by change its frequency, amplitude, and/or
phase (Sect. 2.2). QAM is a modulation technique that is widely used in high-speed wireless
technologies such as WiFi and cellular. Informally, QAM creates symbols by combining
amplitude and phase modulation. Figure3.2a shows an example for a two-bit symbol. The
carrier (shown in red in the figure) is aligned along the x-axis, with a certain amplitude and
zero phase offset. The four symbols are shown as black dots annotated with the symbol
value. In this simple example, the sender only changes the phase of the carrier: the four
symbol values correspond to a change of 45◦, 135◦, 225◦, and 315◦, for symbol values (1,

Fig. 3.2 Two examples of
QAM modulation
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1), (0, 1), (0, 0), and (1, 0) respectively. Figure3.2b shows and example of a 4 bit symbol
that combines phase and amplitude modulation. This visual representation of the symbols
in a 3D plane is referred to as a constellation. In this section we discuss the benefits offered
by QAM.

Flexible Control over the Robustness of Modulation
First, the channel effects described in the previous chapter will change the phase and ampli-
tude of the signal that the receiver has to demodulate. This effectively results in small shifts
in the locations of the “dots” representing the symbols in the constellations, as shown in
Fig. 3.2. By spreading symbols evenly in the constellation, we can minimize the chance that
the receiver will incorrectly map the received signal to the wrong symbol. Of course, the
more challenging the channel, the larger the shift, so under very challenging conditions,
the receiver can still misinterpret the symbol as is illustrated in Fig. 3.3. Constellation S
represents the signal transmitted by a sender. Constellations R1, R2, and R3 show the con-
stellation at three receivers with different levels of background noise. The red dots show the
signal that was transmitted while the small blue dots show the received signal for a large
number of symbols. We see that as the noise level increases, it will become harder for the
receiver to correctly identify the transmitted symbol value.

Easy to Generate
Second, QAM signals are fairly easy to generate. Specifically, they are the sum of two
modulated carriers that are offset in phase by 90◦:

s(t) = I (t) × sin(2π × fc × t) + Q(t) × sin

(
2π × fc × t + π

2

)
(3.2)

where s(t) is the modulated signal that is transmitted, fc is the carrier signal, and I (t)
and Q(t) are called the in-phase and quadrature components of the transmitted signal; they
are effectively the amplitudes on the x and y-axis for the symbol in the constellation. The
receiver obtains (approximations of) the I and Q values by demodulating the received signal
using the in-phase (for I ) and 90◦ out of phase carrier (for Q). Note that a radio can use the
same technique for many constellations representing symbols of different sizes.

Numeric Representation of the Transmission Process
Third, QAM modulation enables modeling the transmission process by representing the
transmitted and received signals complex numbers. For example, the transmitted signal can
be viewed as a complex number sT , with IT and QT as the real and imaginary parts.As shown
in Fig. 3.4a, this numeric representation is equivalent to the amplitude A used to modulate.
Similarly, the changes in amplitude and phase changes inflicted by the channel on the signal
as it travels between the transmitting and receiving radios can be viewed as a vector in the
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Constella�on S Constella�on R1

Constella�on R3Constella�on R2

Fig. 3.3 Impact of noise on a QAM modulated signal (Four constellation figures reused
from https://commons.wikimedia.org/wiki/File:4qam_constellation_new.png, https://commons.
wikimedia.org/wiki/File:4qam_constellation_noisy_sigma001.png, https://commons.wikimedia.
org/wiki/File:4qam_constellation_noisy_sigma01.png, and https://commons.wikimedia.org/wiki/
File:4qam_constellation_noisy_sigma025.png by Stickle (https://de.wikipedia.org/wiki/Benutzer:
Sticle) Reused under under CC BY-NS 2 https://creativecommons.org/licenses/by-nd/2.0/)
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Fig. 3.4 Representation of wireless transmission using CSI

constellation with an amplitude Ac and phase λc, representing the change in amplitude and
phase. It can also be represented as a complex number c, which is called the Channel State
Information (CSI). The CSI changes over time as a result of fading, so we will represent it
as c(t). The CSI is also a function of the frequency f because of frequency selective fading
(see Sect. 2.6.1), but for simplicity, we will not explicitly show its dependence on f .

Figure3.4b shows how we can now mathematically represent the wireless transmission
process for a packet. The CSI c(t) summarizes the impact of both the antennas and the
wireless channels on the wireless signal sT (t) sent by the transmitting radio. The signal
available to the receiving radio sR is the product of sT and c(t) (Fig. 3.4b):

sR(t) = c(t) × sT (t) (3.3)

Themultiplication of the two complex numbers results in a value sR with an amplitude equal
to product of the amplitudes Ac and AT and a phase that is the sum of the two phases λT

and λc, which correctly captures the impact of the antennas and channel on the transmitted
signal.

As we will see later in the chapter, the simple numeric representation of both QAM
modulated signals and the CSI allows wireless radios to aggressively optimize wireless
communication.

3.2 CombiningModulation and Forward Error Correction

While aggressive modulation is a powerful way to increase channel throughput, it comes
with the risk that many packets will be received with errors. Let us use a simple example to
illustrate this:

Example 3.1 Assume a device is sending a 1500 Byte packet to a receiver using QAM
modulation with four-bit symbols Since each byte requires two symbols, the packet will be
sent as 3000 symbols. Let us assume that the probability that the receiver misinterprets a
symbol is PSE = 0.1%. For simplicity. we will assume that errors are independent, i.e., the
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chance of a corrupted symbol does not depend on the faith of other symbols in the packet.
In that case the probability of a successful packet transmission is the chance that all bits are
received correctly:

P(success) = (1 − PSE )
3000 = 0.9993000 = 0.05 (3.4)

This means that even if only one out of 1000 symbols is corrupted, the probability of a
successful packet transmission is about 5%.

As we discuss in more detail in the next chapter, datalink protocols use error detection
so the receiver can verify that the received packet is correct, i.e., there are no bit errors.
Packets with errors are discarded and may be retransmitted by the sender depending on
the protocol. Retransmissions are expensive: not only is the packet delayed, but they waste
network capacity that could have been used for new packets.Wired networks have extremely
low bit (symbol) error rates, so this is not a concern. However, wireless networks have higher
error rates, so the likelihood of a packet corruption can be significant, as the above example
illustrates. One way of reducing the symbol error rate is to reduce the symbol size, as
discussed in the next section. Unfortunately, picking conservative symbol sizes reduces the
bandwidth of the link, directly impacting both user performance and network capacity.

An alternative is to use Forward Error Correction (FEC) which relies on the use of
error-correcting codes that allow the receiver to recover from certain symbol errors without
requiring retransmission. It is a proactive technique, while retransmission is a reactive tech-
nique. Not surprisingly, the cost of using error-correction, compared with error-detection, is
higher, i.e., SECC > SEDC , where SECC and SEDC are the sizes of the error-correcting and
detecting codes that are added to the packet. However, when FEC is used, modulation can
use larger symbols, so there is a tradeoff between the cost of using FEC and the increase in
bit rate and link bandwidth it allows. Technologies such as WiFi and cellular use both error
correction and retransmission to recover from errors.

3.3 Variable Bit Rate Protocols

Mobile wireless devices are used in diverse environments that can have widely different
channel conditions, e.g., home office, crowded coffee shop, and outdoors. Even in a single
location, channel conditions often change as a result of changes in the physical environment
(opening or closing doors) and mobility. Clearly, having wireless devices use a single bit
rate for transmitting packets will be very inefficient, since this fixed rate will either be too
aggressive or too conservative in most environments

For this reason, modern wireless protocols support multiple transmission rates. Based on
the discussion in the previous section, radios can change their transmission rate in two ways.
First, they can pick different symbol sizes and rates. For simplicity, protocols typically use
a fixed symbol rate and they only change the symbol size (the number of bits per symbol).
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Table 3.1 Modulation and bit rates for 802.11a

Mode Modulation Symbol size Coding rate Bit rate (Mbit/s)

1 BPSK 1 1/2 6

2 BPSK 1 3.4 9

3 QPSK 2 1/2 12

4 QPSK 2 3/4 18

5 16-QAM 4 1/2 24

6 16-QAM 4 3/4 36

7 64-QAM 8 1/2 48

8 64-QAM 8 3/4 54

Second, they can use different levels of FEC by changing how many bits are used for error
correction purposes.

In practice, radios cannot pick arbitrary values for the symbol size and FEC level. The
reason is that for every packet transmission the transmit and receive radios, which may be
built by different companies, need to agree on the symbol size and FEC level that is used.
For this reason, wireless protocols define a set of bit rates that devices must support. Each bit
rate has an identifier that the sending radio uses to inform the receiving radio what symbol
size and error correction level is used for a packet. This information is included in a header.

As an example, Table3.1 shows the bit rates for the different “modes” supported in
802.11a. The table also shows the modulation type, the symbol size, and the coding rate
for each bit rate. The constellation diagrams in Fig. 3.2(a) and (b) are for QPSK and 16-
QAM modulation. The coding rate u/t represents the number of useful data bits u per bits
transmitted t , so a rate of 1/2 means that half the bits sent are used for error detection and
correction. All bit rates use the same symbol rate, so the bit rate is fully determined by the
modulation type and coding rate. Later versions of WiFi further increased the bit rate by
using larger symbols, in addition to other techniques for improving throughput, as described
later in this chapter.

3.4 Bit Rate Adaptation

For wireless technologies that support multiple bit rates, wireless devices have to pick the
best bit rate, given the channel conditions. While the protocol standards specify a set of
supported bit rates and protocol features that allow wireless transmitters and receivers to
use these bit rates, the algorithm that is used to pick a rate is typically left to the device
manufacturer.

Bit rate algorithms have becomemore sophisticated over time. UsingWiFi as an example,
earlyWiFi algorithmswere basedon trial and error. For eachdestination, aWiFi devicewould
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Fig. 3.5 Bit rate selection
based on path loss
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start transmitting at a certain bit rate. After a certain number of successful transmissions,
it would increase the bit rate opportunistically. Similarly, after one or more losses, the rate
would be decreased. Many algorithms have been proposed that differ in the logic used to
decide when to increase/decrease rates and by how much.

The next generation of algorithms used channel state information to decidewhat bit rate to
use. The key idea is that based on the channel reciprocity property (Sect. 2.8), the sender can
estimate the channel properties based on the packets it receives from the intended receiver.
Early versions simply used the path loss of the channel as the channel state, as illustrated by
the Charm (Judd et al., 2007) protocol. Figure3.5 shows two devices A and B exchanging
packets. A wants to optimize its packets transmissions to device (solid arrow) by picking
the best bit rate, based on an estimate of the received signal strength RSSB .

The figure shows the equations for the received signal strengths at A and B, RSSA and
RSSB , and for the pathloss in both directions based on the transmit powers PA and PB , and
the antenna gains GA and GB . Channel reciprocity states that PLAB = PLBA, so

PA + GA − RSSB + GB = PB + GB − RSSA + GA (3.5)

or
RSSB = (PB − RSSA) − PA (3.6)

Device A knows PA and can measure RSSA, while PB can be provided by device B. The
Charm protocol was implemented for 802.11 and it used a look up table to map the RSSB
estimate onto the best bit rate. As we discus later in the chapter, today’s wireless networks
use much more sophisticated technologies which require access to more fine-grain channel
state information, but the optimization of throughput is based on the same idea.

3.5 Diversity in Space,Time, and Frequency

Efficient modulation is an important tool in optimizing the bit rate of a wireless link and
it directly addresses many of the wireless challenges identified in the previous chapter.
Challenges generally fall in one of three categories:
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• Space: Due tomulti-path, the quality of the signal at the receiver can be radically different
in locations that are separated by a distance of half a wavelength or less (Sect. 2.6.1). This
can lead to very unpredictable wireless performance since the link rate strongly depends
on the exact location of the device.

• Frequency: In a multi-path environment the signal suffers from frequency-selective
attenuation (Fig. 2.11). This distorts the signal, affecting user performance. Frequency
selective attenuation is a major concern for technologies that use wide channels, e.g.,
WiFi and cellular.

• Time: Due to mobility, the quality of the signal changes over time when one or both
of the devices, or any other objects in the environment, move, resulting in slow fading
(Sect. 2.7). In a multi-path environment, it also leads to frequency-selective fast fading
where the frequency ranges that suffer from high attenuation change over time. Both fast
and slow fading lead to variable performance for users.

Advanced modulation techniques help in optimizing bit rate in challenging conditions,
but itmostly dealswith general distortions of the signals (shifts in the phase of amplitude) and
it does not addresses the above challenges. In the next few sections, we introduce techniques
that leverage space, frequency and time diversity to address these challenges.

3.6 Orthogonal Frequency DivisionMultiplexing (OFDM)

Orthogonal Frequency Division Multiplexing (OFDM) is designed specifically to address
the challenges associated with multi-path environments. This is very important for high-
performance wireless technologies because they are very aggressive in optimizing the link
bandwidth. First, they usemore aggressivemodulation, i.e., higher symbol rates and/or larger
symbol sizes. Unfortunately, increasing the symbol rate shortens the symbol time and inter-
symbol interferences (ISI) becomes a concern inmanymore environments. Second, they use
wider frequency bands. For example, while the early WiFi versions used 20 MHz, 802.11ax
can use up to 160 MHz of spectrum. This means that frequency-selective attenuation and
fading becomes a much more significant problem.

3.6.1 OFDM Concept

The key idea of OFDM is to transmit the data not by modulating a single carrier, but by
using a large number of carriers, called subcarriers, each of which uses only a small part of
the available frequency band (Halperin et al., 2010). This concept is illustrated in Fig. 3.6.
Figure3.6a shows a signal using a wide frequency band (y-axis) over time (x-axis) using
single-carrier modulation. The symbols are represented by colored lines. Since symbols are
sent sequentially, they use the full frequency band. This means that (1) the signal is subject
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Fig. 3.6 OFDM’s use of subcarriers

to frequency selective fading and (2) the symbol times are very short in the time domain so
they are very susceptible to inter-symbol interference.

Figure3.6b shows how OFDM instead modulates many subcarriers in parallel and each
subcarrier only uses a small part of the frequency band.As a result, eachmodulated subcarrier
is a narrow band signal, so frequency-selective fading is not a concern. In addition, since the
bit rates supported by the subcarriers aremuch lower than those of the single-carrier signal in
Fig. 3.6a, the symbol times are much longer, making it easier to address ISI. Informally and
ignoring many details, when OFDM uses N subcarriers in a spectrum band with bandwidth
B Hz, each subcarrier will be a narrow-band signal of B

N Hz, and the symbol times will be
roughly a factor N longer.

3.6.2 OFDMOptimizations

OFDMmakes it possible to directly address several problems caused by frequency selection
attenuation. First, subcarriers that are affected by frequency-selective attenuation can be
amplified by the receiver. This also amplifies the noise, but the performance penalty this
incurs is much smaller than that of a distorted wideband signal. The receiver can also easily
adapt when the attenuated subcarriers change over time due to fast fading. In addition, while
the longer symbol times reduce the impact of inter-symbol interference (ISI), OFDM also
inserts small delays between successive symbols to make sure that copies of successive
symbols on different paths do not overlap.

Finally, OFDM directly supports both frequency and time diversity (Sect. 3.5). Blocks of
data are sent as a sequence of symbols that use different subcarriers and time slots. Time and
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frequency dependent fading will generally impact only some of the symbols of each block
of data and FEC can be used to recover the data.

3.6.3 OFDM Implementation and Use

While OFDM has many benefits, it does require simultaneously transmitting data over
subcarriers that use very narrow spectrum bands. In order to avoid interference between
adjacent subcarriers, this normally requires the use of narrow guard bands that separate the
subcarriers, as is shown in Fig. 3.7a. Unfortunately, with a large number of subcarriers, the
the guard bands would waste a fair bit of spectrum, reducing the link capacity.

To avoid this, OFDM uses orthogonal subcarriers that can be very tightly packed in the
spectrum band, as is illustrated in Fig. 3.7b. Since the orthogonal subcarriers are tightly
packed without guard bands, more subcarriers can be transmitted in a given frequency
band. The dense packing of orthogonal subcarriers is possible because of the profile the
subcarriers in the frequency domain. Each subcarrier has a main “peak” of energy (shown
in the figure) with increasingly weaker mirror images on both sides (not shown). The points
between adjacent mirror images of the same subcarriers are “nulls” with zero energy. OFDM
aligns the main peak of each subcarrier with the “zeros” of the other subcarriers, thus
minimizing interference. Clearly this requires that the subcarriers have very precise, equally
spaced frequencies. Modulating each subcarrier separately and then placing them at precise
frequencies in the target spectrum would be very challenging. In reality, the subcarrier
generation and modulation is done entirely digitally in software, which results in a digital
signal that is then used to modulate a single carrier.

(a) Traditional multicarrier modulation

(b) Orthogonal subcarrier modulation
f

f

Fig. 3.7 Tight packing of OFDM subcarriers
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OFDM iswidely used inWiFi and cellular technologies. As an example, 802.11a supports
bandwidths of 20 MHz, 40 MHz, 80 MHz, and 160 MHz, that respectively use 64, 128, 256
and 512 subcarriers, so the spacing between subcarriers is roughly 312.5 KHz. LTE uses a
much lower subcarrier spacing of 15 KHz. The reason is that the narrower subchannels have
less capacity, which results in longer symbol times which helps LTE address inter-symbol
interference. Cellular technologies have much longer transmission ranges than WiFi, so
inter-symbol interference is a much more significant problem. since the differences in path
lengths are much higher.

3.7 Antennas

In this section we first discuss why the choice of antenna is important. We then discuss how
multiple antennas can be used to achieve space diversity, resulting in potentially significant
performance gains.

3.7.1 Performance Considerations

The most important property of its antenna is its efficiency. Specifically, when the radio
provides a signal to the antenna, we want the antenna to radiate a lot of that energy toward
potential receivers. Similarly, we want the receiving antennas to capture as much of the
radiated energy as possible, so they can make it available to the receiving radio. It turns
out that the efficiency of the antenna depends strongly on the size of the antenna. Efficient
antennas are on the order of a half a wavelength of the targeted (carrier) frequency. This
means that the size of the antenna depends on what spectrum band it is used. For example,
if we consider the unlicensed spectrum bands, 900 MHz, 2.4 GHz, 5 GHz, and 60 GHz, we
should expect antenna sizes of roughly 16 cm, 6 cm, 3 cm, and 0.25 cm. This has significant
practical implications, especially for mobile devices where space is limited. Clearly smaller
antennas are easier to incorporate in a device, but remember that the attenuation at higher
frequencies is also higher (Sect. 2.5)! This becomes even more important when devices use
multiple antennas to improve performance, as we discuss later in the chapter.

Another important property is the directionality of the antenna. Omnidirectional, or
isotropic, antennas are convenient because they represent a simple model of an antenna, but
they are not very realistic nor attractive in practice. Imagine aWiFi basestation in a home, or
a cellular basestation covering a small city. The wireless devices using the basestation will
mostly be in a horizontal plane. However, an isotropic antenna will send as much energy
straight up (towards the sky) and down (into the ground) as in the horizontal plane, which is
not very efficient. In general we would like antennas to transmit (receive) as much energy
as possible toward (from) the intended receivers (transmitters).
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As an example, a widely used antenna for WiFi is called a dipole antenna. It is a simple
straight conductor. When place in the vertical position, it has the strongest signal in the
horizontal plane, which is where the WiFi devices are typically found. The signal strength
decreases as the angle of the path relative to the horizontal plane increases and it is zero in
the vertical direction.

In some scenarios, devices may want to “point” their antenna to transmit to, or receive
from, a specific area or device. For example, a device may want to increase its transmit or
receive range towards a device, or reduce interference from other nearby wireless devices.
This can be done by using directional antennas at the sender and/or the receiver. There are
two broad classes of directional antennas. A first class consists of antennas that have a shape
that is designed to direct the signal energy to, or receive from, a particular direction. This
type of directional antennas is mostly used in more specialized domains, for example for
satellite communication or point-to-point long-distance wireless links. A second class of
directional antennas uses an array of antennas to perform beam forming, as we discuss in
Sect. 3.8 below.

The impact of using antennas that optimize communication in specific directions is cap-
tured by the transmit and receive antenna gains GT and GR in Eq.2.3. The antenna gain
represents the signal strength relative to an isotropic antenna for a particular path. For exam-
ple, for a bipole antenna, paths that are in or close to the horizontal planewill have an antenna
gain that is higher than one, while it will be lower than one for paths that are angled up or
down.

3.7.2 Spatial Diversity:More Antennas is Better!

As we discussed in Sect. 2.6.1, in multi-path environments the signal strength at the receiver
depends strongly on the location of the transmit and receive antennas (Fig. 2.10), since
differences in path length can result in either constructive or destructive interference between
the multiple copies of the received signal. A simple, albeit somewhat brute force, solution
to reduce the impact of destructive interference is to connect multiple antennas to the radio.
When a receiver, for example, can choose one of two antennas, chances are that at least one
of the antennas has a good signal. Clearly this will not work if antennas are too close together,
but Fig. 2.10 suggests that if the distance between antennas is at least half a wavelength, they
will be impacted differently by the multi-path effect.

More generally, if antennas are separated by at least a half wavelength, their instanta-
neous channel properties will be uncorrelated. Note that they will share some more general
properties (such as attenuation due to free space loss and objects). The half wavelength rule
has practical implications. For small devices, such as cell phones, there is clearly a limit
to how many antennas can be used, especially at lower frequencies. Laptops and stationary
devices such as access points have more flexibility.
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Fig. 3.8 Selection diversity

Many variants of space diversity have been used over the years. Early systems used
selection diversity. Figure3.8a shows an example with a transmitter A with one antenna
transmitting to a receiver Bwith two antennas. x and y represent the transmitted and received
signals, c represents channel state information (CSI), and the subscripts identify the antennas
that are used on the devices. In this simple case, the receiver B can simply select the antenna
with the strongest signal. In general, both devices have multiple antennas, as shown in
Fig. 3.8b. In this case, the twodevices have to jointly pickwhich of the four available channels
has the best throughput. For example, the A can send a packet on each of its antennas. This
allows B to measure the signal strength for all four channels, allowing it to pick the best
channel. It can then tell A what antenna it should use. Because of channel reciprocity,
the same channel should be used in both directions. Since many wireless technologies
use acknowledgements, i.e., sending data involves two-way communication, both nodes
continuously receive up to data information about the channel CSI, so they can adapt to
changing channel conditions.

While selection diversity can significantly improve performance, it is possible to domuch
better. The intuition is that two signals generally contain more information than one. To
illustrate how we can improve performance using two signals, let us focus on a transmission
from node A to node B in Fig. 3.8a. Note that B gets two copies of the signal and instead
of throwing away one of the copies, it might for example be better to add the two signals to
improve signal strength, resulting in the following SNR for the combined channel:

Sy = Sy1 + Sy2 + 2 × NB (3.7)

where NB is the noise level at node B. Unfortunately, this approach has two drawbacks.
First, since we are doubling the noise, adding the signals is unlikely to improve the SNR.
Second, the two copies of the signal received by at B’s antennas may be out of phase so
destructive interference could in fact reduce the signal strength.

The best solution for this example is to use a technique calledmaximum ratio combining:
B uses a weighted average of the two signals in a way that (1) gives more weight to the
stronger signal and (2) aligns the phases of the two signals so they amplify each other. More
precisely, we can represent the transmission using the following equation:

Y = C × x + N (3.8)
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where x represents the transmitted signal (a complex number), and C , N , and Y are column
vectors representing the channel state, noise levels and received signals at B’s two antennas.
With maximum ratio combining, B calculates a weighted average for y1 and y2 by multiply-
ing Y with the complex conjugate of C , represented as a row vector C∗. This gives the most
weight to the strongest signal while also adjusting for any phase differences (Shrivastava
et al., 2008):

Yopt = C∗ × Y = H∗(C × x + N ) (3.9)

This optimization requires channel state information (CSI) but it is otherwise easy to imple-
ment. In the more general case where both nodes have multiple antennas. The CSI of all the
channels is then represented as a matrix, and the sender needs to do some preprocessing of
the signals, in addition to the processing at the receiver.

3.8 Beam Forming

Another way to use multiple antennas to increase wireless link bandwidth is beam forming.
One can think of beamforming as using multi-path to our advantage. Figure3.9 shows an
example of a device A with four antennas using beam forming to optimize communication
with node B. The key idea is that A transmits the same signal on each of the four antenna
elements but with a different phase. The phase difference across the antennas is tuned so the
four signals will combine constructively at receiver B, amplifying the signal. Alternatively,
device A can use multiple antennas to avoid interference at node C by adjusting phases so
the nodes combine destructively at node C. Increasing the number of antennas allows for
more fine grain control over beam forming towards possibly multiple devices. Techniques
that use channel state information, similar to those described in the previous section, can be
used to control the antennas at the sender and/or receiver to optimize link bandwidth. An
important advantage of beam forming is that it allows nodes to easily change the direction
that offers high gain.

Beam forming is support on recent versions ofWiFi and it is very important for mmWave
communication as discussed in Sect. 4.3.6.

Fig. 3.9 Example of beam
forming

A

B

C
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3.9 MIMO andMulti-user MIMO

In the previous section we use multiple antennas to improve throughput, but we only send
a single data stream and the communicating nodes only use one radio. We now look at how
we can further improve performance, for example, if our bandwidth requirements exceed
the Shannon limit of single channel.

3.9.1 MIMO

Let us first look at wired communication for inspiration. Consider an example of two nodes
that need to communicate via ethernet at a throughput of up to 40 Gbps but the maximum
ethernet link speed is 10 Gbps. Figure3.10a shows how we can easily do this by connecting
the two nodes with 4 ethernet links that each carry one fourth of the data. Note that since
each ethernet carries different data, both nodes will use four independent radios.

As a strawman, we show an equivalent configuration for wireless in Fig. 3.10b. Each node
has four radios, each with its own antenna. They send four parallel data streams between
transmit/receive radio pairs 4 in the same frequency band. This simple solution will of
course not work. In the wired case, the four signals travel in a wire that isolates the four
signals from each other, so each receiving radio receives exactly one signal, which it can
demodulate and decode without a problem. In the wireless scenario however, each of the
four receiving radios will receive copies of all four signals combined, one signal of interest
and three strongly interfering signals.

Fortunately, the situation is not as dire as it looks. Let us first provide some intuition
for why this might be possible. First, radio 1 at the receiver must retrieve signal 1 sent by
the transmitter radio 1, despite the interference. One idea is that radio 1 can use the signals
received by radios 2–4 on the receiver to cancel out the interference caused by signals 2–4.
This is a type of interference cancelation, not unlike how a noise canceling headsets work.
Another way of looking at the problem is that each of the four receiving radios receives
some information about each of the 4 signals. The question is whether we can combine the
information embedded in the four signals to generate good copies of transmitted signals
1–4.

While the above arguments oversimply the problem, it turns out that it is possible to get
significant performance improvements by sending parallel data streams. The technique is

A B A B

(a) Wired scenario (b) Wireless Scenario 

Fig. 3.10 Sending multiple data streams
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Fig. 3.11 2 by 2 MIMO
example OI

H

calledMIMO, which stands for Multiple InMultiple Out (Halperin et al., 2010). Figure3.11
shows an example of a sender and receiver, each with two antennas and two radios. The goal
is to send two parallel data streams. In the figure, capital letters represent column vectors or
matrices. Specifically, I is a column vector representing two signals that are modulated with
the two data streams by the transmitter, H is the channel state matrix representing the CSI
of the four channels, and O represents the two signals that the receiver must demodulate. O
can be expressed as a function of I as:

O = H × I + N (3.10)

where N represents the noise at the receiver’s antennas. In order to successfully demodulate
the input signals, the receiver needs access to a copy O ≈ I , which this simple design cannot
provide.

The key idea enabling MIMO is similar to that used to leverage spatial diversity
(Fig. 3.8b). In fact, Eq.3.10 is similar to Eq.3.8. The only difference is that with MIMO, we
are transmitting two different signals representing two data streams, while only a single data
stream was sent in the diversity design. Figure3.12 shows how MIMO can be supported by
adding pre and post-processing of the signal in the transmit and receive radios. Specifically,
pre and post-processing consists of multiplying the input and received signals I and C with
the matrixes PT and PR as follows

O = PR × H × PT × I + PR × N (3.11)

PT and PR are calculated based on the singular value decomposition (SVD) of the channel
state matrix H . Specifically, H is decomposed as H = U × S × V , where S is a diagonal
matrix and, informally, the inverse of U and V are used as PR and PT .

In practice, the result O will differ from I because of errors in H and the effect of noise.
SVD is computationally inexpensive for small matrices, but note that when we use OFDM
for wide-band channels, so we need to measure H and do the computation for all OFDM
subcarriers. Finally, because of fading H , PT , and PR need to be updated regularly.

Unfortunately, MIMO cannot always achieve significant performance benefits. Let us
use a simple example to illustrate this. Assume that in the above example, all four channels

Fig.3.12 2 by 2 MIMO design
PT PRC R OI

H
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have low attenuation and no phase shift, so all four values in H have the same real value
h. It turns out that this “good channel” example is a worst case scenario for MIMO since
the receiver will receive the same two signals on each antenna, i.e., c1 = c2,. This means
that having two antennas does not provide more information than one antenna. In practice,
MIMO is most effective when the channels between the transmit and receive antennas are
uncorrelated, i.e., they have different properties. One example is non-line of sight scenarios,
where the channels experience different multi-path effects.

3.9.2 MU-MIMO

MIMO is a powerful way of increasing the bandwidth between two devices, but in order
to be effective, a number of application and system level constraints must be met. First,
MIMO is mostly useful for large data transfers between two nodes and the benefits will be
limited for short transfers, e.g., a few KBytes. The reason is that MIMO requires collecting
detailed channel state information which introduces overhead. A second factor is that not all
wireless devices have the same level ofMIMO support. For example,WiFi basestations tend
to have a more radios and antennas than client devices. The reason is that client devices have
more severe size, cost, and power constraints than basestations. Unfortunately, the number
of parallel streams is limited by the device with the lowest number of antennas, so increasing
the number of radios and antennas on access points will in practice have limited benefit.

Multi-User MIMO (MU-MIMO) is a variant of MIMO that is designed to allow access
points to fully benefit from MIMO, even when communicating with resource-constrained
devices (Spencer et al., 2004). We will use Fig. 3.13 to illustrate the concept. Figure3.13a
shows an example of an AP and one client device, each with four antennas, communicating
using MIMO with four data streams, as discussed in Sect. 3.9. Figure3.13b shows a similar
MU-MIMO example of an AP with four antennas communicating with two clients, each
with two antennas, simultaneously receiving two data streams from the AP. Not surprisingly,

BS Client BS 2 Clients

(a) 4x4 MIMO (b) MU-MIMO with 2 clients

Fig. 3.13 Comparison of MIMO and MU-MIMO
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MU-MIMO is more challenging to implement than MIMO. In both cases, each receiving
antenna receives a signal that is a combination of the four transmitted signals. In the case
of MIMO, the receiver has four signals that it can use to extract the data streams, but with
MU-MIMO, it has access to only two signals, so it has less information that it can use to
extract the two signals that correspond to its two data streams. As a result, the aggregate
throughput with MU-MIMO will often be lower than with MIMO, but MU-MIMO has the
advantage that multiple clients can be served at the same time.

MU-MIMOcanbeused for both uplink anddownlink communication. For downlink com-
munication, the received signals will be properly synchronized, similar to MIMO. Uplink
communication is more challenging, since the data streams are transmitted by different
devices. In order for uplink MU-MIMO to work well, the transmissions by the two trans-
mitters must be synchronized very precisely.

3.10 Spread Spectrum

In Sect. 3.6, we describe how OFDM uses time and frequency diversity to address the
challenges associatedwith frequency-selective fading. However, OFDM is a fairly expensive
technology so it is only appropriate for higher speed links. In this sectionwe introduce spread
spectrum technology as an alternative technology to deal with frequency-selective fading.

3.10.1 Spread Spectrum Concept

The easiest way to explain spread spectrum (SS) is to consider Shannon’s Law (Eq.2.2),
which we repeat here for convenience:

C = B × log2

(
1 + S

N

)
(3.12)

C is the maximum capacity(bit rate) of a channel of width B and a signal-to-noise ratio S/R
at the receiver. So far, we have focused on technologies that optimize C , given a certain
bandwidth B. However, many devices have low bandwidth requirements, but they must be
low cost and power efficient. Shannon’s law shows that if wewant to achieve a certain bit rate
C , then the simplest way to do this is to use a lot more bandwidth B then we strictly need, so
the communication will be very robust. The benefit is that we can use simple radios and still
meet our target bit rate, even if noise levels are high, or if the signal is distorted as a result
of multi-path effects and mobility. There are two classes of spread spectrum technologies:
Frequency Hopping (FPSS) and Direct-Sequency (DSSS) Spread Spectrum.
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Time

Frequency

Fig. 3.14 Frequency hopping spread spectrum

3.10.2 Frequency Hopping Spread Spectrum (FHSS)

Figure3.14 shows an example of FHSS. The frequency band that is available for transmission
is partitioned into several narrow subchannels (y-axis). Each of the channels can be used to
transmit a narrowband signal with a low bit rate. The transmitter transmits on one channel
at a time, hopping around between channels over time (x-axis). Frequency hopping SS is
very robust in multi-path environments since it supports time and frequency diversity. The
reason is that in any time slot, only a small number of the channels will suffer from strong
attenuation and what channels are affected changes over time. This means that in a given
time window the transmissions in most slots will be successful, and forward-error correction
can be used to recover the data sent on subchannels with high attenuation. The sequence of
channels that is used for transmission is called the hopping sequence. Hopping sequences
are defined by the standard and the sender and receiver must use the same hopping sequence
so they remain in sync.

FHSS is used by Bluetooth in the 2.4 GHz ISM band. It uses 79 channels with a spacing
of 1 MHz. The hopping rate is 1600 hops/sec. The original standard has a bit rate of 1 Mbps,
which was increased to 3Mbps in version 2.1 There is also a low power version of Bluetooth
called Bluetooth Low Energy (BLE) which is used in IoT devices.

3.10.3 Direct Sequence Spread Spectrum (DSSS)

Figure3.15 shows the steps involved in communication using DSSS. The first row shows
the user data stream that must be transmitted. Each bit is expanded into 3 bits, sometimes
called a chip, by doing an exclusive OR with a 3 bit spreading code, adding redundancy
to the data stream. The resulting bit stream is then used to modulate the carrier (we show
amplitude modulation for simplicity). Modulation uses the full bandwidth B of the spectrum
band. The bottom half of Fig. 3.15 shows that the receiver executes the same steps but in
the reverse order: the signal is demodulated, and each chip is converted into a bit using an
exclusive OR with the spreading code.
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Fig. 3.15 Direct-sequence spread spectrum

To illustrate how error correction works, we have introduced a bit error in the middle
of the bit stream, resulting in a corrupted chip (highlighted in red in the figure). For chips
that were received correctly, the XOR operation will result in three bits that are identical to
the bit value that was used to generate the chip. When there is a bit error, one of the bits
will have a value that is different from the original bit value. Simple voting is then used to
determine the actual bit value. In this simple example, DSSS can recover from a single bit
error per transmitted chip. By using more spectrum than is need, in addition to redundancy,
communication based on DSSS is very robust, even in the presence of frequency selective
fading and noise. Clearly robustness can be improved by using more chips per bit, at the
cost of using more spectrum. DSSS was used by some 3G cellular technologies. Today, it
is widely used in IoT protocols. One example is Lora, a physical layer used by several IoT
protocols, including LoraWan (Li & Cao, 2022).

3.10.4 Multiple Access Based on Spread Spectrum

So far, we have described spread spectrum as a physical layer technology that improves the
robustness of wireless transmission. However, spread spectrum can also be used as a multi-
access technology that allowsmultiple transmitters to share the same frequency band. As we
discuss in the next chapter, the sharing of a spectrum band bymultiple transmitters generally
requires protocol support to coordinate the transmissions by the transmitters. Spread spec-
trum technology offers an alternative. Since spread spectrum transmissions are very robust,
multiple transmitters can share a frequency bandwidth without explicitly coordinating their
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transmissions. The reason is that when the senders use different FHSS hopping sequences or
DSSS spreading sequences, the transmissions by other SS transmitters will look like noise
to SS receivers. This raises the noise level, but this is acceptable given the robustness of the
transmissions. This is very attractive for low cost, low power devices, since they can use
simple protocols, that have low complexity and overhead.
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4.1 Why soManyWireless Protocols?

The two protocol families we will discuss represent only a tiny fraction of the wireless
protocols in use today. This raises the question why we need so many wireless protocols.
There are many reasons:

• Wireless devices often have different goals and constraints. Examples are throughput,
power consumption, cost, physical environments (indoor/outdoor, range, …), etc.

• As described in Sect. 2.1, datalink protocols operating in the unlicensed spectrum need
to be able to co-exist with other networks that may use either the same protocol or a
“foreign” protocol. This typically requires protocol features that introduce extra overhead.
In contrast, datalink protocols in the licensed spectrum can be more efficient since they
do not have this constraint.

• Over time the PHY layer technologies have improved dramatically, often requiring
changes to the datalink protocol to support them. Examples are the need to collect fine
grain CSI or the use of packet bursting to amortize overheads. Similarly, technology
improvements have made it possible to use higher frequency bands in the spectrum, such
as mmWave, which can also require changes to datalink protocol.

Of course, wired datalink protocols also have had to change over time, mostly to support
newer PHY technologies that increase throughput. However, these changes have been very
limited, in part because the signals propagate in an isolated transmission medium (the wire)
and the protocols are much simpler.

In this chapter we describe protocols in two wireless protocols families. Specifically, we
discuss IEEE 802.11 (WiFi) and cellular, operating in the unlicensed and licensed spectrum
respectively. These two technologies havehistorically quickly introduced the newestwireless
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physical layer optimizations to maximize throughput. As a result, these technologies tend to
be relatively expensive and power hungry.Wewill describe these wireless datalink protocols
at a fairly high level. Our focus is on features that differ from wired protocols or that
differ across different wireless protocols. The goal is to help users decide when the various
technologies are appropriate and identify factors that may impact performance.

4.2 Datalink Responsibilities

The datalink layer is responsible for the transfer of packets between nodes that are connected
to the same layer 2 network. A simple example is a homogeneous network based on switched
ethernet, as is widely used in data centers, campus networks, etc. A more complex example
is a network that has links based on multiple 802.11 standards (e.g., Ethernet andWiFi), that
are designed to interoperate at layer 2, i.e., without needing help from layer 3 (the Internet
protocol). Note that datalink Protocol Data Units (PDUs) are technically called “frames”,
while the term “packet” is used for network (IP) PDUs, although both are often informally
referred to as packets.

As described in Chap.2, the datalink layer receives requests for packet transmission from
the network layer, specifically a sequence of bytes that have to be sent to a specific destination
(Chap.1). To deliver the data, the datalink layer can rely on the help of the physical layer
to send a sequence of bits between two nodes. The general responsibilities of the datalink
layer falls in three areas: framing, logical link control, and media access control.

4.2.1 Framing

Framing is responsible for encapsulating the data to be transmitted into a frame, which
includes a header and a trailer. The header contains the addresses of communicating devices
and control information, such as packet type (e.g., data or one of several control types)
and service type (e.g., unicast or broadcast). For wireless networks, it may also include
information needed by the receiver to demodulate, decode, and interpret the frame (see
Sect. 4.3.7 for an example). The trailer at the end of the packet typically contains a checksum,
as described below. Framing is an important function but similar techniques are used inwired
and wireless networks, so we will not further elaborate on this function.

4.2.2 Logical Link Control

Logical link control is a set of functions that require coordination between the sender and
receiver. The two main functions are (1) flow control and (2) error detection and correction.

The flow control function prevents the sender from sending frames faster than the rate at
which the receiver can process and store them. It is implemented by having the receiver tell
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the sender regularly how many frames it is allowed to send, e.g., based on available buffer
space. Flow control is mostly supported for network technologies that involve high speed
links, and it is not common in wireless.

4.2.3 Error Detection and Recovery

Error detection and correction, sometimes referred to as error control, is a very important
function in any datalink protocols and sincewireless links tend to have higher error rates than
wired links, they tend to have more sophisticated error detection and correction protocols.
A first requirement for error control is that the receiver can determine whether a received
frame is correct, i.e., identical to the one sent by the sender. This is achieved by appending
an Error Detection Code (EDC) to the data frame as a trailer.

Swire = Sdata + SEDC (4.1)

Where Swire is the size of the transmitted packets, Sdata is the size of the data (user payload
plus protocol headers), while SEDC is the size of the error detection code. The EDC is
calculated by the sender using the original data frame and it allows the receiver to check,
with high probability, the correctness of the transmission by calculating the EDC on the
received data frame and comparing it with the EDC in the trailer. A typical EDC used in
packet networks is 32 bits long, so the overhead is very low. Packetswith errors are discarded.
Datalink protocols generally use a Cyclic Redundancy Check (CRC) as to detect errors. It
is based on polynomial division and it is cheap to implement in hardware at line rates.

It is important to understand that no EDC can guarantee with certainty that a transmission
is correct. The intuition is that a data frame plus EDC, sometimes referred to as a code word,
can be valid or invalid, depending on whether the CRC matches the data. When a sender
transmits a code word, it is always possible that bit errors resulting from the transmission
will result in a received code word that is different but also valid. One metric for evaluating
EDCs is its Hamming distance (Hamming, 1950), which is the smallest number of bits that,
when changed, maps one valid code word into another valid code word. The Hamming
distance depends on the type of EDC, the length of the data frame and EDC, and the type
of errors (e.g., random bit errors versus error bursts). An important advantage of CRC
codes is that they have been studied extensively, so their error detection properties are well
understood (Koopman, 2002).

4.2.4 Error Recovery

Whether datalink protocols recover from corrupted or lost packets depends on the protocol.
In this section we first describe error recovery at the datalink layer and then we discuss the
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Fig. 4.1 Error recovery using retransmission

tradeoffs between error recovery at the datalink layer and end-to-end recovery by a transport
protocol such as TCP.

Two classes of techniques are used to recover from lost packets. The first solution is the
retransmission of the frame. While many variants exist, datalink layers tend to use a simple
solution based on acknowledgements (ACKs). Figure4.1 shows a simple example. After
every successful packet reception, the receiver sends an ACK to the sender. If the sender
does not receive an ACK within a certain timeout after the transmission, it retransmits the
packet. Since wireless links tend to be short, the timeout interval tends to be short, so error
recovery is fast. In order to deal with different error scenarios, such as lost ACK frames,
packets must have sequence numbers so the receiver can verify that it received all packets,
in the correct order, without duplicates.

Retransmission is easy to implement, and it is very effective when the frame loss rate is
low. However, it can be very inefficient, for example, when frames have just a few incorrect
bits. Forward Error Correction is an efficient way to recover packets that are mostly correct.
The idea is similar to the use of error detection codes. The original frame is extended with
extra bits based on an Error Correction Code (ECC). However, while EDCs can only detect
errors, ECCs can, in addition to detecting errors in corrupted code words, also correct the
error for a subset of the corrupted code words. Similar to EDCs, ECCs cannot guarantee
that code words received with a correct ECC, or corrected after the ECC failed, are always
correct (Moon, 2005). Not surprisingly, the use of ECCs generally adds more overhead than
EDCs.

Not all datalink protocols implement error recovery. Wired networks such as Ethernet
have extremely low error rates and lost packets are not retransmitted. Instead, applications
that need reliable communication need to use end-to-end recovery using a transport protocol
such as TCP or possibly at the application level. Since error rates are low, the per-packet
overhead associatedwith error recovery (ACKsor error-correcting codes) cannot be justified.
It is more efficient to rely on end-to-end error recovery using a transport protocol such as
TCP for the occasional packet loss. Wireless datalink protocols typically implement local
error recovery. This solution is preferred since error recovery at the datalink layer is much
more efficient than end-to-end error recovery. First, datalink level recovery only increases
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overhead (ACKs or the use of ECCs) on one link rather than on every link on the end-to-end
path. Second, when retransmission is used, recovery is much faster since roundtrip times
are much shorter at the link level than end-to-end. With high link-level error rates, the cost
of end-to-end recovery far exceeds that of local recovery.

This approach to error recovery is consistent with the end-to-end principles (Saltzer et al.,
1984), which states that functions such as error recovery should be implemented end-to-end,
unless there is a clear benefit to providing support inside the network. Local recovery on
links with high error rates are a good example. Note that for applications that require reliable
communication, end-to-end error recoverymust still be used, evenwhen local error recovery
is used for lossy links in the Internet. The reason is that end-to-end recovery covers all the
links, in addition to the routers and switches on the network path.

4.2.5 Media Access Control

Media access control is the function in the network that determines which node can use the
transmission medium to transmit a packet. The need for this function depends on the type
of datalink architecture that is used.

Figure4.2 shows two common architectures. Today’s wired datalink technologies typi-
cally use a store-and-forward architecture (Fig. 4.2a). It consists of a set of switches (squares)
connected by links providing network connectivity for a set of client nodes (circles). The
packets transmitted by client devices are forwarded hop-by-hop by the switches, based on
the layer 2 address, towards the destination node. A common example today is switched Eth-
ernet. Today, links based on wires are typically full duplex, which means that both devices
connected to a link can simultaneously transmit and receive over the link. With full duplex
links, devices can send at any time and no media access control is needed.

In the second architecture, called multiple access networks, multiple devices share the
same transmission medium (Fig. 4.2b). The assumption in multiple access networks is that
packets transmitted by any device are received by all potential receivers in the network.
Individual receivers either process the packet and pass it up the protocol stack, or discard
it, depending on whether they are the intended recipient. Examples include older local area

(a) Store and Forward architecture (b) Mul�ple access architecture

Fig. 4.2 Datalink network architectures



58 4 Wireless Datalink Protocols

Fig. 4.3 Scheduled and
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network technologies, in addition to wireless. Since two or more potential transmitters share
the same transmission medium, some form of coordination is needed to avoid simultane-
ous transmission. In general, simultaneous transmissions means that one or more potential
receivers will receive overlapping signals, so it may not be able to demodulate and decode
the packet. This is called a collision.

Multiple access networks fall in two categories, depending on how they avoid, or min-
imize, collisions. In scheduled access networks, nodes explicitly coordinate. Figure4.3a
shows an example in which a centralized controller controls channel access. Nodes can only
transmit after they have received permission from the controller, as illustrated by the black
arrows. Scheduled access requires a control channel supporting communication between
the clients and the controller. Alternative designs use a token that is passed between the
nodes; a node can only transmit when it has the token. Schedule access does not only have
the advantage that it eliminates collisions, but it also provides control over how bandwidth
is allocated to clients or classes of traffic (e.g., video streaming versus web browsing). The
disadvantage is that coordination introduces overhead, since the control traffic takes away
bandwidth from data traffic. We will discuss an example of scheduled access in more detail
when we describe cellular technologies in Sect. 4.4.

In random access networks, there is no explicit coordination in the form of control
messages between the nodes. Figure4.3b shows an example of three wireless nodes that
are within communication range of each other, as illustrated by the dashed circles. Clearly
if the nodes transmit packets at random, there will be a lot of collisions when the load
increases. A simple technique to avoid this is to “listen before you talk”, which is similar
to how people coordinate in a meeting. Before transmitting a packet, the device listens to
determine whether another device is already transmitting. If not, it transmits and otherwise
it waits until the transmission medium is idle. This type of protocol is referred to as Carrier
Sense Multiple Access (CSMA) and it is for example used by the original ethernet and in
wireless protocols such as WiFi. Note that carrier sense does not eliminate all collisions.
Because of the propagation delay of the signals and processing delays on the devices, there
is always a small window of vulnerability. We will elaborate on CSMA when we discuss
WiFi in Sect. 4.3.
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4.3 WiFi: High Performance in Unlicensed Spectrum

In this section we introduce the high-level architecture of WiFi. We then review the features
of the major WiFi versions and present some of the primary control plane functions. Finally,
we discuss some key WiFi features relevant to users and a few recent WiFi versions that
were developed for specialize deployments. We first provide some background on WiFi’s
history and standardization process.

History
WiFi was enabled by a 1985 ruling by the US FCC, which designated the ISM bands for
unlicensed use (Sect. 2.1.2). The early ideas for WiFi were developed by NCR corporation
(later acquired by AT&T) in 1991 as a way of connecting cashier systems wirelessly to
a local area network. Soon after that, the IEEE established the 802.11 working group for
WiFi LAN technologies, with the goal of giving wireless devices the same type of access
to the Internet as wired devices. During the nineties, the 802.11 working group developed
the first two versions of WiFi, 802.11 b and a, with a maximum bit rates of 11 and 54 Mbps
respectively. Since then, new versions of WiFi have been released regularly, incorporating
the latest physical layer technologies, in addition to a number of protocol improvements.
The early versions of WiFi used the 2.4 and 5 GHz unlicensed bands, while newer versions
can also operate in the 60 and 6 GHz bands, which were made available by the FCC in 2014
and 2020 respectively.

AWord About Standards
The IEEE is responsible for many standards, include most standards for local area networks
in use today. LAN standards fall in the 802 group. The standards for each protocol family
are defined by a working group which is define by a number. For example, Ethernet is
802.11.3, WiFi is 802.11, and personal area networks (PAN) are 802.15. Each protocol
family consists of many standards, each defining protocol versions and various extensions.
These standards (and the working groups defining them) are identify using the protocol
family number followed by a letter. Letters are assigned in the order in which the working
groups were established. After 26 working groups, two letters are used. For example, the
two latest WiFi versions are 802.11 ax and ay.

4.3.1 High LevelWiFi Architecture

WiFi network technology can be used in two operating modes that differ in how nodes use
the WiFi standard to communicate.

First, ad hoc mode is used to build store and forward WiFi networks, not unlike the store
and forward architectures illustrated in Fig. 4.2a. There are however substantial difference
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with, for example, switched Ethernet. First, in switched Ethernet, switches are customized
devices that are maintained by a professional staff, while in ad hoc networks, all WiFi nodes
tends to be equals, acting as both clients and switches. Second, in contrast to switched
Ethernet, the transmissions on the “links” connecting the ad hoc nodes can interfere with
each other, resulting in reduced bandwidth and high packet loss rates, as we discuss in more
detail in Sect. 4.3.2. Finally, in many applications considered for ad hoc networking, such
as Vehicular Ad Hoc Networking (VANET), the ad hoc nodes are mobile, resulting in very
dynamic topologies. Because of these challenges, there is a large body of research on WiFi
“ad hoc” networks. However, in practice, they are rarely used and WiFi ad hoc mode is
not supported in more recent WiFi versions. While multi-hop wireless networks are used in
some specialized deployments (mesh networks, somemilitary and first responder networks),
we will not consider them further.

The second mode is called infrastructure mode. Infrastructure mode is widely used to
deployWiFiLANs, e.g., in homes, hotspots, campuses, etc. It consists of a set of basestations,
each providing a set of wireless devices with access to the wired network infrastructure, as
shown in Fig. 4.4. This simple network shows a LAN with two basestations (BS) serving
client devices (Cl). The two BSs are connect to a switched ethernet, which may also serve
wired clients as part of a larger LAN infrastructure. Finally, the LAN is connected using
a router to either a larger campus network infrastructure, or directly to the Internet. Home
networks often consist of a single basestation that is directory connected to a last mile ISP.

Each basestation and its clients form a single WiFi network that is called a Basic Service
Set (BSS). All wireless communication happens between the basestation and a client, i.e.,
clients do not communicate directly with each other. This may seem strange, but remember
that the focus of WiFi is to connect wireless devices to the Internet. Today, there are some
technologies such asWiFi Direct that allowWiFi devices to communicate directly without a
basestation, but these direct links are not part of the LAN. The use of basestations simplifies
network management since basestations are controlled by network managers.

In a campus networks, a group of BSSes that are connected to the same LAN aremanaged
as a single network, which is referred to as an Extended Service Set (ESS). Since WiFi and
switched Ethernet are both IEEE standards, they interoperate. Specifically, the basestation
effectively acts as a layer 2 switch, so clients can use the basestation to communicate at
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layer 2 with other WiFI and ethernet clients in the same BSS or ESS. Basic and Extended
Service Sets have an Service Set Identifier (SSID), which is a name that allows devices and
their users to identify basestations they want to connect to, e.g., Bobs-WiFi or CMU-secure
(see Sect. 4.3.9).

Multiple access networks, such as a WiFi BSS, can either use either schedule access or
random access MAC (Fig. 4.3). Considering that in a BSS all communication is between a
basestation and its clients, scheduled access, as shown in Fig. 4.3a, seems like a natural fit
and there is in fact a standard for a scheduled access MAC in WiFi, called Point Control
Function (PCF). However, as discussed in Sect. 4.2.5 scheduled access incurs a significant
overhead, sowhile PCF is part of the standard, it is rarely used.WiFi deployment use random
access, called the Distributed Control Function (DCF), as illustrated in Fig. 4.3b. Interesting
enough, this means that while the basestation clearly has a specialized role in a BSS, from
the perspective of media access control, all WiFi devices, including basestations and clients,
are equals.

4.3.2 Wireless MAC Challenges

In wired networks such as switched Ethernet, devices including both switches and clients
are connected by point-to-point wires that capture the EM signal as it travels between the
transmitting and receiving radio. This results in low attenuation and it also isolates the sig-
nal from other EM signals in the environment (noise, interference). In contrast, in wireless
networks, signals travel freely in a shared physical environment. This difference impacts
wireless signal propagation and communication in three ways. First, wireless channels are
often shared bymany transmitters that must coordinate when communicating. Second, wire-
less channels have higher attenuation and noise than copper wires or fiber. Finally, unless
coordination between senders is perfect, transmissions can interfere with each other. This
section introduces the main WiFi features that address these challenges.

4.3.3 Wifi Protocol Design

In this section we describe how the WiFi protocol addresses the above wireless challenges.
Another protocol design constraint is that WiFi is used in unlicensed spectrum band, so it
needs to coexist with other protocols.

Simultaneous transmissions by nearby devices using WiFi or other protocols will “col-
lide”, meaning that the intended receiver receives overlapping signals that can typically
results in packet loss. To avoid collisions,WiFi uses carrier sense. As described inSect. 4.2.5,
carrier sense is easy to implement and can avoid many collisions with minimal overhead.
Unfortunately, carrier sense cannot eliminate all collisions. Senders can start a transmission
at roughly the same time (e.g., within 10s or 100s of nsec), whichmeans that a second sender
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cannot detect the other transmitter before they send given processing and signal propagation
delays.

The high attenuation on wireless channels can also lead to carrier sense failures and
collisions. As discussed in Sect. 2.5, attenuation is proportional to dn at distance d (Eq.2.3),
or n × log(d) in dB, given a path loss exponent n. In contrast, on wires, attenuation is
exponential in the length of the wire. Specifically, the attenuation in dB is k × d where k is
the loss per meter (unit of d). This would suggest that wires have higher attenuation than
wireless channels, but the constants matter. Attenuation in wireless, for example for WiFi
at 2.4 GHz, can be in the range of 60–100dB because the antenna radiates energy in many
directions. In contrast, attenuation on a wire of a similar length can be on the order of 1 dB
or less, depending on the type of wire that is used, so it does not impact carrier sense.

High attenuation in wireless can lead to carrier sense failure because wireless devices
may only be able to hear (and talk to) to a subset of nodes, while other nodes may be
out of range. As a result, when a sender performs carrier sense, it may fail to detect that
the intended receiver is already receiving a transmission from another sender. One way
to avoid this problem is to limit the distance between all nodes sharing a spectrum band
to a conservative, maximum distance, thus limiting attenuation. Unfortunately, this is not
practical in a wireless network, especially with mobile nodes. Carrier sense failures due to
attenuation can lead to two problems.

A first problem is called hidden terminals. Figure4.5a shows a simple example with three
nodes.We see that nodes A-B and B-C are within range of each other, but A-C are not.When
A sends a packet to B, carrier sense will not prevent C from transmitting a packet to B at the
same time, resulting in a collision. This scenario can for example happen when two clients
A and C are on opposite sides of a basestation. Figure4.5b shows a more general case.When
A is transmitting to B, any transmission by C, independent of the intended destination, will
result in a collision at node B. This can for example happen when B and D are basestations
using the same frequency band in an infrastructure deployment.

The second problem is called exposed terminals. Figure4.6 shows an example with four
nodes. When B is transmitting a packet to A, carrier sense will prevent node C from simul-
taneously sending a packet to node D. Note however that D cannot hear B’s transmission, so

D

A C
B

A C
B

(a) Three node hidden terminal (b) Four node hidden terminal

Fig. 4.5 Hidden terminal scenarios
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Fig. 4.6 Exposed terminal
scenario

D
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it would be able to receive packets from C without a problem, but carrier sense needlessly
prevents the transmission. In contrast to hidden terminals which result in collisions, exposed
terminals reduce network capacity by preventing transmissions that are likely to succeed.

The above examples assume free space communication. Adding obstacles increases the
likelihood of hidden and exposed terminals since even nodes that are physically close may
not be able to hear each other. In addition, due to fading, which nodes can hear each other
changes over time, possibly even during packet transmission. These factors impact the
effectiveness of carrier sense. However, overall it is still a big win since it has very low
overhead and avoids most collisions, so carrier sense is an important feature of the WiFi
protocol. Also, as we discuss in more detail in Sect. 4.3.10, hidden and exposed terminals
are generally not a big problem in infrastructure WiFi deployments.

Given that collisions cannot always be avoided, it is important to minimize the perfor-
mance impact of collisions. Ideally, when a collision happens, the two senders will be able
to detect the collision right away, so they can (1) abort their transmissions to avoid wasting
time sending useless signals and (2) retransmit the packet. In wired random access network,
a feature called collision detection allows transmitters to detect collisions immediately so
it they can recover quickly. Unfortunately, collision detection is not possible in wireless
because of the high attenuation of the wireless link. This means that the cost of collisions in
wireless is high, since transmitters of the colliding packets will complete their transmissions,
not knowing that their packets will be lost. This is one of the reasons why wireless protocols
such as WiFi implement error recovery, so lost packets are automatically retransmitted after
a timeout.

After a collision, the two nodes need to retransmit their packet. However, if both nodes
retransmit their packet right away, there is likely to be another collision. Random backoff
tries to avoid this by having the nodes wait a random amount of time before retransmitting
after a packet loss. Random backoff is implemented by having nodes wait a random number
of time slots, where the number is picked from a backoff window. For example, if thewindow
is 4, each node generates a number in the range 0–3 and waits for that many slots. The node
that picks the lowest number will be able to transmit. The other node will in most cases
detect the transmission and wait. If there is another collision, e.g., because the nodes picked
the same number or there is a hidden terminal, the nodes double the back off window, further
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Fig. 4.7 Basic WiFi packet
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reducing the chance of simultaneous transmissions. Such “exponential” backoff is effective
at spreading out transmissions when the network is congested, but it can be unfair. The
reason is that packets that have experienced several collisions have a longer backoff window
than new packets, reducing their chances of gaining access to the channel when other nodes
have shorter backoff windows. This can lead to long and highly variable packet delays.

Finally, WiFi uses variable bit rate so it can optimize throughput based on the chan-
nel conditions, as discussed in Sect. 3.1. Changes in bit rate directly impact the network
performance of applications.

4.3.4 The BasicWiFi Protocol

The basic WiFi protocol is very simple, as shown in Fig. 4.7. A sender can transmit a packet
after it has used carrier sense to check that the channel is idle. If the packet is successfully
received, the receiver sends an acknowledgement. If the sender does not receive an ACK, it
retransmits the packet after a random back off, as discussed in the previous section.

All packets transmitted inWiFi are separated by an inter-frame spacing (IF). In the figure
we see that different interframe spacings are used. Before the data packet is sent, the sender
has to wait for a DCF Interframe Spacing (DIF), while before the ACK is sent, the receiver
waits for a shorter Short Interframe Spacing (SIF). The reason for the shorter spacing is that
it guarantees that ACKs have priority over data packets, so they are always sent right after
the packet they are acknowledging. This simplifies the protocol considerable.

In order to improve the performance of carrier sense, WiFi also implements a second
protocol-level carrier sense mechanism called Virtual Carrier Sense (VCS). The “listen
before you talk” carrier sense is referred to as physical carrier sense (PCS). The idea is
to embed information in the packet header that specifies how long the transmission of the
packet, including the ACK, will take. The sender can calculate this information based on
the length of the packet, the bit rate, and the duration of the SIF and ACK. It stores this
information in the packet header so any node that hears the header knows how long it has
to defer, even if it only hears the header, for example, as a result of fading. Because of the
importance of the VCS and other information in the header, the header is transmitted at
a lower bit rate than the data. This not only increases the chance that nearby nodes will
receive the VCS information, but it also may allow more remote nodes to receive it. This
is illustrated in Fig. 4.8. WiFi devices implement VCS using a Network Allocation Vector
(NAV), which has an entry for each device that has an active transmission listing when its
transmission ends.
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Fig. 4.8 WiFi virtual carrier sense

Note that virtual and physical carrier sense have slightly different properties. PCS will
defer to any signal, including transmissions by other protocols (and evenmicrowaves), while
VCS only defers to other WiFi devices. The default setting for WiFi is often to only use
VCS.

The WiFi standard also defines a collision avoidance (CA) feature which is designed
to prevent collisions due to hidden terminals. With CA, the sender sends a short Request
to Send (RTS) packet to the receiver, asking for permission to send, to which the receiver
responds with a Clear to Send (CTS). Both packets include the VCS information for the
transmission (including control packets), so all nodes near both the sender and the receiver
will defer to the transmission. CA incurs significant overhead since it requires four packet
transmissions per data packet, so it is not used in practice.

4.3.5 WiFi Versions

Table4.1 summarizes key features of the various WiFi versions. The columns compare the
following features for each standard: release date, spectrum bands used, the primary features

Table 4.1 Main features of WiFi version

Version Date Bands PHY features Channels (MHz) Max
(Mbps)

802.11b 1999 2.4 DSSS 20 11

802.11a 1999 5 OFDM 20 54

802.11g 2003 2.4 OFDM 20 54

802.11n 2009 2.4, 5 OFDM, MIMOd, BF 20, 40 450

802.11ac 2013 5 OFDM, MU-MIMOd, BF 20,40, 80, 160 3.5 Gbps

802.11ad 2016 60 BF 2.16 GHz 6.8 Gbps

802.11ax 2021 2.4, 5, 6 MU-MIMO, BF, OFDMA 20, 40, 80, 160 9.6 Gbps

802.11ay 2021? 60 MU-MIMO 2.16, 4.3, 8.6 GHz 20 Gbps



66 4 Wireless Datalink Protocols

of the PHY technology, and channel widths. The last column shows the maximum bit rate
that is supported assuming an optimized system (e.g., maximum number of antennas) and
ideal conditions. User throughput will be lower for many reasons, e.g., less powerful radios
(e.g., on mobile devices), spacing between packets, the use of headers and preambles, and
less than ideal channel conditions.

We see that over time, throughput has improved by using more efficient modulation
and other physical layer technologies (OFDM, MIMO). In addition, the maximum num-
ber of antennas supported has increased (not shown). Features such as MU-MIMO and
OFDMA also provide more fine grain distribution of bandwidth across clients, as described
in Sects. 3.9.2 and 4.4.5.Note that these PHY technologies require changes to theWiFi proto-
col since they support communication between a basestation and a group of clients while the
original WIFi protocol is designed for point-to-point communication (Sect. 4.3.4). Finally,
more recent versions of WiFi support wider channels, which according to Shannon can
increase throughput linearly. The cost is that this decreases the number of non-overlapping
channels that can be supported in a frequency band. For example, the 2.4 GHz band sup-
ports three 20 MHz non-overlapping channels, but only one 40 MHz channel and no wider
channels. In contrast, the 5 GHz band has well over 200MHz of bandwidth, although details
of availability and usage constraints differ across countries.

The increased throughput in the more recent WiFi versions comes of course at a cost.
OFDM is computationally expensive, with the cost increasing with the number of subcarri-
ers. MIMO requires one radio per antenna and has a processing cost on both the sender and
receiver that is quadratic in the number antennas. Wider bands also use more OFDM sub-
carriers, further increasing cost. Finally, as technologies become more sophisticated, they
need more fine grain CSI. This is obtained by sending preambles or control packets, which
consume transmission time, further increasing overhead.

4.3.6 mmWaveWiFi

802.11ad and ay are the first WIFi protocols operating in the 60 GHz band (mmWave). The
mmWave band is very challenging for wireless communication. First, the free space path
loss equation (Eq.2.3) shows that attenuation increases as f 2 where f is the frequency. This
means that attenuation in the 60 GHz band is about 140 times higher than in the 5 GHz band
and 625 higher compared to the 2.4 GHz band. In addition, mmWave signals are blocked
by obstacles. Finally, absorption of RF signal energy in the mmWave bands is higher due to
water vapor and oxygen in the atmosphere. This results in very short communication ranges.
Early, pre-standard mmWave networks, for example, had a range of 10 m or less, so their
use was limited to room size systems with point-to-point high bandwidth requirements.

There is however also good news. First, there is a lot of mmWave spectrum. The FCC has
for example allocated 14 GHz of unlicensed spectrum for broadband used. Most mmWave
WiFi devices support four non-overlapping channels, each with 2.16 GHz of spectrum.
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Second, mmWave antennas are very small due to the high frequency, so it is possible to use
a lot of antennas, even on small devices such as cell phones. This means that beamforming
using antenna arrays is an attractive option. Since the width of the beam is roughly inverse
proportional to the number of antennas, very narrow beams are possible, extending the
communication range. For example, 80211ad can have up to 32 antennas.

The aggressive use of beamforming in themmWave band comes however with significant
challenges. A first challenge is how clients and a basestation can discover each other. If they
are in omnidirectional mode, they can discover devices in any direction, similar to traditional
frequency bands, but their communication range is very limited. Alternatively, they can
extend their range by using a narrow beam, but then they need to explore a lot of directions.
Existing solutions alternate between using wide and narrow beams. They also leverage the
fact that the control packets used during association use a low bit rate so their range is
effectively longer. Once a basestation and client can communicate, they can optimize their
antenna setting to maximize range and throughput by “pointing” narrow antenna beams at
each other.

For stationary clients, the client and basestation can both remember each other’s position,
or more precisely, they can reuse the parameter setting for the antenna array that optimized
communication. Note that when a basestation is communicating with a client, it will likely
be deaf to transmissions of other clients, so it will need to regularly listen to each of its
clients. Mobile clients are more challenging, since both the basestation and client need to
track each other by updating the settings of their antenna array.

While mmWave communication is challenging, studies have shown that it can be effec-
tive in both WiFi and cellular (Aggarwal et al., 2019; Wang et al., 2020). Unfortunately,
802.11ad (Nitsche et al., 2014) has not been very successful. It has mostly been used to
create point to point links between traditional (2.4 and 5 GHz) basestations and for simple
point-to-point applications. 802.11ay has addressed many of the inefficiencies of 802.11ad,
so it may see broader use. For example, one of the goals was to extend the range of 802.11ay
to over 100 m, compared to 10 m for 802.11ad.

4.3.7 Interoperability

While the release of increasingly more powerful WiFi versions is attractive to users, it raises
the question how devices using different Wfi versions can communicate with each other.

Fig. 4.9 Example of a mixed
WiFi deployment
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Fig. 4.10 Interoperability
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Figure4.9 shows an example of mixed WiFi deployment. The dashed arrows show what
clients are within range of each of the basestations. Let us first focus on AP1 and clients
A-D, which use 802.11a in the 5 GHz band. When user D upgrades her device to 802.11ac,
she no longer will have WiFi connectivity with either basestation. Even worse, if BS1 is
upgraded to 802.11ac, no older devices will be able to use it. Clearly, this provides a strong
disincentive to upgrade. The solution is easy. Chipsets for newWiFi versions always support
the older versions aswell, so they can communicatewith legacy devices. For example, if BS1
and deviceD have been upgraded to 802.11ac, then BS1will use 802.11a for communication
with A-C, and 802.11ac for D.

However, mixed deployments also create a trickier problem. As discussed in Sect. 4.3.4,
virtual carrier sense (VCS) is an important mechanism to prevent collisions. While chipsets
for new WiFi versions can be designed so they can access VCS information used by older
WiFi versions, older devices will not be able read the VCS information sent by newer
WiFi versions, since they often use more advanced modulation and coding techniques. For
example, while both both 802.11a and 802.11n use OFDM, their formats are not compatible.
This means that in our earlier example, devices A-C will not be able to access to VCS
information in packets exchanged by BS1 and 802.11ac device D.

The solution is to have newer versions of WiFi include VCS related information in a
format that can be read by previous WiFi versions. It is stored in the header of the PHY
Layer Convergence protocol (PLCP), which is part of the WiFi physical layer. The PLCP
header is the first header in a WiFi packet and it contains bit rate and packet duration
information, which are needed to demodulate and decode the packet and to update the NAV.
Figure4.10 shows at a high level how the PLCP header can support interoperability in the
mixed 802.11a and 802.11n deployment in our simple example. The MAC Protocol Data
Unit (MPDU) contains theWiFi header and data. 802.11n devices can use either the 802.11n
(blue) or 802.11a (green) format and modulation for the PLCP and MPDU.

This results in three operating modes. First, Legacy mode is used for communication
that involves an 802.11a device. Mixed mode is used when two devices using 802.11n
communicate while there are 802.11a devices in the environment. The PLCP header uses the
802.11a format, but the MPDU uses the newer 802.11n modulation, which supports higher
bit rates. In both legacy and mixed mode, all devices within range are able to read the PLCP
header. After all devices have been upgraded, Greenfield mode can be used, allowing all
transmissions to use the fastest technology.As expected, ensuring interoperability introduces
extra overhead, since some of the data is sent at lower rates in both legacy and mixed mode.
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The above example focuses on a simple case. In general, the environment may have
traffic using as many as four WiFi versions in the same part of the spectrum (e.g., a, n, ac,
and ax in the 5 GHz band). In addition, some basestations may use channel bonding to use
more spectrum, but they must still be able to communicate with, and make VCS information
available to, older devices that only support narrower frequency bands. For example, in
Fig. 4.9, BS1 could use WiFi channels 54 and 56 (40 MHz) while D could just channel 54
(20 MHz). Additional extensions are needed to enable access to VCS information.

4.3.8 OtherWiFi Features

Over the years, IEEE 802.11 working groups have defined many WiFi features related to
the operation and management of WiFi. A few of these features can be of particular interest
to users and researchers who use WiFi.

A first feature is 802.11h, an amendment to the 802.11 standard for “Spectrum and
Transmit Power Management”. It was introduced because in some countries, the 5 GHz
band was already used for certain types of radar and satellite communication before it was
opened up for WiFi use. WiFi basestations that detect the presence of such primary users
must make sure that their communications with client devices does not interfere with the
primary user. 802.11h specifies two mechanisms to do this. First, basestations can control
the transmit power used in the BSS. Second, basestations can select, and move to, another
channel (dynamic frequency selection), after instructing their associated devices that they
should also move to the new channel. Interesting enough, both techniques are also useful
for optimizing WiFi deployments. Transmit power control can be used to limit interference
with nearbyWiFi basestations, while channel switching can be used to move the basestation
and its associated devices from a crowded channel to a channel with lower utilization.

Another WiFi feature that is directly relevant to users is Power Save Mode (PSM), which
was part of the original standard. WiFi devices are often mobile so conserving battery power
is important. Even when a device is not actively communicating, the WiFi radio needs to
listen to all WiFi traffic in its channel to make sure it does not miss any packet addressed to
it. The power spent in this idle receive state can easily dominate WiFi power consumption.
PSM allows a device that is not actively communicating to put itsWiFi radio into sleepmode
most of the time. When a WiFi device is in PSM and it needs to send a packet it can simply
wake up the radio. Receiving packets is harder since they arrive at the basestation, which
cannot wake up the device’s radio. Figure4.11 illustrates the PSM protocol. The basestation
keeps track of what devices are in PSM and it queues any packets it receives for the PSM
devices.

WiFi basestations periodically send a beacon (described in the next section) and when it
has packets queued for devices in PSMmode, it includes a Traffic IndicationMap (TIM) that
list all devices that have packets waiting. Devices periodically wake up to receive (possibly
a subset of) the beacons and when they are listed in the TIM, they poll the basestation,
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Fig. 4.11 WiFi power save mode

requesting their packets. If the queue includes broadcast or multicast packets, it also includes
a Delivery Traffic Indication Map (DTIM) in the beacon. A DTIM is include in a only a
subset of the beacons, and a all devices need towake up for those beacons, so they can receive
the broadcast andmulticast traffic, if there is any. Power savemode is very effective at saving
battery power and it is turned on by default on WiFi devices. One obvious drawback is that
there is a non-trivial delay when a packet arrives at the basestation while the destination
device is in PSM.

Finally, device localization is an important capability for many mobile applications.
While GPS can generally be used outdoors, it is not available indoors. The WiFi Fine Time
Measurement (FTM) protocol introduced as part of 802.11mc in 2016, allows WiFi devices
to measure the distance to basestations that are within range. This is done by calculating
the Time of Flight (ToF) of transmissions between the device and basestation using the
RTT obtained from packet exchanges between the two devices. Using triangulation, the
device can then calculate its position, based on the position of the basestations, with 1–2m
accuracy (Ibrahim et al., 2018).

4.3.9 Connecting to a Network UsingWiFi

The primary control function of WiFi is allowing clients to “connect” their WiFi device to
the wired network infrastructure through a basestation. This step involves three functions:
(1) associating with an basestation, (2) establishing IP connectivity, and (3) authenticating
and getting authorization to access LAN and Internet services.

WiFi Association
Associating with an basestation also involves two steps. First, WiFi clients must select the
basestation, or more precisely the service set, they would like to use. The service set can be
a BSS, e.g., a home WiFi network with a single basestation, or an ESS, e.g., on a campus
(Sect. 4.3.1). Service sets advertise themselves by periodically by sending beacon frames,
typically with a frequency of one beacon every 100 ms. Beacons are broadcast packets that
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include the Service Set Identifier (SSID) of the service set that the basestation belongs to,
in addition to information about its capabilities, such as the supported bit rates and physical
layer information needed to communicate with the basestation.

WiFi devices that want to connect to aWiFi network must first discover what service sets
are available. A first approach is passive scanning, which means that the device passively
listens for WiFi beacons. This can be time consuming, considering that there are manyWiFi
channels and devices must listen on each channel for at least 100 ms, given that beacons
are transmitted periodically. Alternatively, devices can do active scanningwhich means that
they send a Probe Request, inviting basestations to send a beacon. This is faster since devices
can spend less time on each channel (e.g., 10–20 ms) but it has higher overhead.

Once the WiFi device has identified a set of available service sets, it must pick the one
that it wants to use. One way of doing this is to provide the user with a list of advertised
SSIDs, so she can pick the one she wants to use. For example, when a user is on the CMU
campus, she can pick CMU-secure. Alternative, depending on the user setting, the device
can automatically pick the service set without user involvement, for example, based on past
use of the service set.

Finally, both basic and extended service sets sometimes advertisemultiple SSIDs, offering
different types of connectivity. For example, a campus WiFi network could offer “secure”
and “guest” network access, where guess access only provides access to the Internet but
not to on-campus services, while “secure” access also provides connectivity to the internal
campus network.

In the second step, the devices need to associate with an basestation. For basic service
sets, the device will use the only available basestation, while for extended service sets, the
basestation is picked automatically, for example based on signal strength. Association is
done using an exchange of control packets that are used to reach an agreement on what PHY
and WiFi parameters to use.

IP Connectivity
Once a device has associated with a basestation, it can send and receive packets at layer 2
(WiFi). However, IP connectivity is needed for accessing services. Similar to wired devices,
WiFi devices use the Dynamic Host Configuration Protocol (DHCP) to obtain the informa-
tion needed to use IP. New devices broadcast a DHCP request on the local network and a
DHCP served will respond with the necessary information. This includes an IP address for
the device, the IP prefix for the local subnet (discussed in Sect. 5.1.1), and the IP address of
the gateway router that connects theWiFi network to the local network infrastructure and/or
the public Internet (Fig. 4.4).

Security
Security is another important aspect WiF association since potentially anybody can try to
associate with the network. Today, virtually all WiFi access links are encrypted. This is
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important, since it is very easy to listen in on wireless links, so sending data in the clear is
a huge privacy liability. Authentication and authorization are more complicated and several
alternatives are in use today.

The simplest form of authentication is MAC-based Access Control, in which network
access using WiFi is controlled based on the IEEE datalink address of the device. The
basestation or authentication server has a “white list” with the MAC addresses of devices
that are allowed to access the network. The benefit of MAC-based access control is that it
is simple and fast. Unfortunately, it is not very secure, since MAC addresses can easily be
spoofed. An alternative is to use the IEEE 802.1x, which defines a protocol for authenticated
and encrypted access to IEEE 802 networks. It provides access based on a password.

Today,many smallWiFi networks supports encryption based on theWPA2-PSKprotocol.
It is based on pre-shared keys and replaces the older and less secureWPAandWEP standards.
When the basestation is installed, a shared cryptographic key is configured on the basestation
based on a password provided by the administrator of the network. Authorized users are
given the password, which they can use to access the network over an encrypted channel to
the basestation. One benefit of this solution is that it does not require individual user account
since the password can be shared by all authorized users. TheWPA2-PSK protocol is widely
used in home networks and, more generally, in small networks with a limited number of
users, e.g., hotels and hotspots.

The security of WPA2-PSK depends on the security of the password and as the number
of users increases, the risk that the password is leaked grows. WPA2-Enterprise offers a
more secure solution. It uses the Extensible Authentication Protocol (EAP) (Vollbrecht
et al., 2004) and a RADIUS (Aboba & Calhoun, 2003; Rubens et al., 2000) server to
support Authentication, Authorization, and Accounting. EAP is a standard framework that
supports different types of authentication. Connecting to a WiFi network using the EAP
protocol involves two steps. First, the client device must associate with a basestation in
the desired service set. Once this is completed, the device is given restricted access to the
LAN. Specifically, it can communicate with the RADIUS server but it cannot access other
services. Second, the client authenticates with the RADIUS server to get access to more
services. Restricting a device’s access during authentication using the RADIUS server is
typically done using a Virtual Private Network (VPN) or virtual LAN (VLAN). Finally, the
RADIUS server gives the device access to network services for which it is authorized.

4.3.10 WiFi Deployments

WiFi deployments are very diverse, ranging fromhome networkswith a single basestation, to
small deployments with a few basestations in stores or hotels, to large campus deployments
with thousands of APs. The main difference across these deployments is the degree of
management that is used to coordinate across the basestations sharing the spectrum in a
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geographic area. In this section, we briefly discuss the two extremes of this spectrum:
managed and chaotic WiFi deployments.

Managed Deployments
ManagedWiFi deployments are larger networks that are installed and managed by a profes-
sional networkmanagement group. The general rule for unlicensed spectrum is that anybody
can use it, as long as they comply with FCC regulation. Campus deployments are an excep-
tion in the sense that the organization that owns the campus has considerable control over
the use of unlicensed spectrum use on campus. For example, they can control who can install
basestations which is important not only for performance reasons, but also for security since
rogue basestations connected to the wired infrastructure can be used to bypass security
measures imposed on the WiFi network.

A key design decision in building a high-performance WiFi network is the placement
of the basestations in the physical environment. Placement is primarily driven by coverage
requirements: what parts of the space must offerWiFi access. Today, the general expectation
is that WiFi access is universal, not just indoors, but also in frequently used outdoor spaces.
Identifying locations for basestation placement is a labor-intensive process that involve
measuring the coverage provided by themany candidate locations. Besides coverage, several
other factors impact basestation placement. For example, areas that are often crowed (large
auditoriums, food courts) may need to be covered by several basestations. Also, the coverage
provided by a basestation depends on the frequency band (2.4 vs. 5 GHz). Finally, once
mmWave WiFi sees wider adoption, its heavy reliance on beamforming will add another
dimension to the basestation placement problem.

Once basestations have been installed, the most critical decision in optimizing perfor-
mance is how to assign frequency bands to each basestation. This must be done so that
frequency bands are not reused in cells that are too close together, since it can result in
interference and hidden and exposed terminal scenarios (Sect. 4.3.4). A simple example
using three frequency bands (shown as blue, green, and red) is shown in Fig. 4.12. Besides
frequency selection, transmit power control can also be used to manage interference. In
the simplest case, frequencies can be statically assigned to basestations. However, it can be
more efficient to assign frequencies dynamically based on load, for example increasing the
coverage of a large auditorium depending on whether it is used. Some basestations can even
be switch off if their capacity is not needed, for example, at night.

Campus networks, including bothwired andwireless subnets, are often centrallymanaged
in an integrated fashion. They rely heavily on virtualization to isolate subnets with different
requirements, such as different WiFi service sets, using for example VLAN technology. For
WiFi specifically, the centralized controller decides on key decisions such as the allocation
of frequency bands, width of frequency bands, transmit power, and assignment of nodes to
basestations. Decisions are based on information, such as traffic load and interference levels,
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Fig. 4.12 Simple centrally managed WiFi deployment

which is collected by the basestations. Basestations are relatively dumb devices that simply
forward packets based on the configuration specified by the centralized controller.

ChaoticWiFi Deployments
At the other end of the spectrum,we have geographic areas such as residential neighborhoods
or apartment buildings, where many basestations that part of small services sets share the
spectrum.Examples are homenetwork and coffee shops. Theydiffer frommanagednetworks
in two ways. First, the individual service sets are often unmanaged: users buy a basestation,
connect it, and use it. Second, there is no global management of the basestations sharing
the spectrum: they each operate independently. For these reasons, these deployments are
sometimes referred to as chaotic (Akella et al., 2005).

Most of the optimizations used in managed deployments cannot be applied in chaotic
deployments. Basestations are placed in locations that are convenient, without considering
coverage and there is no coordinated configuration of the basestations. In the early days of
WiFi, the situation was especially bad. For example, manufacturers of basestations would
configure their basestations with a default setting, e.g., channel 1 in the 2.4 GHz band, so
it was common to see many basestations in the same area use the same channel, causing
unnecessary contention. Fortunately, today’s basestations are much smarter and are to some
degree self-configuring. For example, they regularly scan the available frequency bands to
find a band that is has low utilization, which helps in distributing traffic across the channels.

In between these two extremes, many areas contain both smaller managed networks and
single basestation service sets that are unmanaged. Smaller managed networks can usemany
of the optimizations discussed above, but since they do not control all devices in the areas,
they are less effective than campus deployments.
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4.3.11 Mobility

Since the transmission range ofWiFi is limited, typically 50–100m or less, mobile users will
switch between basestations as they move around. We will consider two scenarios. First, the
user has to switch between basestations that are part of different service sets. Associating
with a new service set is usually quite slow, even when no manual user intervention is
needed (Bychkovsky et al., 2017a; Pei et al., 2006), so ongoing transmissions are likely to
be disrupted.

The second scenario is a user who switches between basestations that are part of the
same service set. Originally, WiFi did not provide support for intra-service set roaming,
since mobility was not a priority. Later on, a number of extensions were introduced to speed
up roaming, including, 802.11k, 802.11v, and 802.11r. They provide features that can reduce
the overhead of some of the most time-consuming operations used in association. Examples
include providing devices Neighbor Reports with information on neighboring basestations,
that can be used to optimize scanning, informing devices when it might be advantageous to
switch basestation, and speeding up authentication. These features must be supported both
by the software (OS and WiFi device driver) of the wireless device and by the service set
that the user is connected to before they can be used.

4.3.12 WiFi for Special Environments

A number of WiFi standard for specialized environments have been defined.
A first example is 802.11ah, known as WiFi HaLow which operates in license-exempt

frequency bands below 1 GHz, such as the 900 MHz ISM band (Sun et al., 2013). 802.11ah
is designed for IoT devices by offering longer transmission ranges with lower energy con-
sumption than traditional WiFi operating in the 2.4 and 5 GHz frequency bands. It supports
transmit rates up to 347Mbps. The protocol was approved in September 2016 and published
in May 2017.

Another example is 802.11af (Flores et al., 2013), which supports WiFi in the TV white
spaces (Sect. 2.1.4). 802.11af is an extension of theWiFi protocol, which was defined for use
in unlicensed spectrum. Specifically, it is modified to comply with the regulatory require-
ments specified by the FCC, by using a geolocation database to avoid interference with
primary users.

4.4 Cellular: High Performance in Licensed Spectrum

We now discuss the network technology used in cellular networks. While WiFi and cellular
have over time used similar PHY technology, their protocols are very different since WiFi
is designed for the licensed spectrum, while cellular operates in licensed spectrum.
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4.4.1 Cellular VersusWiFi

Cellular service is an alternative to WiFi for high performance data service, especially for
mobile users. Cellular differs from WiFi in three significant ways: spectrum use, service
model, and protocols.

First, cellular service uses licensed spectrum, while WiFi operates in the unlicensed
spectrum. In order to provide service, cellular operators need to acquire spectrum from the
FCC. Because of the high demand for cellular service, the FCC regularly frees up more
spectrum for “mobile broadband service”. This spectrum is then made available through
auctions. Acquiring spectrum is expensive. For example, a recent spectrum auction raised
$80 billion for 5,684 licenses covering different areas in the US (https://docs.fcc.gov/public/
attachments/DOC-370267A1.pdf). The use of licensed spectrum has a significant impact
on both the type of service that cellular operators provide compared with WiFi, and the
technology that is used to provide it.

Second, while WiFi service is often free, cellular operators always charge users for
service. One reason is the high cost of acquiring spectrum licenses, while the use of the
unlicensed spectrum is free. Another reason is that the cellular infrastructure is much more
complex than WiFi and it is expensive to build, maintain and operate. Note that users
sometimes have to pay for WiFi service, e.g., in hotspots and hotels). This payment is used
to cover the cost of theWiFi infrastructure and Internet access, not spectrumuse. Considering
the cost of cellular service, users expect “good” service. More formally, this takes the form
of a Service Level Agreement (SLA) between the user and the provider that specifies the
provider’s commitments for voice and data service. Voice is subject to stringent performance
requirements, while the data service quality is more loosely defined (e.g., data volume and
expected throughputs). In contrast, WiFi service is always best effort.

Finally, considering the need to provide good and consistent service to customers, cellular
networks use scheduled access for medium access control, in contrast to WiFi, which uses
random access (see Sect. 4.2.5).

4.4.2 Origins of Cellular Technology

The first “wireless telephone service” was developed at AT&T Bell Labs in the mid-1940s
and it became commercially available in some US cities in 1946. It consisted of a trans-
mitter on a high building providing telephone service across the city with just a few chan-
nels. Figure4.13 shows how multiple “transmitter and receiver” towers communicate with
“receivers”. As we can see in the figure, the first “receivers” of the cellular service were
vehicles, which were equipped with a car phone. At that time, the technology to build a
cellphone that could be carried around easily, let alone fit in a pocket, did not exist. The
development of the transistor and improvements in battery technology were needed to build
more traditional cellphones.

https://docs.fcc.gov/public/attachments/DOC-370267A1.pdf
https://docs.fcc.gov/public/attachments/DOC-370267A1.pdf
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Fig. 4.13 Concept of first “Mobile Radio” telephone service

The concept of a cellular telephone network was also developed at Bell Labs shortly after
that. A description of the concept can be found in an internal Bell Labsmemorandumwritten
by Donald Ringer in December 1947 (https://web.archive.org/web/20120207062016/http://
www.privateline.com/archive/Ringcellreport1947.pdf). The document shows howa city can
be partitioned in smaller areas (cells, represented by circles), each with their own tower.
Widespread deployment of cellular telephone service had to wait until after 1968, when the
FCC made spectrum available for this new wireless service.

The evolution of cellular technologies is structured as a sequence of generations, starting
with 1G in the 1980s. Each generation consists of four steps. the first step is specifying
requirements based on technology and market projections. The next steps are standardiza-
tion, product development and commercial deployment. The time interval between gener-
ations is about 8–10 years. Today, 5G is being deployed, while the standardization efforts
for 6G are starting. Since 3G, the definition of cellular standards has primarily been the
responsibility of 3GPP and the ITU. The Third Generation Partnership (3GPP) is a group of
seven standards organizations representing stakeholders in different parts of the world. They
are heavily involved in both the definition of requirements and standards. The International
Telecommunications Union is responsible for coordinating the spectrum use internation-
ally, but it is also involved in the definition of standards and regulations. For 1G and 2G,
competing standards were used in different regions in the world. These standards did not
interoperate.

https://web.archive.org/web/20120207062016
http://www.privateline.com/archive/Ringcellreport1947.pdf
http://www.privateline.com/archive/Ringcellreport1947.pdf
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4.4.3 Cellular Generations

Table4.2 summarizes for each generation the approximate date when deployment started,
the services it offers, and the technologies that are used. In this section, we briefly summarize
some of the properties of the five cellular generations.

The first generation cellular offered wireless telephone service based on analog mod-
ulation. It used frequency division multiplexing to support multiple active calls. Similar to
the wired telephone network at the time, it was based on circuit switching Each call used
separate frequency bands for the two directions of the call, and spectrum was allocated for
the duration of the call.

The second generation was digital: the voice signal was digitized before transmission.
Digital technology has significant advantages over analog: it allows error detection and
correction, compression, and encryption, so it offers better quality, higher efficiency, and
improved privacy. In addition, resourceswere only allocatedwhen needed, e.g., when a caller
is silent, no data is sent. A widely used 2G standard is GSM, Global System for Mobile
Communication. It was defined in Europe but it was used more widely. GSM originally
only supported voice, but a basic data service was added later using a General Packet Radio
Service (GPRS). Data was supported by using some of the resources intended for voice,
i.e., data was layered on top of a voice-oriented network. GPRS only supported simple
applications such as text messaging.

The third generation includedmany standards, several of which used spread spectrum to
improve the robustness of the transmission in the presence of frequency-selective attenuation
and fading. Most of the 3G standards provided direct support for both voice and data.

Today, we mostly use fourth generation technology, as supported by Long Term Evo-
lution (LTE). In contrast to earlier generations, LTE implements a data-only service based
on IP, and Voice is layered on top using Voice over IP technology. The LTE physical layer
is based on OFDM, the same technology used by all recent versions of WiFi. The fifth
generation uses similar technologies but it also uses the millimeter wave band and it targets
a broader set of application domains.

Table 4.2 Cellular technology generations

Version 1G 2G 3G 4G 5G

Deployment 1982 1991 1999 2008 2018

Services Analog Voice Digital Voice
+ GPSR (Gen
2.5)

Digital Data +
Voice

IP based +
VoIP

IP based +
VoIP

Technology FDMA FDMA +
TDMA

CDMA + other OFDMA +
SC-FDMA

OFDMA +
SC-FDMA
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Next, we describe LTE in more detail in Sects. 4.4.4, 4.4.5, and 4.4.6. We then discuss an
improved version of LTE, called LTE Advanced, and initial 5G technologies in Sects. 4.4.7
and 4.4.8.

4.4.4 Cellular Network Architecture

Figure4.14 shows the high level architecture of an LTE network covering a geographic
area such as a metropolitan region. It consists of two subsystems. First, the Radio Area
Network (RAN), formally known as the Evolved UMTS Terrestrial Radio Access Network
(E-UTRAN), supports wireless communication betweenmobile devices (called UE for User
Equipment in thefigure) andbasestationsmountedon cell towers (called eNodeB forEvolved
NodeB). The second subsystem, the Core Network, formally the Evolved Packet Core, is
responsible for the control and management of the cellular network and for connectivity to
the Internet. The combination of theEPCand associatedRAN in a geographic region is called
an Evolved Packet System (EPS). Previous cellular generations had a similar architecture,
although some functions were sometimes implemented in a different system module.

The two subsystems communicate using two S1 interfaces, one for data (S1-U) and one
for control (S1-MME). These two interfaces are designed to allow the two subsystems to
evolve independently. This is important since they support different functions and are enabled
by different technologies. The goal of the RAN is efficient spectrum use, which depends
largely on improvements in radio technology. In contrast, the core network deals with traffic
management and it is effectively a data center, benefiting fromenhanced computing hardware
and software. There is also a standard X2 interface for coordination between eNodeBs in
the same RAN.
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Fig. 4.14 LTE network architecture
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Component Responsibilities
eNodeBs are responsible for managing wireless connectivity with the mobile devices. They
also manage handoffs between eNodeBs in the same RAN using the X2 interface. Handoff
between basestations in different RANs is managed by the core networks.

In the packet core, the Serving Gateway (SGW) is responsible for managing the traffic
between the eNodeBs and the packet core. As mentioned earlier, LTE is IP based so all
traffic is sent as IP packets. The S1-U protocols and packet core support Quality of Service
for voice and other services. It relies on virtualization to isolate traffic in different classes,
e.g., voice versus data, in addition to isolating traffic from different cellular generations,
e.g., 3G and 4G. The Packet Data Network Gateway (PGW) connects the core network to
the Internet.

The Mobility Management Entity (MME) implements all control functions related to
subscribers and their communication sessions. It is responsible for authentication users
when they connect to the network. It also tracks users when their phones are idle, so the
core can establish a communication session when there is an incoming call or text message.
In addition, it manages all communication session between the mobile devices in the RAN
and the SGW. The Policy and Charging Resource Function (PCRF) provides Quality of
Service (QoS) coordination. For example, it makes sure that communication session have
performance properties consistentwith the user’s profile. TheHomeSubscriber Server (HSS)
maintains a database with information of all subscribers who are associated with this core
network.

Control Plane
The control plane functions of a 4G cellular network are, by themself, very complicated. In
addition, cellular operators must support multiple cellular generations to provide connec-
tivity for customers with older mobile devices. For example, most US operators terminated
3G support in 2022, so they support 4G and 5G devices. This means that operators need to
support interoperability across technologies for all services they provide (voice, text, data).
In contrast to WiFi, where devices using different WiFi versions share the same frequency
band, cellular effectively uses parallel infrastructures that are logically separate. For exam-
ple, they use different spectrum bands, signaling protocols, etc. They share the same core
network but the traffic for the supported generations is separated using virtualization. In
addition, operators need to support handoff across technologies. For example, a user using
4G for a call may need to be moved to a 3G infrastructure when moving to a different cell.

Mobility inside an EPS network is supported directly by the basestations using the X1
Interface. Similar to 2G and 3G, LTE also supports roaming, so approved subscribers from
other EPS networks can use the network. While visiting, subscribers receive a local identity
and IP address, so the EPC modules described above can treat the visiting subscribers the
same was as “local” subscribers. Note that authentication of the visiting node requires the
involvement of the subscriber’s HSS in its home EPS, since it stores the subscriber and
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authentication information. In addition, the visiting subscriber’s home HSS needs to keep
track of which EPC the subscriber is currently connected to so it can forward calls and text
messages.

4.4.5 LTE PHY and Resource Management

The LTE physical layer uses OFDM and MIMO. As discussed in Sect. 3.6, OFDM supports
fine grain optimization in the presence of frequency-selective attenuation and fading. This
is important to get high spectrum efficiency for cellular since the long distances between
cellular basestations and devices (up to a few km) can result in significant multi-path effects
with large path length differences. In addition, it offers diversity in time and space which is
important for dealing with fading.

LTE uses different radio access technologies for the uplink and downlink. For the down-
link it uses OFDMMultiple Access (OFDMA). Figure4.15 contrasts OFDMAwith OFDM.
Figure4.15a shows an OFDM channel that is shared bymultiple users using TDMA: all sub-
carriers during each timeslot are used by the same transmitter. In contrast, Fig. 4.15b shows
that with OFDMA, the basestation can use a subsets of subcarriers to transmit data to dif-
ferent devices during each timeslot, i.e., OFDMA combines TDMA with FDMA. OFDMA
allows more fine grain control over resources compared with OFDM, e.g., a basestation can
send traffic to multiple devices at the same time.

Unfortunately, OFDM, and thus OFDMA, has a high peak-to-average power ratio, which
results in high energy consumption. This means that OFDMA is not an attractive solution for
the LTE uplink, since battery lifetime is an importantmetric formobile devices. Instead, LTE
uses a technology called Single Carrier FDMA (SC-FDMA) for the uplink. SC-FDMA has
benefits similar to OFDMA, but it has a lower peak-to-average power ratio. This is achieved
by adding pre and post processing steps to the OFDM standard processing pipeline.
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4.4.6 Resource Allocation

The bandwidth (Mbps) allocated to users is directly linked to their transmission time and
how much spectrum they use. In this section, we briefly describe how uplink and downlink
traffic are managed and we then elaborated on how resources are allocated to users.

LTE bands can be up to 20 MHz, but using a feature called Carrier Aggregation, the
spectrum does not have to be contiguous. This gives operators significant flexibility in how
they manage spectrum. A basestation can also support multiple frequency bands, potentially
using different technologies. Cellular operators have two options for allocating spectrum
resources for uplink and downlink traffic. First, with FrequencyDivisionDuplexing different
frequency bands are used for uplink and downlink traffic. An alternative is a technique called
Time Division Duplexing, where one frequency band is used for both uplink and downlink
traffic, alternating in time. The tradeoffs between these techniques are complicated since
they differ in the complexity of the radio, spectrum efficiency, and flexibility of bandwidth
allocation.

Resources are fully controlled by the basestation and they are only allocated when there
is data queued up for transmission. Figure4.16 shows how LTE manages resources in the
downlink spectrum band based on OFDMA. It shows 15 KHz subcarriers each transmitting
a stream of symbols corresponding to the vertical and horizontal dimension respectively.
They form a grid of resource elements. Resource allocation is done on the basis of resource
blocks, each consisting of the resource elements of 12 subcarriers and 7 symbols (Fig. 4.16a).
The resources in a spectrum band are organized using resource blocks as shown Fig.4.16b.
For the downlink, the basestation can allocate resource blocks to active devices depending
on the amount of queued data and QoS requirements. It also informs devices which resource
blocks are used for their data.
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The uplink uses SC-FDMA and resource allocation is also controlled by the basestation.
However, the basestation does not have direct access to the status of the send queues on
the devices. When a device has packets queued up, it needs to request resources from the
basestation using control slots assigned to each device. The basestation then inform the
device which uplink resources it can use. This step must be repeated for each packet, which
needless to say, incurs a delay, as documented in several papers (Tan et al., 2021; Zhang et
al., 2019).

4.4.7 LTE Advanced

In 2009, several improvements across the LTEprotocol stackwere introduced, known asLTE
advanced. LTEAdvanced supportswider frequencybands (up to 100MHz) anddefines better
PHY technology offering higher throughputs. It also reduces latency in the control plane
(e.g., latency to connect or switching to active status) and data plane (resource scheduling).

LTE Advanced also introduces small cell sizes. Traditional macro cells can have a range
of a few kilometer. This large size makes it hard to optimize capacity across areas with
different traffic densities and it also limits frequency reuse across cells, which is important
when optimizing spectrum efficiency. In contrast, micro or picocells can have a range of
10–100s of meters. Smaller cells make it possible to more effectively cover areas with
high demand or areas that are difficult to cover using macro cells, for example because of
geography (e.g., valleys) or man-made obstacles. Small cells are also one of the enablers
for edge computing (Chap.6), since they can provide mobile devices cellular access to
nearby cloudlets or edge clouds with very low latency, which is critical for latency sensitive
applications such as AR/VR, autonomous driving, etc.

4.4.8 5G

We now discuss 5G, focusing on differences relative to 4G.

5G andMotivation and Focus
Figure4.17 shows how the ITU’s vision for 5G includes support for groups of applications.
At the top, we have EnhancedMobile Broadband, which corresponds to the traditional appli-
cations supported by earlier cellular generations such as web access and video streaming, but
with a higher performance. Massive IoT, shown in the left corner, will support IoT deploy-
ments with very large numbers of IoT devices, eachwith low bandwidth requirements. These
devices must be power efficient, so a major challenge is how to simplify cellular protocols
that were optimized for performance to efficiently support devices that may only send a
few hundred bytes every minute. While several cellular operators already support standards
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Fig. 4.17 Application domains targeted by 5G (Figure 2 from https://www.itu.int/dms_pubrec/itu-
r/rec/m/R-REC-M.2083-0-201509-I!!PDF-E.pdf. Reused with permission of the ITU)

for IoT (e.g., LTE-M, NB-IoT), they have seen only limited deployment. Finally, the right
corner represents applications such as autonomous driving and industrial automation, i.e.,
applications that require high reliability and low latency. The last two application classes
effectively expand the market for cellular operators by potentially significantly increasing
the number of cellular devices.

To meet the requirements of these new application domains requires significant improve-
ments in many performance metrics, as shown in Fig. 4.18. IMT-advanced roughly corre-
sponds to LTE advancedwhile IMT-2020 corresponds to 5G.1 For example, the figure shows
significant improvements (factor of 10 or more) in both peak and average data rates as well
as reductions in latency, all directly relevant to users. Other metrics such as energy and
spectrum efficiency are important for operators. The mobility requirements are based on the
(projected) speed of high-speed trains.

Meeting 5G Performance Goals
The 5G requirements are very ambitious and will require improvements across the cellular
infrastructure. A first step is to reuse traditional ideas: (1) allocate more spectrum for cellular
and (2) improving spectrum efficiency through optimizations in both the PHY layer and the
protocol stack. For example, the FCC has freed up more spectrum for 5G in the traditional
bands used by cellular, namely the low (below 2 GHz) and mid bands (below 6 GHz).
Spectrum was allocated for cellular operators in the mmWave band (above 26 Ghz), e.g.,
25–39 GHz. As discussed for WiFi (Sect. 4.3.5), the mmWave band is attractive because

1 IMT (International Mobile Telecommunications) requirements are defined by the ITU, while 3GPP
defines LTE requirements and standards.

https://www.itu.int/dms_pubrec/itu-r/rec/m/R-REC-M.2083-0-201509-I!!PDF-E.pdf
https://www.itu.int/dms_pubrec/itu-r/rec/m/R-REC-M.2083-0-201509-I!!PDF-E.pdf
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Fig. 4.18 5G performance goals (Figure 3 from https://www.itu.int/dms_pubrec/itu-r/rec/m/R-
REC-M.2083-0-201509-I!!PDF-E.pdf. Reused with permission of the ITU)

there is a lot of spectrum available, although high attenuation makes it more challenging
to use. In addition, 5G uses more enhanced coding and modulation techniques, and it also
specifies a large number of antennas for fine grain beam forming and MU-MIMO. While
these improvements are important, they are not sufficient to realize the 5G vision for several
reasons.

First, the cellular services envisioned by 5G are very diverse as shown in Fig. 4.17.
More importantly, there are conflicting requirements between the services. For example,
IoT devices must be power efficient and cheap, while while mobile broadband must support
high data rates. These requirements conflict since high data rates require broadband signals
and aggressive use OFDM and MIMO, all of which are computationally intensive. This
technology is not suitable and not needed for IoT devices. While it is possible for the two
services to share the same infrastructure (e.g., cell towers, core network), they cannot use
the same protocols, hardware, and software.

Second, the frequency bands range all the way from bands below 2 GHz to bands above
26 GHz. Radios in these diverse bands require different antennas (Sect. 3.7) and different
techniques for optimizing performance. For example, mmWave radios rely on aggressive
beam formingwhich requires large numbers of antennas,which is not needed or even feasible
in the lower frequency bands (Sect. 3.8).

https://www.itu.int/dms_pubrec/itu-r/rec/m/R-REC-M.2083-0-201509-I!!PDF-E.pdf
https://www.itu.int/dms_pubrec/itu-r/rec/m/R-REC-M.2083-0-201509-I!!PDF-E.pdf
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Third, 5G’s diversity in services and spectrum bands significantly increases the complex-
ity of the network compared with previous generations. Historically, cellular networks have
relied on custom hardware, not only for the basestations but also for core network infrastruc-
ture. This approach would be very expensive for 5G, given the differences in requirements,
protocols, and algorithms.

Dealing with Heterogeneity
Similar to LTE, a 5G network is partitioned in a Radio Area Network (RAN) and a core
network that communicate using using standard protocols for control and data. There are
however two significant changes comparedwith LTE. First, the RANhas radio hardware that
is specific to (1) the different cellular bands and (2) the different cellular services. Examples
include communication services targeting the three application domains shown in Fig. 4.17,
in addition to services targeting specific requirements such as wide area or high-speed
coverage. Second, baseband processing is moved from the basestations to the core network.
For example, basestations send signal information (IQ samples) to the core network, where it
is demodulated. In addition, most control functions have been moved to the core. Functions
that are very latency sensitive, e.g., dealing with rapid changes in channel conditions, are an
exception. This new architecture simplifies the basestation considerably and it concentrates
all processing in the core network. It is also more modular. When new demands emerge,
new frontends and antennas can be added to the basestation and the software in the core
network can be updated to handle the new service requirements.

Using Commodity Technology
While earlier cellular generations relied on custom hardware in the core network, 5G uses
cloud technology and commodity servers, referred to as a Cloud RAN or C-RAN., This
approach has several advantages.

First, commodity servers should provide significant cost benefits compared with custom
hardware. In addition, it is more flexible. For example, changes in the balance of traffic
between the different service classes can be addressed by reallocating servers. Similarly,
servers can be added or repurposed when services are added or change. A final benefit is that
operators can use infrastructure provided by commercial cloud providers instead of having to
acquire and manage their own infrastructure. Note that cellular workloads are different from
those of traditional cloud users. For example, baseband processing for example is optimized
based on Channel State Information (CSI) that captures conditions. It is measured by the
basestations and sent to the core network. Since the CSI changes continuously, baseband
processing is much more latency sensitive than traditional cloud workloads such as web
services or video streaming, so cloud management techniques have to be customized.

Second, Software Defined Network (SDN) technology can be used to manage the cloud
network. In SDN, the network is managed using a centralized SDN controller that supports
network management applications such as routing and traffic engineering. Switches in the
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network are “dumb” in the sense that they do not have a control function. Instead, they
are configured based on instructions from the SDN controller. SDN allows much more
fine grain control over how traffic flows through the network, compared with traditional
distributed protocols, such as theOSPF routing protocol. Flexible and efficient traffic control
is important in cellular network, for example to support cellular services that have different
requirements (Foukas et al., 2016; Riggio et al., 2015). The same is true for network slicing,
a technique that partitions a single physical network infrastructure in slices that isolate
different traffic classes (Foukas et al., 2017).

Finally, cellular operators rely heavily on middleboxes to reduce traffic on the wireless
link and to optimize user experience. The Internet has traditionally used custom hardware
for middleboxes but this has changed. Network Function Virtualization (NFV) technology
is instead used to support middlebox functions on commodity servers. In the Internet, NVF
is used both at the edge and in the cloud, so this technology can also be deployed in the
C-RAN.

Optimizing Frequency Reuse
Moving baseband processing for all basestations to the cloud has another very important, but
less obvious, benefit, namely more aggressive frequency reuse across basestations. When
radio processing is done at each basestation, it only has access to the CSI for the channels
it is using. It can also measure the interference generated by nearby basestations and their
clients using the same frequency band. However, it does not know how much interference
is it generating in those cells, although basestations could potentially exchange this type of
information directly. However, when baseband processing is moved to the cloud, all this
information is centralized and readily available to optimize spectrum use and radio process-
ing. Even better, the cloud has access to the transmitted and received signals. This allows
the C-RAN to minimize interference and its impact on performance between nearby cells
using the same frequencies. Ideally, frequencies can be aggressively reused by basestations
with minimal interference, significantly improving spectrum efficiency.



5IP andTCP

5.1 IP andMobility

Wireless access links do not impact IP’s ability to deliver packets, but they can impact the
network performance of mobile devices. After a basic introduction of the IP protocol, we
discuss how we can support Internet connectivity for nomadic users.

5.1.1 Internet Protocol Basics

Before we describe how mobility can impact the operation of IP, we briefly describe how IP
forwards packet forwarding based on IP addresses. At a high level, IP addresses have two
parts, as shown at the top in Fig. 5.1. The high order bits represent a Network ID, sometimes
also called the prefix, that identifies the network of the destination device (shown in blue).
The remaining bits are a Node ID identifying the host in the destination network (shown in
green). The sizes of the two IDs can be different, depending on the size of the networks.
Today, two types of IP addresses are used in the Internet: IPv4 with 32 bit addresses and
IPv6 with 128 bit addresses.

Forwarding of IP packets from a sender to a receiver happens in two phases. First, inside
the network of the sender and inside each ISP on the path, the packet is purely forwarded
based on Network ID, as shown by the blue arrow. The Node ID is ignored since it is
not relevant until the destination network is reached. During the second phase, the packet is
forwarded inside the destination network based on theNode ID, as shown by the green arrow.
This hierarchical forwarding model is similar to, for example, that used for mail delivery
in the postal system. Letters are delivered entirely based on the address of the residence of
the intended recipient. The name of recipient is only used once the letter has been placed
in the mailbox at the residence. This hierarchical addressing approach is more scalable than
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Fig. 5.1 IP packet forwarding based on network and node IDs (Mobile phone figure from https://
freesvg.org/img/silverstreak_Mobile_Phone.png. Reused under Creative Commons license CC0)

using flat addresses since routers have to store a much smaller number of addresses in their
forwarding tables. Unfortunately, how IP forwards packets can be a problem when a user is
mobile, as is shown at the right in Fig. 5.1. When a user moves to a different network while
keeping the same IP address, packets sent to the user’s mobile device will be delivered to
the wrong network. In this section, we discuss the problem and possible solutions for two
scenarios.

5.1.2 Internet Access for Nomadic Users

Nomadic users use their mobile device in different locations. However, they do not use it
will they are traveling from one location to another so no network connectivity is needed
while the user is mobile.

WiFi:Mobile IP
Supporting nomadic users became important in the 90’s when laptops started to be used
widely thanks to the availability of WiFi. At that time, IP addresses were assigned to com-
puters statically, which meant that when nomadic users used their device in a network other
than their home network, called a “foreign” network, packets sent to themwould be delivered
to the wrong network. Specifically, as shown in Fig. 5.1, after moving (red arrow), packet
would continue to be delivered to the home network (with ID H) while the mobile host is in
a foreign network (with ID F).

An early solution to this problem was the mobile IP protocol (Perkins, 1997), which
was standardized by the IETF (Perkins, 1996). Figure5.2 illustrates the key idea of Mobile
IP. Assume we have a mobile host (dark blue circle) visiting a Foreign Network. When a
“corresponding host” (light blue circle) sends a packet (arrow 1) to the mobile host, the

https://freesvg.org/img/silverstreak_Mobile_Phone.png
https://freesvg.org/img/silverstreak_Mobile_Phone.png
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Fig. 5.2 Operation of the
mobile IP protocol
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packet is delivered to its Home Network. Since the mobile host is absent (blue dashed
circle), the packet is instead delivered to a Home Agent (arrow 2) who is responsible for
forwarding it to the mobile host. This is done by sending it (arrow 3) to the Foreign Agent
of the Foreign Network where the mobile host is currently connected. The Foreign Agent
then forwards the packet to the mobile host (Arrow 4). Packets sent from the mobile host
to the corresponding host can either follow the reverse path (Arrow 5), or they can be sent
directly over the Internet (Arrow 6).

Forwarding of packets between the Home and Foreign Agents is done using IP encapsu-
lation, which is widely used in the Internet. The concept is illustrated in Fig. 5.3. Figure5.3a
shows an IP packet sent between the two communicating devices, so the source and desti-
nation IP addresses correspond to those of the corresponding and mobile hosts. To forward
such IP packets from the home to the foreign network, the Home Agent adds an additional
“outer” IP headers, which uses the IP address of the foreign agent as the destination, as
shown in Fig. 5.3b. The network forwards the packet based on the outer IP header while
ignoring the original IP Header, which is treated as payload. When the packet arrives at the
foreign agent, the outer IP header is removed (since the packet has reached its destination)
so the use of encapsulation is transparent to the higher layer protocols and the application
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(a) Packets exchanged between Corresponding and Mobile Host

(b) Packets exchanged between Home and Foreign Agents

Fig. 5.3 IP-in-IP encapsulation
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(see Sect. 1.2.1). The packet is then handed to the next higher protocol, in this case again the
IP module, which forwards the packet to the mobile host. The Home and Foreign Agents
act as a service that implement the Mobile IP protocol to support connectivity for mobile
hosts.

Mobile IP is an effective way to support IP connectivity for nomadic users, but it was
not widely used. One of the reasons was that in the same period, the Dynamic Host Config-
uration Protocol (Droms, 1997) was introduced. DHCP automates how devices connect to
a network, so manual configuration of the IP address and other network information is no
longer needed. Specially, when a host connects to a network, it sends a DHCP request and
(after authentication) the DHCP server provides a local IP address and other information
needed to use the network. With DHCP, devices of nomadic users will receive an IP address
associated with the foreign network, so the corresponding andmobile host can communicate
directly.

This still leaves the question of how a corresponding host can obtain the IP address of
a mobile device when it is not in its home network, i.e., when sending the first packet of a
TCP session. The challenge is that the corresponding host does not know the “foreign” IP
address of the mobile host. Fortunately, in practice this is not a problem.Most Internet traffic
is client-server traffic, in which the client initiates the connection to a server. It would be
very unusual to run a server on a mobile device, since servers typically have to be available
all the time. This means that for mobile device, the first packet of a connection is typically
sent by the mobile device, which indirectly provides the server with the current IP address
of the device. Authentication of a client to the server should be done at the application level,
since IP addresses are not a reliable way of authenticating users or their devices.

Virtual Private Networks
There are use cases in which a nomadic user needs to use an IP address associated with a
remote network. For example, it is common for organizations to limit access to sensitive
internal services (e.g., dealing with financial or personnel records) to devices that have
an internal IP address. Nomadic users can access such services by using a Virtual Private
Network (VPN), as is illustrated in Fig. 5.4. The figure shows a corporate network (left),
which is the home network in this case and a hotel network (right), which is the foreign
network. A mobile device in the hotel network (blue circle) wants to connect to servers in
corporate network (brown circles) but it needs an internal IP address. This is done by setting
up a VPN between the device and the corporate network. The VPN can be thought of as a
virtual link that connects the mobile device to the corporate network at the IP level, so it has
an internal IP address.

Concretely, the VPN is realized using IP encapsulation as shown in Fig. 5.3. The IP
addresses in the outer IP header are the associated with the VPN server in the corporate
network and a virtual network interface on the mobile device (top yellow circle). When the
mobile device establishes the VPN, it is assigned an IP address with the network prefix of
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the corporate network. This means that the two IP addresses in the inner IP header both have
the prefix of the corporation, so the from server’s perspective, the mobile devices is part of
the corporate network. The VPN link also guarantees the confidentiality and integrity of the
data it carries.

In most use cases, mobile devices need to use the VPN only for destinations inside the
corporate network (black arrow). Traffic to public servers in the Internet use the regular net-
work interface (bottom yellow circle) that bypasses the VPN (dashed arrow). An alternative
is to send all traffic that is not local to the home network through the VPN. This type of
“full” VPN may be useful when the mobile device wants to access a public server using a
corporate IP address or when it wants to hide what servers it is accessing to observers in the
hotel network. One drawback of using a full VPN is that it can create very long paths. For
example, a mobile device in Europe is used to reserve a table in a local restaurant using a
full VPN to a network in the US.

Cellular
Cellular devices need a Subscriber Identity Module (SIM) to connect to a cellular network.
The SIM identifies the account a user haswith a cellular operator. Switching between cellular
operators require replacing the SIM, which is a manual process. Fortunately, major cellular
operators have very extensive coverage and excellent support for mobility in their coverage
area, so there is rarely a need for switching between operators.

One exception is when traveling internationally, for example from the US to Europe.
Some cellular operators have agreements with other operators that allow their customers
to us their network. This is done automatically and it does not require changing SIMs.
Alternatively, users can replace their SIM with the SIM of a local operator. This may be a
cheaper solution compared with using an international plan through their “home” operator.
In both cases, users will be disconnected for some period of time.
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5.1.3 Internet Access for Mobile Users

Wenow discuss the case whenmobile devices are used to access the Internet while the user is
mobile. In the previous chapter, we discussed mobility inside individual WiFi (Sect. 4.3.11)
and cellular (Sect. 4.4.4) networks. In this section we focus on the case where a mobile user
needs to switch between different WiFi networks over time. The difference with mobility
inside a network is that the device needs to obtain a new IP address in each network it
connects to. This involves challenges both at the IP and transport (TCP) level. Here, we
focus on the IP challenges. The TCP challenges are discussed Sect. 5.2.7.

The main challenge for a mobileWiFi device that is roaming between twoWiFi networks
it that it needs to connect to a new network, which is a multi-step process (Sect. 4.3). For
example, it requires the device to associate with a new basestation, authenticate, and obtain
information about the new network using DHCP. Each of these operations can be time
consuming (Pei et al., 2017b). Practically speaking, this means that there will be a period
during which the user is not connected to any network, resulting in a noticeable disruption
in network connectivity.

Some research projects have designed techniques to support mobile WiFi users. One
possibility is to connect to two WiFi networks at the same time, for example by using
two WiFi cards or by using techniques such as MultiNet (Chandra et al., 2004). In that
case, it may be possible to remain connected to the old WiFi network while connecting to
the new WiFi network. It requires that the overlap in the coverage areas of the two WiFi
networks is large enough so that the delay associated with connecting to the new network
can be hidden. A number of research projects have studied how to use WiFi for vehicular
applications. This may be possible when driving in areas that are entirely covered by a single
WiFi provider, but switching between APs fast enough to maintain continuous connectivity
remains a challenge (Deshpande et al., 2009; Hare et al., 2012).

Dual-homed devices—Finally, cellphones today typically have both a cellular andWiFi
interface. As a result, they can connect to two types of networks, possibly at the same
time. Such devices are called dual-homed, or more generally multi-homed, independent of
whether the connections are wireless or wired. Dual-homed devices should generally be able
to be connected to at least one network. Note that the two interfaces will have different IP
addresses since they are associated with different networks (different Network IDs), which
may impact TCP as discussed in the next section.

5.2 Impact ofWireless on Application Throughput

Communication session that include a wireless link can suffer from higher latency and
packet loss rate, both of which can impact application-level throughput. In this section we
provide background on two factors that determine network throughput: (1) how flows share
resources (link bandwidth) in the network independent of what protocols are used on the
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endpoints (Sect. 5.2.1 ) and (2) how TCP congestion control selects an appropriate transmit
rate for a flow. We then discuss how RTT and packet loss impact application throughput.
Finally, we explain how TCP is impacted by IP mobility and introduce multipath TCP as an
example of a solution.

5.2.1 Bandwidth Sharing in a Network

In this section we look at how flows in a network share bandwidth on links, ignoring the
question of how senders can learn how much network bandwidth is available to them.

Broadly speaking, bandwidth allocation has two goals. The network wants to be efficient
in the sense that it maximize the total aggregate bandwidth it serves to customers. A second
goal is that bandwidth allocation should be “fair” so all customers have comparable per-
formance. Let us first consider a simple network with a “dumbbell” topology as shown in
Fig. 5.5. All links have the same bandwidth B and N flows share the link L connecting the
two routers R. L is the bottleneck link, i.e., the link that limits the throughput of a flow, for
all N flows. In this case, a bandwidth allocation T for each flow that is both efficient and
fair is simply

T (A) = B

N
(5.1)

Figure5.6b shows a richer topology with five flows numbered 1…5. All links are full-
duplex with bandwidth L in both directions. This topology is slightly more realistic since the
various flows face very different network conditions. First, flows have paths with different
numbers of hops. Moreover, links have different numbers of flows competing for the link
bandwidth L . One possible bandwidth allocation is to assign all flows the same bandwidth,
specifically L/3. This allows flows 1, 2, and 3 to evenly share and fully utilize the bandwidth

Fig. 5.5 Competing flows in
dumbbell topology
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on link R1 → R3, which is the most congested link.While fair, this allocation is not efficient
since flows 4 and 5 could use more bandwidth without hurting the throughput of flows 1, 2
and 3.We need a bandwidth allocation algorithm that better balances fairness and efficiency.

A widely accepted fairness definition for networks is called Max-Min fairness (Le
Boudec, 2005). Its goal is to maximize the throughput of flows that face the most chal-
lenging conditions, e.g., they use links with a lot of competing traffic (e.g., R1 → R3),
while allowing “lucky” flows to get a higher throughput. Informally, with a Max-Min fair
bandwidth allocation, it is not possible to increase the throughput of any flow by reducing
the bandwidth of a flow that has a higher throughput, so bandwidth is first allocated to flows
that face the most challenging conditions.

Focusing on a simple network where all links have the same bandwidth, a max-min
fair allocation can be calculated by first assigning bandwidth to flows that share the most
congested link, i.e., the bottleneck link for flows that will have the lowest throughput. In
our example, the three flows that share link R1 → R3 get throughput L/3. We then allocate
bandwidth for the next most congested link, while taking into account that some bandwidth
has already been allocated. In our example, this is link R3 → R5, where, considering the
bandwidth already allocated to Flow 3, 2 × L/3 bandwidth remains for Flow 5. Finally,
Flow 4 is assigned a bandwidth of L . More generally, Max-Min fair bandwidth is allocated
iteratively using the following equation:

T (A) = B(L) − ∑
i=1 OTi

Nh
(5.2)

It is similar to Eq.5.1, except that we need to reduce B(L) with the throughput Ti of the O
flows that are bottlenecked elsewhere.

The results in Fig. 5.6 provides some interesting insights, besides the obvious observation
that flows that use highly congested links will have lower throughput. First, how much
throughput a flow gets depends not only on what links it uses, but also on the traffic in
other parts of the network. For example, Flow 5’s throughput depends on how many flows
use link R1 → R3. If Flow 1 terminates, Flow 5’s throughput will decrease! Second, one
should expect that flows using longer paths, i.e., with more hops, are more likely to suffer
from congestion. Of course, if the first or last link on the path (which may be a wireless
link) is the bottleneck, then neither of these observations apply. Note however that given the
bandwidths supported by today’sWiFi and cellular, it is certainly possible for the bottleneck
link to be in the core network, especially when the wireless network has low utilization.

To provide a max-min fair bandwidth allocation the network must calculate the fair
bandwidth allocation for each flow and provide this information to the sender. While this
is possible, e.g., Kung et al. (1994), it is not practical on an Internet scale and can suffer
from link underutilization. However, when senders adapt to congestion in the network, as
described in the next section, the outcome is similar a max-min allocation so the above
observations hold.
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5.2.2 TCP Basics

Reliable byte streaming protocols such as TCP are by far the dominating transport protocol
used by applications. TCP supports four functions: connections establishment and tear down,
flow control, error control, and congestion control. TCP is a connection-based protocol so
the two endpointsmaintain state that is used to optimize bi-directional, reliable data transfers.
Connections are established and torn down using an exchange of control packets. The goal
of flowflow control is to ensure that the TCP sender never sends data unless the receiver
has buffer space to store it. It is implemented by having the receiver pace the sender by
advertising how much free buffer space it has. The error control function makes sure that
the data transfer is reliable. This requires that the sender can detect and recover from lost and
corrupted packets. TCP uses mechanisms such as acknowledgements and retransmission for
error control. Finally, the congestion control function controls the transmit rate of the sender
to avoid, or control, congestion on network links. In contrast to the previous three functions,
its operation can be impacted by the presence of wireless links in the TCP network path.
In the next section, we give an overview of how TCP congestion control works and we
then discuss how packet loss and roundtrip time impact congestion control, and thus the
throughput of a TCP flow.

QUIC (Langley et al., 2017) is a transport protocol developed and used by Google. It
implements the same functions as TCP does, but it uses TLS (Rescorla, 2018) for security
by default and also implements some features of HTTP2 (Belshe et al., 2015; Stenberg,
2014a). Both TCP and QUIC can be configured to use a wide range of congestion control
algorithms.

5.2.3 TCP Congestion Control

TCP Congestion Control (CC) controls the transmit rate with the goal of maximizing appli-
cation throughput without introducing significant congestion in the network. Short term
congestion is unavoidable and it is managed by having queues in the routers that buffer
packets when traffic exceeds the link capacity. However, long term congestion results in
significant packet loss that hurts performance. It can even result in network collapse (Nagle,
1984). TCP uses a Congestion Control Algorithm (CCA) that calculates a maximum trans-
mit rate for the TCP session based on implicit and sometimes explicit feedback (Floyd
& Jacobson, 1993; Ramakrishnan et al., 2001) from the network. Congestion control has
been an active area of research for over 30 years and many CCAs are in use today (Mishra
et al., 2020), but they all have a similar structure. We focus on an older CCA, TCP new
Reno (Stevens, 1997), since it is the basis for many of the CCAs in use today.

At the start of a new TCP session, or after a TCP session has been idle, the TCP sender
has no information about the available bandwidth on the network path to the receiver, so it
uses aggressive probing, called Slow Start (SS), to quickly get an estimate of the available



98 5 IP and TCP

bandwidth. During SS, the sender starts with a fixed initial transit rate, and then doubles
the transmit rate every roundtrip time (RTT). When the traffic load exceeds the available
bandwidth on the path, the router queue on the bottleneck link will fill up, which will
eventually result in packet loss. The TCP sender interprets packet loss as a congestion event,
an indication that one of the links on the path is congested, and it reduces its transmit rate
to limit congestion.

After a packet loss, TCP switches to a Congestion Avoidance (CA) phase in which it
tries to “track” the available bandwidth, since it changes over time as we discussed in the
previous section. This is implemented by slightly increasing the transmit rate in each RTT,
effectively probing for more bandwidth. These small rate increases by all TCP senders
sharing a congested link will eventual result in queue build up on the bottleneck router,
leading to packet loss. In response, the sender reduces its transmit rate and then immediately
starts probing again for more bandwidth.

TCP does not control the transmit rate directly. Instead, it maintains a variable called
congestion window (cwnd) which represents the amount of data it can transmit in one RTT.
The transmit rate, represented by cwnd/RT T , is controlled by increasing or decreasing
cwnd. In practice the RTT can change due to packet queueing in the routers, but cwnd is
often a good proxy for throughput. How the transmit rate is controlled may look like a minor
implementation detail, but it in fact has significant impact on the throughput.

Figure5.7 shows how cwnd changes over time for TCP new Reno. During the SS phase,
cwnd doubles every RTT, so the rate increases exponentially. Most TCP versions today use
an initial window of 10 MSS (Maximum Segment Size, typically 1448 Bytes). During the
CA phase, cwnd increased by one MSS every RTT, so the transmit rate increases linearly.
Finally, after a packet loss, TCP cuts cwnd in half. This Additive-Increase, Multiplicative-
Decrease algorithm for adjusting the transmit rate during the CA phase has been shown
to converge to a steady state in which senders share the bandwidth equally under certain
conditions (Chiu & Jain, 1989).

Since TCP New Reno, many improvements have been made to congestion control. One
major change is that some CCAs also interprets RTT increases as a congestion events, since
it indicates queue build up (Brakmo et al., 1994). For example, Cubic (Ha et al., 2008;
Rhee et al., 2018), the most widely used CCA in use today (Mishra et al., 2020), uses RTT
increases as a congestion event for exiting SS (Ha&Rheeu, 2011). It also adjusts the transmit

Fig. 5.7 TCP congestion
control window (cwnd) during
a TCP session
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Time
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rate differently during both the SS and CA phases. BBR (Cardwell et al., 2022, 2016), the
second most common CCA, tries to limit queue build up, which contributes to the RTT, so
it primarily relies on RTT increases as a congestion signal.

5.2.4 Impact of RTT onThroughput

How TCP increases and decreases its transmit rate has a significant impact on network
throughput. The reason is that the throughput is a time-based metric (bits/sec) while
TCP transmit rate changes are based on RTT (bits/RT T ). That means that low-RTT flows
increase their transmit rates more rapidly during both SS and CA compared to high-RTT
flows.

To illustrate this, Fig. 5.8 shows the transmit rate of two flows during SS: Flow 2 (red)
has an RTT that is twice that of Flow 1 (blue). The X axis shows time; the RTT of Flow 1,
RT T1, is used as the unit of time. The y-axis shows transmit rate (Mbps). We see that the
throughput of Flow 2 is consistently lower than that of Flow 1 and that difference increases
over time. There are three reasons for this. First, Flow 2 starts at a lower transmit rate than
Flow 1 since TCP uses the same initial cwnd, irrespective of RTT. For example, for an
RT T2 = 50 ms, Flow 1 will start to transmit with a rate of 0.23 Mbps, while Flow 2 will
start at 0.115 Mbps. Second, Flow 1 doubles its transmit rate twice as often as Flow 2. As a
result, after 201 ms, Flow 1 will transmit at a rate of 3.7 mbps (cwnd has doubled 4 times),
while Flow 2 will only have a rate of 0.46 Mbps (cwnd has doubled only twice). Finally,
assuming the two flows use paths with a similar available bandwidth, Flow 2 will stay in
Slow Start much longer than Flow 1, so it takes Flow 2 longer to reach the CA phase, during
which transmit rates are higher.

Flows with a lower RTT similarly have an advantage during the CA phase. An analysis
of TCP New Reno (Mathis et al., 1997) for a simple dumbbell topology (see Fig. 5.5) shows
that the throughput of a TCP flow during the CA phase can be represented as

Transmit 
Rate

SS Flow 1

SS Flow 2

1 2 3 75 86 94 10

CA

Time

Fig. 5.8 Impact of RTT on TCP transmit rate during slow start
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T (A) = MSS

RT T
×

√
8

3 × p
(5.3)

where p is the packet loss rates, or more generally, the rate of congestion events. In steady
state, the transmit rate is inverse proportional to the RTT, assuming the same packet loss
rate, so again low-RTT flows have an advantage over high-RTT flows. The reason is that
low-RTT flows are more aggressive than high-RTT flows since they increase cwnd faster.
Follow on research generalized this result, and the impact of both the RTT and loss rate
remains the same (Padhye et al., 1998; Philip et al., 2021).

While today’s TCP versions use much more sophisticated CCAs than TCP Reno, the
above results still largely hold. First, the SS phase has not changed much. It increases the
transmit rate very quickly at a pace that is measured in RTT units, so lowRTT flows continue
to have an advantage. Similar, almost all CCAs regularly probe for more bandwidth using a
clock that is RTT-driven. One exception is the BBR, which uses a very different algorithm
to control the transmit rate (Cardwell et al., 2016).

WiFi and cellular access networks generally have higher latency than wired access links.
For example, for WiFi, (Sui et al., 2016) the use of carrier sense to gain access to the shared
transmissionmediumadds delay, especially on busy networks. Power savemode (Sect. 4.3.8)
can also add significant delay to AP-to-device packet transmissions. Cellular networks have
historically also had very long delays. Two reasons are that the control plane for cellular
is complex so signaling is slow. In addition, cellular devices need to request bandwidth
resources (Sect. 4.4.6) from the basestation before they can transmit, which further increases
latency (Tan et al., 2021; Huang et al., 2013; Zhang et al., 2019). Unfortunately, this means
that for most CCAs used in TCP today, network throughput will be lower compared with
senders using wired access links. These same factors can also make latency, and throughput,
more variable on wireless links.

Interesting enough, replacing wired by wireless links can in some cases lead to lower
delays. The reason is that the speed of electro-magnetic signals is about 30% slower in fiber
than in free space. This can make a big difference for long distance communication. One
example is the use of microwave networks for communication between cities (Rhee et al.,
2022) for low latency applications such as stock trading. Another example is the deployment
of a network of Low Earth Orbit satellites to form a low latency ISP in space (Giuliari et al.,
2020; Handley, 2018).

5.2.5 Establishing a TCP Session

For new TCP connections, the time to establish a TCP session also adds delay to the delivery
of the data. The latency of the TCP handshake is 1 RTT plus some overhead on the client
and server. However, when TLS is used to secure a TCP session (e.g., when HTTPS is
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used to browse the web) an addition latency of two (TLS 1.2) or one RTT (TLS 1.2) is
incurred, in addition to the cost of the cryptographic operations that must be performed on
both endpoints.

Another consideration is that many applications establish a TCP session based on a DNS
name, not an IP address. In that case, DNS name resolution, i.e., translating the domain
name into an IP address, results in an additional delay, which is highly variable. In the best
case, the name-address mapping is cached on a local DNS resolver in the client’s network.
In the worst case, the name needs to be retrieved from the DNS server of intended TCP
destination, which may involve accessing several DNS servers throughout the Internet.

5.2.6 Impact of Packet Loss

Most versions of TCP interpret packet loss as a congestion event, on the assumption that
packet loss is the result from congestion-induced queue overflow. Early versions ofWiFi had
high packet loss rate. Unfortunately, this resulted in very low throughput for TCP flows for
two reasons. First, packet losseswere detected by timeouts,which stalled packet transmission
for asmuch as a second. Second, packet losseswere interpreted byTCP as congestion events,
so they cut cwnd in half. Researchers developed several fairly complicated techniques to
hide, or efficiently recover from, wireless packet losses (Balakrishnan et al., 1996).

The solution that was ultimately adopted was in fact much simpler. Rather than fixing
the problem, it is much easier to avoid the problem by designing wireless protocols with
low packet loss rates, comparable to those on wired links. This can be done easily using
techniques such as link-level packet retransmission and forward error correction (Chap.4).
This simple solution that is also faster and often more efficient. Link-level recovery is very
fast since RTTs are very short. In contrast, end-to-end recovery at the transport level is much
slower, since RTTs can be as high as 100s of ms.

5.2.7 Maintaining a TCP SessionWhile Mobile

In Sect. 5.1.3 we discussed how inter-domain mobility results in a change in the IP address
of the mobile device. Surprisingly, this has an impact on active TCP sessions. A TCP session
is uniquely identified by a 5-tuple: the source IP address and port number, the destination
IP address and port number, and the protocol number (TCP in this case). The address/port
number pairs unique identify the sockets used by the communicating applications. This
means that when one of the IP addresses changes, the identity of the TCP session changes.
This confuses the end points since they use the 5-tuple to associate incoming packets with
a specific TCP connection.

This problem is not fundamental. It is simply the result of an early design decision (Infor-
mation Sciences Institute, 1981) that did not consider mobility. The problem can be solved
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by adding a layer of indirection (Snoeren & Balakrishna, 2000). TCP sessions are identi-
fied based on the IP addresses that the endpoints used when the session was established.
When an IP address changes during the lifetime of the session, TCP can add an entry to a
table that maps the 5-tuple of each incoming TCP packet to the 5-tuple used to establish
the connection. The reverse mapping is performed for outgoing packets. This technique is
however not widely support since it is only needed for WiFi (Sect. 5.1). The QUIC transport
protocol, is an example of a transport protocol that supports mobility by design. During
session establishment, QUIC creates a session identifier that is used to associate packets
with QUIC sessions so changes in IP address do not affect its operation. Note that changes
in the IP addresses require authentication to avoid hijacking of active TCP sessions.

5.2.8 Multi-path TCP

Multipath TCP (MPTCP) allows a single TCP session to make use of multiple Internet paths
between the two communicating devices. Figure5.9a shows a simple example. Nodes pairs
A-B and C-D communicate over MPTCP connections, using two network interfaces on
devices A and D, respectively. Figure5.9b shows the high-level design of MPTCP (Ford et
al., 2020; Murray et al., 2011). Similar to single-path TCP, MPTCP provides a reliable byte
stream service between two applications through a socket. It is implemented as a module
that distributes the data to be sent over one or more parallel single-path TCP sessions. The
MPTCP module on the receiver places the data received over the parallel TCP connections
in the correct order before making it available to the receiving application. Similar to TCP,
MPTCP must implement four functions core TCP functions (Sect. 5.2.2). Using multiple
paths can improve the throughput and reliability of a TCP session.

MPTCP sessions are established by first setting up a single path TCP session. The two
endpoints also exchange control information needed to add and manage additional paths.
At a later time, additional TCP connections can be established and the new connections can
be added to an existing MPTCP connection using TCP protocol extensions. Individual TCP
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Fig. 5.9 Multipath TCP
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connections that are part of a MPTCP connection can be terminated at any time. Paths can
be added and removed at the request the applications. As a result, the use of MPTCP is
not transparent to applications. While communication uses a single socket, applications are
responsible for adding and removing paths.

Each single-path TCP connection implements flow, error, and congestion control inde-
pendently. This is important since the two paths typically have different properties, e.g.,
RTT, available bandwidth, etc. The MPTCP module on the sending node is responsible
for distributing the data between the parallel TCP sessions. MPTCP should generally get
a higher throughput than a single-path TCP connection (Chen et al., 2013). While this
may be attractive to sending applications, one can argue that this is not fair. As a result,
researchers have explored MPTCP-specific congestion control algorithms that can be used
by theMPTCPmodule, for example, to achieve a throughput that is similar to that of a single
path connection, e.g., Wischik et al. (2011).

MPTCP can be useful for cellular users and connected vehicles, since they often have
both a WiFi and cellular network interfaces. Using a two-path MPTCP connection can help
maintain network connectivity duringWiFi handoffs or other path failures.When a path fails,
the other path keeps the TCP session alive (Khan et al., 2022; Lim et al., 2014; Paasch et al.,
2012). Some MPTCP implementations also allow application to control MPTCP features,
e.g., by choosing a congestion control algorithm or by controlling how much or what data is
transferred over each path based on its properties (Lee et al., 2018; Thakur & Kunte, 2020;
Vu & Walker, 2019).
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6.1 Application-Centric Metrics forWireless andMobile Devices

We elaborate on the wireless network and device properties considered in this section:

• Availability of network service: Loss of network connectivity impacts all applications that
use the network. For most applications, loss of network connectivity is fatal, although
some applications can be used in disconnected mode, as we discuss in Sect. 6.2.

• ADU delivery time: Most applications do not operate on packets or byte streams. Instead,
they generate or process Application Data Units (ADU), blocks of data such as a docu-
ment, a sequence of video frames, or an OS upgrade. As a result, the time to deliver an
ADU is an important metric. This metric depends on both the available bandwidth and
RTT of the network path that is used to deliver the data, and both of these parameters are
impacted by a wireless access link, as discussed in Sect. 5.2.

• Mobile device resource constraints: Mobile device often have limited processing
resources, so applications may have slow response times or may not be able run at
all. Many research groups have explored offloading of compute tasks, but this requires
good network performance.

In this chapter,wediscuss the impact of eachof these abovemetrics onmobile applications
and we also discuss techniques that can be used to mitigate them. The presentation is based
on sample applications and is not meant to be exhaustive.
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6.2 Availability

We discuss wireless connectivity for both mobile and nomadic users and its impact on
applications.

6.2.1 Wireless Coverage

Internet access based on a wired access link is very reliable. While outages do happen, for
example due to fallen trees or equipment failures, they are rare. In contrast, disconnections
are more common with wireless access links since access depends on devices being inside
the coverage area of a basestation for which they have credentials. As a result, devices may
not have internet access in certain areas, resulting in intermittent connectivity for the users.
The likelihood and nature of disconnections depends on the access technology used and the
type of mobility.

Near-ubiquitous coverage is an important goal when deploying cellular networks. The
reason is that providers put a lot of emphasis on the Quality of Experience (QoE) of its
customers: since users pay for cellular service, they expect high quality voice and good data
throughput everywhere. Of course, no cellular provider can provide coverage everywhere.
In areas that are very remote or inaccessible, or areas with very low population density,
providing cellular coveragemay be impossible or too expensive. Cellular providers typically
document their coverage, e.g., on the web, so users know what service they can expect.

WiFi is also widely available but the infrastructure is owned by many organizations and
individuals, e.g., homes, corporations, hotels, hotspots, etc. As a result, WiFi access is much
more limited than cellular since users can only use WiFi networks for which they have the
right credentials. As a result, WiFi coverage for a user is typically only available in specific
locations.

6.2.2 Impact onMobile Users

Mobile devices, especially cellphones, are often used while the user is mobile, e.g., making
a call while walking or using a navigation applications while driving. Even small coverage
gaps can result in intermittent connectivity that significantly impact user experience.

Cellular is designed to support mobile users so continuous connectivity is not a problem
in most areas, even in challenging environments. As discussed in Sect. 4.4.8, each cellular
generation sets a mobility goal corresponding to the fastest travel speed envisioned during
the lifetime of that generation. A number of studies have evaluated cellular data access on
high speed trains (Li et al., 2017; Pan et al., 2022; Wang et al., 2019), which can travel at
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300 km/h and higher. The results of the studies show that connectivity is generally good,
but at the highest speeds there are sometimes short 1 second gaps in connectivity that are
the result of a failed handover. Unfortunately, these gaps can confuse the TCP protocol
resulting in a significant drop in throughput. Other work (Li et al., 2018) shows that multi-
path TCP can help cover up the connectivity gaps since there is always one path that has
good connectivity.

Even in areas with good WiFi coverage, such as a large campus with a managed WiFi
network, connectivity may not be continuous. While there are WiFi standards that optimize
connectivity for mobile users (Sect. 4.3.11), they are not always supported since the focus
of deployments is typically nomadic users.

6.2.3 Disconnection Operation

Users of mobile devices can be disconnected from the network for extended periods, e.g.,
while traveling by air, foreign travel withoutWiFi or cellular access, or while walking with a
laptop in a backpack. Clearly, interactive applications, such as voice/video conferencing, or
applications that require access to data in the cloud, cannot be used in such cases. However, a
number of applications rely on Internet access, but thay can still be used when disconnected.
The two key ideas that enable disconnected operation are (1) caching relevant data on the
mobile devices, and (2) propagating any updates to data to the server when themobile device
reconnects to the network.

Shared File Systems
The Coda File System (Kistler & Satyanarayanan, 1992) supports disconnected users who
want to use or modify files in a shared file system such as AFS (Satyanarayanan, 1990). The
first step is that users specify what part of the file system they may want to work on while
disconnected, so it can be replicated (cached) on the mobile device. Once cached, users can
use and modify the cached copy of the files using their normal file names. Since there are
now multiple copies of the files, Coda needs a replication strategy that defines how cached
files can be used. Coda uses an optimistic strategy which allows devices to make changes
to files locally (Davidson et al., 1985). In contrast, a conservative strategy allows only one
replica to modify a file, which is not practical in a disconnected scenario since it severely
limits the availability of files.

Whenever a device is connected to the network, Coda propagates changes to cached
files to the file system. However, when disconnected, changes to files are applied locally
only, and they are propagated to the server when the device reconnects. Since Coda uses
a optimistic replication strategy, there may have been conflicting updates by other users
that need to be resolved. Coda only worries about conflicts relevant to the Unix file system
model, specifically the case when both the cached and the file server copy of a file have been
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updated. These conflicts are detected and flagged for manual repair. Coda also provides a
mechanism for introducing application-specific plugin code for automating the repair of
such conflicts. Online file sharing services such as Box and Google Drive can be viewed as
descendants fromCoda. They typically provide very limited, if any, support for disconnected
operation.

Structured Data
Coda supported disconnected use of data where the unit of data is a file. The goal of discon-
nected operation was to sure that the file contents (the byte stream) is the same as if the user
had been working online. However, many applications and services work with structured
data or “objects”, typed data structures that have a specific format and for which a limited
number of operations are defined. A simple example is e-mail. E-mail messages have a
specific format, and they can be created, sent, read, forwarded, etc. Note that once sent, an
e-mail cannot be modified, so it is a write-once data structures. E-mail is stored on a mail
server and accessed by users using an e-mail client. While users can of course not send
or check e-mail while disconnected, many other operations are supported. For example,
users can compose e-mail messages and queue them, so they can be transmitted when the
device is connected to the Internet. They can also read e-mail that is cached on their mobile
devices. Finally, they can manage e-mail, e.g, delete e-mail or move it between folders.
Offline operations can be replayed on the server when the user is connected to the Internet.

The offline solution used for e-mail can be used by many other applications, for example
a calendar or task list. It has data structures representing appointments and tasks, each of
which can be created, read, deleted, cached, etc. In contrast to e-mail messages, these data
structures can also be modified, but these operations can be recorded and replayed when the
mobile devices connect to the Internet. Note that similar to a shared file system, multiple
users can share a calendar and task list, raising the question of replica control. Applications
generally use an optimistic strategy, for the same reasons as Coda. Given the limited set
of operations that can be applied, most offline updates do not result in conflicts since they
modify different objects, e.g., an appointment or task. Updates to the same object can result
in conflicts, for example when one user moves a meeting while another user deletes it.

Server-initiated operations
The discussion so far focused on operations that are initiated by the client. However, services
may also want to contact clients. For example, a mail server may push new e-mail messages
proactively to clients and similarly calendar services can push new or modified appointment
to clients. Mobile WiFi clients with intermittent connectivity will often change their IP
address, raising the question of how servers can contact the device to push information.
Mobile IP Sect. 5.1.2 was designed to solve this problem but it is not used in practice. A
simpler solution is to have the client application contact the server whenever the mobile
device reconnects to the network.
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6.3 Time to Send an Application Data Unit

6.3.1 ADUDelivery Time

For many applications, the time to deliver an Application Data Units (ADUs) is an important
performance metric. It referred to as the Flow Completion Time, and on the surface, the FCT
is simply

FCT = SA
B

(6.1)

where SA is the size of the ADU (in bits) and B is the network bandwidth that is available
for the application inside the network (in bits/sec). As we discussed in Sect. 5.2.2, wireless
devices often have lower throughput than devices using a wired access link. The reasons are
the wireless access links use multi-access protocols, so users share the link capacity, while
wired access is based on dedicated links. In addition, wireless access links have in higher
delays, resulting in longer RTTs that slow down TCP (Sect. 5.2.3). However, several factors,
other than available bandwidth and RTT, impact the ADU transfer time, as we discuss next.

The transmit rate used to send an ADU depends on the size of the ADU. For large
ADUs, e.g., downloading a 1 GByte OS patch, almost all data will be sent while TCP is
in Congestion Avoidance mode, so the FCT can be calculated using Eq.6.1 with B defined
as the average throughput in CA mode. However, many applications have short ADUs,
for example interactive applications, such as Web browsing or computer games. For small
transfers, all or most of the data is sent in TCP Slow Start mode, when throughput is lower
than in Congestion Avoidance mode. In addition, the TCP session establishment overhead
has a significant impact on short ADUs, unless ADUs can reuse a previously established
session (Sect. 5.2.5).

6.3.2 Optimizing Content Delivery

Many applications are latency sensitive and are used on many devices, ranging from PCs
and even TVs with large, high resolution displays to mobile devices with small screen sizes.
This means that they need to perform well for a wide range of available bandwidths. In
this section, we will focus on two applications, web browsing and video streaming, since
they are widely used on mobile devices. We start with web browsing for which the main
performance metric is the Page Load Time (PLT), the time it takes to display the full web
page after the user clicks on a URL. We present four broad classes of techniques that can be
used to optimize network performance, some of which apply towired andwireless networks,
while others are specific to wireless.
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Content Delivery Networks
The first class of techniques is to move the servers closer to the clients, thus reducing the
RTT. This is done by deploying Content Delivery Networks (CDNs), networks of smaller
clouds that replicate content closer to clients (Dilley et al., 2002; Nygren et al., 2010).
Large content providers such as Amazon or Microsoft operate their own CDNs, while other
content providers canworkwith commercial CDNproviders such asAkamai andCloudflare.
Some CDNs operate a relatively small number of CDN nodes that cover large areas (e.g.,
the North-East region in the US), while others operate CDN nodes in many cities, further
reducing RTT.

CDNs face the challenge of how they can direct user requests to the “best” CDN, i.e.,
the one that will result in the best performance. This is done using a technique called DNS
redirect. When a client does a domain name look up for a web server, e.g., www.cool-
content.com, the DNS server of Cool Content uses the IP address of the device issuing the
DNS request to identify the approximate geographic in which the device is located, for
example using a database. This information is then used to pick the CDN instance closest to
the client. This binding can be static, or can can be dynamic considering other factors such
as network performance information collected by the CDN provider. For content providers
that contract with a CDN, there are a variety of techniques that can be used to direct the
DNS request to the CDN, e.g., URL rewriting or delegating DNS resolution (Schomp et al.,
2020).

Optimizing HTTP
Today’s web pages have many embedded objects (video, ads, etc.) and the web page layout
is optimized for the user’s display. As a result, downloading a web page involves not a single,
large ADU, but many smaller ADUs, some of which are stored on different servers. Web
browsing, and many other applications, use the HTTP protocol, which has been revised over
time to adapt to the increasing complexity of web pages (Grigorik, 2013). The first widely
used version, HTTP 1.1, used a separate TCP session for each object, which was sufficient
since web pages were simple at that time. Unfortunately, as described in Sect. 5.2.5, this is
inefficient for pages that havemany short objects. HTTP 1.2 addresses this issue by allowing
a single HTTP session to be used for multiple pipelined requests, so many web objects can
be transferred over a single TCP session. However, this can result in head-of-line blocking
(HOL), where a delay in handling one HTTP request on the server delays all later requests.
Web browsers reduced the impact of HOL blocking by distributing HTTP requests over
multiple parallel TCP sessions, which increases overhead. HTTP2 (Stenberg, 2014b) avoids
the need for parallel TCP sessions by supporting parallel, prioritized streams of requests in
a single HTTP session. This makes it possible to retrieve many objects from same server
while avoiding HOL blocking over a single TCP session, which is very efficient.
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Adapting Content to the Device
Another way to optimize the PLT for web pages is to adapt the web page itself to the device
and available bandwidth. This can be very effective since it can reduce the amount of data
that needs to be sent to a mobile device. For example, many content providers have special
web servers for serving mobile devices. These servers may serve web pages with fewer
objects and with images with lower resolution, which is acceptable since mobile devices
have smaller screens. The content provider can redirect requests from mobile devices to a
server optimized for mobile devices based on information provided by the client at the start
of an HTTP session (e.g., browser type) or based on the IP address of the client. Another
example is that cellular providers sometimes reduce the size of images requested by mobile
clients, which reduces both the load on the wireless access links and the FCT of the image.

The Use of Proxies
Many companies provide mobile web sites that are optimized for cellular users. Others have
deployed proxies that execute JavaScript and push web objects to mobile clients to reduce
the page load time. However, a few projects have gone even further and developed a special
web infrastructure for mobile web browsing.

One example is Google’s Accelerated Mobile Project (AMP) which speeds up the page
load time for the mobile web by restricting the format of the web page by using a simpler
markup language. When a user requests an AMP-enabled web page using an AMP-enabled
browser, the page can be very quickly rendered and displayed. The rendered pages are cached
and served from Google’s CDN, further improving performance. AMP leads to lower page
load times and time to first byte for AMP-enabled web pages (Jun et al., 2019), but at the
cost of simpler pages.

Another example is Nutshell (Sivakumar et al., 2017). Using proxies can improve the
user experience but it can also places a high burden on the proxies, potentially making
them a bottleneck. Nutshell introduces a technique called whittling, which partitions the
execution of Javascript between the mobile device and the proxy. The proxy executes only
the JavaScript code that is needed to identify embedded objects so it can fetch and push these
objects to the mobile device. The mobile device executes the full Javascript so the viewed
web page is not affected by the optimization. Nutshell reduces the load on the proxy while
preserving the latency benefits of a traditional web proxy.

Video Delivery
For video streaming, the primary metrics are avoiding video stalls (the video freezes), so
video frames must be delivered to the client before their replay time, and optimizing the
video resolution (video bit rate). Video streaming today is supporting using the HTTP
protocol. Specifically, video is sent as a sequence video “segments” that contain a group of
video frames. One of the reasons why video is served this way is that it allows continuous
adaptation of the video bit rate based on the available bandwidth. The key idea is that the
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client continuously estimates the available bandwidth based on the download time of recently
downloaded segments. It can then use these estimates to select the highest bit rate that can
be supported without running the risk of stalling the video.

Specifically, when a user clicks on a video link, a video manifest file is downloaded. It
lists all the information needed to download and play the video, including for each segment,
a list of URLs for files that encode the video segment with different resolutions. The file size
increases with the resolution. The player starts by downloading the first few segments of
the video, typically using a low bit rate since it does not yet know the available bandwidth.
Once it has enough chunks to avoid video stalls, it starts to play the movie. Segments have
a certain duration D so the download time of segments should comfortably fit in D. The
player can estimate the available bandwidth, for example based on sliding window average
of the throughput observed for earlier segments, to pick the resolution for the next segment.
The algorithm generally also considers other factors to optimize user QoE, for example, it
avoids switching resolution too frequently (Jiang et al., 2012). Video streaming providers
often also rely on video brokers that select for each segment the best CDN instance from
potentially several CDN providers, based on network performance, as observed by video
players in the same part of the Internet (Mukerjee et al., 2017).

While the above technique is specific to video, it can be used by any application that
periodically sends or receives ADUs over a longer period of time.

6.4 Resource ConstrainedMobile Devices

Mobile devices are more resources constrained than stationary devices such as desktop
computers and servers. While today’s laptops are very capable, cells phones, wearable
devices, and embedded devices generally have more limited CPU capabilities. While it is
possible to build mobile devices with more powerful CPUs, this is often not practically
because of cost, weight, and power constraints.

Computational Offloading
Computational offloading has long been recognized as an attractive way of supporting appli-
cations on resource-constrained devices with a high quality of experience for the user. An
early paper (Noble et al., 1997) not only motivates the need for offloading but it also argues
that it should be adaptive since the availability of both network and compute resources in
the infrastructure is variable. The paper proposes Odyssey, a system that supports adaptation
to resource variability. Since then, computational offloading, sometimes also called cyber
foraging, has continued to be a very active area of research (Flinn, 2012).
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Edge Computing
Today, offloading computation to the cloud, which offers an elastic pool of inexpensive
compute cycles, is a common solution. However, traditional clouds can be very far from
clients and as discussed in Sect. 5.2.4, longer paths and higher RTTs often result in lower
network performance. A 2009 paper (Satyanarayanan et al., 2009) makes the case that
mobile computing should not be limited to having ubiquitous access to information, but
that should also help users use compute-intensive applications such speech recognition and
augmented reality that are latency sensitive. They identify resource-poor mobile devices and
the delay of communicating with remote clouds as major obstacles to realizing this vision.
The proposed solution is to offload computation to cloudlets, computing clusters with good
network connectivity serving nearby devices. The paper also proposes to use VMs to create
customize environments for client devices to simplify offloading. Follow on work shows
the importance of using cloudlets instead of remote clouds by quantifying the impact of
network RTT on application latency and user satisfaction for a set of diverse application
(Chen et al. (2017) and Satyanarayanan (2017)). Today, edge computing is a growing area
both in industry and academia.

In remainder of this section, we discuss offloading for two classes of devices, cellphones
and smart vehicles, as examples of embedded device that must support a variety of applica-
tions.Wewill use the term “cloud offloading” for simplicity. The cloud can be a remote cloud
or a nearby cloudlet. although formost applications, cloudlets will be needed to achieve good
performance.

Cellphones
A number of research projects have proposed solutions for offloading computation from
cellphones to the cloud. One example is Odessa (Ra et al., 2011), which speeds up interactive
perception applications through parallel execution on a cellphone and a server. Odessa uses
a data flow graph representation of the application to identify opportunities for offloading,
and for data and pipeline parallelism. Offloading decisions are dynamic so the system can
adapt to the scene complexity as well as network and device performance. The evaluation
shows that the performance improvement can be as high as a factor of 3. Clonecloud (Chun
et al., 2011) similarly exploits both data and pipeline parallelism to speed up applications
and it uses static analysis and dynamic profiling to automatically optimize the application.
Tango (Gordon et al., 2015) executes the application on both the device and a server. It
returns the result of the execution that finishes first. While this brute force approach is
resource intensive, it avoids the challenging tasks of partitioning the application and it
always has the best response time.

Cellphones not only have limited compute cycles, but they are also energy constrained.
Maui (Cuervo et al., 2010) offloads parts of the computation with the goal of reducing the
energy consumption on the cellphone. The optimization problem that decides on what to
offload is formulated as an ILP that takes into account both the energy for computation and
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communication. The authors also found that Power Save Mode (PSM) (Sect. 4.3.8), which
is design to save energy, not only adds latency but can also increase energy consumption.

Vehicular Computing
Today’s vehicles rely heavily on applications ranging from enhancing driver experience
(e.g., voice recognition), driver assistance (e.g., blind spot detection), and increasingly
safety-critical applications (e.g., platooning, autonomous driving). The applications gen-
erally use an on-board compute infrastructure, which has the advantage that applications
are easy to develop and have predictable response times. Unfortunately, as vehicles become
smarter, more on-board compute cycles are needed, increasing the cost of the vehicle. Even
worse, vehicles have a lifetime of 10–15 years—clearly an on-board compute infrastructure
will be outdated and inadequate much sooner. Offloading to the cloud offers and attractive
alternative. However, in contrast to cellphones, vehicles often need to run several applica-
tions in parallel. In addition, applications sometimes consume a lot of data, e.g., video or
lidar, so offloading the entire application is not practical. We now consider two examples of
partitioning the application between the vehicle and the cloud.

A first system optimizes the execution of a set of driver-assist applications such as gesture
recognition or identifying traffic signs (Ashok et al., 2017). The system receives a continuous
stream of requests, each with a deadline. The key insight driving the design of the scheduler
is that many interactive, sensor-driven applications are structured as a pipeline of stages and
the size of the data that is passed between them shrinks with every stage. This means that we
can adapt to the available network bandwidth by changing how many stages are executed
on the vehicle, i.e., we can trade on-vehicle compute cycles for network bandwidth. Using
this tradeoff, the scheduler calculates a partition for each active request using a policy that
either minimizes network bandwidth or on-vehicle computer cycles.

Many offloading frameworks target applications that are stateless, in the sense that they
do not maintained state across tasks. Stateful applications that use and update a significant
amount of state are much harder to partition, since maintaining a consistent view of the
state between the vehicle and the cloud generates a lot of traffic. This is especially an issue
for latency sensitive applications. An example is Simultaneous Mapping and Localization
(SLAM), an application that uses stereo vision or lidar input to continuously calculate the
vehicle’s position and orientation, called the pose. It maintains a complex data structure that
is used track changes in the environment as the vehicle moves. SLAM also uses data from
previous trips to periodically optimize accuracy.

CloudSLAM (Wright et al., 2020) partitions the OrbSLAM application by replicating
the state. The vehicle executes tracking, which incrementally calculates a new pose for each
frame. It also updates its copy of the data structure, using only data collected during this
trip. Tracking is latency sensitive and lightweight. Unfortunately, tracking by itself results
in drift, which accumulates over time. To avoid this, the vehicle regularly sends a frame to
the cloud, which optimizes the pose based on its copy of the data structure, which includes
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previous trip data. This is an expensive operation. The cloud then sends the optimized pose
to the vehicle, which uses it to update its copy of the data structure. CloudSLAM is adaptive
in two ways. First, it sends a frame to the cloud based on distance traveled, not time. The
reason is that distance better reflects the degree of change in the frame compared with time.
This reduce the load on the network. Second, the vehicle compares the optimized pose
received from the cloud with its own value of the pose. The difference represents the error
associated with local pose estimation. When this error is above a threshold set by the user,
CloudSLAM increases the rate at which frames are sent to the cloud, and when the error is
low, it decreases the rate.
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