




Foundations of Antenna Radiation Theory



IEEE Press
445 Hoes Lane

Piscataway, NJ 08854

IEEE Press Editorial Board
Sarah Spurgeon, Editor in Chief

Jón Atli Benediktsson Behzad Razavi Jeffrey Reed
Anjan Bose Jim Lyke Diomidis Spinellis
James Duncan Hai Li Adam Drobot
Amin Moeness Brian Johnson Tom Robertazzi
Desineni Subbaram Naidu Ahmet Murat Tekalp



Foundations of Antenna Radiation Theory

Eigenmode Analysis

Wen Geyi
Waterloo, Canada

IEEE Press Series on Electromagnetic Wave Theory



Copyright © 2023 by The Institute of Electrical and Electronics Engineers, Inc. All rights reserved.

Published by John Wiley & Sons, Inc., Hoboken, New Jersey.
Published simultaneously in Canada.

No part of this publication may be reproduced, stored in a retrieval system, or transmitted in any
form or by any means, electronic, mechanical, photocopying, recording, scanning, or otherwise,
except as permitted under Section 107 or 108 of the 1976 United States Copyright Act, without
either the prior written permission of the Publisher, or authorization through payment of the
appropriate per-copy fee to the Copyright Clearance Center, Inc., 222 Rosewood Drive, Danvers,
MA 01923, (978) 750-8400, fax (978) 750-4470, or on the web at www.copyright.com. Requests to
the Publisher for permission should be addressed to the Permissions Department, John Wiley &
Sons, Inc., 111 River Street, Hoboken, NJ 07030, (201) 748-6011, fax (201) 748-6008, or online at
http://www.wiley.com/go/permission.

Trademarks: Wiley and the Wiley logo are trademarks or registered trademarks of John
Wiley & Sons, Inc. and/or its affiliates in the United States and other countries and may not be
used without written permission. All other trademarks are the property of their respective owners.
John Wiley & Sons, Inc. is not associated with any product or vendor mentioned in this book.

Limit of Liability/Disclaimer of Warranty: While the publisher and author have used their best
efforts in preparing this book, they make no representations or warranties with respect to the
accuracy or completeness of the contents of this book and specifically disclaim any implied
warranties of merchantability or fitness for a particular purpose. No warranty may be created or
extended by sales representatives or written sales materials. The advice and strategies contained
herein may not be suitable for your situation. You should consult with a professional where
appropriate. Neither the publisher nor author shall be liable for any loss of profit or any other
commercial damages, including but not limited to special, incidental, consequential, or other
damages. Further, readers should be aware that websites listed in this work may have changed or
disappeared between when this work was written and when it is read. Neither the publisher nor
authors shall be liable for any loss of profit or any other commercial damages, including but not
limited to special, incidental, consequential, or other damages.

For general information on our other products and services or for technical support, please contact
our Customer Care Department within the United States at (800) 762-2974, outside the United
States at (317) 572-3993 or fax (317) 572-4002.

Wiley also publishes its books in a variety of electronic formats. Some content that appears in
print may not be available in electronic formats. For more information about Wiley products,
visit our web site at www.wiley.com.

Library of Congress Cataloging-in-Publication Data
Names: Wen, Geyi, author.
Title: Foundations of antenna radiation theory : eigenmode analysis / Wen
Geyi.

Description: Hoboken, New Jersey : Wiley-IEEE Press, [2023] | Includes
index.

Identifiers: LCCN 2022059830 (print) | LCCN 2022059831 (ebook) | ISBN
9781394170852 (cloth) | ISBN 9781394170869 (adobe pdf) | ISBN
9781394170876 (epub)

Subjects: LCSH: Antennas (Electronics) | Antenna radiation patterns.
Classification: LCC TK7871.6 .W46 2023 (print) | LCC TK7871.6 (ebook) |
DDC 621.382/4–dc23/eng/20230111

LC record available at https://lccn.loc.gov/2022059830
LC ebook record available at https://lccn.loc.gov/2022059831

Cover Design and Image: Wiley

Set in 9.5/12.5pt STIXTwoText by Straive, Pondicherry, India



Contents

About the Author xi
Preface xiii

1 Eigenvalue Theory 1
1.1 Maxwell Equations 3

1.1.1 Wave Equations 3
1.1.2 Properties of Electromagnetic Fields 6

1.1.2.1 Superposition Theorem 7
1.1.2.2 Conservation of Electromagnetic Field Energy 7
1.1.2.3 Equivalence Theorem 12
1.1.2.4 Reciprocity 13

1.2 Methods for Partial Differential Equations 14
1.2.1 Method of Separation of Variables 14

1.2.1.1 Rectangular Coordinate System 15
1.2.1.2 Cylindrical Coordinate System 16
1.2.1.3 Spherical Coordinate System 19

1.2.2 Method of Green’s Function 21
1.2.2.1 Green’s Functions for Helmholtz Equation 22
1.2.2.2 Dyadic Green’s Functions and Integral

Representations 24
1.2.3 Variational Method 27

1.3 Eigenvalue Problem for Hermitian Matrix 29
1.3.1 Properties 29
1.3.2 Rayleigh Quotient 30

1.4 Eigenvalue Problems for the Laplace Operator on Scalar Field 32
1.4.1 Rayleigh Quotient 32
1.4.2 Properties of Eigenvalues 36
1.4.3 Completeness of Eigenfunctions 38
1.4.4 Differential Equations with Variable Coefficients 39
1.4.5 Green’s Function and Spectral Representation 41

v



1.5 Eigenvalue Problems for the Laplace Operator on Vector Field 44
1.5.1 Rayleigh Quotient 45
1.5.2 Completeness of Vector Modal Functions 48
1.5.3 Classification of Vector Modal Functions 54

1.6 Ritz Method for the Solution of Eigenvalue Problem 55
1.7 Helmholtz Theorems 57

1.7.1 Helmholtz Theorem for the Field in Infinite Space 57
1.7.2 Helmholtz Theorem for the Field in Finite Region 59
1.7.3 Helmholtz Theorem for Time-Dependent Field 60

1.8 Curl Operator 61
1.8.1 Eigenfunctions of Curl Operator 62
1.8.2 Plane-Wave Expansions for the Fields and Dyadic Green’s

Functions 64
References 66

2 Radiation in Waveguide 69
2.1 Vector Modal Functions for Waveguide 70

2.1.1 Classification of Vector Modal Functions 71
2.1.2 Vector Modal Functions for Typical Waveguides 75

2.1.2.1 Rectangular Waveguide 75
2.1.2.2 Circular Waveguide 76
2.1.2.3 Coaxial Waveguide 77

2.2 Radiated Fields in Waveguide 79
2.2.1 Modal Expansions for the Fields and Dyadic Green’s Functions 79
2.2.2 Dyadic Green’s Functions for Semi-infinite Waveguide 91

2.3 Waveguide Discontinuities 92
2.3.1 Excitation of Waveguide 92
2.3.2 Conducting Obstacles in Waveguide 95
2.3.3 Coupling by Small Aperture 97

2.4 Transient Fields in Waveguide 102
References 107

3 Radiation in Cavity Resonator 109
3.1 Radiated Fields in Cavity Resonator 110

3.1.1 Classification of Vector Modal Functions for Cavity
Resonator 111

3.1.2 Modal Expansions for the Fields and Dyadic Green’s
Functions 114

3.2 Cavity with Openings 117
3.2.1 Cavity with One Port 118
3.2.2 Cavity with Two Ports 120

vi Contents



3.3 Waveguide Cavity Resonator 125
3.3.1 Field Expansions by Vector Modal Functions of Waveguide 125
3.3.2 Modal Representations of Dyadic Green’s Functions 133

3.4 Vector Modal Functions for Typical Waveguide Cavity Resonators 136
3.4.1 Rectangular Waveguide Cavity 136
3.4.2 Circular Waveguide Cavity 137
3.4.3 Coaxial Waveguide Cavity 139

3.5 Radiation in Waveguide Revisited 140
3.6 Transient Fields in Cavity Resonator 141

References 149

4 Radiation in Free Space (I): Generic Properties 151
4.1 Antenna Parameters 152

4.1.1 Power, Efficiencies, and Input Impedance 152
4.1.2 Field Regions, Radiation Pattern, Radiation Intensity, Directivity,

and Gain 155
4.1.3 Vector Effective Length, Equivalent Area, and Antenna

Factor 158
4.1.4 Antenna Quality Factor 163

4.2 Theory of Spherical Waveguide 163
4.2.1 Vector Modal Functions for Spherical Waveguide 164
4.2.2 Modal Expansions of Fields and Dyadic Green’s Functions 168
4.2.3 Properties of Spherical Vector Wave Functions 180
4.2.4 Far-Zone Fields 181

4.3 Stored Field Energies and Radiation Quality Factor 182
4.3.1 Stored Field Energies in General Materials 184
4.3.2 Stored Field Energies of Antenna 194
4.3.3 Radiated Field Energy 199
4.3.4 Evaluation of Radiation Quality Factor 202

4.4 Modal Quality Factors 206
4.4.1 Stored Field Energies Outside the Circumscribing Sphere of

Antenna 206
4.4.2 Two Inequalities for Spherical Hankel Functions 210
4.4.3 Properties of Modal Quality Factors 212

4.4.3.1 Proof of Properties 2, 4, and 7 213
4.4.3.2 Proof of Properties 1, 3, 6, 8, and 9 215
4.4.3.3 Proof of Property 5 216
4.4.3.4 Proof of Properties 10 and 11 217

4.4.4 Lower Bound for Antenna Quality Factor 218
4.5 Upper Bounds for the Products of Gain and Bandwidth 220

4.5.1 Directive Antenna 221

Contents vii



4.5.2 OmniDirectional Antenna 224
4.5.3 Best Possible Antenna Performance-Guidelines for Small

Antenna Design 226
4.6 Expansions of the Radiated Fields in Time Domain 230

References 238

5 Radiation in Free Space (II): Modal Analysis 243
5.1 Basic Antenna Types 245
5.2 Equivalent Current Distributions of Antenna 246
5.3 Antenna as a Waveguide Junction 249
5.4 Integral Equation Formulations 250

5.4.1 Compensation Theorem for Time-Harmonic Fields 251
5.4.2 Integral Equations for Composite Structure 252
5.4.3 Integral Equation for Wire Antenna 254

5.5 Vertical Dipole 257
5.5.1 Fields in the Region r> b 258
5.5.2 Fields in the Region r< b 261

5.6 Horizontal Dipole 261
5.6.1 Fields in the Region r> b 262
5.6.2 Fields in the Region r< b 267

5.7 Loop 267
5.8 Spherical Dipole 269
5.9 Dipole Near Conducting Sphere 271
5.10 Finite Length Wire Antenna 273

5.10.1 Fields in the Region r > l 273
5.10.2 The Fields in the Region r< l 275

5.11 Aperture Antenna 276
5.12 Microstrip Patch Antenna 280
5.13 Resonant Modal Theory for Antenna Design 290

5.13.1 Formulations 291
5.13.2 Applications 293

5.13.2.1 Crossed-Dipole 293
5.13.2.2 Dual-Band Bowtie Antenna 297

References 301

6 Radiation in Free Space (III): Array Analysis and Synthesis 303
6.1 Introduction to Array Analysis 305

6.1.1 Array Factor 305
6.1.2 Linear Array 307

6.1.2.1 Linear Array with Uniform Amplitude 307
6.1.2.2 Linear Array with Nonuniform Amplitude 311

viii Contents



6.1.3 Circular Array 314
6.1.4 Planar Array 316

6.2 Introduction to Array Synthesis with Conventional Methods 318
6.2.1 Array Factor and Space Factor for Line Source 318
6.2.2 Schelkunoff Unit Circle Method 320
6.2.3 Dolph–Chebyshev Method 323
6.2.4 Fourier Transform Method 327

6.2.4.1 Continuous Line Source 327
6.2.4.2 Linear Array 329

6.3 Power Transmission Between Two Antennas 330
6.3.1 The General Power Transmission Formula 331
6.3.2 Power Transmission Between Two Planar Apertures 335
6.3.3 Power Transmission Between Two Antennas with Large

Separation 341
6.4 Synthesis of Arrays with MMPTE 343

6.4.1 Power Transmission Between Two Antenna Arrays 344
6.4.1.1 Unconstrained Optimization 346
6.4.1.2 Weighted Optimization 346
6.4.1.3 Constrained Optimization 347

6.4.2 Applications 349
6.5 Synthesis of Arrays with EMMPTE 369

6.5.1 Arrays with Specified Energy Distribution 370
6.5.2 Arrays with Specified Power Distribution 372
6.5.3 Applications 373
References 376

Appendix A Vector Analysis 381
Appendix B Dyadic Analysis 383
Appendix C SI Unit System 385
Appendix D Unified Theory for Fields (UTF) 387
Index 417

Contents ix





About the Author

Wen Geyi (Fellow, IEEE) was born in Pingjiang, Hunan, China, in 1963. He
received the B.Eng., M.Eng., and Ph.D. degrees in electrical engineering from
Xidian University, Xi’an, China, in 1982, 1984, and 1987, respectively. From
1988 to 1990, he was a lecturer at the Radio Engineering Department, Southeast
University, Nanjing, China. From 1990 to 1992, he was an associate professor at
the Institute of Applied Physics, University of Electronic Science and Technology
of China (UESTC), Chengdu, China. From 1992 to 1993, he was a visiting
researcher at the Department of Electrical and Computer Engineering, University
of California at Berkeley, Berkeley, CA, United States. From 1993 to 1998, he was a
full professor at the Institute of Applied Physics, UESTC. He was a visiting profes-
sor at the Electrical Engineering Department, University of Waterloo, Waterloo,
ON, Canada, from February 1998 to May 1998. From 1996 to 1997, he was the vice
chairman of the Institute of Applied Physics, UESTC, where he was the chairman
of the institute from 1997 to 1998. From 1998 to 2007, he was with Blackberry Ltd.,
Waterloo, ON, Canada, first as a senior scientist with the Radio Frequency
Department and then the director of the Advanced Technology Department. Since
2010, he has been a National Distinguished Professor with Fudan University,
Shanghai, China, and the Nanjing University of Information Science and Technol-
ogy (NUIST), Nanjing, where he is currently the director of the Research Center
of Applied Electromagnetics. He has authored over 100 journal publications and
Foundations for Radio Frequency Engineering (World Scientific, 2015), Founda-
tions of Applied Electrodynamics (Wiley, 2010), Advanced Electromagnetic Field
Theory (China: National Defense Publishing House, 1999), and Modern Methods
for Electromagnetic Computations (China: Henan Science and Technology Press,
1994). He holds more than 40 patents.

xi





Preface

Wireless technologies have revolutionized many different fields in industry as well
as in our daily lives. As a vital device in wireless systems, antennas play an impor-
tant role in boosting overall system performance. The demand on various types of
antennas for different wireless applications is growing rapidly, which raises many
challenges for antenna designers. For example, wireless terminals have become
smaller, and antennas must be squeezed into an even smaller space. At the same
time, multiple antenna systems and antennas covering multiple frequency bands
are being deployed to wireless terminals to meet the increasing demand for new
services and to improve the communication quality. To overcome these chal-
lenges, antenna designers need a better understanding of antenna theory.
Antenna theory usually contains three different but related subjects: generic

properties of antenna, antenna analysis, and antenna synthesis. The generic prop-
erties of antenna are meant to be valid for all antennas, and they are the funda-
mentals of antenna design. For historical or technical reasons, many of the
generic properties of antenna discovered in the last few decades have not yet been
reflected in most antenna books. To include these new results in a book, one has to
introduce a number of concepts that are barely touched in many antenna books,
such as the stored field energy around antenna, the radiation quality factor, and
the spherical vector wave functions. Antenna analysis examines the radiation
properties of antenna with a specified current distribution, of which the radiated
field is conventionally expressed as an integration. Such a process is, however, not
always the most efficient since the integration must be carried out for each obser-
vation point in order to find the field distribution outside the source region. The
antenna synthesis, also called pattern synthesis, is the opposite process of analysis,
in which the current distribution or type of antenna, including the geometry and
feeding mechanism, is determined in an optimal way so that a prescribed field dis-
tribution in the far- or near-field region can be achieved. Since a continuous cur-
rent distribution is not easy to realize in practice, it must be discretized and then
realized by an antenna array. For this reason, various antenna synthesis methods
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are primarily developed for antenna array. The conventional array synthesis
methods are dependent on the array factor, which is no longer effective when
the array elements are not identical, the surrounding environment is too compli-
cated, or the inter-element spacing becomes very small. New array synthesis
methods based on eigenmode analysis have been developed in recent years and
can overcome the existing problems associated with the array factor, but have
not yet been incorporated into textbooks therefore limiting accessibility to
students and researchers.
The main theme of this book is eigenmode analysis and its applications in

antenna theory and design. The free space can be considered as a spherical wave-
guide. An antenna may therefore be viewed as a waveguide junction that con-
nects the feeding line and the spherical waveguide, transforming the guided
modes into spherical modes in transmitting mode or converting the spherical
modes into guided modes in receiving mode. For this reason, it is possible to
build a theory for antennas that parallels the theory for waveguides. The eigen-
mode analysis is the foundation of waveguide theory, and its importance in phys-
ics and engineering cannot be overstressed. An eigenmode is a possible state of
a system when it is free of excitation, and the corresponding eigenvalue often
represents an important quantity of the system, for example the total energy
of the system (such as in quantum mechanics) or the natural oscillation fre-
quency (such as in a metal cavity resonator). An arbitrary state of the system
can be expressed as a linear combination of the eigenmodes. If only one or a
few eigenmodes dominate in the linear combination, this will significantly
simplify the analysis of the problem. In the eigenmode expansion of a field,
the expansion coefficients are expressed as the integrals over the source region
and the integrations are only performed once. After the expansion coefficients
are determined, the evaluation of the field distribution outside the source region
only involves the sum of series, which decreases the computational burden and
simplifies the numerical treatment most of the time as compared to the conven-
tional integral representation.
There have been several modal theories for studying electromagnetic (EM) radi-

ation and scattering problems. The singularity expansion method (SEM) is based
on the analysis in complex frequency domain and formulated by electric field inte-
gral equation. The resonant frequencies and themodes in SEM are complex, which
significantly increases the computational time and the difficulty in numerical
implementations. The eigenmode expansion method (EEM) uses the eigenfunc-
tions of an integral operator. Same with the SEM, the eigenvalues and the
eigenmodes in EEM are complex numbers. In addition, the EEM lacks a solid
mathematical foundation. The characteristic mode (CM) analysis is another inter-
esting modal theory and is carried out in the real frequency domain, of which the
characteristic values (eigenvalues) and CMs are all real. It is noted that all the
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modes involved in the CM, SEM, and EEM formulations depend not only on the
properties of the scatterer but also on the working frequency.
This book contains the new developments in antenna theory, with the goal to

address the aforementioned problems and challenges in the best possible way
and is hoped to be a useful alternative to the traditional approaches. The antenna
radiation problems in both closed and open region are treated in a unified manner
in terms of the eigenmodes available from the systems. The eigenmodes are
derived fromwaveguides, cavity resonators, and spherical waveguide and are inde-
pendent of frequency, and can therefore be used to expand the fields in either fre-
quency or time domain. The organization and treatment of the proposed book is
quite different from the previous books on similar topics. The method of eigen-
modes, similar to the Fourier series expansion in signal analysis, is used through-
out the book. The antenna analysis problems are treated by combining the method
of separation of variables, Green’s function, and variational method. The varia-
tional method establishes the complete set of eigenmodes and their properties,
and the method of separation of variable is used to find the eigenmodes for simple
geometries. The radiated field is then expanded by using the eigenmodes, from
which dyadic Green’s functions can be determined, avoiding the problem caused
by the inappropriate selection of the eigenmodes for the expansion of a point
source. When the dyadic Green’s functions are applied to the integral equation for-
mulation for an antenna, a significant computational burden can be reduced and
the numerical treatment can be simplified. The array synthesis problems are also
treated as an eigenvalue problem with the method of maximum power transmis-
sion efficiency (MMPTE). The variational expression is established for the power
transmission efficiency (PTE) between the antenna array under design and a test-
ing array. An algebraic eigenvalue problem resulting from the variational principle
is then solved, and the eigenvector corresponding to the maximum eigenvalue is
selected as the distribution of excitations for the array under design.
The contents of the book are selected for their fundamentality and importance,

and many of them are formulated in terms of eigenmode theory and appear in
book form for the first time. The book not only discusses the antenna radiation
problems in open space but also those in waveguide and cavity resonator, and
it consists of six chapters. Chapter 1 describes the basics of EM field equations
and their solution methods and provides the necessary background information
for later chapters. It begins with the introduction of Maxwell equations, the wave
equations, and the theorems for EM fields. Three analytical tools for the solution of
boundary value problems are introduced, and they are the separation of variables,
Green’s function, and the variational method. The main focus of this chapter is the
treatment of eigenvalue problems arising in matrix theory, scalar and vector fields,
and they are fundamental to our later discussions. By means of the Rayleigh quo-
tient (a variational expression for the eigenvalue problem), the eigenmodes of the
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Laplacian operator acting on a scalar or a vector field are treated in a similar
manner, and a complete set of eigenmodes is constructed by the variational
analysis of theRayleigh quotient. In order to understand howa vector field is decom-
posed into longitudinal, transverse, and harmonic components, the Helmholtz
theorems for the vector fields defined in finite or infinite region are presented.
As a generalization of the Helmholtz theorem, the eigenfunctions of the curl oper-
ator are also explored, in terms ofwhich the plane-wave expansions for the fields and
the dyadic Green’s functions are obtained.
Chapter 2 investigates the radiation problems in waveguide. The eigenvalue pro-

blems in waveguide are approached in transverse field for its generality. Various
dyadic Green’s functions for waveguide are derived directly from the field expan-
sions in terms of the vector modal functions, which avoids a problem caused by the
incompleteness of the eigenfunctions selected to expand a dyadic point source in
the conventional study of dyadic Green’s functions in waveguides. By the equiv-
alence principle, three common waveguide discontinuity problems, the excitation
of waveguide, obstacles in waveguide, and the coupling between waveguides, are
analyzed and treated as a radiation problem and compactly reformulated by using
the dyadic Green’s functions. The radiated field in time domain is approached by
the vector modal functions, and the transient processes in the waveguide are
studied. For reference, the vector modal functions in typical waveguides are
summarized.
Chapter 3 deals with the radiation problems in metal cavity resonators. In par-

ticular, the vector modal functions in the waveguide cavity resonator are derived
from the waveguide modes. The dyadic Green’s functions of electric and magnetic
type for a cavity resonator are established from the modal expansions of the fields.
Like the waveguide theory, all the cavity-related problems are treated as a radia-
tion problem through the use of equivalence principle. The circuit parameters for
the cavity with multiple waveguide ports are evaluated by the modal analysis. The
vector modal functions for typical waveguide cavity resonators are derived. It is
demonstrated that the dyadic Green’s functions for the waveguide cavity reduce
to those for the waveguide if the two ends of the waveguide cavity are extended
to infinity. The time-domain fields generated by the sources in the waveguide cav-
ity are expanded in terms of the vectormodal functions in waveguide, and the tran-
sient responses in the cavity resonator are examined.
Chapter 4 discusses the generic properties of antenna. Typical antenna para-

meters are summarized. Complete set of vector modal functions for the spherical
waveguide is rigorously constructed from spherical harmonics, and the modal
expansions of the dyadic Green’s functions are derived from the field expansions.
A general definition of the stored field energy of antenna is proposed bymeans of a
conservation law for the stored field energies in an arbitrary medium. Two meth-
ods for evaluating the radiation quality factor are elucidated. One is from the input
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impedance of antenna and the other is via the current distribution. The modal
quality factors are thoroughly examined, and their finite power series expansions
are obtained. The upper bounds on the product of gain and bandwidth for both
directional and omnidirectional antenna are presented, and their applications
in small antenna design are demonstrated. The upper bounds answer a common
question of how much space should be requested to accommodate an antenna to
realize a specified performance. The radiated fields from a transient source are
studied through the field expansions in terms of the vector modal functions for
the spherical waveguide.
In antenna analysis, the induced current distribution on antenna is either given

or to be determined from an impressed source. In many cases, one must resort to
numerical techniques to solve an integral equation or a set of differential equations
derivable from Maxwell equations with boundary conditions to find the induced
current distribution. Chapter 5 is devoted to the modal analysis of typical anten-
nas. The free space is considered as a spherical waveguide, and the radiated field is
expressed as a linear combination of spherical vector wave functions. The integral
equations for an antenna consisting of composite materials are derived by the
modal expansions of dyadic Green’s functions. Instead of using the integral repre-
sentation of the fields in conventional antenna analysis, typical antennas, includ-
ing dipole, loop, aperture, and patch antenna, are all analyzed by the spherical
wave functions or the eigenmodes in both near- and far-field regions. An arbitrary
scatterer is said to be resonant if its stored electric field energy is equal to the stored
magnetic field energy. Based on this definition, a method for computing the res-
onant modes is proposed and applied to the antenna design.
Antenna synthesis involves using well-organized optimization methods to find

the current distribution so as to achieve a specified field distribution in the near- or
far-field region. A single antenna is often around one wavelength in size, and its
radiation pattern covers a wide angle and thus exhibits poor directivity. In order to
enhance the directivity and increase the flexibility of shaping the radiation pattern,
one must use an antenna array. The performances of antenna array are controlled
by the relative positioning of elements and the distribution of excitations. To
achieve a desired field pattern, a performance index (target function) must be
properly chosen and optimized. For a wireless system planned for the transmission
of either information or power, a natural performance index is the PTE between
the transmitting (Tx) and receiving (Rx) antennas, which is defined as the ratio of
the power delivered to the load of the receiver to the input power of the transmit-
ter. To attain the best possible quality of wireless communication or power trans-
fer, the PTE must be maximized. Motivated by the fact that antennas must be
designed to enhance the PTE for all wireless systems, the PTE can thus be adopted
as a performance index for the design of antennas. The optimization procedure
provides a powerful and universal technique for the synthesis of antenna arrays
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of all types and can overcome the existing challenges with the conventional array
synthesis methods using array factors. The technique is based on eigenmode anal-
ysis and called the method of maximum power transmission efficiency (MMPTE),
which can achieve various field patterns in any complicated environment in the
near- or far-field region. The conventional methods of antenna synthesis largely
depend on field theory, while the MMPTE reduces the field synthesis problem into
a circuit analysis problem so that circuit theorymay be applied to solve the original
field problem. This feature makes the design process of antenna array more acces-
sible for those who are not very familiar with EM field theory. The circuit para-
meters can be acquired by simulation or measurement, and therefore the
MMPTE is applicable to any complicated problem. Whenever the simulation is
beyond the capability of a state-of-the-art computer, one can resort to measure-
ment to find the circuit parameters. Another important feature of the MMPTE
is that it contains the information of the environment between Tx and Rx arrays,
and therefore can bemade adaptive to complicated environment, guaranteeing the
best possible performance of the antenna array. The MMPTE has been verified to
be superior to most existing array design methods in terms of simplicity, applica-
bility, generality, and design accuracy. It generates an optimized distribution of
excitation for the antenna array to assure that the gain and efficiency of the array
is maximized for a fixed array configuration and is equally applicable for both
near- and far-field synthesis problems. Chapter 6 summarizes several typical array
synthesis methods based on the array factors, including Schelkunoff unit circle
method, Dolph–Chebyshev method, and the Fourier transformmethod. The main
part of this chapter is the formulations of MMPTE, including the unconstrained
MMPTE, weighted MMPTE, constrained MMPTE, and extended MMPTE
(EMMPTE). The EMMPTE is a field method but follows a procedure similar to
MMPTE. A number of applications of MMPTE and EMMPTE are demonstrated.
For the convenience of readers, three Appendices A, B, and C are included to

provide the fundamentals of vector analysis, dyadic analysis, and the SI unit
system. A unified theory for fields (UTF) is explored in Appendix D. The UTF
unveils that an arbitrary static field (either scalar or vectorial, called an ontological
field) in an inertial system (static system) will merge as two vector fields in an iner-
tial system moving relative to the static system, which satisfy Maxwell-like equa-
tions. Therefore, the Maxwell equations are valid not only for describing the EM
fields but also for any physical fields for which an ontological field exists. The UTF
is based on the theory of special relativity and the Helmholtz theorem. In order to
find how the vector field changes in different inertial systems, one only needs to
examine how the curl and divergence of the vector field transform. As a demon-
stration, theMaxwell-like equations for the gravitational field are derived from the
UTF, and they are also derived from the Einstein field equations in the theory of
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general relativity. Some universal laws of nature are shown to be derivable from
the UTF.
The book can be used either for undergraduate or graduate courses on

“Advanced Antenna Theory,” or as a reference for researchers and engineers in
the areas of microwave, antenna, and EM compatibility. The prerequisites for
the book are advanced calculus and linear algebra. After reading the book, the
readers should be able to better understand antenna radiation theory and antenna
analysis and synthesis from a different perspective in terms of eigenmode
analysis. The SI units are used throughout the book. A e jωt time variation is
assumed for time-harmonic fields. A special symbol “□” is used to indicate the
end of a theorem, a remark, or an example.
The author is grateful to his family. Without their constant support and

encouragement, the book would never have been completed.

Wen Geyi
Waterloo, Ontario, Canada

Preface xix





1

Eigenvalue Theory

Science is spectral analysis. Art is light synthesis.
– Karl Kraus (Austrian writer and journalist, 1874–1936)

The study of eigenvalue problems can be traced back to the eighteenth century,
when Swiss mathematician and physicist Leonhard Euler (1707–1783) investi-
gated the rotational motion of a rigid body. The word “eigen” is from German
and means “own” or “belonging to,” and was first used by Germanmathematician
David Hilbert (1862–1943) to characterize eigenvalues and eigenvectors in 1904.
Eigenvalue problems often arise in mathematics, physics, and engineering
sciences. In linear algebra, an eigenvector of a linear transformation is a nonzero
vector that changes by a scalar factor when the linear transformation acts on it.
The scalar factor is called the eigenvalue corresponding to the eigenvector. Geo-
metrically, this implies that the eigenvector is not rotated after transformation.
The eigenvalue problem for a differential operator often results from the boundary
value problems defined in a finite region. When the defining region is unbounded,
the discrete eigenvalues become a continuum. A very useful technique for study-
ing the eigenvalue problem is to establish the Rayleigh quotient for the eigenvalues
and then use the calculus of variations to investigate the properties of eigenmodes.
In physics, an eigenmode of a system is a possible state when the system is free of
excitation, which might exist in the system on its own under certain conditions,
and is also called an eigenstate of the system. The method of eigenfunctions
is very similar to the Fourier series expansion in signal analysis, and will be used
throughout this book. The method is based on the solution of an eigenvalue prob-
lem available from the system. An arbitrary state of the system can be expressed as
a linear combination of the eigenmodes, and the expansion coefficients can then
be determined from the source conditions or the initial values of the system. If only
one or a few eigenmodes dominate in the linear combination, this will significantly
simplify the analysis of the problem.
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The modal theory for a scatterer plays an important role in antenna theory and
designs. The basic idea behind the modal theory is to introduce the fundamental
field patterns, called modes, so that the fields outside the scatterer can be
expanded into a linear combination of these modes. There have been several
modal theories for studying electromagnetic (EM) radiation and scattering pro-
blems (exterior boundary value problems). The singularity expansion method
(SEM) is based on the analysis in complex frequency domain and formulated by
electric field integral equation [1, 2]. The natural resonant frequencies arise
from the requirement that a nontrivial current distribution exists on a conducting
scatterer free of incident fields. The corresponding field patterns are called natu-
ral resonantmodes. The natural resonant frequencies and the modes in SEM are
complex, which significantly increases the computational time and the difficulty
in numerical implementations. The eigenmode expansion method (EEM)
expands the currents and the radiated fields in terms of the eigenmodes of an inte-
gral operator [3, 4]. Same with the SEM, the eigenvalues and the eigenmodes in
EEM are complex numbers. The EEM is based on the eigenfunctions of integral
equations and lacks a solid mathematical foundation. The integral operator
involved in EEM is not symmetric, and it is therefore hard to prove the existence
and completeness of the eigenfunctions. A more useful method for the study of
scattering problem is the singular function expansion, which was first intro-
duced by the German mathematician Erhard Schmidt (1876–1959) in 1907 [5],
and has been applied to study various scattering problems [6, 7]. The theory of
characteristic mode is another interesting modal notion and is carried out in
the real frequency domain [8–11], of which the characteristic values (eigenvalues)
and the corresponding characteristic modes are all real. In general, the character-
istic values range from−∞ to +∞, among which those of the smallest magnitudes
are the most important for radiation and scattering problems. The external reso-
nant modes correspond to the zero characteristic values, and can be determined
approximately by sweeping the frequency. It is noted that all the abovementioned
modal formulations depend not only on the properties of the scatterer but also on
the operating frequency.
The eigenvalue problems discussed in this book are derived from waveguide,

cavity resonator, and spherical waveguide, whose eigenfunctions are independent
of frequency and can thus be used to expand the fields in either frequency or time
domain. The importance of eigenvalue theory in mathematics and physics cannot
be overstated. There have been various methods developed to calculate eigenva-
lues and eigenfunctions, with the most important one being the variational
method based on the Rayleigh quotient [12]. This chapter provides the necessary
background information for later chapters. The Maxwell equations and the solu-
tion methods for partial differential equations (PDEs) are briefly introduced. The
emphasis is upon the eigenvalue theory for operators, including the matrix and the
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Laplacian on scalar and vector fields. The properties of eigenfunctions are derived
from the Rayleigh quotient, and the Ritz method for the numerical solution of the
Rayleigh quotient is demonstrated. Also included in this chapter is the Helmholtz
theorem, which states that any vector field can be decomposed into the sum of an
irrotational vector field and a solenoidal vector field. Such a decomposition has
interesting applications in themodal expansion of fields and is the theoretical basis
of introducing scalar and vector potentials. The Helmholtz theorem indicates that
a vector field is fully determined by its divergence and curl. Indeed, Maxwell equa-
tions are nothing but a couple of rules that regulate the divergences and the curls of
electric and magnetic fields according to impressed and induced sources. As a
generalization of Helmholtz theorem, the eigenfunctions of curl operator are dis-
cussed, in terms of which the plane-wave expansions for the fields as well as the
dyadic Green’s functions can be obtained.

1.1 Maxwell Equations

Maxwell equations are a set of PDEs that unify electricity and magnetism and
describe how electric and magnetic fields, as the functions of space and time,
are generated by charges and currents and altered by each other. They have been
proved to be very successful in explaining and predicting a variety of macroscopic
EM phenomena.

1.1.1 Wave Equations

The generalized Maxwell equations that include both electric and magnetic
sources consist of two vector equations and two scalar equations:

∇ × H r, t =
∂D r, t

∂t
+ J r, t ,

∇ × E r, t = −
∂B r, t

∂t
− Jm r, t ,

∇ D r, t = ρ r, t ,

∇ B r, t = ρm r, t

1 1

In the above, r is the observation point of the fields in meter (m) and t is the time
in second (s), H is the magnetic field intensity measured in amperes per meter
(A/m), B is the magnetic induction intensity measured in tesla (Wb/m2), E is
electric field intensity measured in volts per meter (V/m), D is the electric
induction intensity measured in coulombs per square meter (C/m2), J is
electric current density measured in amperes per square meter (A/m2), ρ is
the electric charge density measured in coulombs per cubic meter (C/m3), Jm
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is magnetic current density in volts per square meter (V/m2), and ρm is mag-
netic charge density in webers per cubic meter (Wb/m3). The first equation is
Ampère’s law, and it describes how the electric field changes according to the
current density and magnetic field. The positive sign in the first equation indicates
that the directions of the magnetomotive force and the electric current are related
by the right-hand rule. The term ∂D/∂t was introduced by Maxwell in 1861 and is
called displacement current, which is necessary for the existence of wave solu-
tions. The second equation is Faraday’s law, and it characterizes how the mag-
netic field varies according to the electric field and equivalent magnetic current
density. Theminus sign in the second equation indicates that the directions of elec-
tromotive force and themagnetic current are related by the left-hand rule, which is
required by Lenz’s law. In other words, when an electromotive force is generated
by a change of magnetic flux, the polarity of the induced electromotive force is
such that it produces a current whose magnetic field opposes the change, which
produces it. The third equation isCoulomb’s law, and it says that the electric field
depends on the charge distribution and obeys the inverse square law. The last
equation shows that the magnetic field also obeys the inverse square law and
depends on the equivalent magnetic charge distribution. It should be understood
that none of the experiments had anything to do with waves at the time when
Maxwell derived his equations. Maxwell equations imply more than the experi-
mental facts. The continuity equation can be derived from (1.1):

∇ J = −
∂ρ

∂t
1 2

The electric charge density ρ and the electric current density J in Maxwell equa-
tions are free charge density and currents and they exclude charges and currents
forming part of the structure of atoms and molecules. The bound charges and cur-
rents are regarded as material, which are not included in ρ and J. The current den-
sity usually consists of two parts: J= Jcon+ Jimp. Here, Jimp is referred to as external
or impressed current source, which is independent of the fields and delivers
energy to electric charges in a system. The impressed current source can be of elec-
tric and magnetic type as well as of non-electric or nonmagnetic origin. Jcon = σE,
where σ is the conductivity of the medium in siemens per meter (S/m), denotes
the conduction current induced by the impressed source Jimp. Sometimes it is
convenient to introduce an impressed electric field Eimp defined by Jimp= σEimp.
In more general situation, one may write J= Jind+ Jimp, where Jind is the induced
current by the impressed current Jimp. The continuity equation for the magnetic
current Jm and magnetic charges ρm can be derived from (1.1):

∇ Jm = −
∂ρm
∂t

1 3
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The inclusions of magnetic sources Jm and ρm make Maxwell equations more
symmetric although there has been no evidence that the magnetic current and
charge are physically present (Appendix D gives an explanation of why the mag-
netic charge does not exist). The validity of introducing such concepts in Maxwell
equations is justified by the equivalence principle, i.e. they are introduced as a
mathematical equivalent to EM fields. For the time-harmonic (sinusoidal) fields
with a single frequency ω, the generalized Maxwell equations (1.1) reduce to

∇ × H r = jωD r + J r ,

∇ × E r = − jωB r − Jm r ,

∇ D r = ρ r ,

∇ B r = ρm r ,

1 4

where all the field quantities denote the complex amplitudes (phasors),
defined by

E r, t = Re E r ejωt , etc

For brevity, the same notations will be used for both time-domain and fre-
quency-domain quantities. The boundary conditions on the surface between
two different media can be easily obtained as follows:

un × H1 −H2 = Js,

un × E1 −E2 = − Jms,

un D1 −D2 = ρs,

un B1 −B2 = ρms,

1 5

where un is the unit normal of the boundary directed frommedium 2 tomedium 1;
Js and ρs are the surface current density and surface charge density, respec-
tively; Jms and ρms are the surface magnetic current density and surface mag-
netic charge density, respectively.
Maxwell equations (without magnetic sources) are a set of 7 equations invol-

ving 16 unknowns (i.e. five vectors E,H,B,D, J and one scalar ρ and the last equa-
tion of (1.1) is not independent). To determine the fields, nine more equations are
needed, and they are given by the generalized constitutive relations:

D = f E,H , B = g E,H

together with the generalized Ohm’s law

J = h E,H

if the medium is conducting. The constitutive relations establish the connections
between field quantities and reflect the properties of the medium, and they are
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totally independent of the Maxwell equations. For time-harmonic fields, the con-
stitutive relations for a bi-anisotropic medium are defined by

D = ε E + ξ H,

B = ζ E + μ H,

where μ, ε, ξ, and ζ are dyadics. The medium is called anisotropic if ξ = ζ = 0.
The medium is called isotropic if ξ = ζ = 0 and μ and ε are, respectively,
degenerated to μ = μ I and ε = ε I , where I is the identity dyadic; μ and ε are
referred to as permittivity and permeability of the medium, respectively.
The EMwave equations are second-order PDEs that describe the propagation of

EM waves through a medium. On elimination of E or H in the generalized Max-
well equations (1.4), thewave equations for the time-harmonic fields in an inho-
mogeneous and anisotropic medium are

∇ × μ
− 1

∇ × E r −ω2 ε E r = − jωJ r −∇ × μ
− 1

Jm,

∇ × ε
− 1

∇ × H r −ω2μ H r = − jωJm r + ∇ × ε
− 1

J
1 6

If the medium is homogeneous and isotropic, μ and ε are constants, and the
wave equations (1.6) are simplified to

∇ × ∇ × E− k2E = − jωμJ−∇ × Jm,

∇ × ∇ × H− k2H = − jωεJm + ∇ × J,
1 7

where k = ω με is thewavenumber. It can be seen that the source terms on the
right-hand side of (1.7) are very complicated. To simplify the analysis, the EM
potential functions can be introduced. The wave equations may be used to solve
the following three different field problems:

1) EM fields in source-free region: wave propagations in space and waveguides,
wave oscillation in cavity resonators, etc.

2) EM fields generated by known source distributions: antenna radiations, excita-
tions in waveguides and cavity resonators, etc.

3) Interaction of fields and sources: wave propagation in plasma, coupling
between electron beams and propagation mechanism, etc.

1.1.2 Properties of Electromagnetic Fields

A number of theorems can be derived from Maxwell equations [13–16], and they
usually bring deep physical insight into the EM field problems. When applied
properly, these theorems can simplify the problems dramatically.
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1.1.2.1 Superposition Theorem

Superposition theorem applies to all linear systems. Suppose that the impressed
current source Jimp can be expressed as a linear combination of independent

impressed current sources Jkimp (k = 1, 2, …, n):

Jimp =
n

k = 1

akJkimp,

where ak (k = 1, 2, …, n) are arbitrary constants. If Ek and Hk are the fields pro-

duced by the source Jkimp, the superposition theorem for EM fields asserts that

the fields E =
n

k = 1
akEk and H =

n

k = 1
akHk are a solution of Maxwell equations

produced by the source Jimp.

1.1.2.2 Conservation of Electromagnetic Field Energy

The law of conservation of EM field energy is known as the Poynting theo-
rem, named after the English physicist John Henry Poynting (1852–1914). It
can be found from (1.1) that

− Jimp E− Jind E = ∇ S + E
∂D
∂t

+ H
∂B
∂t

, 1 8

where J = Jimp+ Jind has been assumed. In a region V bounded by S, the integral
form of (1.8) is

−

V

Jimp EdV =

V

Jind EdV +

S

S undS +

V

E
∂D
∂t

+ H
∂B
∂t

dV ,

1 9

where un is the unit outward normal of S, and S = E ×H is the Poynting vector
representing the EM power-flow density measured in watts per square meter
(W/m2). It is assumed that this explanation holds for all media. Thus, the left-hand
side of the above equation stands for the power supplied by the impressed current
source. The first term on the right-hand side is the work done per second by the
electric field to maintain the current in the conducting part of the system. The sec-
ond term denotes the EM power flowing out of S. The last term can be interpreted
as the work done per second by the impressed source to establish the fields. The
total field energy density w of the EM fields may be defined as follows:

dw = E
∂D
∂t

+ H
∂B
∂t

dt 1 10
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If all the sources and fields are zero at t= −∞, the total field energy density can be
written as

w = we + wm, 1 11

where we and wm are the electric field energy density and magnetic field
energy density, respectively,

we =
1
2
E D +

t

−∞

1
2

E
∂D
∂t

−D
∂E
∂t

dt,

wm =
1
2
H B +

t

−∞

1
2

H
∂B
∂t

−B
∂H
∂t

dt

1 12

Equation (1.9) can thus be written as

−

V

Jimp EdV =

V

Jind EdV +

S

S undS +
∂

∂t
V

we+ wm dV 1 13

In general, the field energy density w does not represent the stored field energy
density in the fields: the energy temporarily located in the fields and completely
recoverable when the fields are reduced to zero. The field energy density w given
by (1.11) can be considered as the stored field energy density only if the medium is
lossless (i.e. ∇ S = 0). If the medium is isotropic and time-invariant, (1.12)
reduces to

we =
1
2
E D, wm =

1
2
H B 1 14

For the time-harmonic fields, the time averages of Poynting vector, the field
energy densities in (1.14) over one period of the sinusoidal wave ejωt, denoted
T, are

1
T

T

0

E × Hdt =
1
2
Re E × H ,

1
T

T

0

1
2
E Ddt =

1
4
Re E D ,

1
T

T

0

1
2
H Bdt =

1
4
Re H B
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The energy balance relations for the time-harmonic fields can be derived by
using complex variable analysis [17]. Let s= α+ jω denote the complex frequency.
For an arbitrary analytic function f (r, s), the Cauchy–Riemann conditions imply

∂f r, s
∂α

= − j
∂f r, s
∂ω

1 15

For sufficiently small α, the analytic function has the first-order expansion

f r,s = f r,α+ jω ≈ f r,s α=0 + α
∂f r,s
∂α α=0

= f r, jω − jα
∂f r, jω

∂ω
,

1 16

where (1.15) has been used. If the Laplace transform

E r, s =

∞

−∞

E r, t e− stdt

is applied to the first two equations of the Maxwell equations (1.1) (with Jm = 0),
one may find

∇ × H r, s = J r, s + sD r, s ,

∇ × E r, s = − sB r, s
1 17

From the vector identity ∇ (a × b) = b ∇ × a− a ∇ × b and (1.17), one may
obtain

∇ E r, s × H r, s = −E r, s J r, s

− α H r, s B r, s + E r, s D r, s

− jω H r, s B r, s −E r, s D r, s ,

1 18

where the bar denotes complex conjugate. By use of the expansion (1.16), the first-
order expansion for the electric field can be expressed by

E r, s = E r, α + jω ≈E r, jω − jα
∂E r, jω

∂ω

= E r − jα
∂E r
∂ω

,

1 19

where E(r) denotes the phasor for the time-harmonic electric field. By introducing
the first-order expansions for all the field quantities into (1.18), one may arrive at
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∇ E r × H r + jα∇ E r ×
∂H r
∂ω

−
∂E r
∂ω

× H r

= −E r J r − jα E r
∂J r
∂ω

−
∂E r
∂ω

J r

− jω B r H r −E r D r

− α B r H r + E r D r

− αω H r
∂B r
∂ω

−B r
∂H r
∂ω

− αω E r
∂D r
∂ω

−D r
∂E r
∂ω

1 20

Comparing the coefficients of similar terms containing α on both sides of (1.20)
yields the energy balance relation

1
4
E D +

1
4
ω E

∂D
∂ω

−D
∂E
∂ω

+
1
4
B H +

1
4
ω H

∂B
∂ω

−B
∂H
∂ω

= − j
1
4
∇ E ×

∂H
∂ω

−
∂E
∂ω

× H − j
1
4

E
∂J
∂ω

−
∂E
∂ω

J ,

1 21

and the well-known Poynting theorem for time-harmonic fields

−
1
2
E J = ∇

1
2

E × H + j2ω
1
4
B H−

1
4
E D 1 22

Consequently, the complex analysis produces two energy balance relations
simultaneously. In this sense, the complex analysis implies more than the real
analysis. It should be noted that the Poynting theorem (1.9) in time domain
and the Poynting theorem (1.22) in frequency domain are independent. This prop-
erty can be used to find the stored field energies of small antenna [18]. The physical
implication of the energy conservation law (1.21) becomes clear if it is decomposed
into the real and imaginary parts. The real part is given by

we + wm = ∇ Im
1
4

E ×
∂H
∂ω

−
∂E
∂ω

× H + Im
1
4

E
∂J
∂ω

−
∂E
∂ω

J ,

1 23

where we and wm are defined by

we =
1
4
ReE D +

1
4
ωRe E

∂D
∂ω

−D
∂E
∂ω

, 1 24
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wm =
1
4
ReH B +

1
4
ωRe H

∂B
∂ω

−B
∂H
∂ω

1 25

The expressions (1.24) and (1.25) were first derived by the author in [17], and
they are shown to, respectively, represent the (time averaged) stored electric
field energy density and the stored magnetic field energy density in an arbi-
trary medium. In Chapter 4, a new narrow-band approach will be introduced to
rederive energy expressions (1.24) and (1.25). The stored field energies can be
decomposed into the sum of two distinct parts: the dominant (nondispersive) parts
defined by

wdom
e =

1
4
ReE D, 1 26

wdom
m =

1
4
ReH B, 1 27

and the dispersive parts defined by

wdis
e =

1
4
Reω E

∂D
∂ω

−D
∂E
∂ω

, 1 28

wdis
m =

1
4
Reω H

∂B
∂ω

−B
∂H
∂ω

, 1 29

which are caused by the dispersion of materials. The imaginary part of (1.21) gives

wed −wmd = − Imπω E
∂D
∂ω

−D
∂E
∂ω

− Imπω H
∂B
∂ω

−B
∂H
∂ω

−∇ Re π E ×
∂H
∂ω

−
∂E
∂ω

× H − Re π E
∂J
∂ω

−
∂E
∂ω

J ,

1 30

where wed and wmd are the (average) dissipated electric field energy density
and dissipated magnetic field energy density, respectively, defined by

wed = Im πE D, 1 31

wmd = Im πH B 1 32

As a result, the energy balance relation (1.21) gives two expressions: one is for
the sum of stored electric and magnetic field energies and the other is for the
difference of the dissipated electric and magnetic field energies, both expressions
being valid in an arbitrary medium. It will be shown in Chapter 4 that (1.23) log-
ically gives the definition of stored field energy of antenna in an arbitrary medium.

1.1 Maxwell Equations 11



Remark 1.1 The quantities
1
4
ReH B and

1
4
ReE D in the Poynting theo-

rem (1.22) only represent the nondispersive parts (1.26) and (1.27). For this reason,
the Poynting theorem (1.22) cannot be considered as an energy balance relation for
the time-harmonic fields in a general medium. □

1.1.2.3 Equivalence Theorem

It is known that there is no answer to the question of whether field or source is
primary. The equivalence theorem just indicates that the distinction between
the field and source is kind of blurred. Let V be an arbitrary region bounded by
S, as shown in Figure 1.1. Two sources that produce the same fields inside a regio-
n are said to be equivalent within that region. Similarly, two EM fields {E1, D1,
H1, B1} and {E2, D2, H2, B2} are said to be equivalent inside a region if they both
satisfy theMaxwell equations and are equal in that region. Themain application of
the equivalence theorem is to find equivalent sources to replace the influences of
substance (the medium is homogenized), so that the formulae for retarding poten-
tials can be used. The equivalent sources may be located inside S (equivalent
volume sources) or on S (equivalent surface sources). One of the important
equivalence theorems is found by American mathematician Sergei Alexander
Schelkunoff (1897–1992) and English mathematician Augustus Edward Hough
Love (1863–1940), whose derivation can be found in [16].

Schelkunoff-Love Equivalence Theorem: Let {E,D,H, B} be the EM fields with
source confined in S. The following surface sources on S

Js = un × H, Jms = −un × E, 1 33

produce the same fields {E, D, H, B} outside S and a zero field inside S. □

Since the sources in (1.33) produce a zero field inside S, the interior of Smay be
filled with a perfect electric conductor. By use of the Lorentz reciprocity theorem
[see (1.36)], it can be shown that the surface electric current pressed tightly on the

un

V

S

R3 – V

Figure 1.1 Equivalence theorem.

12 1 Eigenvalue Theory



perfect conductor does not produce fields. As a result, only the surface magnetic
current is needed in (1.33). Similarly, the interior of S may be filled with a perfect
magnetic conductor, and in this case the surface magnetic current does not pro-
duce fields and only the surface electric current is needed in (1.33). In both cases,
one cannot directly apply the vector potential formula even if the medium outside
S is homogeneous.

1.1.2.4 Reciprocity

A linear system is said to be reciprocal if the response of the system with a par-
ticular load and a source is the same as the response when the source and the load
are interchanged. Consider two sets of time-harmonic sources, J1, Jm1 and J2, Jm2,
of the same frequency in the same linear medium. The fields produced by the two
sources are, respectively, denoted by E1, H1 and E2, H2. The reciprocity can be
stated as

V

E2 J1 −H2 Jm1 dV =

V

E1 J2 −H1 Jm2 dV

+

S

E1 × H2 −E2 × H1 undS,
1 34

where V is a finite region bounded by S. If both sources are outside S, the surface
integral in (1.34) is zero. If both sources are inside S, it can be shown that the sur-
face integral is also zero by using the radiation condition. Therefore, one obtains
the Lorentz form of reciprocity

S

E1 × H2 −E2 × H1 undS = 0 1 35

and the Rayleigh–Carson form of reciprocity

V

E2 J1 −H2 Jm1 dV =

V

E1 J2 −H1 Jm2 dV 1 36

If the surface S only contains the sources J1(r) and Jm1(r), (1.34) becomes

V

E2 J1 −H2 Jm1 dV =

S

E2 un × H1 −H2 E1 × un dS

This is the familiar form of Huygens’ principle. The EM reciprocity theo-
rem (1.35) can also be generalized to an anisotropic medium.
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1.2 Methods for Partial Differential Equations

Various analytic and numerical methods for the solution of PDEs have been devel-
oped [19–21]. Linear PDEs are generally solved by means of the method of sep-
aration of variables, the method of Green’s function, named after the British
mathematician George Green (1793–1841), and the variational method. Some
usual trinities for PDEs are summarized in Table 1.1.

1.2.1 Method of Separation of Variables

The study of eigenvalue problems has its roots in the method of separation of
variables or series solutions of PDEs. The basic idea of separation of variables
is to seek a solution of the form of a product of functions, each of which depends
on one variable only, so that the solution of original PDEs may reduce to the solu-
tion of ordinary differential equations. The latter is usually solved by the power
series methods, resulting in various special functions. The method of separation
of variables, also called Fourier method, was first introduced by Swiss mathema-
tician Johann Bernoulli (1667–1748) between the years 1694 and 1697. The
Helmholtz equation will be used to illustrate the procedure. The Helmholtz
equation, named after the German physicist Hermann Ludwig Ferdinand von

Table 1.1 Some trinities for PDEs.

Trinity Description

Three types of PDEs Elliptical, hyperbolic, and parabolic.

Three types of problems Boundary value problems, initial value problems, and
eigenvalue problems.

Three types of boundary
conditions

Dirichlet boundary condition, named after the German
mathematician Johann Peter Gustav Lejeune Dirichlet
(1805–1859); Neumann boundary condition, named after the
German mathematician Carl Gottfried Neumann
(1832–1925); and Robin boundary condition, named after the
French mathematician Victor Gustave Robin (1855–1897).

Three mathematical
tools

Divergence theorem, inequalities, and convergence theorems.

Three analytical
methods

Method of separation of variables, method of Green’s
function, and variational method.

Three numerical
methods

Finite element method, finite difference method, and
moment method.
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Helmholtz (1821–1894), also called reduced wave equation, is the time-
independent form of wave equation, and is defined by

∇2 + k2 u = 0, 1 37

where k is a constant. When k is zero, the Helmholtz equation reduces to the
Laplace equation, named after the French mathematician Pierre-Simon marquis
de Laplace (1749–1827). The Helmholtz equation is separable in 11 orthogonal
coordinate systems [22]. The separated solutions form a subset of all solutions
of (1.37) and can be served as a basis in terms of which all solutions of (1.37)
can be expressed as a linear combination of the separated solutions.

1.2.1.1 Rectangular Coordinate System

In rectangular coordinate system, Helmholtz equation (1.37) becomes

∂2u
∂x2

+
∂2u
∂y2

+
∂2u
∂z2

+ k2u = 0 1 38

One may seek a solution in the form of product of three functions of one coordi-
nate each

u = X x Y y Z z 1 39

If this is substituted into (1.38), one obtains

1
X

d2X

dx2
+

1
Y

d2Y

dy2
+

1
Z

d2Z

dz2
+ k2 = 0 1 40

Since k is a constant and each term depends on one variable only and can change
independently, the left-hand side of (1.40) can sum to zero for all coordinate values
only if each term is a constant. Thus,

d2X

dx2
+ k2xX = 0,

d2Y

dy2
+ k2yY = 0,

d2Z

dz2
+ k2zZ = 0,

1 41

where kx, ky, and kz are separation constants and satisfy

k2x + k2y + k2z = k2 1 42
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The solutions of (1.41) are harmonic functions, denoted by X(kxx), Y(kyy), and
Z(kzz), and they are any linear combination of the following independent
harmonic functions:

eikαα, e− ikαα, cos kαα, sin kαα α = x, y, z 1 43

Consequently, the solution (1.39) may be expressed as

u = X kxx Y kyy Z kzz 1 44

The separation constants kx, ky, and kz are also called eigenvalues, and they are
determined by the boundary conditions. The corresponding solutions (1.44) are
called eigenfunctions or elementary wavefunctions. The general solution of
(1.38) can be expressed as a linear combination of the eigenfunctions. For the solu-
tions defined in finite regions, only discrete spectra of eigenvalues are involved.
The discrete spectra become a continuum for the solutions defined in infinite
regions. The harmonic functions should be properly selected according to the
physical properties that the solutions must have. Note that the exponential func-
tions in (1.43) represent a travelling wave while the sine and cosine functions rep-
resent a standing wave. Also note that the separation constants are a complex
number for the waves propagating in a lossy medium.

1.2.1.2 Cylindrical Coordinate System

In a cylindrical coordinate system, (1.37) can be written as

1
ρ

∂

∂ρ
ρ
∂u
∂ρ

+
1
ρ2

∂2u
∂φ2

+
∂2u
∂z2

+ k2u = 0 1 45

By the method of separation of variables, the solutions may be assumed to be of
the form

u = R ρ Φ φ Z z 1 46

Introducing (1.46) into (1.45) yields

d2R
dρ2

+
1
ρ

dR
dρ

+ μ2 −
p2

ρ2
R = 0,

d2Φ
dφ2

+ p2Φ = 0,

d2Z

dz2
+ β2Z = 0,

1 47

where μ, p, and β are separation constants and satisfy

β2 + μ2 = k2 1 48

16 1 Eigenvalue Theory



The first equation of (1.47) is Bessel equation, named after the German math-
ematician Friedrich Wilhelm Bessel (1784–1846), whose solutions are Bessel
functions:

Jp μρ ,Np μρ ,H 1
p μρ ,H 2

p μρ ,

where Jp(μρ) and Np(μρ) are the Bessel functions of the first and second kind,

H 1
p μρ and H 2

p μρ are the Bessel functions of the third and fourth kind, also

called Hankel functions of first and second kind, respectively, named after
German mathematician Hermann Hankel (1839–1873). The Bessel function of
the first kind is defined by

Jp μz =
∞

m = 0

− 1 m

Γ m + 1 Γ p + m + 1
μz
2

p + 2m
, 1 49

where Γ(α) is the gamma function defined by

Γ α =

∞

0

xα− 1e− xdx, α > 0

If p is not an integer, a second independent solution is J−p(μz). If p= n is an integer,
J−n(μz) is related to Jn(μz) by J−n(z) = (−1)nJn(z). The Bessel function of the second
kind is defined by

Np μz =
cos pπJp μz − J − p μz

sin pπ
, 1 50

and the Bessel functions of the third (Hankel function of the first kind) and fourth
kind (Hankel function of the second kind) are defined by

H 1
p μz = Jp μz + jNp μz ,

H 2
p μz = Jp μz − jNp μz

1 51

The solutions of second and third equation of (1.47) are harmonic functions.
Note that only Jp(μρ) is finite at ρ = 0. The separation constants μ and p are deter-
mined by the boundary conditions. For example, if the field u is finite and satisfies
homogeneous Dirichlet boundary condition u= 0 at ρ= a, the separation constant
μ is determined by Jp(μρ) = 0. If the cylindrical region contains all φ from 0 to 2π,
the separation constant p is usually determined by the requirement that the field
is single-valued, i.e. Φ(0) = Φ(2π). In this case, p must be integers. If the cylindri-
cal region only contains a circular sector, p will be fractional numbers.
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Let Rp(μz) = AJp(μz) + BNp(μz), where A and B are constants. Some typical recur-
rence relations for the linear combination of the Bessel functions are listed below:

2p
μz

Rp μz = Rp− 1 μz + Rp + 1 μz ,

1
μ

d
dz

Rp μz =
1
2

Rp− 1 μz −Rp + 1 μz ,

z
d
dz

Rp μz = pRp μz − μzRp + 1 μz ,

d
dz

zpRp μz = μzpRp− 1 μz ,

d
dz

z− pRp μz = − μz− pRp + 1 μz

The Bessel functions have the orthogonality property

1

0

x Jp χpmx Jp χpnx dx =
0, m n
1
2

Jp χpm
2
, m = n

, 1 52

where χpn denotes the nth positive zero of the Bessel function Jp, i.e. Jp( χpn) = 0,
and the prime denotes the derivative of the Bessel function with respect to its argu-
ment. Let C[a, b] denote the set of continuous functions defined on the closed
interval [a, b]. An arbitrary continuous function in C[0, 1] can be expanded in
terms of the Bessel functions.

Theorem 1.1 (Fourier–Bessel Expansion)

If the function f (x) C[0, 1] and the integral
1

0
tf t dt exist, it has the expansion

f x =
n
anJp χpnx , p > − 1, 1 53

where the expansion coefficients can be determined from (1.52):

an =
2

Jp χpn
2

1

0

xf x Jp χpnx dx =
2

Jp + 1 χpn
2

1

0

xf x Jp χpnx dx

□
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1.2.1.3 Spherical Coordinate System

In spherical coordinate system, (1.37) can be expressed as

1
r2

∂

∂r
r2
∂u
∂r

+
1

r2 sin θ
∂

∂θ
sin θ

∂u
∂θ

+
1

r2 sin θ
∂2u
∂φ2

+ k2u = 0 1 54

By means of the separation of variables, one may assume

u = R r Θ θ Φ φ 1 55

Substitution of (1.55) into (1.54) leads to

1
R
d
dr

r2
dR
dr

+ k2r2 = β2,

1
Θ sin θ

d
dθ

sin θ
dΘ
dθ

−
m2

sin 2θ
= − β2,

d2Φ
dφ2

+ m2Φ = 0,

1 56

where β andm are separation constants. Let x= cos θ and P(x) = Θ(θ). The second
equation of (1.56) becomes

1− x2
d2P

dx2
− 2x

dP
dx

+ β2 −
m2

1− x2
P = 0 1 57

This is called Legendre equation, named after the French mathematician
Adrien-Marie Legendre (1752–1833). The points x = ± 1 are singular. Equa-
tion (1.57) has two linearly independent solutions and can be expressed as a power
series at x = 0. In general, the series solution diverges at x = ± 1. But if one lets
β2 = n(n+ 1), n= 0, 1, 2…, the series will be finite at x= ± 1 and have finite terms.
Thus, the separation constant β is determined naturally and (1.56) can be rewrit-
ten as

d
dr

r2
dR
dr

+ k2r2 −n n + 1 R = 0,

1− x2
d2P

dx2
− 2x

dP
dx

+ n n + 1 −
m2

1− x2
P = 0,

d2Φ
dφ2

+ m2Φ = 0

1 58

The solutions of the first equation of (1.58) are spherical Bessel functions of
the first and second kinds, spherical Hankel functions of the first and second
kinds, respectively, defined by
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jn kr =
π

2kr
Jn + 1 2 kr ,

nn kr =
π

2kr
Nn + 1 2 kr ,

h 1
n kr =

π

2kr
H 1

n + 1 2 kr ,

h 2
n kr =

π

2kr
H 2

n + 1 2 kr

1 59

Let zn(kr) = Ajn(kr) + Bnn(kr), where A and B are constants. The recurrence rela-
tions for the linear combination of the spherical Bessel functions are summarized
as follows:

2n + 1
kr

zn kr = zn− 1 kr + zn + 1 kr ,

2n + 1
k

d
dr

zn kr = nzn− 1 kr − n + 1 zn + 1 kr ,

d
dr

rn + 1zn kr = krn + 1zn− 1 kr ,

d
dr

r − nzn kr = − kr − nzn + 1 kr

The solutions of the second equation of (1.58) are associated Legendre func-
tions of first and second kinds defined, respectively, by

Pm
n x =

1− x2 m 2

2nn
dm + n

dxm + n x2 − 1
n
,m ≤ n, 1 60

and

Qm
n x = 1− x2

m
2
dm

dxm
Qn x ,m ≤ n, 1 61

where

Qn x =
1
2
P0
n x ln

1 + x
1− x

−
n

r = 1

1
r
P0
r− 1 x P0

n− r x
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is the Legendre function of the second kind. The following integrations on
orthogonality are useful:

1

1

− 1

Pm
n x Pk

n x
1− x2

dx =
1
m

n + m
n−m

δmk

2

1

− 1

Pm
l x Pm

n x dx =
2

2l + 1
l + m
l−m

δln

3

π

0

dPm
n cos θ
dθ

dPm
l cos θ
dθ

+
m2

sin 2θ
Pm
n cos θ Pm

l cos θ sin θdθ

=
2

2n + 1
n + m
n−m

n n + 1 δnl

In the above, δmn =
1,m = n

0,m n
. The solutions of the third equation of (1.58) are

harmonic functions. Note that the separation constants are not related in the
spherical coordinate system.

Theorem 1.2 (Completeness of Associated Legendre Functions)

Any function f (x) C [−1, 1] satisfying the boundary conditions f (−1) = f (1) = 0
has the expansion

f x =
m ≤ n

anP
m
n x ,

where

an =
2n + 1

2
n−m
n + m

1

− 1

f x Pm
n x dx

□

1.2.2 Method of Green’s Function

A source may be divided into a number of elementary sources. The superposition
theorem indicates that the field generated by the source can be expressed as the
sum of the fields generated by the elementary sources. The concept of the Green’s
function was first developed by the British mathematician George Green in the
1820s. Physically, Green’s function represents the field produced by a point source
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(an elementary source). The well-known impulse response of a linear system is a
typical Green’s function with specified initial conditions. Green’s function pro-
vides a general method to solve PDEs, by means of which the solution of a
PDE can be represented by an integral defined over the source region or on a closed
surface enclosing the source. Consider a PDE defined in a source region V con-
tained in R3 (the three-dimensional (3D) Euclidian space)

Lu r = f r , 1 62

where L is a differential operator, r = (x, y, z) R3, and f is a known source func-
tion. The solution of the above equation can be expressed by

u r = L
− 1

f r ,

where L
− 1

stands for the inverse of L and is often represented by an integral oper-
ator with a kernel function G(r, r ):

L
− 1

f r = −

V

G r, r f r dV r 1 63

If L is applied to both sides of the above equation and use is made of LL
− 1

= I ,

where I is the identity operator, one obtains

LL
− 1

f r = f r = −

V

LG r, r f r dV r

This implies that the kernel function G satisfies

LG r, r f r = − δ r− r , 1 64

where δ(r) is the 3D Dirac delta function defined symbolically by

R3

δ r− r ϕ r dV r = ϕ r 1 65

with ϕ(r) being an arbitrary smooth function defined in R3. The kernel function G
is called the fundamental solution or Green’s function of Eq. (1.62).

1.2.2.1 Green’s Functions for Helmholtz Equation

Let ρ = (x, y) denote a point in the two-dimensional (2D) Euclidian space R2 and
dΩ= dxdy the differential area element. The fundamental solutions of Laplace and
Helmholtz equations are summarized in Table 1.2. The 2D Dirac delta function
δ(ρ) is defined by

R2

δ ρ− ρ ϕ ρ dΩ ρ = ϕ ρ ,
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where ϕ(r) is an arbitrary smooth function defined in R2. It can be seen that the
Green’s functions are symmetric G(r, r ) = G(r , r).

Example 1.1 The Green’s function for one-dimensional Helmholtz equation
satisfies

d2G z, z

dz2
+ k2G z, z = − δ z− z ,

lim
z ± ∞

dG
dz

± jkG = 0,
1 66

where the one-dimensional Dirac delta function δ(z) is defined by

∞

−∞

δ z− z ϕ z dz = ϕ z

and ϕ(z) is an arbitrary smooth function defined in the real axis R. The second
equation in (1.66) denotes the radiation condition at infinity. To solve (1.66),
one may let

G z, z =
G1 z, z , z < z

G2 z, z , z > z

The functions G1 and G2 satisfy the homogeneous Helmholtz equation in the
regions z< z and z> z , respectively, and can be written as

G1 z, z = a1e
− jk z− z + b1e

jk z− z ,

G2 z, z = a2e
− jk z− z + b2e

jk z− z ,

Table 1.2 Green’s functions.

Equations Green’s functions

2D Laplace equation: ∇2G(ρ, ρ ) = − δ(ρ− ρ ) G ρ, ρ = −
1
2π

ln ρ− ρ

3D Laplace equation: ∇2G(r, r ) = − δ(r− r ) G r, r =
1

4π r− r

2D Helmholtz equation: (∇2 + k2)G(ρ, ρ ) = − δ(ρ− ρ ) G ρ, ρ =
1
4j
H 2

0 k ρ− ρ

3D Helmholtz equation: (∇2 + k2)G(r, r ) = − δ(r− r ) G r, r =
e− jk r− r

4π r− r
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where a1, b1, a2, b2 are constants to be determined. On account of the radiation
conditions at z = ±∞, one may easily find a1 = b2 = 0. Thus,

G1 z, z = b1e
jk z− z ,

G2 z, z = a2e
− jk z− z

1 67

The first equation of (1.66) implies that Gmust be continuous while its first deriv-
ative has a jump discontinuity at the source point z = z :

G1 z, z = G2 z, z ,
dG2 z, z

dz
−

dG1 z, z
dz

= − 1

Introducing (1.67) into the above equations yields

a2 = b1 =
1
j2k

The Green’s function for one-dimensional Helmholtz equation is thus given by

G z, z =

1
j2k

ejk z− z , z < z

1
j2k

e− jk z− z , z > z
=

1
j2k

e− jk z− z 1 68

□

1.2.2.2 Dyadic Green’s Functions and Integral Representations

The Green’s function often appears as the kernel of an integral operator. For a sca-
lar field, the kernel is also a scalar; but for a vector field, the kernel must be a
dyadic. A dyadic is a second-order tensor formed by putting two vectors side by
side. Its manipulation rules are analogous to that for matrix algebra (see Appendix
B). Dyadic notation was first established by Josiah Willard Gibbs (1839–1903) in
1884. The application of dyadic Green’s function in solving EM boundary value
problem can be traced back to Schwinger’s work in the early 1940s. Levine and
Schwinger applied the dyadic Green’s function to investigate the diffraction prob-
lem by an aperture in an infinite plane conducting screen [23]. In 1953, Morse and
Feshbach discussed various applications of dyadic Green’s functions [20].
A systematic study of dyadic Green’s functions and their applications in EM
engineering can be found in [24]. One of the advantages of using dyadic Green’s
functions is that it affords a compact formulation or solution for the field problems.
Consider an electric current element in the direction of α(α = x, y, z) located at r :

J α r = −
1
jωμ

δ r− r uα,
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which produces EM fields E(α)(r) and H(α)(r) at r. Let

G α
e r, r = E α r ,

G α
m r, r = − jωμH α r

1 69

Here G α
e r, r and G α

m r, r are, respectively, referred to as electric and
magnetic Green’s functions along direction α in free space. It follows from
Maxwell equations that

∇ × G α
e r, r = G α

m r, r ,

∇ × G α
m r, r = uαδ r− r + k2G α

e r, r

The dyadic functions defined by

Ge r, r =
α = x, y, z

G α
e r, r uα,

Gm r, r =
α = x, y, z

G α
m r, r uα,

are, respectively, called electric andmagnetic dyadic Green’s functions in free
space. Apparently,

∇ × Ge r, r = Gm r, r ,

∇ × Gm r, r = I δ r− r + k2Ge r, r ,
1 70

where I is the identity dyadic. Note that Ge r, r is a symmetric while Gm r, r is
antisymmetric upon interchange of r and r :

Ge r, r = Ge r , r ,

Gm r, r = −Gm r , r
1 71

It follows from (1.70) that

∇ × ∇ × Ge r, r − k2Ge r, r = I δ r− r ,

∇ × ∇ × Gm r, r − k2Gm r, r = ∇ × I δ r− r
1 72

The free space electric dyadic Green’s function Ge r, r may be represented by
free space Green’s function G(r, r ):

Ge r, r = I +
1

k2
∇∇ G r, r 1 73

1.2 Methods for Partial Differential Equations 25



In fact, the first equation of (1.72) may be written as

−∇2Ge r, r − k2Ge r, r + ∇∇ Ge r, r = I δ r− r 1 74

Taking the divergence of the first equation of (1.72) yields

∇ Ge r, r = −
1

k2
∇ I δ r− r = −

1

k2
∇δ r− r

Insertion of the above into (1.74) gives

∇2Ge r, r + k2Ge r, r = − I +
1

k2
∇∇ δ r− r

Obviously, expression (1.73) for the free space electric dyadic Green’s function
satisfies the above equation. The free space magnetic dyadic Green’s function
may be expressed as

Gm r, r = ∇ × Ge r, r = ∇ × G r, r I = ∇ × G0 r, r ,

where G0 = G I satisfies Helmholtz equation

∇2 + k2 G0 r, r = − I δ r− r 1 75

Consider the scattering problem of an incident field by an obstacle bounded by S
as illustrated in Figure 1.2. Let V be the region bounded by S+ S∞, where S∞ is a

surface enclosing the source and the obstacle. By letting P = E, Q = G α
e in the

vector Green’s identity

V

P ∇ × ∇ × Q−Q ∇ × ∇ × P dV = −

S

un × Q ∇ × P−un × P ∇ × Q dS

+

S∞

un × Q ∇ × P−un × P ∇ × Q dS,

un

J

unS

S∞

μ, ε

Obstacle

V0

Figure 1.2 Scattering by
an obstacle.
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and by making use of the first Eq. (1.72) and the wave equation for the
electric field

∇ × ∇ × E r − k2E r = − jωμJ r −∇ × Jm r , 1 76

one may find the integral expression for the electric field

E r = − jωμ

V 0

Ge r, r J r dV r −

V 0

Gm r, r Jm r dV r

− jωμ

S

Ge r, r Js r dS r −

S

Gm r, r Jms r dS r ,
1 77

where Js = un ×H and Jms = − un ×E are, respectively, the equivalent surface
electric and magnetic currents. Similarly, one may find the integral expression
for the magnetic field

H r = − jωε

V 0

Ge r, r Jm r dV r +

V0

Gm r, r J r dV r

− jωε

S

Ge r, r Jms r dS r +

S

Gm r, r Js r dS r

1 78

In the derivation of (1.77) and (1.78), the surface integral over S∞ has been
ignored since it approaches to zero due to the radiation condition as S∞ expands
to infinity. The volume integrals in (1.77) and (1.78) represent the incident fields
while the surface integrals denote the scattered fields produced by the induced cur-
rents on the obstacle.

Remark 1.2 Care must be exercised when the observation point r is inside the
source region V0. The dyadic Green’s functions in (1.77) and (1.78) become infinite
when r approaches r . This singular behavior is often treated with the principal
volume method by introducing an exclusion volume around r [25–27]. □

Remark 1.3 For many applications discussed in this book, the dyadic Green’s
functions may be expanded in terms of eigenfunctions of the Helmholtz equation
for the vector fields. In these cases, the integral representations (1.77) and (1.78)
become an infinite series. □

1.2.3 Variational Method

Variationalmethod or calculus of variations is a generalization of calculus and
can be traced back to the early 1730s when Swiss mathematician Leonhard Euler
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(1707–1783) and French mathematician Joseph-Louis Lagrange (1736–1813) ela-
borated the subject. Instead of finding the extrema of a function in calculus, the
calculus of variations deals with maximizing or minimizing functionals, which
are often expressed as definite integrals involving functions and their derivatives.
The extremal functions that make the functional stationary (i.e. attain amaximum
or minimum value) can be obtained by assuming that the rate of change of the
functional is zero. Let F be a map from a linear space consisting of functions into
the real axis. Such a map is called a functional. Let v be an arbitrary function in
the space. The gradient or functional derivative of F at u, denoted by δF(u)/δu
and used to describe the rate of change of the functional, is defined by [16]

δF u
δu

,v =
d
dε

F u+ εv
ε=0

, 1 79

where ( , ) is an inner product defined by the following rules:

1) Positive definiteness: (u, u) ≥ 0 and (u, u) = 0 if and only if u = 0.

2) Hermitian property: u, v = v, u .
3) Homogeneity: (αu, v) = α(u, v).
4) Additivity: (u+ v, w) = (u, w) + (v, w).

Here, u, v, z are functions and α is a number. A linear space equipped with an inner
product is called an inner product space.

Extremum Theorem: Anecessary condition for a functional F to have an extremum
at u is that its functional derivative vanishes at u:

δF u
δu

= 0 1 80

This is referred to as Euler–Lagrangian equation. □

Example 1.2 An operator (or transformation) L on an inner product space is

defined as a map from the inner product space to itself. An operator L is called self-
adjoint if it satisfies

Lu, v = u,Lv

The most important functional to be dealt with in this book is the Rayleigh quo-
tient, named after the English scientist Lord Rayleigh (1942–1919), defined by

λ u =
Lu, u

u,u
1 81
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Since L is self-adjoint, λ can be shown to be real. For an arbitrary v, the functional
derivative of the Rayleigh quotient can be determined from (1.79):

δλ

δu
,v =

d
dε

λ u+ εv
ε=0

=
d
dt

L u+ εv ,u+ εv

u+ εv,u+ εv
ε=0

=
1
u,u

2Re Lu−λu,v

If δλ/δu = 0, one obtains the eigenvalue equation

Lu = λu 1 82

This is the Lagrangian equation for the Rayleigh quotient (1.81). □

1.3 Eigenvalue Problem for Hermitian Matrix

When the dimension of the underlying vector space of a linear transformation is
finite, the linear transformation is reduced to a matrix under a fixed basis.
A complex square matrix [A] is calledHermitian, named after the French math-
ematician Charles Hermite (1822–1901), if [A] = [A]H, where the superscript H
denotes the conjugate transpose of a matrix. Hermitian matrices are the complex
extension of real symmetric matrices and are fundamental to mathematics, phys-
ics, and engineering sciences.

1.3.1 Properties

Let [A] denote an N ×NHermitian matrix. If an N × 1 matrix [x] (also called a col-
umn vector or vector) and a scalar λ satisfy the equation

A x = λ x , 1 83

then λ is called an eigenvalue of [A], [x] is called an eigenvector corresponding
to the eigenvalue λ, and (λ, [x]) is called an eigenpair of [A]. The eigenvalue prob-
lem (1.83) for a Hermitianmatrix has the following properties, which can be found
in a standard text book on matrix [e.g. 28]:

1) All the eigenvalues are real and they can be ordered such that

λ1 ≤ λ2 ≤ ≤ λN ,

and the corresponding eigenvectors are denoted by [x1], [x2], …, [xN].
2) The eigenfunctions corresponding to different eigenvalues are orthogonal.
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3) Assume that the eigenvectors [x1], [x2],…, [xN] are orthonormal. The matrix [A]
has the spectral decomposition

A = U Λ U H =
N

j = 1

λj xj xj
H
,

where

U = x1 , x2 ,…, xN ,

Λ = diag λ1, λ2,…, λN

The matrix [U] is unitary [U]H[U] = [I], where [I] denotes identity matrix.

The following statements are equivalent.

1) The Hermitian matrix [A] is positive, i.e. [x]H[A][x] > 0 for all [x] 0.
2) All eigenvalues of [A] are positive.
3) There exists a nonsingular n × n matrix [R], such that [A] = [R]H[R].
4) There exists a nonsingular n × n matrix [R], such that [R]H[A][R] is positive.

A positive matrix [A] (not necessarily Hermitian) has the following properties:

1) The diagonal elements of [A] are all positive.
2) det A > 0
3) [A]−1 is positive.
4) The element of the largest absolute value is a diagonal element.

1.3.2 Rayleigh Quotient

The Rayleigh quotient for an n × n Hermitian matrix [A] is defined by

λ =
x H A x

x H x
1 84

Any vector [x] can be expressed as a linear combination of the eigenvectors

x =
N

j = 1

cj xj = U cj , 1 85

where [cj] = [c1, c2, …, cN]T. Assume that the eigenvectors [x1], [x2], …, [xN] of [A]
are orthonormal. Introducing the above expansion into (1.84), one may find
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λ =
x H A x

x H x
=

cj
H
U H A U cj

cj
H
U H U cj

=
cj

H Λ cj

cj
H

cj

=
λ1 c1

2 + λ2 c2
2 + + λn cN

2

c1
2 + c2

2 + + cN
2 ,

1 86

which implies

λ1 ≤
x H A x

x H x
≤ λN 1 87

As a result, the following optimization problems are established:

λ1 = min
x H A x

x H x
,

λN = max
x H A x

x H x
,

1 88

where [x] CN is called trial vector andCN stands for the set consisting of all com-
plex column vectors of dimensionN. To determine other eigenvalues, the trial vec-
tor [x] will be assumed to be orthogonal to [x1]. Thus, one finds c1 = 0 in the
expansion (1.85), and (1.86) reduces to

λ =
λ2 c2

2 + + λN cN
2

c2
2 + + cN

2 ≥ λ2 1 89

The equality holds for [x] = [x2]. The above relation suggests

λ2 = min
x ⊥ x1

x H A x

x H x
1 90

The second eigenvalue λ2 can thus be found by minimizing (1.84) with the
supplementary constraint that the trial vector [x] must be orthogonal to the first
eigenvector [x1]. In general, one may write

λn = min
x x1 , x2 ,…, xn− 1

⊥

x H A x

x H x
, 2 ≤ n ≤ N 1 91

Similarly,

λn = max
x xn + 1 ,…, xN ⊥

x H A x

x H x
, 1 ≤ n ≤ N − 1 1 92
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1.4 Eigenvalue Problems for the Laplace Operator
on Scalar Field

If the dimension of the underlying vector space of a linear transformation is infi-
nite, the linear transformation is usually a differential operator defined on a sub-
space, or an integral operator defined on the whole space. In 1894, the French
mathematician Jules Henri Poincaré (1854–1912) established the existence of
an infinite sequence of eigenvalues and the corresponding eigenfunctions for
the Laplace operator under Dirichlet boundary condition. This key result extends
the eigenvector and eigenvalue theory of a square matrix and has played an impor-
tant role in mathematical physics.

1.4.1 Rayleigh Quotient

Let L2(Ω) denote the set of all functions defined on a region Ω bounded by Γ in 2D

or 3D space such that
Ω
u 2dΩ < ∞ , where dΩ denotes the area element (2D) or

volume element (3D). The inner product and the norm in L2(Ω) are, respec-
tively, defined by

u, v =

Ω

uvdΩ, u = u, u 1 2 1 93

Two functions are said to be orthogonal if their inner product is zero. Consider
the eigenvalue problems for the Laplace operator (also called Laplacian) −∇2

acting on the scalar fields with three different boundary conditions:

1) Dirichlet problem:

−∇2u r = λu r , r Ω
u r = 0, r Γ

1 94

2) Neumann problem:

−∇2u r = λu r , r Ω
∂u r
∂n

= 0, r Γ
, 1 95

where ∂/∂n denotes the derivative in the direction normal to the boundary Γ.

3) Robin problem:

−∇2u r = λu r , r Ω
∂u r
∂n

+ a r u r = 0, r Γ
, 1 96

where a(r) is a continuous function.
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For any functions u1 and u2 satisfying one of the above boundary conditions, the
Laplacian −∇2 is symmetric

−∇2u1,u2 =

Ω

− u2∇2u1dΩ =

Ω

∇u1∇u2dΩ−

Γ

u2
∂u1
∂n

dΓ

=

Ω

∇u1∇u2dΩ = u1, −∇2u2 ,
1 97

where use has been made of the Green’s first identity

Ω

u∇2v + ∇u∇v dΩ =

Γ

u
∂v
∂n

dΓ 1 98

The symmetric property of the Laplacian is also easily seen from the Green’s
second identity

Ω

u∇2v− v∇2u dΩ =

Γ

u
∂v
∂n

− v
∂u
∂n

dΓ 1 99

Apparently,

−∇2u, u =

Ω

∇u 2dΩ ≥ 0, 1 100

which implies that the Laplacian −∇2 is non-negative. The three eigenvalue pro-
blems (1.94)–(1.96) have the properties:

1) All the eigenvalues are real and the corresponding eigenfunctions can be cho-
sen to be real.

2) The eigenfunctions corresponding to different eigenvalues are orthogonal.
3) All the eigenvalues are positive for Dirichlet problem (1.94). All the eigenvalues

are non-negative (positive or zero) for Neumann and Robin problems (1.95)
and (1.96).

The Rayleigh quotient for the Laplacian −∇2 can be obtained by taking the
inner product of the first equation of (1.94) with u:

λ =
−∇2u, u
u, u

1 101

After applying Green’s first identity to (1.101), the Rayleigh quotient can be writ-
ten as

λ =
1

u, u
∇u,∇u −

Γ

u
∂u
∂n

dΓ 1 102
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If u satisfies the Dirichlet boundary condition, the boundary integral in (1.102)
vanishes and the Rayleigh quotient reduces to

λ =
∇u,∇u
u, u

1 103

Consider the minimization of the Rayleigh quotient

λ = min
h Γ = 0

∇h,∇h
h, h

, 1 104

where h is a smooth function (called trial function), satisfying the Dirichlet
boundary condition h|Γ = 0.

Theorem 1.3 If u1 is a solution of the minimum problem (1.104) and λ1 is the
value of the minimum (i.e. the Rayleigh quotient reaches minimum value λ1 when
h= u1), then λ1 is the smallest eigenvalue of the Dirichlet problem (1.94) and u1 its
corresponding eigenfunction. □

Proof. Let v be an arbitrary function and ε be a small number. Since λ1 is a min-
imum of the Rayleigh quotient (1.103), the function

λ ε =
∇ u1 + εv ,∇ u1 + εv

u1 + εv, u1 + εv
1 105

has a minimum at ε = 0 with

λ1 =
∇u1,∇u1
u1, u1

1 106

By ordinary calculus, this implies λ (0) = 0. Thus,

λ 0 =
1

u1, u1
2 2 ∇u1,∇v u1, u1 − 2 u1, v ∇u1,∇u1 = 0

It follows that

∇u1,∇v − u1, v
∇u1,∇u1
u1,u1

= 0 1 107

By using Green’s first identity (1.98), (1.106), and the Dirichlet boundary condi-
tion, one may obtain

∇2u1, v + λ1 u1, v = 0

Since v is arbitrary, it may be concluded that λ1 is an eigenvalue of (1.94) and its
eigenfunction is u1. It is easy to verify that λ1 is the smallest eigenvalue of (1.94).
The proof is completed.
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Once the first eigenvalue λ1 and its eigenfunction u1 are determined, the second
eigenvalue λ2 can be found by minimizing (1.104) with the supplementary con-
straint that the trial function must be orthogonal to the first eigenfunction u1.
In general, un is the nth eigenfunction that minimizes the Rayleigh quotient
(1.104) under the conditions

un,u1 = un, u2 = un, un− 1 = 0,

and the corresponding eigenvalues satisfy 0 < λ1≤ λ2≤ .
Consider now the Neumann eigenvalue problem (1.95). Instead of using (1.104),

the following minimization problem for the Rayleigh quotient will be introduced:

λ = min
∇h,∇h
h, h

, 1 108

where the trial function h is not required to satisfy any boundary conditions.

Theorem 1.4 If u1 is a solution of the minimum problem (1.108) and λ1 is the
value of the minimum, then λ1 is the smallest eigenvalue of the Neumann prob-
lem (1.95) and u1 its corresponding eigenfunction. □

Proof. The steps of the proof is similar to that of Theorem 1.3 until (1.107), which,
after applying Green’s first identity, can be written as

∇2u1, v + λ1 u1, v =

Γ

v
∂u1
∂n

dΓ 1 109

Since v is an arbitrary function, one can first choose v arbitrarily insideΩ and v= 0
on the boundary Γ. Then, (1.109) implies ∇2u1 + λ1u1 = 0 inside Ω. Thus,

Γ

v
∂u1
∂n

dΓ = 0

holds for an arbitrary function v. Now selecting v = ∂u1/∂n yields ∂u1/∂n = 0,
which is the Neumann boundary condition. The proof is completed.
The above discussion indicates that the Neumann boundary condition is natu-

rally met after minimization. For this reason, it is called natural boundary con-
dition or free boundary condition. It is noted that the first eigenvalue λ1 for
Neumann problem (1.95) can be zero and the corresponding eigenfunction
becomes a constant. Other eigenvalues and their eigenfunctions can be deter-
mined by (1.108) in the same way as discussed for Dirichlet problem.
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Remark 1.4 It can be shown that the Dirichlet boundary condition in (1.94)
becomes a natural boundary condition if one uses the following Rayleigh quotient

λ = min

∇h,∇h − 2

Γ

h
∂h
∂n

dΓ

h, h
, 1 110

where the trial functions are not required to satisfy any boundary conditions. □

1.4.2 Properties of Eigenvalues

Let λj and λj , respectively, denote Dirichlet and Neumann eigenvalues. The

Rayleigh quotients in (1.104) and (1.108) have the same expressions except that
the trial functions for λj satisfy extra constraints. Some important properties of
eigenvalues are summarized below [29]:

1) λj < λj j = 1, 2,…
2) As the domain increases, the eigenvalues λn or λn decreases.
3) If Ω is a plane domain in a 2D space, the eigenvalues for the Dirichlet prob-

lem (1.94) satisfy lim
n ∞

λn
n

=
4π
A
, where A is the area of Ω. If Ω is a solid domain

in a 3D space, the eigenvalues for the Dirichlet problem (1.94) satisfy

lim
n ∞

λ3 2
n

n
=

6π2

V
, where V is the volume of Ω.

4) lim
n ∞

λn = ∞ and lim
n ∞

λn = ∞ .

The first property results from the consideration that additional constraints will
increase the value ofminimum. Inwaveguide theory, this property implies that the
dominant mode of a hollow metal waveguide is always a TE mode. The second
property is simply because the set of trial functions defined in a larger domain
includes those defined in a smaller domain contained in the larger domain. In
waveguide theory, this property implies that the cutoff wavenumber of a hollow
metal waveguide decreases as the cross section of the waveguide increases. As
the cross section becomes infinitely large, the discrete cutoff wavenumbers will
become closer together and merge into the positive axis. Only the proof of the last
property will be given here. To this end, one needs the following Rellich’s
theorem, named after the Austrian-German mathematician Franz Rellich
(1906–1955).
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Rellich’s Theorem: Any sequence { fn} that satisfies

f n
2 =

Ω

f 2ndΩ ≤ c1, ∇f n
2 =

Ω

∇f n
2dΩ ≤ c2,

where c1 and c2 are constants, has a subsequence, still denoted by { fn}, such that

lim
m, n ∞

Ω

f m − f n
2dΩ = 0

□

According to the solution procedures of the eigenfunctions described by (1.104)
or (1.108), one may write

λn =
∇un,∇un
un,un

1 111

If λn is assumed to be finite as n ∞, the sequence {un (un, un) = 1} satisfies the
conditions stated in Rellich’s theorem. So, one can choose a subsequence of
{un (un, un) = 1}, still denoted by {un (un, un) = 1}, such that

lim
m, n ∞

Ω

um −un
2dΩ = 0

This contradicts the fact that
Ω
um − un

2dΩ = 2. Therefore, the assumption that

λn remains finite as n ∞ is wrong. The proof is completed.

Remark 1.5 For the eigenvalue problems defined in 2D or 3D space, the eigen-
values are numbered multiple integers. For example, if Ω is a rectangle [0, a] ×
[0, b] in the plane, one has

λn =
pπ
a

2
+

qπ
b

2
, p = 1, 2,…, q = 1, 2,… 1 112

In this case, n stands for multiple indices (p, q) and it is difficult to see how (1.112)
is related to property 3. To solve this problem, one can introduce the enumera-
tion function N(λ), defined as the number of eigenvalues that do not exceed λ.
Clearly N(λ) is the number of lattice points (p, q) satisfying

p
a

2
+

q
b

2
≤

λ

π2

If the eigenvalues (1.112) are arranged in increasing order, it is easy to see
N(λ) = n. □
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1.4.3 Completeness of Eigenfunctions

A set of eigenfunctions is said to be complete in L2(Ω) if any function in L2(Ω) can
be expressed as a linear combination of the eigenfunctions.

Theorem 1.5 The eigenfunctions resulted from (1.104) (Dirichlet boundary con-
dition) and (1.108) (Neumann boundary condition) are complete in L2(Ω). In other
words, an arbitrary function f L2(Ω) can be represented as a linear combination
of the eigenfunctions in the sense that

f −
N

n = 1

cnun 0, 1 113

asN ∞. In the above, un(n= 1, 2,…) are the eigenfunctions obtained either from
(1.104) or (1.108), which are assumed to be mutually orthogonal, and

cn =
f , un
un,un

, n = 1, 2,… 1 114

are the (Fourier) expansion coefficients. □

Proof. Let f be a trial function. The remainder of the expansion of f

rN = f −
N

n = 1

cnun

is also a trial function. From the orthogonality of the eigenfunctions, one may eas-
ily verify that (rN, uj) = 0 for j≤N, which implies

λN ≤
∇rN ,∇rN
rN , rN

1 115

by the construction of the eigenfunctions. After expanding the numerator, one
may find

∇rN ,∇rN = ∇f ,∇f −
N

n = 1

c2nλn un,un ≤ ∇f 2 1 116

It follows from (1.115) and (1.116) that

rN
2 ≤

∇f 2

λN
1 117

Since λN ∞ as N ∞, one may find rN 0 as N ∞. Hence, (1.113) is valid
for a trial function f. It can be shown that an arbitrary function in L2(Ω) can be
approximated by a trial function. Thus, the proof is completed.
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Remark 1.6 The convergence in the function space L2(Ω) as demonstrated in
(1.113) is usually nonuniform. Great care must be taken in performing term-by-
term differentiation, integration, and limiting process of the series. In many cases,
as will be seen later in the theory of waveguide and cavity resonator, the function
and its derivative must be expanded separately. □

Remark 1.7 If the set of eigenfunctions {un} is orthonormal

um, un = δmn, 1 118

and satisfy the homogeneous Dirichlet condition in (1.94) or Neumann boundary
condition in (1.95), one can construct a set of vector field {En}, defined by
En = (1/λn)∇ un, such that

Ω

Em EndΩ = δmn 1 119

Equation (1.119) is a direct consequence of the Green’s first identity (1.98). □

1.4.4 Differential Equations with Variable Coefficients

The main results obtained in previous sections can be generalized to the differen-
tial equations with variable coefficients

1
w r

−∇ p r ∇ + q r u r = λu r , r Ω, 1 120

where p and w are assumed to be positive, and q is a continuous function. Three
boundary value problems similar to (1.94)–(1.96) may be introduced with the oper-
ator −∇2 replaced by (−∇ p∇+ q)/w. The inner product and the norm are now,
respectively, defined by

u, v w =

Ω

w r u r v r dΩ, u w = u,u w

Let L2w Ω denote the set of all functions defined on the regionΩ in 2D or 3D space
such that u w<∞. Then, all the eigenvalues of (1.120) under the three boundary
conditions are real and the corresponding eigenfunctions can be chosen to be real,
and the eigenfunctions corresponding to different eigenvalues are orthogonal. The
Rayleigh quotient for the eigenvalue problem (1.120) is given by

λ =

1
w

−∇ p∇ + q u, u
w

u, u w
1 121
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By use of the identity ∇ (ϕa) = ϕ∇ a+ a ∇ ϕ, the above quotient can be writ-
ten as

λ =
Ω

p ∇u 2 + qu2 dΩ−

Γ

p
∂u
∂n

udΓ

u, u w
1 122

For the Dirichlet and Neumann problems, the boundary term in (1.122) vanishes
and the quotient reduces to

λ =
Ω

p ∇u 2 + qu2 dΩ

u, u w
1 123

During the minimization process for determining the eigenvalues and the eigen-
functions, the trial functions in the quotient (1.123) must satisfy the Dirichlet
boundary condition for Dirichlet problem while they are free for Neumann prob-
lem. For the Robin problem, (1.122) becomes

λ =
Ω

p ∇u 2 + qu2 dΩ +

Γ

pau2dΓ

u, u w
1 124

In this case, the trial functions are also free.
As a special case in one dimension, let us consider the most important eigen-

value problem in mathematical physics, the Sturm–Liouville type

1
w x

−
d
dx

p x
d
dx

+ q x u x = λu x , x a, b , 1 125

where the functions p and w are smooth and positive, and q is real piecewise con-
tinuous function, all defined over a finite interval [a, b]. Then, the following prop-
erties can be established for the eigenvalue problem (1.125):

1) The eigenvalues are real and all the corresponding eigenfunctions can be
assumed to be real.

2) The eigenfunctions of different eigenvalues are orthogonal.
3) The eigenvalue problem (1.125) has an infinite set of eigenvalues λ1≤ λ2≤ ≤

λn , and λn ∞ as n ∞. In addition, the corresponding eigenfunctions
{un} constitute a complete system in L2w a, b .
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1.4.5 Green’s Function and Spectral Representation

The eigenvalue theory can be used to solve the operator equation of the type

L− ξ g r, ξ = f r , 1 126

where L is a self-adjoint operator, ξ is a complex parameter, f is a known source
function, and g is the unknown field. Suppose that {un} is the complete set of the
normalized eigenfunctions of the eigenvalue problem, which satisfy

Lun = λnun

Then, both the source and the field may have the expansions

f =
n

f nun, g =
n
gnun,

with fn = (f, un), gn = (g, un). Substituting these expansions into (1.126) gives

g = −
n

f n
ξ− λn

un 1 127

Let CR be a circle of radius R at the origin in the complex ξ-plane. Then,

CR

gdξ = −
n
f nun

CR

dξ
ξ− λn

, 1 128

where the sum is over those eigenvalues λn contained within the circle. The sin-
gularities of the integrand are simple poles with residue of unity at all ξ= λnwithin

the contour. Since Lis self-adjoint, the poles must lie on the real axis in the ξ-plane.
Taking the limit as R ∞ and using the residue theorem, one may find

lim
R ∞

CR

gdξ = − 2πj
n
f nun,

where the sum is now over all of the eigenfunctions. Therefore, there exists a rela-
tionship between the source and the field

f = −
1
2πj

C

gdξ, 1 129

where C is a circle at infinity obtained in the limit operation. As a special case, one
may consider the Green’s function defined by

L− ξ G r, r ; ξ = δ r− r 1 130
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From (1.129), it is easy to see

δ r− r = −
1
2πj

C

G r, r ; ξ dξ 1 131

This is called the spectral representation of the delta function for the operator

L. From (1.127), the Green’s function has the expansion

G r, r ; ξ = −
n

un r un r
ξ− λn

1 132

Combining (1.131) and (1.132) yields

δ r− r =
n
un r un r 1 133

Equation (1.133) is the completeness identity of the eigenfunctions and it should
be taken as a symbolic equality.

Example 1.3 Let us consider the Green’s function defined by

−
d2

dx2
+ ξ G x, x ; ξ = δ x− x

G 0, x ; ξ = G a, x ; ξ = 0

The Green’s function is easily found to be [30]

G x,x ;ξ =
sin ξx sin ξ a−x

ξsin ξa
H x −x +

sin ξ a−x sin ξx

ξsin ξa
H x−x

Considering

1
2πj

C

G x, x ; ξ dξ =
1
2πj

C

sin ξx sin ξ a− x

ξ sin ξa
H x − x dξ

+
1
2πj

C

sin ξ a− x sin ξx

ξ sin ξa
H x− x dξ

and

Res
ξ = nπ a 2

sin ξx sin ξ a− x

ξ sin ξa
=

2 sin ξx sin ξ a− x

ξ− 1 2 sin ξa + a cos ξa ξ = nπ a 2

= −
2
a
sin

nπx
a

sin
nπx
a

= Res
ξ = nπ a 2

sin ξ a− x sin ξx

ξ sin ξa
,
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where Res
ξ = a

f ξ denotes the residue of f(ξ) at ξ = a, one may find

1
2πj

C

G x, x ; ξ dξ = −
2
a

∞

n = 1

sin
nπx
a

sin
nπx
a

from residue theorem. It follows from (1.131) that

δ x− x =
∞

n = 1

2
a
sin

nπx
a

2
a
sin

nπx
a

1 134

By shifting the origin to a/2, the above equation can be written as

δ x−x =
2
a

∞

n= 1

sin
nπ
a

x−
a
2

sin
nπ
a

x −
a
2

=
2
a

∞

n= 1

sin
nπx
a

sin
nπx
a

cos 2
nπ
2

+ cos
nπx
a

cos
nπx
a

sin2 nπ
2

=
2
a

∞

n= 1

sin
2nπx
a

sin
2nπx
a

+
2
a

∞

n= 1

cos
2n−1 πx

a
cos

2n−1 πx
a

1 135

As a becomes very large, the eigenvalues λn = (nπ/a)2 become closer and closer
together until they merge in the limit into a continuous spectrum (positive axis).
Setting

τn =
nπ
a
,Δτn =

π

a
,

and letting a ∞, (1.134) can be written as

δ x− x = lim
a ∞

2
π

∞

n = 1

sin
nπx
a

sin
nπx
a

π

a

= lim
Δτn ∞

2
π

∞

n = 1

sin τnx sin τnx Δτn =
2
π

∞

0

sin τx sin τx dτ

1 136

Similarly, if a approaches to infinity, (1.135) becomes

δ x− x =
1
π

∞

0

cos τ x− x dτ =
1
2π

∞

− ∞

ejτ x− x dτ 1 137

This is the Fourier integral representation. □
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Example 1.4 Consider the eigenvalue problem

−∇2u r = λu r , r = x, y, z R3

The above equation has normalized plane-wave solutions

uk r =
1

2π 3 2
ejk r, k = kx , ky, kz ,

which satisfy the orthonormal condition

R3

uk r uk r dxdydz =
1

2π 3

R3

ej k−k rdxdydz = δ k−k

The corresponding eigenvalue is given by λ = k2 = |k|2. The Green’s function
defined by

∇2 + k20 G r, r = − δ r− r , r, r R3

is easily found to be e− jk0 r− r 4π r− r . In the expansion (1.132), one may let

ξ = k20 , replace the discrete summation index n by the continuous vector k, un
by uk, λn by k2, and the discrete summation by the integral over the whole space,
to find

e− jk0 r− r

4π r− r
=

1

2π 3

R3

ejk r− r

k2 − k20
dkxdkydkz 1 138

The above expression is the plane-wave expansion for the Green’s function

e− jk0 r− r 4π r− r . □

1.5 Eigenvalue Problems for the Laplace Operator
on Vector Field

A vector field can be decomposed into three scalar field components and a vector
field problem can always be reduced to scalar field problems. But this procedure is
not always the most effective. One can also express a vector field as the sum of the
gradient of a scalar potential and the curl of a vector potential. Since the vector
potential must satisfy the gauge condition, only two components of the vector
potential are independent. A vector field is usually required to satisfy certain
boundary conditions, which must be imposed to the scalar field components that
represent the original vector field. The imposition of the boundary conditions to
the scalar fields is very complicated in many cases. Therefore, one is forced to
adopt a direct approach to solve vector field equation [20].
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1.5.1 Rayleigh Quotient

Consider the eigenvalue problems for the Laplace operator on the vector field with
the boundary condition of electric type (BCE)

−∇2e ρ = λe ρ , ρ Ω
BCE un × e ρ = 0,∇ e ρ = 0, ρ Γ

, 1 139

and that with the boundary condition of magnetic type (BCM)

−∇2h ρ = λh ρ , ρ Ω
BCM un h ρ = 0,un × ∇ × h ρ = 0, ρ Γ

, 1 140

where the operator ∇2 is defined by ∇2a = −∇ ×∇ × a+∇∇ a. For conven-
ience, the domain Ω will be assumed to be a finite region in 2D space and is
bounded by Γ. Let [L2(Ω)]2 denote the product space L2(Ω) × L2(Ω). The inner
product and the norm in [L2(Ω)]2 are, respectively, defined by

a1, a2 =

Ω

a1 a2dΩ, a = a, a 1 2, a1, a2, a L2 Ω 2
1 141

It is noted that the BCE implies that the tangential component as well as the
normal derivative of the normal component of the vector field e vanish on the
boundary while the BCM implies that the normal component and the normal
derivative of the tangential component of the vector field h are zero on the bound-
ary. For any two vector fields a1 and a2 satisfying the BCE or BCM, the Laplacian
−∇2 is symmetric

−∇2a1, a2 =

Ω

∇ × a1 ∇ × a2dΩ +

Ω

∇ a1∇ a2dΩ

−

Γ

un × a2 ∇ × a1dΓ−

Γ

un a2 ∇ a1dΓ

=

Ω

∇ × a1 ∇ × a2 + ∇ a1∇ a2 dΩ = a1, −∇2a2

1 142

after applying integration by parts. The Laplacian −∇2 is non-negative

−∇2a, a =

Ω

∇ × a 2 + ∇ a 2 dΩ ≥ 0
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Similar to the eigenvalue problems for scalar fields, the eigenvalue pro-
blems (1.139) and (1.140) for vector fields have the properties:

1) All the eigenvalues are real and the corresponding eigenfunctions can be cho-
sen to be real.

2) The eigenfunctions corresponding to different eigenvalues are orthogonal.
3) All the eigenvalues are positive or zero.

From now on, it will be assumed that all the eigenfunctions are real, and a short-
hand notation a2 = a a will be used. The Rayleigh quotient for the Lapla-
cian −∇2is

λ =
−∇2a, a
a, a

=
Ω

∇ × a 2dΩ +

Ω

∇ a 2dΩ−

Γ

un × a ∇ × adΓ−

Γ

un a ∇ adΓ

Ω

a2dΩ

1 143

The line integrals vanish if a satisfies the BCE or BCM. Onemay thus introduce the
minimization problem

λ = min
BCE or BCM

Ω

∇ × g 2 + ∇ g 2 dΩ

Ω

g2dΩ
, 1 144

where g is the trial function and is assumed to satisfy the BCE or BCM.

Theorem 1.6 If a1 is a solution of the minimum problem (1.144) and λ1 is the
value of the minimum, then λ1 is the smallest eigenvalue of the Rayleigh quotient
(1.144) and a1 is its corresponding eigenfunction. □

Proof. Let d be an arbitrary function that satisfies the BCE or BCM, and ε be a
small number. Since λ1 is a minimum of (1.144), the expression

λ ε =
Ω

∇ × a1 + εd 2 + ∇ a1 + εd 2 dΩ

Ω

a1 + εd 2dΩ
1 145
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has a minimum at ε = 0 with

λ1 =
Ω

∇ × a1
2 + ∇ a1

2 dΩ

Ω

a21dΩ
1 146

By ordinary calculus, this requires λ (0) = 0. A simple calculation leads to

λ 0 =

2

Ω

a21dΩ
Ω

∇ × a1 ∇ × ddΩ− 2

Ω

a1 ddΩ
Ω

∇ × a1
2dΩ

Ω

a21dΩ

2

+

2

Ω

a21dΩ
Ω

∇ a1∇ ddΩ− 2

Ω

a1 ddΩ
Ω

∇ a1
2dΩ

Ω

a21dΩ

2

The condition that λ (0) must be zero implies

Ω

a21dΩ
Ω

∇ × a1 ∇ × ddΩ−

Ω

a1 ddΩ
Ω

∇ × a1
2dΩ

+

Ω

a21dΩ
Ω

∇ a1∇ ddΩ−

Ω

a1 ddΩ
Ω

∇ a1
2dΩ = 0

1 147

By the vector identities

Ω

∇ × a ∇ × bdΩ =

Ω

a ∇ × ∇ × bdΩ +

Γ

∇ × b un × a dΓ,

Ω

∇ a∇ bdΩ = −

Ω

a ∇∇ bdΩ +

Γ

∇ b un a dΓ,
1 148
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(1.147) may be rewritten as

Ω

d ∇×∇× a1dΩ−

Ω

d ∇∇ a1dΩ−

Ω

a1 ddΩ Ω

∇× a1
2 + ∇ a1

2 dΩ

Ω

a21dΩ

+

Γ

un ×d ∇× a1dΓ+
Γ

un d ∇ a1dΓ=0

1 149

On account of (1.146) and the same boundary conditions that both d and e1 must
satisfy, the line integrals in (1.149) vanish. Thus,

Ω

d ∇ × ∇ × a1 −∇∇ a1 − λ1a1 dΩ = 0 1 150

Since d is arbitrary, the above equation indicates that λ1 is an eigenvalue of (1.139)
and its eigenfunction is a1. It is easy to verify that λ1 is the smallest eigenvalue of
(1.139) or (1.140). The proof is completed.

1.5.2 Completeness of Vector Modal Functions

Aprocedure similar to the study of eigenvalue problems for scalar fields produces a
set of orthogonal eigenfunctions {a1, a2,…}, and the corresponding eigenvalues sat-
isfy 0 ≤ λ1≤ λ2≤ . The eigenfunction an is called nth vector modal function.
From now on, it will be assumed that the vector modal functions are orthonormal

Ω

am andΩ = δmn 1 151

Theorem 1.7

lim
n ∞

λn = ∞

□

Proof. Since an is normalized, one may write

λn =

Ω

∇ × an
2 + ∇ an

2 dΩ =

Ω

∇ × ∇ × an −∇∇ an andΩ

1 152
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from (1.143). Using the vector identity ∇ ×∇ × a−∇∇ a = −∇2a and Green’s
first identity (1.98), the above equation may be reduced to

λn = −

Ω

an ∇2andΩ = −

Ω

axn∇2axn + ayn∇2ayn dΩ

=

Ω

∇axn 2 + ∇ayn
2
dΩ−

Γ

an
∂an
∂n

dΓ,
1 153

where the decomposition an = axnux+ aynuy in the rectangular coordinate system
has been used. The boundary integral term vanishes due to the boundary condi-
tions BCE or BCM. In fact, one may write

an
∂an
∂n

= an un un + an ut ut
∂ an un

∂n
un +

∂ an ut

∂n
ut

= an un
∂ an un

∂n
+ an ut

∂ an ut

∂n
,

1 154

where un and ut are, respectively, the unit normal and unit tangent along the
boundary Γ, and can be used to decompose the field an, as illustrated in Figure 1.3.

If the field an satisfies the BCE or BCM, it is easy to show that

an ut = 0,
∂ an un

∂n
= 0, ρ Γ, 1 155

and

an un = 0,
∂ an ut

∂n
= 0, ρ Γ, 1 156

respectively, for the BCE and BCM. Substituting (1.155) or (1.156) into (1.154), one
may find an ∂an/∂n = 0 in both cases. Thus,

λn =

Ω

∇axn 2 + ∇ayn
2
dΩ L2 Ω 2

1 157

If λn is assumed to be finite as n ∞, Rellich’s theorem thus applies. As a
result, one can choose a subsequence of {an}, still denoted {an}, such that

ut

un

ΓFigure 1.3 Decomposition of field along local
rectangular coordinate system.
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lim
n,m ∞

axn− axm = 0 . Another subsequence can be chosen from this subse-

quence, such that lim
n,m ∞

ayn− aym = 0. Then,

lim
n,m ∞

an − am
2 = lim

n,m ∞
axn − axm

2 + ayn − aym
2

= 0

This contradicts the fact that an− am
2 = 2. Consequently, the assumption that λn

remains finite as n ∞ is invalid. The proof is completed.

Theorem 1.8 The eigenfunctions determined from (1.144) are complete in
[L2(Ω)]2. In other words, an arbitrary vector function F [L2(Ω)]2 can be expressed
as a linear combination of the eigenfunctions {an} in the sense that

lim
N ∞

F−
N

n = 1

cnan 0, 1 158

where cn = (F, an), n = 1, 2, …, are the (Fourier) expansion coefficients. □

Proof. Let F be a trial function. The remainder of the expansion of F

rN = F−
N

n = 1

cnan

is also a trial function. From the orthogonality of the eigenfunctions, it is easy to
verify that (rN, aj) = 0 for j≤N, which implies

λN ≤ Ω

∇ × rN
2 + ∇ rN

2 dΩ

Ω

rN
2dΩ

1 159

by the construction of the eigenfunctions. Expanding the integrands in the numer-
ator, one may find

∇ × rN
2 = ∇ × F 2

− 2
N

n = 1

cn F ∇ × ∇ × an + ∇ F × ∇ × an

+
N

m = 1

N

n = 1

cmcn am ∇ × ∇ × an + ∇ am × ∇ × an ,

∇ rN
2 = ∇ F 2

− 2
N

n = 1

cn ∇ F∇ an −F ∇∇ an

+
N

m = 1

N

n = 1

cmcn ∇ am∇ an − am ∇∇ an
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Thus,

Ω

∇ × rN
2 + ∇ rN

2 dΩ =

Ω

∇ × F 2 + ∇ F 2 dΩ

−
N

n = 1

c2nλn ≤
Ω

∇ × F 2 + ∇ F 2 dΩ

1 160

It follows from (1.159) and (1.160) that

rN
2 ≤ Ω

∇ × F 2 + ∇ F 2 dΩ

λN
1 161

Since lim
N ∞

λN = ∞, it is to see lim
N ∞

rN = 0. Hence (1.158) is valid for a trial func-

tion F. It can be shown that an arbitrary function in [L2(Ω)]2 can be approximated
by a trial function. The proof is completed.

Remark 1.8 In the proof of the completeness of eigenfunctions for both scalar
and vector fields, it has been stated that an arbitrary function in L2(Ω) or [L2(Ω)]2

can be approximated by a trial function without giving the details. Serious readers
may find that a proof for the existence of eigenfunctions is also missing in the pre-
ceding discussion. To prove the existence and completeness of eigenfunctions, the
concept of the generalized solutions for differential equations must be used, which
is beyond the scope of this book. For a rigorous treatment, please refer to
[16, 31]. □

Remark 1.9 Similar to (1.110), the BCE and BCM can be made free by, respec-
tively, introducing the minimization problems [32]

λ = min
Ω

∇ × g 2 + ∇ g 2 dΩ− 2

Γ

un × g ∇ × gdΓ

Ω

g2dΩ
, 1 162

λ = min
Ω

∇ × g 2 + ∇ g 2 dΩ− 2

Γ

un g ∇ gdΓ

Ω

g2dΩ
1 163
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It is readily shown that the solution of (1.162) is an eigenfunction that satisfies
(1.139). Let d be an arbitrary function and ε be a small number. Suppose that a
is a solution of (1.162). Then, the expression

λ ε =
Ω

∇× a+ εd 2 + ∇ a+ εd 2 dΩ−2

Γ

un × a+ εd ∇× a+ εd dΓ

Ω

a+ εd 2dΩ

1 164

must satisfy λ (0) = 0, which leads to

2

Ω

a2dΩ
Ω

∇ × a ∇ × ddΩ− 2

Ω

a ddΩ
Ω

∇ × a 2dΩ

+ 2

Ω

a2dΩ
Ω

∇ a∇ ddΩ− 2

Ω

a ddΩ
Ω

∇ a 2dΩ

−

Ω

a2dΩ 2

Γ

un × a ∇ × d dΓ + 2

Γ

un × d ∇ × adΓ

+ 4

Ω

a ddΩ
Γ

un × a ∇ × adΓ = 0

By means of the vector identities (1.148), one may find

Ω

d ∇ × ∇ × adΩ−

Ω

d ∇∇ adΩ

−

Ω

d adΩ Ω

∇ × a 2dΩ +

Ω

∇ a 2dΩ− 2

Γ

un × a ∇ × adΓ

Ω

a2dΩ

+

Γ

∇ a un d dΓ−

Γ

un × a ∇ × ddΓ = 0
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This can be simplified to

Ω

d ∇ × ∇ × a−∇∇ a− λa dΩ +

Γ

∇ a un d dΓ

−

Γ

un × a ∇ × ddΓ = 0
1 165

Since d is arbitrary, it can be first chosen arbitrarily inside Ω such that
un d = un ×∇ × d = 0 on the boundary Γ. From Eq. (1.165), the following equa-
tion can be obtained:

∇ × ∇ × a−∇∇ a− λa = 0, ρ Ω

Thus,

Γ

∇ a un d dΓ−

Γ

un × a ∇ × ddΓ = 0, 1 166

which is valid for an arbitrary d. One can first choose un d= 0 in the above equa-
tion so that

Γ

un × a ∇ × ddΓ = 0 1 167

From the expansion for curl of d

∇ × d =
∂

∂n
un +

∂

∂t
ut × d un un + d ut ut

= −uz
∂ d ut

∂n
+ uz

∂ d un

∂t
,

it is easy to see that ∇ × d can still be selected arbitrarily even though un d = 0
has been assumed. Hence, (1.167) implies

un × a = 0, ρ Γ

One can also first choose ∇ × d = 0 in (1.166) so that

Γ

∇ a un d dΓ = 0 1 168

For un d can still be chosen arbitrarily, one may find

∇ a = 0, ρ Γ

Therefore, the vector field a is an eigenfunction that satisfies (1.139). In a similar
way, it can be shown that the solution of (1.163) is an eigenfunction that satisfies
(1.140). □
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1.5.3 Classification of Vector Modal Functions

The vector modal function an belongs to one of the following four types:

1 ∇ × an = 0,∇ an = 0,

2 ∇ × an 0,∇ an = 0,

3 ∇ × an = 0,∇ an 0,

4 ∇ × an 0,∇ an 0

A complete set of eigenfunctions can be constructed from the first three types [32],
which is implied by the Helmholtz theorem to be discussed later. Indeed, if an
belongs to type 4, two new functions may be introduced through

an = c ∇ × ∇ × an, an = c ∇∇ an, 1 169

where c and c are two normalizing constants. It can be verified that both an and
an are eigenfunctions that are mutually orthogonal and satisfy (1.139). Apparently,
an and an , respectively, belong to types 2 and 3. From (1.139) and (1.169), one
may find

an =
1
λn

1
c
an −

1
c

an

As a result, the eigenfunctions belonging to type 4 can be expressed as a linear com-
bination of the eigenfunctions in the first three types. A complete set of eigenfunc-
tions can be established as follows. Suppose that the nth eigenfunction an happens
to fall into type 4 during the minimization process with (1.144). Instead of using en
as the nth eigenfunction, one may take an and an as the nth and (n + 1)th eigen-
functions, respectively. This process guarantees that all the eigenfunctions
obtained with (1.144) fall into the first three types. Based on the above analysis,
an arbitrary vector field F can be expressed as a linear combination of the eigen-
functions in the first three types and therefore can be split up into three
components

F = FL + FT + FH , 1 170

where

∇ FL = ∇ F

∇ × FL = 0
,

∇ FT = 0

∇ × FL = ∇ × F
,

∇ FH = 0

∇ × FH = 0
1 171

The components FL, FT, and FH are, respectively, called longitudinal, trans-
verse, and harmonic. The decomposition is very useful if F is unknown but
∇ × F and∇ F are specified. Such a decomposition is usually referred to as Helm-
holtz theorem, which will be discussed in Section 1.7.
It is noted that all the results obtained for eigenvalue problems (1.139) and

(1.140) in 2D space are also valid in 3D space.
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1.6 Ritz Method for the Solution of Eigenvalue Problem

For the solution of the eigenvalue problem

Lu = λu, 1 172

where L is a positive-bounded-below operator Lu, u ≥ c u 2 with c being a

constant, one may resort to seeking the solution of the minimization problem

of the Rayleigh quotient for the operator L:

λ = min
Lu, u

u, u
1 173

This is equivalent to

λ = min
u, u = 1

Lu, u 1 174

The minimization problem (1.174) can be solved numerically. Let {uj j= 1, 2, …,
N} be a set of linearly independent functions in the domain of operator L, called
basis or trial functions. As an approximation, the unknown function u may be
expanded as follows:

u =
N

j = 1

ajuj, 1 175

where aj are the expansion coefficients to be determined. In this case, (1.174) is
equivalent to

λ = min
N

i, j = 1
Lui,uj aiaj

s t
N

i, j = 1
ui, uj aiaj = 1

1 176

The constrained problem (1.176) can be solved by the method of Lagrangian
multipliers. The Lagrangian function for (1.176) is given by

L ai, ξ =
N

i, j = 1

Lui,uj aiaj − ξ
N

i, j = 1

ui, uj aiaj, 1 177

where ξ is the Lagrangian multiplier. The partial derivatives of the Lagrangian
function with respect to the coefficients ajmust be zero, which results in the linear
system of equations

N

i = 1

ai Lui, uj − ξ ui, uj = 0, j = 1, 2,…,N 1 178
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The existence of a nonzero solution requires that the determinant of the system
(1.178) is zero

Lu1,u1 −ξ u1,u1 Lu2,u1 −ξ u2,u1 LuN ,u1 −ξ uN ,u1

Lu1,u2 −ξ u1,u2 Lu2,u2 −ξ u2,u2 LuN ,u2 −ξ uN ,u2

Lu1,uN −ξ u1,uN Lu2,uN −ξ u2,uN LuN ,uN −ξ uN ,uN

=0

1 179

It is easy to see that (1.179) hasN roots. Substituting the roots into (1.178), the coef-
ficients ai can be determined up to a constant multiplier c. One can then use the
constraint (u, u) = 1 to determine the constant c. If the set {uj j = 1, 2, …, N} is
orthonormal

ui, uj = δij =
1, i = j

0, i j
, 1 180

(1.179) reduces to

Lu1, u1 − ξ Lu2, u1 LuN , u1

Lu1, u2 Lu2, u2 − ξ LuN , u2

Lu1, uN Lu2, uN LuN , uN − ξ

= 0 1 181

The procedure described above is called Ritz method, named after Swiss the-
oretical physicist Walther Heinrich Wilhelm Ritz (1878–1909) [33].

Example 1.5 Let L = − d2 dx2 The domain of the operator L consists of the

smooth functions which satisfy the boundary conditions u(0) = u(1) = 0. It is easy

to find that the eigenvalues of L are λn = (nπ)2, n = 1, 2, 3, …. The Ritz method can
be used to estimate the first eigenvalue λ1. In this case, the minimization prob-
lem (1.173) is of the form

λ = min

1

0

u 2dx

1

0

u2dx
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Choose the trial function u1 = x(1− x) in the domain of L. Substituting u = a1u1
into the above, one may obtain λ = 10, which is good approximation to the first
eigenvalue λ1 = π2. □

1.7 Helmholtz Theorems

In 1905, German mathematician Blumenthal (1876–1944) showed that every con-
tinuously differentiable vector field that vanishes at infinity can be split into an
irrotational (curl free) and a solenoidal (divergence free) part. It means that a vec-
tor field F can be decomposed into the sum of a gradient and a curl

F r = −∇ϕ r + ∇ × A r 1 182

The component F = −∇ ϕ generated by the scalar field ϕ is irrotational (longi-
tudinal); the component F⊥ = ∇ ×A is solenoidal (transverse). Apparently, the
decomposition (1.182) can be carried out in an infinite number of ways. The vector
potential A in (1.182) is determined to within a gradient. In order for the decom-
position to be unique, certain restrictions have to be placed on the vector field F.

1.7.1 Helmholtz Theorem for the Field in Infinite Space

By use of the identity

∇2 1
4πR

= − δ r− r , 1 183

the vector field F defined on the infinite space can be divided into the sum of two
components

F r =

R3

F r δ r− r dV r = −∇2

R3

F r
4πR

dV r = F + F⊥, 1 184

where

F r = −∇∇
R3

F r
4πR

dV r ,

F⊥ r = ∇ × ∇ ×

R3

F r
4πR

dV r
1 185
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are referred to as the irrotational component and solenoidal component of F,
respectively. The vector field F will be assumed to decrease faster than 1/r as
r ∞. The irrotational component can further be written as

F r = ∇
R3

∇
F r
4πR

dV r −∇
R3

∇ F r
4πR

dV r 1 186

Upon using the Gauss’s theorem, the first term on the right-hand side approaches
to zero so that

F r = −∇
R3

∇ F r
4πR

dV r 1 187

Similarly, the solenoidal component can be expressed as

F⊥ r = −∇ ×

R3

∇ ×
1

4πR
F r dV r + ∇ ×

R3

∇ × F r
4πR

dV r

= ∇ ×

R3

∇ × F r
4πR

dV r ,

1 188

after applying Gauss theorem. Hence, the following theorem is obtained.

Theorem 1.9 Any vector field F that decreases faster than 1/r as r ∞ can be
expressed by

F r = −∇
R3

∇ F r
4πR

dV r + ∇ ×

R3

∇ × F r
4πR

dV r 1 189

□

This is called Helmholtz theorem or Helmholtz identity, also known as the
fundamental theorem of vector calculus. The theorem states that a vector field
that decreases rapidly at infinity is uniquely determined by its divergence and curl.
An immediate consequence of Helmholtz identity is

R3

F r 2dV r =

R3 R3

∇ F r ∇ F r +∇×F r ∇ ×F r
4πR

dV r dV r

1 190

It is noted that the Helmholtz theorem can be generalized to more complicated
domains [34].
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1.7.2 Helmholtz Theorem for the Field in Finite Region

For the vector field F defined in a finite region V bounded by S, it can also be
decomposed into the sum of two components

F r =

V

F r δ r− r dV r = −∇2

V

F r
4πR

dV r = F + F⊥, 1 191

where

F r = −∇∇
V

F r
4πR

dV r ,F⊥ r = ∇ × ∇ ×

V

F r
4πR

dV r 1 192

Applying Gauss theorem, the irrotational component can further be written as

F r = ∇
V

∇
F r
4πR

dV r −∇
V

∇ F r
4πR

dV r

= −∇
V

∇ F r
4πR

dV r −

S

un r F r
4πR

dS r ,

1 193

where un is unit outward normal of S. In the same way, the solenoidal component
may be expressed by

F⊥ r = −∇ ×

V

∇ ×
1

4πR
F r dV r + ∇ ×

V

∇ × F r
4πR

dV r

= ∇ ×

V

∇ × F r
4πR

dV r −

S

un r × F r
4πR

dS r

1 194

The vector field F may then be decomposed according to

F r = −∇
V

∇ F r
4πR

dV r −

S

un r F r
4πR

dS r

+ ∇ ×

V

∇ × F r
4πR

dV r −

S

un r × F r
4πR

dS r

1 195

Consequently, a vector field defined in a finite region is determined by its diver-
gence and curl, as well as by its values on the boundary.

1.7 Helmholtz Theorems 59



Remark 1.10 If the vector field F is both curl free and divergence free inside V,
(1.195) reduces to

F r = ∇
S

un r F r
4πR

dS r −∇ ×

S

un r × F r
4πR

dS r 1 196

If S is a perfect conductor and the vector field F stands for the electric field, its
tangential component vanishes: un × F = 0. Let F = −∇ ϕ. Since F is harmonic,
one may write

∇2ϕ = 0, r V ,

un × ∇ϕ = 0, r S
1 197

The boundary condition in (1.197) implies ϕ is a constant on S. As a result,

V

∇ ϕ∇ϕ dV =

S

ϕun ∇ϕdS = const

S

un ∇ϕdS = const

V

∇ ∇ϕdV = 0,

1 198

where use has been made of the Gauss theorem and (1.197). The left-hand side of
the above equation can be written as

V

∇ ϕ∇ϕ dV =

V

∇ϕ ∇ϕ + ϕ∇ ∇ϕ dV =

V

∇ϕ ∇ϕ dV

This implies F= −∇ ϕ= 0 inside V. It is noted that the derivation of (1.198) is only
valid for simply connected region. If V is multiply connected, the potential func-
tion ϕ can take a different value on each boundary. As a result, a nonzero vector
field F inside V can exist. □

1.7.3 Helmholtz Theorem for Time-Dependent Field

In order to obtain the Helmholtz theorem for a time-dependent vector field F(r, t),
one may use the retarded Green’s function G(r, r ; t, t ) for the wave equation

∇2 −
1
c2

∂2

∂t2
G r, r ; t, t = − δ r− r δ t− t ,

G r, r ; t, t = 0, t < t

1 199

It is easy to find the solution of the above equation

G r, r ; t, t =
1

4πR
δ t− t −

r− r
c

1 200
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The time-dependent vector field F(r, t) can be written as an integration over space
and time

F r, t =

R3

+∞

−∞

F r , t δ r− r δ t− t dV r dt

= −

R3

+∞

−∞

F r , t ∇2 −
1
c2

∂2

∂t2
G r, r ; t, t dV r dt

Similar to the derivation of (1.189), the above equation can be expressed as

F r, t = −∇
R3

+∞

−∞

∇ F r , t G r, r ; t, t dV r dt

+ ∇ ×

R3

+∞

−∞

∇ × F r , t G r, r ; t, t dV r dt

+
1
c2

∂

∂t
R3

+∞

−∞

∂F r , t
∂t

G r, r ; t, t dV r dt

1 201

Substituting (1.200) into (1.201) yields the time-domain Helmholtz theorem

F r, t = −∇
R3

∇ F r , t− r− r c
4πR

dV r

+ ∇ ×

R3

∇ × F r , t− r− r c
4πR

dV r

+
1
c2

∂

∂t
R3

1
4πR

∂F r , t− r− r c
∂t

dV r

1 202

Note that the time-domain Helmholtz theorem contains a time derivative term
that may have both transverse and longitudinal components.

1.8 Curl Operator

Eigenfunctions of the curl operator are useful in expanding solenoidal vector fields
and have found applications in some fields of physics. For example, in plasma
physics, a magnetic field Β is called a force-free field if∇ × B= λB; in fluid dynam-
ics, a velocity field v satisfying ∇ × v = λv is called a Beltrami flow [35].
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1.8.1 Eigenfunctions of Curl Operator

The eigenvalue problem of the curl operator has interesting applications in elec-
tromagnetics [36–38]. The eigenfunction e of a curl operator is defined by

∇ × e r = λe r , r R3 1 203

The plane-wave solutions of Maxwell equations are widely used in field analysis
for their simplicity [39]. To seek the plane-wave solution of (1.203), one may
assume

e r = Aejk r, 1 204

where k = (kx, ky, kz), and A is a constant vector. Introducing (1.204) into (1.203)
yields

jk × A = λA

Explicitly this is

− λ − jkz jky
jkz − λ − jkx
− jky jkx − λ

Ax

Ay

Az

= 0 1 205

A nonzero solution exists if and only if the determinant of the coefficient matrix
is zero

det

− λ − jkz jky
jkz − λ − jkx
− jky jkx − λ

= λ − λ2 + k2 = 0,

where k = k . Hence Eq. (1.205) has three eigenvalues λ = nk(n = 0, ± 1). The
eigenfunctions corresponding to λ = 0, k,− k, respectively, satisfy

kyAz − kzAy = 0

kzAx − kxAz = 0

kxAy − kyAx = 0

,

kAx + jkzAy − jkyAz = 0

kAy + jkxAz − jkzAx = 0

kAz + jkyAx − jkxAy = 0

,

kAx − jkzAy + jkyAz = 0

kAy − jkxAz + jkzAx = 0

kAz − jkyAx + jkxAy = 0

The orthonormal eigenfunctions can be easily found from the above equations as
follows:

A0 k =
1
k

kx
ky
kz

,An k =
1

2k k2x + k2y
1 2

jnkky − kxkz
− jnkkx − kykz

k2x + k2y

, n= ± 1
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Let An(k) = [Anx(k), Any(k), Anz(k)]
T. Then, it is readily found that

Am An = δmn m,n = 0, ± 1 ,

n
AnαAnβ = δαβ α, β = x, y, z 1 206

The following orthonormal vectors may be introduced:

en r,k = enx r,k , eny r,k , enz r,k
T
=

1

2π 3 2
An k ejk r,

which satisfy the orthonormal conditions

R3

em r,k en r,k dxdydz = δmnδ k−k , m,n = 0, ± 1 ,

n
R3

enα r,k enβ r ,k dkxdkydkz = δαβδ r− r , α, β = x, y, z ,
1 207

and

∇ × en = nken,

∇ en = 0 n = ± 1 ,

∇ e0 =
jk

2π 3 2
ejk r

1 208

The second equation of (1.207) can be expressed in a dyadic form as

n
R3

en r,k en r ,k dkxdkydkz = I δ r− r 1 209

In terms of (1.209), an arbitrary vector F can then be expanded as follows:

F r =
n

R3

en r,k f n k dkxdkydkz =
n
Fn r , 1 210

where

Fn r =

R3

en r,k f n k dkxdkydkz,

f n k =

R3

en r,k F r dxdydz
1 211
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Since ∇ × F0 = 0 and ∇ Fn = 0 (n = ± 1), an arbitrary vector F may be decom-
posed into three components: one is irrotational and the other two are solenoidal.
This result may be regarded as the generalized Helmholtz theorem. By means
of (1.208), one may write

F0 r = ∇ϕ r , Fn r = ∇ × An r ,n = ± 1,

where

ϕ r =
− j

2π 3 2

R3

1
k
ejk rf 0 k dkxdkydkz,

An r =
1
n

R3

1
k
en r,k f n k dkxdkydkz

As a result, (1.210) can be expressed by

F = ∇ϕ + ∇ × A− 1 + ∇ × A1 1 212

1.8.2 Plane-Wave Expansions for the Fields and Dyadic
Green’s Functions

Consider the solution of the generalized Maxwell equations

∇ × H r = J r + jωεE r ,

∇ × E r = − jωμH r − Jm r
1 213

In terms of (1.210), the fields and the sources have the following expansions:

E r =
n

R3

en r,k en k dkxdkydkz,

H r =
n

R3

en r,k hn k dkxdkydkz,

J r =
n

R3

en r,k jn k dkxdkydkz,

Jm r =
n

R3

en r,k jm,n k dkxdkydkz

1 214
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Upon substitution of the field and source expansions into (1.213), the expansion
coefficients for the fields may be found as follows:

en k = −
jωμjn k + nkjm,n k

n2k2 − k20
,

hn k =
nkjn k − jωεjm,n k

n2k2 − k20
,

1 215

where k0 = ω με. The field expansions in (1.214) can be written in a compact form
as

E r = − jωμ

R3

Ge r, r J r dx dy dz −

R3

Gm r, r Jm r dx dy dz ,

H r = − jωε

R3

Ge r, r Jm r dx dy dz +

R3

Gm r, r J r dx dy dz ,

1 216

where Ge and Ge are the electric and magnetic dyadic Green’s functions,
defined by

Ge r, r =
n

R3

en r,k en r ,k

n2k2 − k20
dkxdkydkz,

Gm r, r =
n

R3

nken r,k en r ,k

n2k2 − k20
dkxdkydkz

1 217

Ignoring the tedious process, the electric and magnetic dyadic Green’s functions
can be rewritten as

Ge r, r =
1

2π 3

R3

k20 I −kk

k20 k2 − k20
ejk r− r dkxdkydkz,

Gm r, r =
1

2π 3

R3

k × I

k2 − k20
jejk r− r dkxdkydkz

1 218

These are the plane-wave expansions for the dyadic Green’s functions. They can
also be derived from the Fourier transform with respect to the position vector r. It
is noted that the expressions in (1.218) should be taken as a symbolic equality and
are meaningful only when these expressions are used as the kernel of an integral
operator because they may contain generalized functions [40]. Apparently,

∇ × Ge r, r = Gm r, r 1 219
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It follows from (1.7), (1.216), and (1.219) that the electric and magnetic dyadic
Green’s functions, respectively, satisfy

∇ × ∇ × Ge r, r − k2Ge r, r = I δ r− r ,

∇ × ∇ × Gm r, r − k2Gm r, r = ∇ × I δ r− r
1 220

The growing importance of eigenvalue theory in pure and applied mathe-
matics, and in physics and chemistry, has drawn attention to various meth-
ods for approximate calculation of eigenvalues. Clearly it is important to
develop these methods in a general and theoretical manner, if only because
opportunities for particular application may otherwise be inadvertently
missed.

–Sydney Henry Gould (Mathematician, 1909–1986)
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2

Radiation in Waveguide

Wedonot really dealwithmathematical physics, butwith physicalmathematics;
not with the mathematical formulation of physical facts, but with the physical
motivation of mathematical methods.

– Arnold Sommerfeld (German physicist, 1868–1951)

In the low-frequency ranges, electric power is often transmitted by a two-wire line.
As frequency increases, the two-wire line is no longer suitable for power transmis-
sion due to the radiation loss, and must be replaced by a waveguide. Waveguides
are the basic building blocks of microwave circuits and their counterparts are con-
necting wires in low-frequency circuits. Some historical events of waveguides are
summarized in Table 2.1 [1, 2]. Most important results on waveguide theory
obtained in the first half of last century have been summarized in [3]. The funda-
mental part of the waveguide theory is to solve an eigenvalue problem with the
cutoff wavenumbers being the eigenvalues and eigenfunctions being the corre-
sponding vector modal functions. The cutoff wavenumbers can be expressed as
a Rayleigh quotient and the corresponding vector modal functions are the extre-
mal functions that minimize the Rayleigh quotient.
The vector modal functions in a waveguide constitute a complete set and can be

used to expand an arbitrary field in the waveguide and solve various problems
encountered in waveguide theory. The waveguide problems can be classified into
three different categories: the excitation of waveguide, the obstacles in waveguide,
and the coupling between waveguides. The excitation of waveguide studies the
radiation fields generated by an antenna in the waveguide, which is fed by another
waveguide. The waveguide discontinuities are often introduced as passive circuits
or elements to achieve various purposes. When a propagating mode is incident
upon a waveguide discontinuity, reflected waves and higher-order modes will
be excited, and the latter are evanescent and only exist in the vicinity of the
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discontinuity in the form of stored reactive energy. In order to couple the electro-
magnetic (EM) field energy from one waveguide to another, one can use antennas
or cut one or more small apertures located in the common wall of two waveguides.
The three different waveguide problems may be considered as the radiation pro-
blems in waveguide by means of equivalence principle.
This chapter features an updated treatment of various dyadic Green’s functions

for the waveguide, in terms of which the incompleteness problem of the eigenfunc-
tions for expanding a dyadic point source in the conventional studies can be
avoided. The dyadic Green’s functions are directly constructed from the field
expansions in vector modal functions, and are then applied to the study of the radi-
ation problems in waveguide. A time-domain theory for the waveguide is also
included for its importance in the study of transient responses in high-speed cir-
cuits and ultra-wideband systems.

2.1 Vector Modal Functions for Waveguide

Throughout this chapter, the waveguide wall will be assumed to be perfectly con-
ducting. In a homogeneously filled waveguide, there exist three different types of
field modes. The first type of mode has no longitudinal components of both the

Table 2.1 Historical events of waveguides.

Year Event

1893 English mathematician and physicist Oliver Heaviside (1850–1925) theoretically
considered various possibilities for waves along wire lines. British physicist
Joseph John Thomson (1856–1940) derived the electromagnetic modes in a
cylindrical metal cavity.

1884 British physicist Oliver Joseph Lodge (1851–1940) experimentally verified the
propagation of EM waves in a metal waveguide.

1897 British scientist Lord Rayleigh (1942–1919) found that the guided waves existed
only in a set of normal modes, and to support the modes in the hollow cylinder,
the operating frequency must exceed the cutoff frequencies of the corresponding
modes.

1899 German theoretical physicist Arnold Sommerfeld (1868–1951) first studied the
theory of dielectric waveguide.

1909 Greek physicist Demetrius Hondros (1882–1962) extended Sommerfeld’s study
on dielectric waveguide.

1930s American radio engineers George Clark Southworth (1890–1972) studied wave
propagation in dielectric rods in 1931, and observed wave propagation in a water-
filled copper pipe in 1932, and transmitted waves through air-filled copper pipes
up to 20 ft in length in 1933.
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electric andmagnetic field, and is called transverse EM (TEM)mode. The second
type of mode, called transverse electric (TE) mode, has a longitudinal magnetic
field component but no longitudinal electric field. The third type of mode does not
have a longitudinal magnetic field component but has a longitudinal electric field,
and is called transverse magnetic (TM) mode. For TE and TMmodes, the trans-
verse fields can be represented by the corresponding longitudinal components. For
this reason, the theory of a simply connected waveguide can either be approached
by the longitudinal components of the fields or by the transverse components. For
generality, the transverse fields will be used to study the wave propagations in
waveguide in this chapter.

2.1.1 Classification of Vector Modal Functions

The cross section of an arbitrary metal waveguide is shown in Figure 2.1, and is
denoted by Ω, and its boundary by Γ. In general, the cross section can be multiply
connected. Let r = (ρ, z), where ρ = (x, y) is the position vector in the waveguide
cross section Ω and z denotes the waveguide axis. The waveguide is assumed to be
uniform along z direction and is filled with homogeneous medium with medium
parameters μ, ε, and σ. The time-harmonic fields travelling along +z direction with
propagation constant γ = jβ can be decomposed into the transverse and longitu-
dinal parts as follows:

E r = e ρ + uzez ρ e− γz,

H r = h ρ + uzhz ρ e− γz 2 1

Substituting these into Maxwell equations in source-free region

∇ × H = jωεeE,

∇ × E = − jωμH,

∇ E = 0,

∇ H = 0,

where εe = ε 1− j
σ

ωε
, the relations between the transverse and longitudinal fields

can be obtained

y

o
x

Γ
Ω

Figure 2.1 An arbitrary waveguide.
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∇ × h = jωεeezuz,

jβuz × h + uz × ∇hz = − jωεee,

∇ × e = − jωμhzuz,

jβuz × e + uz × ∇ez = jωμh,

∇ e = jβez,

∇ h = jβhz

2 2

From (2.2), the transverse electric field is readily found to satisfy the vector Helm-
holtz equation

−∇2e ρ = k2ce ρ ,ρ Ω,
un × e ρ = 0,∇ e ρ = 0, ρ Γ,

2 3

where ∇2 = −∇ ×∇ × e+∇∇ e and k2c = ω2μεe + γ2. It is known from
Section 1.5 that a complete set of orthogonal eigenfunctions {e1, e2, …} can be con-

structed from (2.3), and the corresponding eigenvalues satisfy 0 ≤ k2c1 ≤ k2c2 ≤ ….
The eigenfunction en is called nth vectormodal function, and the corresponding
eigenvalue kcn is called cutoff wavenumber of the nth vector modal function.
From now on, it will be assumed that all vector modal functions are orthonormal

Ω

em endΩ = δmn 2 4

An arbitrary vector function f can then be expressed as a linear combination of the
vector modal functions

f =
∞

n = 1

anen

with an =

Ω

f endΩ. The vector modal function en belongs to one of the following

three types:

1 ∇ × en = 0, ∇ en = 0,

2 ∇ × en 0, ∇ en = 0,

3 ∇ × en = 0, ∇ en 0

The vector modal functions belonging to the first type are called TEM modes.
For the TEM modes, a scalar potential function ϕ may be introduced such that
en = −∇ ϕ and

∇ ∇ϕ ρ = 0, ρ Ω,
un × ∇ϕ ρ = 0, ρ Γ

2 5
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The second equation implies that the potential function ϕ is constant along the
boundary Γ. If Ω is simply connected, the above equations imply en = 0 and a hol-
low waveguide does not support a TEM mode. If Ω is a multiply connected region
(such as a coaxial cable), ϕ may take different values on different conductors. In
this case, the waveguide can support a TEM mode. If en is a TEM mode, then

k2cn = 0.
The vector modal functions belonging to second type are called TE modes or

H modes. For ∇ × en is longitudinal

uz × ∇ × en = ∇ uz en − uz ∇ en = 0,

one may introduce a new function hzn such that

∇ × en = uzkcnhzn 2 6

The new function hzn is proportional to the longitudinal magnetic field. It follows
from (2.3) and (2.6) that

∇2hzn ρ + k2cnhzn ρ = 0, ρ Ω,
un ∇hzn ρ = 0, ρ Γ

2 7

As discussed in Section 1.4, the eigenfunctions of (2.7) also form a complete set. By
the definition (2.6), the eigenfunction of (2.7) satisfy

Ω

hzmhzndΩ =
1

kcmkcn
Ω

∇ × em ∇ × endΩ =
kcm
kcn

Ω

em endΩ

This indicates that the set {hzn} is orthonormal if the set {en} is. On the contrary, if
hzn is an eigenfunction of (2.7), one may let

en = −
1
kcn

uz × ∇hzn 2 8

It is easy to verify that en satisfies (2.3) and ∇ en = 0. Thus, en is a TE mode. In
addition,

Ω

em endΩ =
1

kcmkcn
Ω

∇hzm ∇hzndΩ =
kcm
kcn

Ω

hzm hzndΩ

Consequently, if the set {hzn} is orthonormal, so is the set {en}. The foregoing anal-
ysis shows that there is a one-one correspondence between the set of TEmodes and
the set of eigenfunctions {hzn}.
The vector modal functions belonging to the third type are called TMmodes or

E modes. One may introduce a new function ezn such that

∇ en = kcnezn 2 9
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The new function ezn is proportional to the longitudinal electric field. It follows
from (2.3) and (2.9) that

∇2ezn ρ + k2cnezn ρ = 0, ρ Ω,
ezn = 0, ρ Γ

2 10

As shown from Section 1.4, the eigenfunctions of (2.10) form a complete set.
Moreover,

Ω

ezmezndΩ =
1

kcmkcn
Ω

∇ em ∇ endΩ =
kcm
kcn

Ω

em endΩ

Thus, if the set {en} is orthonormal, so is the set {ezn}. Conversely, the TM modes
can be derived from the eigenfunctions ezn of (2.10) through

en = −
1
kcn

∇ezn 2 11

It is easy to show that en defined by (2.11) satisfies (2.3) and is a TM mode.
Furthermore,

Ω

em endΩ =
1

kcmkcn
Ω

∇ezm ∇ezndΩ =
kcm
kcn

Ω

ezm ezndΩ

Therefore, if the set {ezn} is orthonormal so is the set {en}. A one-one correspond-
ence between the set of TM modes and the set of eigenfunctions {ezn} is thus
established.
In summary, three orthonormal sets can be constructed from the orthonormal

set {en}:

1. {uz × en|un uz × en = 0,∇ en = 0, ρ Γ}.

2.
∇ en
kcn

∇ en = 0, ρ Γ or ezn .

3.
∇ × en
kcn

, c un ∇
uz ∇ × en

kcn
= 0, ρ Γ or hzn .

In the above, c is a constant. According to the boundary conditions, the set {en}
is most suitable for the expansion of transverse electric field, the set {uz × en} is
best suited to the expansion of the transverse magnetic field, the set {∇ en/kcn}
is most appropriate for the expansion of longitudinal electric field, and the
set ∇ × en kcn, c is most proper for the expansion of longitudinal magnetic
field [4, 5].
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2.1.2 Vector Modal Functions for Typical
Waveguides

For a waveguide filled with homogeneous medium, the
transverse component for the TE or TM mode can be
derived from the longitudinal component. For the
TEM mode in a waveguide, one can use the potential
function defined by (2.5) to determine the transverse
components. The method of separation of variables
can be used to solve the Helmholtz equation or Laplace equation [3–15] for wave-
guides of simple geometry. The vector modal functions for some typical geometries
will be summarized in this section. In practice, only the dominant mode is propa-
gating in the waveguide.

2.1.2.1 Rectangular Waveguide

A homogeneous rectangular waveguide shown in Figure 2.2 only supports TE or
TMmodes. By the method of separation of variables in the rectangular coordinate
system, the normalized modal solutions of (2.7) and (2.10) can be easily found as

ezn =
4
ab

sin
pπ
a
x sin

qπ
b
y,

hzn =
εpεq
ab

cos
pπ
a
x cos

qπ
b
y,

2 12

where εm =
1, m = 0

2, m ≥ 1
. Here, the subscript n represents the double index (p, q).

The cutoff wavenumbers for TM and TE modes are, respectively, given by

kTMcn =
pπ
a

2
+

qπ
b

2
, p, q = 1, 2,…,

kTEcn =
pπ
a

2
+

qπ
b

2
, p, q = 0, 1, 2,…

2 13

The normalized vector modal functions for the TM and TE modes can be
obtained from (2.8) and (2.11)

eTMn = ux
1

kTMcn

pπ
a

4
ab

cos
pπ
a
x sin

qπ
b
y + uy

1

kTMcn

qπ
b

4
ab

sin
pπ
a
x cos

qπ
b
y,

2 14

eTEn = ux
1

kTEcn

qπ
b

εpεq
ab

cos
pπ
a
x sin

qπ
b
y−uy

1

kTEcn

pπ
a

εpεq
ab

sin
pπ
a
x cos

qπ
b
y,

2 15

y

a

b
x

o

Figure 2.2 Rectangular
waveguide.
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respectively. The dominant mode (the mode with
the lowest cutoff wavenumber) in the rectangular
waveguide is TE10 mode.

2.1.2.2 Circular Waveguide

A uniform waveguide of circular cross section of
radius a is shown in Figure 2.3, which is not as
widely used as rectangular waveguides. The circular
waveguide is best described by the cylindrical coor-
dinate system (ρ, φ, z). The normalized modal solu-
tions of (2.7) and (2.10) are readily constructed by
the method of separation of variables

ezn =
εq
π

Jq χqp
ρ

a

χqpJq + 1 χqp

cos qφ

sin qφ
,

hzn =
εq
π

1

χ 2
qp − q2

Jq χqp
ρ

a

Jq χqp

cos qφ

sin qφ
,

2 16

where χqp and χqp are, respectively, the pth nonvanishing roots of the equations

Jq χqp = 0, Jq χqp = 0 2 17

Some lower-order roots of the above equations are listed in Tables 2.2 and 2.3. The
cutoff wavenumbers for the TM and TE modes are, respectively, given by

kTMcn =
χqp
a

, kTEcn =
χqp
a

2 18

From (2.8) and (2.11), the normalized vector modal functions for the TM and TE
modes can be readily found as follows:

y

a

xo

ρ

φ

Figure 2.3 Circular
waveguide.

Table 2.2 Roots of Jq( χqp) = 0.

q = 0 q = 1 q = 2 q = 3

p = 1 2.405 3.832 5.136 6.380

p = 2 5.520 7.016 8.417 9.761

p = 3 8.654 10.173 11.620 13.015
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eTMn = −uρ
εq
π

Jq χqp
ρ

a

aJq + 1 χqp

cos qφ

sin qφ
± uφ

εq
π

q
χqp

Jq χqp
ρ

a

ρJq + 1 χqp

sin qφ

cos qφ
,

2 19

eTEn = ± uρ
εq
π

q

χ 2
qp − q2

Jq χqp
ρ

a

ρJq χqp

sin qφ

cos qφ

+ uφ
εq
π

χqp

χ 2
qp − q2

Jq χqp
ρ

a

aJq χqp

cos qφ

sin qφ
,

2 20

where uρ and uφ are unit vectors along ρ and φ direction, respectively. The dom-
inant mode in the circular waveguide is the TE11 mode.

2.1.2.3 Coaxial Waveguide

A coaxial waveguide is shown in Figure 2.4. The dominant mode for coaxial wave-
guide is the TEM mode. The normalized potential function ϕ for the TEM mode
can be determined from the Laplace equation (2.5)

ϕ =
ln ρ

2π ln
b
a

Table 2.3 Roots of Jq χqp = 0.

q = 0 q = 1 q = 2 q = 3

p = 1 3.832 1.841 3.054 4.201

p = 2 7.016 5.331 6.706 8.015

p = 3 10.173 8.536 9.969 11.346

y

2a
x

2bo

Figure 2.4 Coaxial waveguide.
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Other normalized modal solutions for the longitudinal fields can be determined
from (2.7) and (2.10):

ezn =
εq
2π

e χqp
ρ

a

cos qφ

sin qφ
,

hzn =
εq
2π

h χqp
ρ

a

cos qφ

sin qφ
,

2 21

where

e χqp
ρ

a
=

π

2

Jq χqp
ρ

a
Nq χqp −Nq χqp

ρ

a
Jq χqp

J2q χqp

J2q cχqp
− 1

, q = 0, 1, 2,…,

h χqp
ρ

a
=

π

2

Jq χqp
ρ

a
Nq χqp −Nq χqp

ρ

a
Jq χqp

J2q χqp

J2q χqp
b
a

1−
q

χqp
b
a

2

− 1−
q
χqp

2

, q = 0, 1, 2,…,

and χqp and χqp are, respectively, the pth nonvanishing roots of the equations

Jq χqp
b
a

Nq χqp −Nq χqp
b
a

Jq χqp = 0,

Jq χqp
b
a

Nq χqp −Nq χqp
b
a

Jq χqp = 0

2 22

The cutoff wavenumbers for TM modes and TE modes are, respectively, given by

kTMcn =
χqp
a

=
b− a χqp
a b− a

≈
πp

b− a
, p = 1, 2,…,

kTEcn =
χq1
a

=
b + a χq1
a b + a

≈
2q

b + a
, q = 1, 2,…,

kTEcn =
χqp
a

=
b− a χqp
a b− a

≈
p− 1 π

b− a
, p = 2, 3,…

The normalized vector modal function for the TEM mode is

eTEMn = ∇ϕ = uρ
l

2π ln
b
a

1
ρ

2 23
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The normalized vector modal functions for the TM and TE modes are, respec-
tively, given by

eTMn = −uρ
χqp
a

e χqp
ρ

a
εq
2π

cos qφ

sin qφ
± uφ

q
ρ
e χqp

ρ

a
εq
2π

sin qφ

cos qφ
,

2 24

eTEn = ± uρ
q
ρ
h χqp

ρ

a
εq
2π

sin qφ

cos qφ
+ uφ

χqp
a

h χqp
ρ

a
εq
2π

cos qφ

sin qφ

2 25

Note that e in (2.24) denotes the derivative with respect to its argument. The
dominant TE mode is the TE11(q = 1, p = 1) mode.

2.2 Radiated Fields in Waveguide

The fields in the waveguide can be expressed as a linear combination of the vector
modal functions. Instead of point-wise or uniform convergence, the series con-
verges in the mean to the fields, which implies almost everywhere convergence.
Great care must be exercised in performing various operations such as term-by-
term differential and integral operations of the series. The best practice is to try
to avoid such operations.

2.2.1 Modal Expansions for the Fields and Dyadic Green’s Functions

Consider a waveguide with a perfect electric wall shown in Figure 2.1. Since the
curl of the electric field ∇ × E behaves like a magnetic field and ∇ ×H like an
electric field, {en} and {∇ en/kcn} can be used to expand the transverse and longi-
tudinal components of both E and ∇ ×H, respectively, while {uz × en} and
∇ × en kcn, c can be used to expand the transverse and longitudinal components

of bothH and ∇ × E, respectively. The fields excited by the electric current source
J and magnetic current Jm in the waveguide can thus be expanded in terms of the
transverse vector modal functions en as follows:

E =
n
Vnen +

n
enuz

∇ en
kcn

,

H =
n
Inuz × en + uz

1

Ω
Ω

uz H

Ω
dΩ +

n
hn

∇ × en
kcn

,
2 26
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∇ × E =
∞

n = 1

uz × en
Ω

∇ × E uz × endΩ + uz
1

Ω
Ω

uz
∇ × E

Ω
dΩ

+
∞

n = 1

∇ × en
kcn

Ω

∇ × E
∇ × en
kcn

dΩ,

∇ × H =
∞

n = 1

en
Ω

∇ × H endΩ +
∞

n = 1

uz∇ en
kcn

Ω

∇ × H
uz∇ en

kcn
dΩ,

2 27

where the expansion coefficients Vn and In are called modal voltage and modal
current

Vn =

Ω

E endΩ, In =

Ω

H uz × endΩ, 2 28

and

en =

Ω

uz E
∇ en
kcn

dΩ, hn =

Ω

H
∇ × en
kcn

dΩ 2 29

A simple manipulation leads to

∇ × E =
n

∂Vn

∂z
+ kcnen uz × en +

n
kcnVn

∇ × en
kcn

,

∇ × H =
n

−
∂In
∂z

+ kcnhn en + uz
n
kcnIn

∇ en
kcn

2 30

Substituting (2.26) and (2.30) into the generalized Maxwell equations

∇ × E = − jωμH− Jm,

∇ × H = σ + jωε E + J,
2 31

and comparing the transverse and longitudinal components, one may find the
equations for the modal voltage and current

−
∂In
∂z

+ kcnhn = σ + jωε Vn +

Ω

J endΩ, 2 32

kcnIn = σ + jωε en +

Ω

uz J
∇ en
kcn

dΩ, for TMmodes only, 2 33

∂Vn

∂z
+ kcnen = − jωμIn −

Ω

Jm uz × endΩ, 2 34
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kcnVn = − jωμhn −

Ω

Jm
∇ × en
kcn

dΩ, for TEmodes only, 2 35

− jωμ

Ω

H uz

Ω
dΩ =

Ω

uz Jm
Ω

dΩ, for TEmodes only 2 36

For the TEM mode, the modal voltage and current satisfy

∂VTEM
n

∂z
= − jωμITEMn −

Ω

Jm uz × eTEMn dΩ,

∂ITEMn

∂z
= − σ + jωε VTEM

n −

Ω

J eTEMn dΩ,
2 37

from (2.32) and (2.34). From now on, the superscripts TEM, TE, and TM will be
used to designate the field quantities related to TEM, TE, and TMmodes. By elim-
inating the modal current in (2.37), the modal voltage for the TEM mode satisfies
the inhomogeneous Helmholtz equation

∂2VTEM
n

∂z2
+ k2eV

TEM
n = jωμ

Ω

J eTEMn dΩ−
∂

∂z
Ω

Jm uz × eTEMn dΩ, 2 38

where

k2e = k2 − jσkη = ω2μεe, εe = ε 1− j
σ

ωε
2 39

Once the modal voltage VTEM
n is determined, the modal current ITEMn can be found

from the first equation of (2.37).
For the TE mode, the modal voltage and current are determined from (2.32),

(2.34)–(2.36):

∂VTE
n

∂z
= − jωμITEn −

Ω

Jm uz × eTEn dΩ,

∂ITEn
∂z

− kTEcn h
TE
n = − σ + jωε VTE

n −

Ω

J eTEn dΩ,

jωμhTEn = − kTEcn V
TE
n −

Ω

Jm
∇ × eTEn
kTEcn

dΩ,

− jωμ

Ω

uz H

Ω
dΩ =

Ω

uz Jm
Ω

dΩ

2 40
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It is easy to see that the voltage VTE
n satisfies the inhomogeneous Helmholtz

equation

∂2VTE
n

∂z2
+ k2e − kTEcn

2
VTE

n = jωμ

Ω

J eTEn dΩ−
∂

∂z
Ω

Jm uz × eTEn dΩ

+ kTEcn
Ω

Jm
∇ × eTEn
kTEcn

dΩ

2 41

Once the modal voltage VTE
n is determined, the modal current ITEn can be solved

from the first equation of (2.40).
For the TM mode, the modal voltage and current are determined from

(2.32)–(2.34):

∂VTM
n

∂z
+ kTMcn eTMn = − jωμITMn −

Ω

Jm uz × eTMn dΩ,

∂ITMn
∂z

= − σ + jωε VTM
n −

Ω

J eTMn dΩ,

σ + jωε eTMn = kTMcn ITMn −

Ω

uz J
∇ eTMn
kTMcn

dΩ

2 42

The modal current ITMn satisfies

∂2ITMn
∂z2

+ k2e − kTMcn
2
ITMn = −

∂

∂z
Ω

J eTMn dΩ− kcn
Ω

uz J
∇ eTMn
kTMcn

dΩ

+ σ + jωε

Ω

Jm uz × eTMn dΩ

2 43

Once the modal current ITMn is determined, the modal voltage VTM
n can then be

solved from the second equation of (2.42).

Remark 2.1 In a source-free region, the modal voltage andmodal current satisfy
the transmission line equation

dVn

dz
= − jβnZwnIn z ,

dIn
dz

= − jβnZ
− 1
wn Vn z ,

2 44
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where Zwn is called the wave impedance of the nth mode

Zwn =

η, TEM
ηk
βn

, TE

ηβn
k

, TM

, βn =
k, TEM

k2 − k2cn, TE or TM
, 2 45

with k = ω μεe, η = μ εe. If βn 0, the solutions of (2.44) can be expressed as

Vn z = V +
n z + V −

n z = Ane
− jβnz + Bne

jβnz,

In z = I +
n z − I −n z = Ane

− jβnz −Bne
jβnz Z − 1

wn ,
2 46

where the superscript + and− represent wave propagating in +z and−z direction,
respectively,

V +
n z = Ane

− jβnz,

I +
n z = AnZ

− 1
wn e

− jβnz,

V −
n z = Bne

jβnz,

I −n z = BnZ
− 1
wn e

jβnz

The characteristic impedance for the nth mode is defined by

Z0n =
V +

n

I +
n

=
V −

n

I −n
= Zwn

The guide wavelength for the nth mode is defined by

λn =
2π
βn

□

The method of Green’s function will now be applied to solve the one-
dimensional inhomogeneous Helmholtz equation. Consider the Green’s function
Gn(z, z ) defined by

∂2Gn z, z
∂z2

+ k2e− k2cn Gn z, z = − δ z − z , 2 47

and the solution of the inhomogeneous Helmholtz equation

∂2un z
∂z2

+ k2e− k2cn un z = f z , 2 48

where f (z) stands for the source function. Multiplying (2.47) by un(z) and (2.48)
by Gn(z, z ) and subtracting the resultants yield

un z δ z − z = − f z Gn z, z + Gn z, z
∂2un z
∂z2

− un z
∂2Gn z, z

∂z2

2 49
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If the radiation conditions at z = ±∞ are taken into account, the solution of (2.48)
can be obtained from (2.49) by taking the integration over (−∞ , ∞):

un z = −

∞

−∞

f z Gn z, z dz 2 50

Consequently, the expansion coefficients for the three types of modes can be
obtained from (2.50) as follows:

VTEM
n z = − jωμ

Ω

∞

−∞

J r eTEMn ρ GTEM
n z, z dΩ dz ,

−

Ω

∞

−∞

Jm r uz × eTEMn ρ
∂GTEM

n z, z
∂z

dΩ dz ,

2 51

ITEMn z =

Ω

∞

−∞

J r eTEMn ρ
∂GTEM

n z, z
∂z

dΩ dz ,

+
1
jωμ

Ω

∞

−∞

Jm r uz × eTEMn ρ
∂2GTEM

n z, z
∂z∂z

dΩ dz

−
1
jωμ

Ω

Jm r uz × eTEMn ρ dΩ,

2 52

VTE
n z = − jωμ

Ω

∞

−∞

J r eTEn ρ GTE
n z, z dΩ dz

−

Ω

∞

−∞

Jm r uz × eTEn ρ
∂GTE

n z, z
∂z

dΩ dz

− kTEcn
Ω

∞

−∞

Jm r
∇ × eTEn ρ

kTEcn
GTE
n z, z dΩ dz ,

2 53
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ITEn z =

Ω

∞

−∞

J r eTEn ρ
∂GTE

n z, z
∂z

dΩ dz

+
1
jωμ

Ω

∞

−∞

Jm r uz × eTEn ρ
∂2GTE

n z, z
∂z∂z

dΩ dz

+
kTEcn
jωμ

Ω

∞

−∞

Jm r
∇ × eTEn ρ

kTEcn

∂GTE
n z, z
∂z

dΩ dz

−
1
jωμ

Ω

Jm r uz × eTEn ρ dΩ,

2 54

hTEn z = kTEcn
Ω

∞

−∞

J r eTEn ρ GTE
n z, z dΩ dz

+
kTEcn
jωμ

Ω

∞

−∞

Jm r uz × eTEn ρ
∂GTE

n z, z
∂z

dΩ dz

+
kTEcn

2

jωμ
Ω

∞

−∞

Jm r
∇ × eTEn ρ

kTEcn
GTE
n z, z dΩ dz

−
1
jωμ

Ω

Jm r
∇ × eTEn ρ

kTEcn
dΩ,

2 55

VTM
n z =

1
σ + jωε

Ω

∞

−∞

J r eTMn ρ
∂2GTM

n z, z
∂z∂z

dΩ dz

−
1

σ + jωε
kTMcn

Ω

∞

−∞

uz J r
∇ eTMn ρ

kTMcn

∂GTM
n z, z
∂z

dΩ dz

+

Ω

∞

−∞

Jm r uz × eTMn ρ
∂GTM

n z, z
∂z

dΩ dz

−
1

σ + jωε
Ω

J r eTMn ρ dΩ,

2 56
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ITMn z = −

Ω

∞

−∞

J r eTMn ρ
∂GTM

n z, z
∂z

dΩ dz

+ kTMcn
Ω

∞

−∞

uz J r
∇ eTMn ρ

kTMcn
GTM
n z, z dΩ dz

− σ + jωε

Ω

∞

−∞

Jm r uz × eTMn ρ GTM
n z, z dΩ dz ,

2 57

eTMn z = −
kTMcn

σ + jωε
Ω

∞

−∞

J r eTMn ρ
∂GTM

n z, z
∂z

dΩ dz

+
kTMcn

2

σ + jωε
Ω

∞

−∞

uz J r
∇ eTMn ρ

kTMcn
GTM
n z, z dΩ dz

−

Ω

∞

−∞

Jm r uz × eTMn ρ GTM
n z, z dΩ dz

−
1

σ + jωε
Ω

uz J r
∇ eTMn ρ

kTMcn
dΩ

2 58

In the above, the Green’s functions GTEM
n ,GTE

n , and GTM
n for the three different

modes are, respectively, defined by

∂2GTEM
n z, z
∂z2

+ k2eG
TEM
n z, z = − δ z− z ,

∂2GTE
n z, z
∂z2

+ k2e − kTEcn
2
GTE
n z, z = − δ z− z ,

∂2GTM
n z, z
∂z2

+ k2e − kTMcn
2
GTM
n z, z = − δ z− z

2 59

The solutions of these equations are [see (1.68)]

GTEM,TE,TM
n z, z =

1

2γTEM,TE,TM
n

e− γTEM,TE,TM
n z− z , 2 60

where

γTEM,TE,TM
n =

j k2e − kTEM,TE,TM
cn

2
, k > kTEM,TE,TM

cn

kTEM,TE,TM
cn

2
− k2e , k < kTEM,TE,TM

cn

, 2 61
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are the propagation constants for the modes. The first derivative of the Green’s
function is discontinuous at z = z , and its second derivative is thus singular
at z = z :

∂GTEM,TE,TM
n z, z

∂z
= −

1
2
e− γTEM,TE,TM

n z− z sgn z− z ,

∂2GTEM,TE,TM
n z, z

∂z∂z
= δ z− z − γTEM,TE,TM

cn
2
GTEM,TE,TM
n z, z ,

2 62

where sgn x =
1, x > 1

−1, x < 1
The most general field expressions can now be obtained by substituting (2.51)–

(2.58) into (2.26). Ignoring the tedious process, the field expansions may be written
in a compact form as

E r = − jωμ

Ω

∞

−∞

Ge r, r J r dV r −

Ω

∞

−∞

Gem r, r Jm r dV r ,

2 63

H r = − jωεe
Ω

∞

−∞

Gm r, r Jm r dV r +

Ω

∞

−∞

Gme r, r J r dV r ,

2 64

where dV = dΩdz denotes the differential volume element and the dyadic Green’s
functions are defined by

Ge r, r =
1
2 n

ZTEM
wn

jωμ
ETEM
n± r ETEM

n r +
1
2 n

ZTE
wn

jωμ
ETE
n± r ETE

n r

+
1
2 n

ZTM
wn

jωμ
ETM
n± r ETM

n r −uzuz
1

k2e
δ r− r ,

z > z

z < z
,

2 65

Gem r, r = −
1
2 n

ZTEM
wn ETEM

n± r HTEM
n r −

1
2 n

ZTE
wnE

TE
n± r HTE

n r

−
1
2 n

ZTM
wn E

TM
n± r HTM

n r ,
z > z

z < z
,

2 66

Gm r, r = −
1
2 n

ZTEM
wn

jωεe
HTEM

n± r HTEM
n r −

1
2 n

ZTE
wn

jωεe
HTE

n± r HTE
n r

−
1
2 n

ZTM
wn

jωεe
HTM

n± r HTM
n r −uzuz

1

k2e
δ r− r ,

z > z

z < z
,

2 67
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Gme r, r = −
1
2 n

ZTEM
wn HTEM

n± r ETEM
n r −

1
2 n

ZTE
wnH

TE
n± r ETE

n r

−
1
2 n

ZTM
wn H

TM
n± r ETM

n r ,
z > z

z < z
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In the above, the fundamental field patterns, propagating in +z and −z direc-
tions in the infinite waveguide, have been introduced

ETEM
n± r = eTEMn ρ e γTEMn z,

ETE
n± r = eTEn ρ e γTEn z,

ETM
n± r = eTMn ρ e γTMn z ± uz∇ eTMn ρ

e γTMn z

γTMn
,

2 69

HTEM
n± r = ±

1

ZTEM
wn

uz × eTEMn ρ e γTEMn z,

HTE
n ± r = ±

1

ZTE
wn

uz × eTEn ρ e γTEn z −
1

ZTE
wn

∇ × eTEn ρ
e γTEn z

γTEn
,

HTM
n ± r = ±

1

ZTM
wn

uz × eTMn ρ e γTMn z,

2 70

where

ZTEM
wn =

μ

εe
,ZTE

wn =
jωμ
γTEn

,ZTM
wn =

γTMn
jωεe

2 71

are the wave impedances of the nth modes. For brevity, the dyadic Green’s func-
tions (2.65)–(2.68) will be written as

Ge r, r =
1
2 n

Zwn

jωμ
En ± r En r −uzuz

1

k2e
δ r− r ,

z > z

z < z
, 2 72

Gem r, r = −
1
2 n

ZwnEn ± r Hn r ,
z > z

z < z
, 2 73

Gm r, r = −
1
2 n

Zwn

jωεe
Hn ± r Hn r −uzuz

1

k2e
δ r− r ,

z > z

z < z
,

2 74

Gme r, r = −
1
2 n

ZwnHn ± r En r ,
z > z

z < z
, 2 75
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where the summation is over all the TEM, TE, and TM modes and

Zwn =

ZTEM
wn , for TEM modes

ZTE
wn, for TE modes

ZTM
wn , for TM modes

2 76

It is noted that the Dirac delta function singularities in (2.72) and (2.74) come
from the expansions in terms of the longitudinal field components

δ ρ− ρ =
n

∇ eTMn ρ
kTMcn

∇ eTMn ρ
kTMcn

,

uzuz δ ρ− ρ = uzuz
1
Ω

+
n

∇ × eTEn ρ
kTEcn

∇ × eTEn ρ
kTEcn

2 77

Remark 2.2 In the treatment of eigenfunction expansions of dyadic Green’s
functions in waveguides, the dyadic delta source I δ r− r must be expanded in
terms of both solenoidal and irrotational vector modal functions. Otherwise, erro-
neous results may be obtained [16, 17]. In our approach, the dyadic Green’s func-
tions are derived directly from the field expansions, which avoids the possible
errors caused by the incompleteness of the eigenfunctions selected to expand a
dyadic point source. □

It is easy to verify that the fundamental field patterns are solutions of Maxwell
equations in source-free region

∇ × ETEM,TE,TM
n ± = − jωμHTEM,TE,TM

n ± ,

∇ × HTEM,TE,TM
n ± = jωεeETEM,TE,TM

n ± ,
2 78

and satisfy the boundary conditions on the waveguide walls

un × ETEM,TE,TM
n ± = 0,

∇ ETEM,TE,TM
n ± = 0,

un × ∇ × HTEM,TE,TM
n ± = 0,

un HTEM,TE,TM
n ± = 0

2 79

Apparently, the fundamental field patterns satisfy the homogeneous vector Helm-
holtz equation

∇ × ∇ × ETEM,TE,TM
n ± − k2eE

TEM,TE,TM
n ± = 0,

∇ × ∇ × HTEM,TE,TM
n ± − k2eH

TEM,TE,TM
n ± = 0

2 80

Consider a uniform waveguide excited by the electric current source J and the
magnetic current Jm confined the in the region V0 between z1 and z2, as shown in
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Figure 2.5. According to (2.63), (2.64) and (2.72)–(2.75), the fields in the region
z≥ z2 and z≤ z1 may be expressed as

E ± r = −
1
2 n

ZwnEn ± r

V0

J r En r dV r

+
1
2 n

ZwnEn ± r

V 0

Jm r Hn r dV r ,

H ± r = −
1
2 n

ZwnHn ± r

V0

J r En r dV r

+
1
2 n

ZwnHn ± r

V0

Jm r Hn r dV r ,

2 81

where the summation is over all the TEM, TE, and TMmodes. Comparing the field
expansions in (2.26) with those in (2.81), the transverse fields in the waveguide can
be written as

Et ± r =
n
Vn ± z en ρ ,

Ht ± r =
n
In ± z uz × en ρ ,

2 82

where the subscript t is used to signify the transverse components and

Vn ± z = −
1
2
e γnzZwn

V 0

J r En r dV r

+
1
2
e γnzZwn

V 0

Jm r Hn r dV r ,

In ± z =
1
2
e γnz

V 0

J r En r dV r

±
1
2
e γnz

V 0

Jm r Hn r dV r ,

2 83

are the modal voltages and currents.

z1 z2

E–, H– E+, H+J, Jm V0

Figure 2.5 Mode excitation.
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Example 2.1 Consider a rectangular waveguide
excited by a line current extending across the wave-
guide located at (x = a/2, z = 0) as illustrated in
Figure 2.6. The current density is given by

J r = −uyjδ x−
a
2

δ z

Since the line current is uniform in y direction, the
fields excited by the current are independent of y. Con-
sequently, only TEn0 modes are excited. From (2.15) and (2.65), one may find

Ge r, r =
1
2 n

1
γTEn

eTEn ρ e γTEn zeTEn ρ e ± γTEn z

=
1
ab

∞

n = 1

1
γTEn

uyuy sin
nπ
a
x sin

nπ
a
x e γTEn ze ± γTEn z ,

z > z

z < z
,
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where

γTEn =

j k2e −
nπ
a

2
, k >

nπ
a

nπ
a

2
− k2e , k <

nπ
a

2 85

The electric field (2.81) reduces to

E r = −uy
ωμ

a

∞

n = 1

1
γTEn

e− γTEn z sin
nπ
2

sin
nπ
a
x 2 86

□

2.2.2 Dyadic Green’s Functions for Semi-infinite Waveguide

A semi-infinite waveguide is shown in Figure 2.7, where a short-circuit position is
introduced at z = 0. The dyadic Green’s function for the semi-infinite waveguide
is given by

y

b
x

ao

Figure 2.6 Excitation of
rectangular waveguide.

0
z

Figure 2.7 A semi-infinite waveguide.
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Ge r, r =
1
2 n

Zwn

jωμ
En± r En r −En + r En + r

−uzuz
1

k2e
δ r− r ,

z > z

z < z

2 87

The derivation of (2.87) will be discussed in Chapter 3.

2.3 Waveguide Discontinuities

The typical boundary value problems in waveguide theory include the excitation of
waveguide, obstacles in the waveguide, and the coupling between waveguides.
They all belong to waveguide discontinuities, in which a uniform waveguide is
deformed or discontinued. The waveguide discontinuities are often used to achieve
various purposes such as exciting a desiredmode, matching a given load, obtaining
a phase shift in the transmitted wave, changing the propagation direction of the
transmitted wave, or coupling an incident field to another waveguide. The wave-
guide discontinuities will distort the fields in the original uniform waveguide. One
of the important tasks of microwave field theory is to establish the circuit or net-
work parameters for various waveguide discontinuities. In most applications, the
waveguide supports a single dominant mode. When a discontinuity exists, such as
the discontinuity in cross-sectional shape or an obstacle in the waveguide, an infi-
nite number of non-propagatingmodes will be excited in the vicinity of the discon-
tinuity by the incident propagating mode. Due to the vector nature of the EM
fields, the analysis of waveguide discontinuity is usually an extremely complicated
process. From a practical point of view, only the circuit parameters are of interest.
A traditional technique is to express the circuit parameter in terms of the field dis-
tribution in certain area such as in an aperture. The expression for a circuit param-
eter is said to be variational if it is stationary with respect to an arbitrary small
variation of the field about its true value. By properly choosing a trial field, the
variational expression may yield a good approximation to the circuit parameter.
The variational method was introduced by Schwinger during the period from
1940 to 1945 and many useful results have been summarized in [18]. The general
field expansions (2.63) and (2.64) can be used as the starting point to solve a num-
ber of waveguide discontinuity problems.

2.3.1 Excitation of Waveguide

A waveguide can be excited by a conducting probe antenna connected to a trans-
mission line, as illustrated in Figure 2.8a. According to Schelkunoff–Love equiv-
alence principle, the field inside the waveguide is generated by the equivalent
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current sources J = un ×H and Jm = − un × E, with the probe removed and the
feeding aperture covered by a perfect conductor, as illustrated in Figure 2.8b.
The equivalent electric current J is distributed on the probe surface denoted
by Sp while the equivalent magnetic current Jm is on the feeding aperture
(the coaxial-line aperture) denoted by Sa. The electric field generated by the equiv-
alent sources are given by (2.63):

E r = Ein r + Es r , 2 88

where

Ein r = −

Sa

Gem r, r Jm r dS r ,

Es r = − jωμ

Sp

Ge r, r J r dS r
2 89

Here, the superscripts in and s, respectively, designate the incident field applied to
the probe and scattered field generated by the induced current on the probe. By
setting the observation point r on the probe surface and applying the boundary
condition un(r) × E(r) = 0, the following integral equation for the probe current
J can be obtained:

− jωμun r ×

Sp

Ge r, r J r dS r = −un r × Ein r 2 90

To determine the equivalent magnetic current on the feeding aperture, the exci-
tation conditions must be used. The transverse fields on the feeding aperture may
be expressed as

−un r × E r = −
∞

n = 1

Vn z un × e g
n ρ ,

un r × H r = −
∞

n = 1

In z e g
n ρ ,

2 91

Sa Jm

JSp

un

(a)  (b)

Probe surface

z

Coaxial-line aperture
Feeding coaxial line

Figure 2.8 Excitation of waveguide. (a) A probe in waveguide. (b) Equivalent problem.
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where e g
n (n = 1, 2, …) are the normalized vector modal functions in the feeding

waveguide, and

Vn z = Ane
− jβ g

n z + Bne
jβ g

n z,

In z =
1

Z g
wn

Ane
− jβ g

n z −Bne
jβ g

n z ,

are, respectively, the modal voltage and current for the nth modes with

Z g
wn =

η, TEMmode

ηk

β g
n

, TEmode

ηβ g
n

k
, TMmode

, β g
n =

k, TEMmode

k2 − k g
cn

2
, TE or TMmode

In the above, the superscript (g) is used to designate the quantities in the feeding
waveguide. Suppose that the feeding waveguide is in a single-mode operation
and the antenna is excited by the dominant mode of unit amplitude. The modal
voltages and currents can then be written as

V1 z = e− jβ g
1 z + B1ejβ

g
1 z,

I1 z =
1

Z g
w1

e− jβ g
1 z −B1e

jβ g
1 z ,

Vn z = Bnejβ
g
n z n ≥ 2 ,

In z = −
1

Z g
wn

Bne
jβ g

n z n ≥ 2

Equation (2.91) can be used to determine the equivalent currents on the feeding
aperture (z = 0):

Jm = − 1 + B1 un × e g
1 −

∞

n = 2

Bnun × e g
n ,

J = −
1

Z g
w1

1−B1 e g
1 +

∞

n = 2

1

Z g
wn

Bne g
n

2 92

The expansion coefficients can be determined by the second equation

B1 = 1 + Z g
w1

Sa

J e g
1 dS, Bn = Z g

wn

Sa

J e g
n dS

Therefore, the equivalent magnetic current Jm on the feeding aperture can be
represented by the equivalent electric current on the same feeding aperture

Jm r = − 2un r × e g
1 ρ −

∞

n = 1

un r × e g
n ρ Z g

wn

Sa

J endS 2 93
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Substituting (2.93) into the expressions of the incident fields, one may express the
incident fields in terms of the equivalent electric current on the feeding aperture as
follows:

Ein r = 2

Sa

Gem r, r un r × e g
1 ρ dS r

+
∞

n = 1
Sa

J e g
n dS

Sa

Gem r, r un r × e g
n ρ Z g

wndS r

2 94

Combination of (2.94) and (2.90) yields the integral equation

− jωμun r ×

Sp

Ge r, r J r dS r

+
∞

n = 1
Sa

J e g
n dS un r ×

Sa

Gem r, r un r × e g
n ρ Z g

wndS r

= − 2un r ×

Sa

Gem r, r un r × e g
1 ρ dS r

2 95

The equivalent electric current J on the boundary Sp+ Sa can then be deter-
mined by numerically solving the integral Eq. (2.95). Note that the integral
Eq. (2.95) is valid for any feeding waveguide and any metal antenna (such as
a loop).

2.3.2 Conducting Obstacles in Waveguide

Consider a perfectly conducting obstacle placed in an infinitely long waveguide, as
shown in Figure 2.9. The dominant mode, denoted by (Ein, Hin), is incident upon
the obstacle bounded by S from z = −∞, which induces current J on the conduct-
ing obstacle. The induced current on the conducting obstacle generates the
scattered field (Es, Hs), and the latter can be determined from (2.63) and (2.64).

J( Ein, Hin) S

Figure 2.9 Scattering by a conducting
obstacle in a waveguide.
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The total electric field outside the obstacle is the superposition of the incident field
and the scattered field

E r = Ein r + Es r = Ein r − jωμ

S

Ge r, r J r dS r 2 96

On the surface of the scatterer, the tangential component of the electric field must
vanish, which leads to

jωμun ×

S

Ge r, r J r dS r = un × Ein r 2 97

This is the integral equation for the current J on the conducting obstacle.

Example 2.2 Figure 2.10 shows a circular conducting post across the narrow
side of a rectangular waveguide. The dominant TE10 mode is incident upon the
post and induces current on the post, which generates higher order modes around
the post. Since the electric field of the TE10 mode has a y component only and is
independent of the y coordinate, and the whole structure is uniform in the y direc-
tion, the excited higher order modes must be independent of y, and thus are TEn0

modes. For TEn0 modes, the magnetic field energy is higher than electric field
energy, and the post is thus equivalent to an inductor. The dyadic Green’s function
in (2.97) is then given by

Ge r, r =
1
ab

∞

n = 1

1
γTEn

uyuy sin
nπ
a
x sin

nπ
a
x e γTEn ze ± γTEn z

−uzuz
1

k2e
δ r− r ,

z > z

z < z

2 98

Suppose that the conducting post is very thin and
the induced current on the conducting post has only
a y component and can be written as J = Iδ(x− x0)
δ(z)uy. The scattered field by the conducting post
can then be expressed by

Es r = − jωμ

S

Ge r, r J r dS r

= −uy
jωμI
a

∞

n = 1

1
γTEn

sin
nπ
a
x sin

nπ
a
x0e

− γTEn z

y

b

o a x

Figure 2.10 Inductive post in
rectangular waveguide.
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Let the incident TE10 mode be Ein = uy sin
π

a
xe− γTE1 z. Equation (2.97) reduces to

sin
π

a
xe− γTE1 z −

jωμI
a

∞

n = 1

1
γTEn

sin
nπ
a
x sin

nπ
a
x0e

− γTEn z = 0 2 99

The above equation is valid on the surface of the conducting post and can be used
to determine the induced current I on the inductive post. □

2.3.3 Coupling by Small Aperture

Consider a system of two waveguides coupled by a small aperture Sa bounded by Γ,
as shown in Figure 2.11a. The impressed electric current Jimp andmagnetic current
Jm, imp are assumed to be located in waveguide 1 only and there are no impressed
sources in waveguide 2. By the Schelkunoff–Love equivalence principle, the orig-
inal problem can be separated into two equivalent problems as shown in
Figure 2.11b,c. In waveguide 1, the fields are produced by the impressed sources
Jimp, Jm, imp and the equivalent magnetic current Jms = un × E over the aperture
region Sa with the aperture covered by an electric conductor. In waveguide 2, the
fields are produced by the equivalent magnetic current−Jmswith the aperture cov-
ered by an electric conductor. When the aperture is absent (i.e. closed by a perfect
conductor), the incident fields generated by the impressed sources in waveguide

z1

Sa

z2

Jimp, Jm,imp

Jimp, Jm,imp Jms

–Jms

Sa

Sa

un

(a)

(b)

(c)

Waveguide 2

Waveguide 1

Waveguide 1

zo

z1 z2

z2z1

o

Waveguide 2

Figure 2.11 Two waveguides
coupled by a small aperture.
(a) Original problem.
(b) Equivalent problem for
waveguide 1. (c) Equivalent
problem for waveguide 2.
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1 are denoted by Ein
1 ,H

in
1 (the subscripts or superscripts 1 and 2 will be used to

designate waveguide 1 and 2, respectively), and they satisfy the boundary
conditions

un × Ein
1 = 0, un Hin

1 = 0

The total fields in waveguide 1 can be expressed as the sum of the incident and the
scattered fields

E 1 = Ein
1 + Es

1 ,

H 1 = Hin
1 + Hs

1

Here, the scattered fields Es
1 and Hs

1 are produced by the magnetic current Jms

and satisfy

∇ × Hs
1 = jωε0Es

1 ,

∇ × Es
1 = − jωμ0H

s
1 − Jms

Assume that the magnetic current element Jms is located between z1 and z2.
According to (2.81), the scattered fields for z≥ z2 and z≤ z1 in waveguide 1 may
be, respectively, expanded in terms of the vector modal functions as follows:

Es
1 =

∞

n = 1

A 1
n + E 1

n + , Hs
1 =

∞

n = 1

A 1
n + H 1

n + , z ≥ z2,

Es
1 =

∞

n = 1

A 1
n−E

1
n− , Hs

1 =
∞

n = 1

A 1
n−H

1
n− , z ≤ z1
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and the expansion coefficients are

A 1
n + =

1
2
Z 1
wn

Sa

Jms H 1
n− dS, A 1

n− =
1
2
Z 1
wn

Sa

Jms H 1
n + dS 2 101

A local coordinate system (ξ, ζ) with the origin at the center of the aperture may be

introduced as illustrated in Figure 2.12. For a small aperture, the fieldH 1
n± may be

expanded into a Taylor series about the origin

ub

o
Sa ξ

ζ

Γ

Figure 2.12 Aperture coordinates.
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H 1
n± ξ, ζ = H 1

n± 0, 0 + ξ
∂H 1

n± 0, 0
∂ξ

+ ζ
∂H 1

n± 0, 0
∂ζ

= H 1
n± 0, 0 + ra ∇H 1

n± 0, 0 ,

with ra = ξuξ+ ζuζ. Equation (2.101) can be written as

A 1
n + =

1
2
Z 1
wnH

1
n− 0, 0

Sa

JmsdS +
1
2
Z 1
wn

Sa

ra ∇H 1
n− 0, 0 JmsdS,

A 1
n− =

1
2
Z 1
wnH

1
n + 0, 0

Sa

JmsdS +
1
2
Z 1
wn

Sa

ra ∇H 1
n + 0, 0 JmsdS

2 102

Since the magnetic current is confined in the aperture, for an arbitrary function ϕ,
one may write

Sa

∇ ϕJms dS =

Sa

ϕ∇ Jms + Jms uξ dS =

∂Sa

ϕJms ubdΓ = 0,

2 103

with ub being the unit outward normal to the aperture boundary Γ. Making use of
(2.103), the first integral on the right-hand side of (2.102) can be written as

Sa

JmsdS = −

Sa

ra∇ JmsdS = jω

Sa

raρmsdS = jωμ0m,

where

m =
1
μ0

Sa

raρmsdS =
1

jωμ0
Sa

JmsdS =
1

jωμ0
Sa

un × E dS 2 104

is the magnetic dipole moment. Note that

ra ∇H 1
n± 0, 0 Jms = ξJmsξ

∂H 1
n ± ξ 0, 0

∂ξ
+ ξJmsζ

∂H 1
n ± ζ 0, 0

∂ξ

+ ζJmsξ
∂H 1

n ± ξ 0, 0

∂ζ
+ ζJmsζ

∂H 1
n ± ζ 0, 0

∂ζ
,

whereH 1
n ± 0, 0 = H 1

n ± ξ 0, 0 uξ + H 1
n ± ζ 0, 0 uζ. Subtracting and adding similar

terms yield
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ra ∇H 1
n ± 0, 0 Jms =

1
2

ξJmsζ − ζJmsξ
∂H 1

n ± ζ 0, 0

∂ξ
−

∂H 1
n ± ξ 0, 0

∂ζ

+
ξ

2
Jmsζ

∂H 1
n ± ξ 0, 0

∂ζ
+

ζ

2
Jmsξ

∂H 1
n ± ζ 0, 0

∂ξ
+ ξJmsξ

∂H 1
n ± ξ 0, 0

∂ξ

+ ζJmsζ
∂H 1

n ± ζ 0, 0

∂ζ
+

ξ

2
Jmsζ

∂H 1
n ± ζ 0, 0

∂ξ
+

ζ

2
Jmsξ

∂H 1
n ± ξ 0, 0

∂ζ
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According to (2.78), the first term on the right-hand side can be written as

1
2

ξJmsζ − ζJmsξ
∂H 1

n ± ζ 0, 0

∂ξ
−

∂H 1
n ± ξ 0, 0

∂ζ
= jωε0

1
2
E 1
n ± ra × Jms

This gives

jωε0E
1
n ± 0, 0

Sa

ra × Jms

2
dS = − jωE 1

n ± 0, 0 p, 2 106

where

p = ε0
1
2

Sa

Jms × ra dS 2 107

is the equivalent electric dipole moment of the magnetic current. Setting ϕ = ξ2/2,
ζ2/2, and ξζ in (2.103), one may, respectively, find

Sa

ξJmsξdS =
jω
2

Sa

ξ2ρmsdS,

Sa

ζJmsζdS =
jω
2

Sa

ζ2ρmsdS,

Sa

ξJmsζ + ζJmsξ dS = jω

Sa

ξζρmsdS

Introducing the dyadic magnetic quadrupole Q
m
defined by

Qm
ξξ =

1
μ0

Sa

ξ2ρmsdS,

Qm
ζζ =

1
μ0

Sa

ζ2ρmsdS,

Qm
ξζ = Qm

ζξ =
1
μ0

Sa

ξζρmsdS,
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(2.105) can be expressed as

Sa

ra ∇H 1
n ± 0, 0 JmsdS = jωE 1

n ± 0, 0 p +
jωμ0
2

∇H 1
n ± 0, 0 Qm,

2 108

where the double dot denotes the double product of two dyads. The expansion
coefficients in (2.102) are then given by

A 1
n + =

1
2
Z 1
wn −E 1

n− 0, 0 jωp + H 1
n− 0, 0 jωμ0m +

μ0
2
∇H 1

n− 0, 0 Qm ,

A 1
n− =

1
2
Z 1
wn −E 1

n + 0, 0 jωp + H 1
n + 0, 0 jωμ0m +

μ0
2
∇H 1

n + 0, 0 Qm
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The fields in waveguide 2 are generated by the equivalent magnetic current
−Jms. The fields in the regions z≥ z2 and z ≤ z1 in waveguide 2 may be, respec-
tively, expanded in terms of the vector modal functions as follows:

Es
2 =

∞

n = 1

A 2
n + E 2

n + , Hs
2 =

∞

n = 1

A 2
n + H 2

n + , z ≥ z2, 2 110

Es
2 =

∞

n = 1

A 2
n−E

2
n− , Hs

2 =
∞

n = 1

A 2
n−H

2
n− , z ≤ z1 2 111

Similarly, the expansion coefficients are given by

A 2
n + = −

1
2
Z 2
wn −E 2

n− 0, 0 jωp + H 2
n− 0, 0 jωμ0m +

μ0
2
∇H 2

n− 0, 0 Qm ,

A 2
n− = −

1
2
Z 2
wn −E 2

n + 0, 0 jωp + H 2
n + 0, 0 jωμ0m +

μ0
2
∇H 2

n + 0, 0 Qm
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Here, p, m, and Qm are same as defined before. In most applications, the quadru-
pole terms in (2.112) can be ignored. The magnetic current Jms and the charge ρms

may be determined by numerical methods. Cohn proposed an electrolytic-tank
method for determining the aperture parameters of arbitrary shape [19]. For very
small apertures, the static field solution for the dipole moments can be readily
found [20, 21]. For a small circular aperture of radius a, the dipole moments
can be obtained by solving integral equations and they are

m =
8
3
a30H

1
in 0 ,

p
ε0

= −
4a3

3
E 1
in 0 2 113
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2.4 Transient Fields in Waveguide

Understanding the propagation of time-domain signal in waveguide is required in
many situations, such as in high-speed circuits and in the susceptibility studies for
electronic systems. In the time domain, one needs to solve the Maxwell equations
subject to initial conditions, boundary conditions, excitation conditions, and cau-
sality. Consider an arbitrarymetal waveguide shown in Figure 2.1. Since the vector
modal functions {en|n = 1, 2, …} are independent of frequency, they can be used to
expand the fields in both frequency and time domain. Similar to (2.26) and (2.27),
the transient EM fields in the waveguide can be expressed as

E r, t =
∞

n = 1

vn z, t en ρ + uz

∞

n = 1

en z, t
∇ en ρ

kcn
,

H r, t =
∞

n = 1

in z, t uz × en ρ + uz
1

Ω
Ω

uz H r, t

Ω
dΩ +

∞

n = 1

hn z, t
∇ × en ρ

kcn
,
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∇ × E r, t =
∞

n = 1

∂vn z, t
∂z

+ kcnen z, t uz × en ρ +
∞

n = 1

kcnvn z, t
∇ × en ρ

kcn
,

∇ × H r, t =
∞

n = 1

−
∂in z, t

∂z
+ kcnhn z, t en ρ + uz

∞

n = 1

kcnin z, t
∇ en ρ

kcn
,

2 115

where vn and in are time-domain modal voltage and time-domain modal
current defined by

vn z, t =

Ω

E r, t en ρ dΩ,

in z, t =

Ω

H r, t uz × en ρ dΩ,
2 116

and the longitudinal components en and hn are defined by

en z, t =

Ω

uz E r, t
∇ en ρ

kcn
dΩ,

hn z, t =

Ω

H r, t
∇ × en ρ

kcn
dΩ
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Substituting (2.114) and (2.115) into the generalized Maxwell equations

∇ × E r, t = − μ
∂H r, t

∂t
− Jm r, t ,

∇ × H r, t = ε
∂E r, t

∂t
+ J r, t + σE r, t ,

and comparing the transverse and longitudinal components, one may find the
equations for the modal voltages and currents

−
∂in
∂z

+ kcnhn = ε
∂vn
∂t

+ σvn +

Ω

J endΩ, 2 117

kcnin = ε
∂en
∂t

+ σen +

Ω

uz J
∇ en
kcn

dΩ, for TMmodes only, 2 118

∂vn
∂z

+ enkcn = − μ
∂in
∂t

−

Ω

Jm uz × endΩ, 2 119

kcnvn = − μ
∂hn
∂t

−

Ω

uz Jm
uz ∇ × en

kcn
dΩ, for TEmodes only, 2 120

− μ
∂

∂t
Ω

H uz

Ω
dΩ =

Ω

uz Jm
Ω

dΩ, for TEmodes only 2 121

For the TEM mode, the modal voltage and modal current satisfy

∂vTEMn

∂z
= − μ

∂iTEMn

∂t
−

Ω

Jm uz × endΩ,

∂iTEMn

∂z
= − ε

∂vTEMn

∂t
− σvTEMn −

Ω

J endΩ,

2 122

from (2.117) and (2.119). After eliminating the modal current, the modal voltage
for the TEM modes satisfies the wave equation

∂2vTEMn

∂z2
−

1
v2

∂2vTEMn

∂t2
− σ

η

v
∂vTEMn

∂t
= μ

∂

∂t
Ω

J endΩ−
∂

∂z
Ω

Jm uz × endΩ,

2 123
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where v = 1 με. The modal current iTEMn can be determined by the time integra-

tion of vTEMn .
For the TE mode, one may find the equations for the modal voltage and current

∂vTEn
∂z

= − μ
∂iTEn
∂t

−

Ω

Jm uz × endΩ,

∂iTEn
∂z

− kcnhn = − ε
∂vTEn
∂t

− σvTEn −

Ω

J endΩ,

μ
∂hn
∂t

= − kcnv
TE
n −

Ω

uz Jm
uz ∇ × en

kcn
dΩ,

2 124

from (2.117), (2.119), and (2.120). The modal voltage vTEn satisfies the modified
Klein–Gordon equation

∂2vTEn
∂z2

−
1
v2
∂2vTEn
∂t2

− σ
η

v
∂vTEn
∂t

− k2cnv
TE
n

= μ
∂

∂t
Ω

J endΩ−
∂

∂z
Ω

Jm uz × endΩ + kcn
Ω

uz Jm
uz ∇ × en

kcn
dΩ

2 125

The modal currents iTEn can then be determined by the time integration of

∂vTEn ∂z.
For the TM mode, the equations for the modal voltage and current are found as

follows:

∂vTMn
∂z

+ kcnen = − μ
∂iTMn
∂t

−

Ω

Jm uz × endΩ,

∂iTMn
∂z

= − ε
∂vTMn
∂t

− σvTMn −

Ω

J endΩ,

ε
∂en
∂t

= kcni
TM
n − σen −

Ω

uz J
∇ en
kcn

dΩ,

2 126

from (2.117)–(2.119). The modal current iTMn also satisfies the modified Klein–
Gordon equation
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∂2iTMn
∂z2

−
1
v2
∂2iTMn
∂t2

− σ
η

v
∂iTMn
∂t

− k2cni
TM
n

= −
∂

∂z
Ω

J endΩ− kcn
Ω

uz J
∇ en
kcn

dΩ

+ ε
∂

∂t
Ω

Jm uz × endΩ + σ

Ω

Jm uz × endΩ

2 127

The modal voltages vTMn can then be determined by a time integration of ∂iTMn ∂z.
To find the complete solution of the transient fields in the waveguide, one needs to
solve the modified Klein–Gordon equation, which can be done by using the
retarded Green’s function of the modified Klein–Gordon equation, defined by

∂2

∂z2
−

1
v2

∂2

∂t2
− σ

η

v
∂

∂t
− k2cn Gn z, t; z , t = − δ z− z δ t− t ,

Gn z, t; z , t t < t = 0

2 128

The solution of (2.128) is [22]

Gn z, t; z , t =
v
2
e− γ t− t H t− t −

z− z
v

J0 k2cnv
2 − γ2

1 2
t− t 2

−
z− z 2

v2
,

2 129

where J0(x) is the Bessel function of first kind and H(x) is the unit step function.
The retarded Green’s function can now be used to solve the modified Klein–
Gordon equation with the known source function f (z, t):

∂2

∂z2
−

1
v2

∂2

∂t2
− σ

η

v
∂

∂t
− k2cn un z, t = f z, t ,

and the solution is

un z, t = −

∞

−∞

∞

−∞

f z , t Gn z, t; z , t dt dz , z − ∞ , ∞ 2 130

For generality, our treatment for the expansions of the transient fields in wave-
guide has been based on the transverse field patterns (the vector modal functions).
The transient fields in waveguide can also expanded in terms of the longitudinal
field patterns for simply connected waveguide [23].
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Example 2.3 Consider a rectangular waveguide of width a and height b. The
waveguide is excited by a line current extending across the waveguide located
at x = a/2, z = 0, and the current density is given by

J r, t = uyδ x−
a
2

δ z f t

Since the line current is uniform in y direction, the fields excited by the current are
independent of y. As a consequence, only TEn0 modes are excited

en x, y = eTEn0 x, y = −uy
2
ab

1 2

sin
nπ
a
x,n = 1, 2, 3,…

From (2.130), the modal voltage can be expressed by

vTEn z, t =
bη
2

2
ab

1 2

sin
nπ
2

t− z v

−∞

df t
dt

J0 kcnv t− t 2
−

z 2

v2
dt ,

2 131

where η = μ ε. Evidently, the time-domain voltages vTEn for n = 2, 4, 6, … vanish.
The total electric field in the waveguide is given by the first equation of (2.114):

E = −uy
2
ab

1 2 ∞

n = 1

vTEn z, t sin
nπ
a
x 2 132

For a sinusoidal source turned on at t = 0, one may expect that the time-domain
response approaches the well-known steady-state response as time goes to infinity.
Let f(t) = H(t) sinωt in (2.131). The modal voltage (2.131) may be expressed as the
sum of two parts

vTEn z, t = vTEn z, t steady + vTEn z, t transient, t >
z
v
,

where vTEn z, t steady and vTEn z, t transient represent the steady-state part and the

transient part, respectively,

vTEn z, t steady =
bη
2

2
ab

1 2

ka sin
nπ
2

×

∞

z a

cos ka
vt
a
−u J0 kcna u2 −

z 2

a2
du,

vTEn z, t transient = −
bη
2

2
ab

1 2

ka sin
nπ
2

×

∞

vt a

cos ka
vt
a
− u J0 kcna u2 −

z 2

a2
du
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The transient part approaches to zero as t ∞. The steady-state response is found
to be

vTEn z, t steady =
bη
2

2
ab

1 2 k sin
nπ
2

k2 − k2cn

sin ωt− z k2 − k2cn , k > kcn

Re ejωt− z kcn
2 − k2 , k < kcn

=
bη
2

2
ab

1 2

k sin
nπ
2

Re ejωt
1
γTEn

e− γTEn z ,

where γTEn is given by (2.85). Thus, as |z| increases, the modal voltages decrease
rapidly when k< kcn. In other words, only thosemodes satisfying k> kcn propagate
in the steady state. When vTEn steady is inserted into (2.132), one may find the steady-

state response of the electric field

E = −uy
ωμ

a

∞

n = 1

1
γTEn

e− γTEn z sin
nπ
2

sin
nπ
a
x 2 133

This agrees with the time-harmonic theory (2.86). □

The interaction between physics and mathematics has always played an
important role in the development of both sciences. The physicist who does
not have the latest mathematical knowledge available to him is at a distinct
disadvantage. The mathematician who shies away from physical applica-
tions will most likely miss important insights and motivations.

Martin Schechter (American mathematician, 1930–2021)
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3

Radiation in Cavity Resonator

The career of a young theoretical physicist consists of treating the harmonic
oscillator in ever-increasing levels of abstraction.

– Sidney Coleman (American physicist, 1937–2007)

A resonator is a device that oscillates with greater amplitude at its resonant
frequencies. A metal cavity resonator is a hollow metal box and has an infinite
number of resonant frequencies, and the corresponding resonant modes form a
complete set and may be used to expand the electromagnetic (EM) fields inside
the cavity. If the set of the modes is ordered according to increasing resonant fre-
quencies, there is always a lowest resonant frequency but no highest one.
Hermann Weyl (German mathematician and theoretical physicist, 1885–1955)
first investigated the cavity resonator problem by using the theory of linear integral
equation and studied the asymptotic distribution of resonant frequencies [1].
The theory of the cavity resonator was then reexamined by a number of authors
[e.g. 2–8]. Many books on EM theory and engineering cover the basic theory of
cavity resonators [7, 9–23].
In a cavity resonator bounded by a perfect conductor, the vector modal func-

tions can be classified into three types and they are generally necessary for the
expansion of the fields. The vector modal functions of the first type behave like
the TEM modes in waveguide, both their curl and divergence being zero, and
they only exist in a multiply connected region, and are called static vector
modal functions. The vector modal functions of the second type are similar
to the TE modes in a waveguide, with zero divergence and nonzero curl, called
divergenceless vector modal functions or natural resonance modes. The
vector modal functions of the third type are similar to the TM modes in a wave-
guide and have zero curl and nonzero divergence, known as irrotational vector
modal functions.
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The region occupied by a cavity resonator can be one of the three types illus-
trated in Figure 3.1. The first type is a simply connected region with a simple
boundary such as the one shown in Figure 3.1a, and a sphere belongs to this type.
The second type is a simply connected region with multiple boundaries as shown
in Figure 3.1b, and the region bounded by two concentric sphere belongs to this
type. The third type is a multiply connected region with a simple boundary as
shown in Figure 3.1c, and the region bounded by two coaxial cylinders closed
at both ends belongs to this type. In type 1, only divergenceless and irrotational
vector modal functions can exist; in type 2, static vector modal functions are
needed for the expansion of electric field; and in type 3, static vector modal func-
tions are needed for the expansion of magnetic field [2, 5].
All the cavity-related problems can be treated as a radiation problem, and

can be studied by using the dyadic Green’s functions. This chapter features
the derivation of the vector modal functions for the waveguide cavity resona-
tor and the derivation of the modal representations of the dyadic Green’s func-
tions. The transient fields generated by the source in the waveguide cavity
resonator are examined by the field expansions in terms of the vector modal
functions in the corresponding waveguide, and their analytical expressions are
obtained.

3.1 Radiated Fields in Cavity Resonator

The EM fields in a cavity resonator are often excited by an external power source,
which is coupled to the cavity by a small aperture, a small probe, or a loop. The
cavity excitation problems can be reduced to the radiation problems in the cavity
resonator.

(a) (b) (c)

Figure 3.1 Three typical cavity regions. (a) Type 1: simply connected with a simple
boundary. (b) Type 2: simply connected with multiple boundaries. (c) Type 3: multiply
connected with a simple boundary.
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3.1.1 Classification of Vector Modal Functions for Cavity Resonator

Assume that the wall of the cavity is perfectly conducting and the cavity is filled
with homogeneous medium with medium parameters μ and ε, and occupies a
region V bounded by S, as illustrated in Figure 3.2. The fields inside a cavity free
of source satisfy the Maxwell equations

∇ × H r = jωεE r ,

∇ × E r = − jωμH r ,

∇ E r = 0,

∇ H r = 0,

3 1

and the boundary conditions un × E = 0 and un H = 0 on S, where un is the unit
outward normal of S. It follows from (3.1) and the boundary conditions that the
EM fields inside the cavity satisfy the wave equations

∇ × ∇ × E r − k2E r = 0, r V ,

un × E r = 0, r S,
3 2

∇ × ∇ × H r − k2H r = 0, r V ,

un H r = 0,un × ∇ × H r = 0, r S
3 3

Similar to the waveguide theory, one may introduce the eigenvalue problems

−∇2e r = − k2e r , r V ,

un × e r = 0,∇ e r = 0, r S,
3 4

−∇2h r = − k2h r , r V ,

un h r = 0,un × ∇ × h r = 0, r S,
3 5

where −∇2e = ∇ × ∇ × e− ∇ ∇ e and k2 is the eigenvalue to be determined.
From Section 1.5, a set of orthogonal eigenfunctions {e1, e2, …} can be obtained

from (3.4), and the corresponding eigenvalues satisfy 0 ≤ k2e1 ≤ k2e2 ≤ .

S

μ, ε

V

un
Figure 3.2 An arbitrary metal cavity resonator.
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The eigenfunction en is called nth electric vector modal function. From now
on, all the vector modal functions will be assumed to be orthonormal

V

em endV = δmn 3 6

The electric vector modal functions fall into the following three types:

∇ × en = 0, ∇ en = 0

∇ × en 0, ∇ en = 0

∇ × en = 0, ∇ en 0

The electric vector modal functions of the first type only exist in the simply
connected region with multiple boundaries shown in Figure 3.1b. For the
modes in the first type, a scalar potential function φn can be introduced such that
en = ∇ φn. Thus,

∇2φn r = 0, r V ,

φn r = const , r S
3 7

For the modal functions in the third type, a scalar potential function ϕn may
also be introduced such that en= ∇ ϕn. It is readily shown that the scalar functions
ϕn satisfies

∇2ϕn r + k2enϕn r = 0, r V ,

ϕn r = 0, r S,
3 8

and

V

en
2
dV = k2en

V

ϕ2
ndV 3 9

Similarly, a complete set of orthonormal magnetic vector modal functions
{h1, h2, …} can be constructed from (3.5) and they fall into the following
three types:

∇ × hn = 0, ∇ hn = 0

∇ × hn 0, ∇ hn = 0

∇ × hn = 0, ∇ hn 0

The magnetic vector modal functions of the first type only exist in the multiply
connected region with a simple boundary shown in Figure 3.1c. Physically these
modes represent the magnetic field generated by a direct current flowing through
the circuit consisting of the center conductor, the short ends, and the out
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conductor. For the magnetic vector modal functions of the first and third type, one
may introduce a scalar potential function ψn such that hn = ∇ ψn. Then,

∇2ψn r + k2hnψn r = 0, r V

∂ψn r
∂n

= 0, r S,
3 10

and

V

hn
2
dV = k2hn

V

ψ2
ndV 3 11

The vector modal functions of the second type in the sets {en} and {hn} are related
to each other. In fact, if en is in the second type, a function hn can be introduced
through

∇ × en = kenhn, 3 12

and it is easy to verify that hn belongs to the second type and satisfies

∇ × ∇ × hn r − k2enhn r = 0, r V ,

un × ∇ × hn r = 0, r S

To show that the normal component of hn is zero, let us consider the integration
of un hn over an arbitrary part of S, denoted ΔS:

ΔS

un hndS = k− 1
en

ΔS

un ∇ × endS = k− 1
en

ΔΓ

en uΓdΓ, 3 13

where ΔΓ is the closed contour around ΔS and uΓ is the unit tangent vector along
the contour; dS and dΓ, respectively, denote the differential surface element on S
and the differential line element along ΔΓ. The right-hand side of (3.13) vanishes
for the tangential component of en must be zero. Hence, un hn = 0 for ΔS is arbi-

trary. Therefore, hn satisfies (3.5) and the corresponding eigenvalue is k2en. If hm is
another vector modal function corresponding to em belonging to the second type,
the inner product between hn and hm is

V

hm hndV = kemken
− 1

V

∇ × em ∇ × endV

= kemken
− 1

S

un × em ∇ × endS

+
ken
kem

V

em endV = δmn
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Consequently, the vector modal functions hn in the second type can be derived
from the vector modal functions en in the second type, and they are orthonormal.
Conversely if hn is in the second type, one can define en through

∇ × hn = khnen 3 14

A similar discussion shows that en is an eigenfunction of (3.4) with khn being the
eigenvalue. So the completeness of the two sets is still guaranteed if the vector
modal functions belonging to the second type in {en} and {hn} are related through
either (3.12) or (3.14). Hereafter, (3.12) and (3.14) will be assumed and ke,n = kh,n
will be denoted by kn. Note that the complete set {en} is most appropriate for the
expansion of electric field, and the complete set {hn} is most appropriate for the
expansion of the magnetic field.

3.1.2 Modal Expansions for the Fields and Dyadic Green’s Functions

If the cavity contains an impressed electric current J, a magnetic current Jm, and a
lossy medium with εe = ε(1− j(σ/ωε)), the EM fields in the cavity satisfy the
Maxwell equations

∇ × H = jωεeE + J,

∇ × E = − jωμH− Jm,
3 15

with the boundary conditions un × E = 0 and un H = 0 on the boundary S. Since
∇ × E behaves like a magnetic field and ∇ ×H behaves like an electric field, the
fields and their curls can be expanded in terms of the vector modal functions as
follows:

E =
n
Vnen +

ν

V νeν,

H =
n
Inhn +

τ

Iτhτ,
3 16

∇ × E =
n
hn

V

∇ × E hndV +
τ

hτ

V

∇ × E hτdV ,

∇ × H =
n
en

V

∇ × H endV +
ν

eν
V

∇ × H eνdV ,
3 17

where the subscript n denotes the vector modal functions of the second type, and
the Greek subscripts ν and τ for the vector modal functions of the first or third type

Vn ν =

V

E en ν dV , In τ =

V

H hn τ dV 3 18
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The expansion coefficients in (3.17) can be determined through integration
by parts

V

∇ × E hndV =

V

E ∇ × hndV +

S

E × hn undS = knVn,

V

∇ × E hτdV =

V

E ∇ × hτdV +

S

E × hτ undS = 0,

V

∇ × H endS =

V

H ∇ × endV +

S

H × en undS = knIn,

V

∇ × H eνdS =

V

H ∇ × eνdV +

S

H × eν undS = 0,

where the boundary conditions on a perfect conductor have been used. Thus,
(3.17) can be written as

∇ × E =
n
knVnhn, ∇ × H =

n
knInen 3 19

Substituting (3.16) and (3.19) into (3.15) and equating the expansion coefficients of
the vector modal functions, one may find the equations relating the expansion
coefficients

jωεeVn − knIn = −

V

J endV ,

jωεeV ν = −

V

J eνdV ,

jωμIn + knVn = −

V

Jm hndV ,

jωμIτ = −

V

Jm hτdV

3 20

Solving these equations, the field expansion coefficients can be found as follows:

Vn = −
jωμ

k2n − k2e
V

J endV −
kn

k2n − k2e
V

Jm hndV ,

In =
kn

k2n − k2e
V

J endV +
1
jωμ

k2e
k2n − k2e

V

Jm hndV ,

3 21
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V ν = −
1

jωεe
V

J eνdV ,

Iτ = −
1
jωμ

V

Jm hτdV ,
3 22

where k2e = ω2μεe Insertion of (3.21) and (3.22) into (3.16) gives the field
expressions

E = −
n

jωμ

k2n − k2e
V

J endV +
kn

k2n − k2e
V

Jm hndV en

−
ν

1
jωεe

V

J eνdV eν,

H =
n

kn
k2n − k2e

V

J endV +
1
jωμ

k2e
k2n − k2e

V

Jm hndV hn

−
τ

1
jωμ

V

Jm hτdV hτ

3 23

It can be seen that the expansion coefficients before the modes of the second type

contain a factor of the form 1 k2n− k2e . If themedium filled in the cavity is lossless,

the fields become infinite at k = kn, a resonance phenomenon well known in a
resonant circuit. It is noted that the expansion coefficients before the modes of
the first and third types become unbounded as the operating frequencyω approach
to zero. The field expressions in (3.23) can be written in dyadic form as

E r = − jωμ

V

Ge r, r J r dV −

V

Gem r, r Jm r dr ,

H r = − jωεe
V

Gm r, r Jm r dV +

V

Gme r, r J r dV ,
3 24

where the dyadic Green’s functions are defined by

Ge r, r =
n

1

k2n − k2e
en r en r −

ν

1

k2e
eν r eν r , 3 25

Gem r, r =
n

kn
k2n − k2e

en r hn r , 3 26
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Gm r, r =
n

1

k2n − k2e
hn r hn r −

1

k2e τ

hτ r hτ r , 3 27

Gme r, r =
n

kn
k2n − k2e

hn r en r 3 28

3.2 Cavity with Openings

In previous studies, it is assumed that the cavity is closed by perfect conducting
walls. In practical situations, cavities often have apertures through which the cav-
ity exchanges energy with the outside. A general aperture coupling problem
between the cavity region and the outside is shown in Figure 3.3a. The impressed
currents J and Jm are confined in the cavity region. The impressed currents outside
the cavity are denoted by J and Jm. By Schelkunoff–Love equivalent principle, the
original problem can be separated into two equivalent problems as shown in
Figure 3.3b,c. Inside the cavity, the fields are produced by the impressed sources
J and Jm, and the equivalent magnetic current Jms = un ×E over the aperture
region Sa, with the aperture covered by an electric conductor. Outside the cavity,
the fields are produced by the impressed sources J and Jm, and the equivalentmag-
netic current −Jms (the minus sign ensures that the tangential electrical field is
continuous across the aperture). The fields inside the cavity can be easily obtained
from (3.23). The fields outside the cavity resonator can be expressed in terms of the
impressed sources J and Jm, and the equivalent magnetic current −Jms through

un

un un

(a)

(b) (c)

Conductor

Aperture Sa J′, J′m

J′, J′mAperture Sa Aperture Sa

J, Jm

J, Jm Jms –Jms

Figure 3.3 Aperture coupling. (a) Original problem. (b) Equivalent problem for cavity
region. (c) Equivalent problem for exterior region.
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the integral representation or the modal expansions of the fields discussed in
Chapter 4. The condition that the tangential magnetic field must be continuous
across the aperture may be used to determine the equivalent magnetic current
Jms. In the following, the above idea will be applied to the study on the coupling
between waveguides and cavity resonator.

3.2.1 Cavity with One Port

The EM field energy may be coupled to cavity resonator by a waveguide through
an aperture. Let Ω be the cross section of the waveguide at z = 0, where the ref-
erence plane T (input terminal) intersects with the waveguide, as shown in
Figure 3.4. The cross section Ω and metallic wall S form the cavity resonator
region. Suppose that the waveguide only supports the dominant mode and
the waveguide extends to infinity in −z direction. The dominant mode of unit
amplitude is incident from z = −∞, and excites higher order modes in the
neighborhood of the reference plane. The transverse fields in the waveguide region
z< 0 can be expanded in terms of the vector modal functions in the waveguide as
follows:

−uz × E = − e− γ1z + Γeγ1z uz × e g
1 −

∞

m = 2

V g
m eγmzuz × e g

m ,

−uz × H = e− γ1z −Γeγ1z Z − 1
w1 e

g
1 −

∞

m = 2

V g
m Z − 1

wme
γmz e g

m ,

3 29

where the superscript (g) signifies the quantities related to waveguide, V g
m are the

modal voltages, and Γ is the refection coefficient of the dominant mode at z = 0.
Assume that the cavity does not contain any impressed sources. The fields in the
cavity region z> 0 can then be obtained from (3.23):

E =
n

kn
k2n − k2e

e r
n

Ω

Jms h r
n dΩ,

H =
n

1
jωμ

k2e
k2n − k2e

h r
n

Ω

Jms h r
n dΩ−

τ

1
jωμ

h r
τ

Ω

Jms h r
τ dΩ, 3 30

V

Z

un
S′

Ω

o

T

Figure 3.4 Coupling between waveguide
and cavity resonator.
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where the superscript (r) denotes the resonator modes, and Jms = − uz × E is the
equivalent magnetic current at the input terminal. Making use of the first equation
of (3.29), the integrals over the aperture in (3.30) can be expressed as

Ω

Jms h r
n dΩ = −

∞

m = 1

V g
m

Ω

uz × e g
m h r

n dΩ,

Ω

Jms h r
τ dΩ = −

∞

m = 1

V g
m

Ω

uz × e g
m h r

τ dΩ,

where V g
1 = 1 + Γ stands for the terminal voltage for the dominant mode in the

waveguide. Since the tangential magnetic field must be continuous at z = 0, an
equation relating the modes in the waveguide and those in the cavity can be
obtained from the second equations of (3.29) and (3.30):

I g
1 e g

1 −
∞

m = 2

Vm,gZ
− 1
wme

g
m = −

n

1
jωμ

k2e
k2n − k2e

uz × h r
n

Ω

Jms h r
n dΩ

+
τ

1
jωμ

uz × h r
τ

Ω

Jms h r
τ dΩ,

where I g
1 = 1−Γ Z − 1

w1 represents the modal current for the dominant mode in

the waveguide. Multiplying both sides by e g
1 and taking the integration over

the input terminal, the terminal current can be found as follows:

I g
1 =

n

1
jωμ

k2e
k2n − k2e

Ω

uz × e g
1 h r

n dΩ
Ω

Jms h r
n dΩ

−
τ

1
jωμ

Ω

uz × e g
1 h r

τ dΩ
Ω

Jms h r
τ dΩ

The input admittance is then given by the ratio of the terminal current over the
terminal voltage

Y =
I g
1

V g
1

=
1

Zw1

1−Γ
1 + Γ

= −
n

1
jωμ

k2e
k2n − k2e

∞

m = 1

V g
m

V g
1 Ω

uz × e g
m h r

n dΩ
Ω

uz × e g
1 h r

n dΩ

+
τ

1
jωμ

∞

m = 1

V g
m

V g
1 Ω

uz × e g
m h r

τ dΩ
Ω

uz × e g
1 h r

τ dΩ

3 31
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The above expression for the input admittance can be rewritten as

Y =
n

1
jωnμ

j +
σ

ωε
1
Qn

+ j
ω

ωn
−

ωn

ω

∞

m = 1

V g
m

V g
1 Ω

uz × e g
m h r

n dΩ
Ω

uz × e g
1 h r

n dΩ

+
τ

1
jωμ

∞

m = 1

V g
m

V g
1 Ω

uz × e g
m h r

τ dΩ
Ω

uz × e g
1 h r

τ dΩ,

3 32

where Qn = ωnε/σ. If only the dominant mode exists at the input terminal, input
admittance (3.32) reduces to

Y =
n

1
jωnμ

j +
σ

ωε
1
Qn

+ j
ω

ωn
−

ωn

ω Ω

uz × e g
1 h r

n dΩ

2

+
τ

1
jωμ

Ω

uz × e g
1 h r

τ dΩ

2
3 33

Remark 3.1 Slater studied the input impedance of a cavity resonator [7]. In his
expression for the input impedance, a capacitance term is missing due to the incor-
rect use of vector modal functions. Teichmann and Wigner investigated the field
expansions in a cavity excited through holes [8]. They found that the natural res-
onance modes (the second type) were incomplete and it was necessary to add irro-
tational vector modal functions in order to permit expansion of relevant fields. The
contribution of this added component to the input impedance is an inductance
term (see the second term on the right-hand side of (3.33)), which must be
included for the cavity type 3 shown in Figure 3.1c. □

3.2.2 Cavity with Two Ports

Consider now a cavity with two openings, each of which is connected with a wave-
guide. Let Ωi and Ti(i = 1, 2) denote the cross section and input terminal of wave-
guide i, respectively. The cross sections Ω1 and Ω2 at the input terminals, and the
metallic wall S consisting of the wall of the cavity and part of the wall of the wave-
guide, form the cavity resonator region, as illustrated in Figure 3.5. It will be
assumed that both the waveguides only support the dominant mode. The domi-
nant mode of unit amplitude is incident from z1 = −∞ in the waveguide 1, which
is coupled to the waveguide 2 through the cavity resonator. The transverse fields in

120 3 Radiation in Cavity Resonator



the region z1 < 0 in waveguide 1 can be expanded in the vector modal functions

e g
n as follows:

−uz1 × E = − e− γ1z1 + Γeγ1z1 uz1 × e g
1 −

∞

m = 2

V g
m eγmz1uz1 × e g

m ,

−uz1 × H = e− γ1z1 −Γeγ1z1 Z − 1
w1 e

g
1 −

∞

m = 2

V g
m Z − 1

wme
γmz1e g

m ,

3 34

while the transverse fields in the region z2 < 0 in waveguide 2 can be expressed in

the vector modal functions e g
n as

−uz2 × E = −V g
1 eγ1z2uz2 × e g

1 −
∞

m = 2

V g
m eγmz2uz2 × e g

m ,

−uz2 × H = −V g
1 eγ1z2Z − 1

w1 e
g
1 −

∞

m = 2

V g
m Z − 1

wme
γmz2e g

m ,

3 35

If the cavity does not contain any impressed sources, the fields in the cavity
region can be expressed in terms of the equivalent magnetic currents on the input
terminals, and can be obtained from (3.23):

E =
n

kn
k2n − k2e

e r
n

Ω1

Jms h r
n dΩ +

Ω2

Jms h r
n dΩ ,

H =
n

1
jωμ

k2e
k2n − k2e

h r
n

Ω1

Jms h r
n dΩ +

Ω2

Jms h r
n dΩ

−
τ

1
jωμ

h r
τ

Ω1

Jms h r
τ dΩ +

Ω2

Jms h r
τ dΩ

3 36

V

z2

z1

T2
T1

un

S′

Ω2

Ω1

o

o

Figure 3.5 Cavity resonator with
two ports.
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The integrals containing the equivalent magnetic currents can be calculated by
using the first equation of (3.34) and (3.35):

Ω1

Jms h r
n dΩ = −

∞

m = 1

V g
m

Ω1

uz1 × e g
m h r

n dΩ,

Ω2

Jms h r
n dΩ = −

∞

m = 1

V g
m

Ω2

uz2 × e g
m h r

n dΩ,

Ω1

Jms h r
τ dΩ = −

∞

m = 1

V g
m

Ω1

uz1 × e g
m h r

τ dΩ,

Ω2

Jms h r
τ dΩ = −

∞

m = 1

V g
m

Ω2

uz2 × e g
m h r

τ dΩ

Since the tangential magnetic field must be continuous at the input terminals
z1 = 0 and z2 = 0, from the second equations of (3.34)–(3.36), one may find

1−Γ Z − 1
w1 e

g
1 −

∞

m = 2

Vm,gZ
− 1
wme

g
m = −

n

1
jωμ

k2e
k2n − k2e

uz1

× h r
n

Ω1

Jms h r
n dΩ +

Ω2

Jms h r
n dΩ

+
τ

1
jωμ

uz1 × h r
τ

Ω1

Jms h r
τ dΩ +

Ω2

Jms h r
τ dΩ , 3 37

−V g
1 Z − 1

w1 e
g
1 −

∞

m = 2

V g
m Z − 1

wme
g
m = −

n

1
jωμ

k2e
k2n − k2e

uz2

× h r
n

Ω1

Jms h r
n dΩ +

Ω2

Jms h r
n dΩ

+
τ

1
jωμ

uz2 × h r
τ

Ω1

Jms h r
τ dΩ +

Ω2

Jms h r
τ dΩ

3 38

Taking the scalar product of e g
1 with (3.37) and e g

1 with (3.38), and integrating
the resultants over Ω1 and Ω2, respectively, yield
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1−Γ Z − 1
w1 =

n

k2e
Ω1

uz1 × e g
1 h r

n dΩ

jωμ k2n − k2e

−
∞

m = 1

V g
m

Ω1

uz1 × e g
m h r

n dΩ−
∞

m = 1

V g
m

Ω2

uz2 × e g
m h r

n dΩ

−
τ

Ω1

uz1 × e g
1 h r

τ dΩ

jωμ

−
∞

m = 1

V g
m

Ω1

uz1 × e g
m h r

τ dΩ−
∞

m = 1

V g
m

Ω2

uz2 × e g
m h r

τ dΩ ,

3 39

−V g
1 Z − 1

w1 =
n

k2e
Ω2

uz2 × e g
1 h r

n dΩ

jωμ k2n − k2e

−
∞

m = 1

V g
m

Ω1

uz1 × e g
m h r

n dΩ−
∞

m = 1

V g
m

Ω2

uz2 × e g
m h r

n dΩ

−
τ

Ω2

uz2 × e g
1 h r

τ dΩ

jωμ

−
∞

m = 1

V g
m

Ω1

uz1 × e g
m h r

τ dΩ−
∞

m = 1

V g
m

Ω2

uz2 × e g
m h r

τ dΩ

3 40

Using the terminal voltages and currents for the dominant modes in waveguides
1 and 2, defined by

V 1 = V g
1 , V 2 = V g

1 , I1 = 1−Γ Z − 1
w1 , I2 = −V g

1 Z − 1
w1 ,
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(3.39) and (3.40) can be rewritten in admittance matrix form as

I1
I2

=
Y 11 Y 12

Y 21 Y 22

V 1

V 2
,

where the elements of the admittance matrix are given by

Y 11 = −
n

k2e
Ω1

uz1 × e g
1 h r

n dΩ

jωμ k2n − k2e

∞

m = 1

V g
m

V g
1 Ω1

uz1 × e g
m h r

n dΩ

+
τ

Ω1

uz1 × e g
1 h r

τ dΩ

jωμ

∞

m = 1

V g
m

V g
1 Ω1

uz1 × e g
m h r

τ dΩ ,

Y 12 = −
n

k2e
Ω1

uz1 × e g
1 h r

n dΩ

jωμ k2n − k2e

∞

m = 1

V g
m

V g
1 Ω2

uz2 × e g
m h r

n dΩ

+
τ

Ω1

uz1 × e g
1 h r

τ dΩ

jωμ

∞

m = 1

V g
m

V g
1 Ω2

uz2 × e g
m h r

τ dΩ ,

Y 21 = −
n

k2e
Ω2

uz2 × e g
1 h r

n dΩ

jωμ k2n − k2e

∞

m = 1

V g
m

V g
1 Ω1

uz1 × e g
m h r

n dΩ

+
τ

Ω2

uz2 × e g
1 h r

τ dΩ

jωμ

∞

m = 1

V g
m

V g
1 Ω1

uz1 × e g
m h r

τ dΩ ,

Y 22 = −
n

k2e
Ω2

uz2 × e g
1 h r

n dΩ

jωμ k2n − k2e

∞

m = 1

V g
m

V g
1 Ω1

uz1 × e g
m h r

n dΩ

+
τ

Ω2

uz2 × e g
1 h r

τ dΩ

jωμ

∞

m = 1

V g
m

V g
1 Ω2

uz2 × e g
m h r

τ dΩ
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3.3 Waveguide Cavity Resonator

The evaluation of the vector modal functions in an arbitrary metal cavity is not
easy, and one needs to resort to numerical methods. When the metal cavity con-
sists of a section of a uniformmetal waveguide, the analysis of the field distribution
in the metal cavity can be carried out by means of the modal theory of waveguide.
Notice that only the cavity types 1 and 3 shown in Figure 3.1 are possible for form-
ing a waveguide cavity resonator.

3.3.1 Field Expansions by Vector Modal Functions of Waveguide

Consider a waveguide cavity with a perfect electric wall of length L, as sketched in
Figure 3.6. The EM fields and the current sources J and Jm inside the cavity can be
expanded in terms of the vector modal functions {en} in the waveguide

E r =
n
Vn z en ρ +

n
en z uz

∇ en ρ
kcn

,

H r =
n
In z uz × en ρ +

uz

Ω
Ω

uz

Ω
H ρ , z dΩ +

n
hn z

∇ × en ρ
kcn

,

3 41

∇ × E r =
n

∂Vn z
∂z

+ kcnen z uz × en ρ +
n
kcnVn z

∇ × en ρ
kcn

,

∇ × H r =
n

−
∂In z
∂z

+ kcnhn z en ρ +
n
kcnIn z uz

∇ en ρ
kcn

,

3 42

J r =
n
jn z en ρ +

n
jzn z uz

∇ en ρ
kcn

,

Jm r =
n
jn z uz × en ρ +

uz

Ω
Ω

uz

Ω
Jm ρ , z dΩ +

n
jzn z

∇ × en ρ
kcn

,

3 43

L0

z

un

σ, μ, ε

Ω

Jm J

Figure 3.6 A metal cavity formed by a
waveguide.
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where r = (ρ, z) and ρ = (x, y), and the expansion coefficients are determined by

Vn =

Ω

E endΩ,

en =

Ω

E uz
∇ en
kcn

dΩ,

jn =

Ω

J endΩ,

jzn =

Ω

J uz
∇ en
kcn

dΩ,

In =

Ω

H uz × endΩ,

hn =

Ω

H
∇ × en
kcn

dΩ,

jn =

Ω

Jm uz × endΩ,

jzn =

Ω

Jm
∇ × en
kcn

dΩ

On substitution of (3.41)–(3.43) into the generalized Maxwell equations

∇ × E = − jωμH− Jm,

∇ × H = σ + jωε E + J,
3 44

one may find

n

∂Vn

∂z
+ kcnen uz × en +

n
kcnVn

∇ × en
kcn

= − jωμ
n
Inuz × en − jωμ

uz

Ω
Ω

uz

Ω
HdΩ

− jωμ
n
hn

∇ × en
kcn

−
n
jnuz × en −

uz

Ω
Ω

uz

Ω
JmdΩ−

n
jzn

∇ × en
kcn

,

3 45

n
−

∂In
∂z

+ kcnhn en +
n
kcnInuz

∇ en
kcn

=
n

σ + jωε Vnen

+
n

σ + jωε enuz
∇ en
kcn

+
n
jnen +

n
jznuz

∇ en
kcn

3 46

The equations for the expansion coefficients can be obtained by comparing the
transverse and longitudinal components on both sides of Eqs. (3.45) and (3.46):

−
∂In
∂z

+ kcnhn = σ + jωε Vn + jn, 3 47

kcnIn = σ + jωε en + jzn, for TMmodes only, 3 48
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∂Vn

∂z
+ enkcn = − jωμIn − jn, 3 49

kcnVn = − jωμhn − jzn, for TEmodes only, 3 50

− jωμ

Ω

uz

Ω
HdΩ =

Ω

uz

Ω
JmddΩ, for TEmodes only 3 51

For the TEM mode, the modal voltage and current must satisfy

∂VTEM
n

∂z
= − jωμITEMn − jn

TEM ,

∂ITEMn

∂z
= − σ + jωε VTEM

n − jTEMn ,

3 52

from (3.47) and (3.49). From now on, the superscripts TEM, TE, and TM will be
used to signify the quantities related to the TEM, TE, and TM modes in the
waveguide. The equation for the modal voltage can be easily found from (3.52)
by eliminating the modal current

∂2VTEM
n

∂z2
+ k2eV

TEM
n = jωμjTEMn −

∂

∂z
jn

TEM 3 53

Once the modal voltage is known, the modal current ITEMn can then be determined
from (3.49).
For the TE modes, the equations for the modal voltage and current are given by

∂VTE
n

∂z
= − jωμITEn − jn

TE,

∂ITEn
∂z

− kTEcn h
TE
n = − σ + jωε VTE

n − jTEn ,

jωμhTEn = − kTEcn V
TE
n − j TEzn ,

− jωμ

Ω

uz

Ω
HdΩ =

Ω

uz

Ω
JmdΩ,

3 54

from (3.47), (3.49)–(3.51). After elimination, the modal voltage VTE
n is found to

satisfy the inhomogeneous wave equation

∂2VTE
n

∂z2
+ k2e− kTEcn

2
VTE

n = jωμjTEn −
∂

∂z
j TEn + kTEcn j

TE
zn 3 55

The modal current ITEn can be determined from the modal voltage VTE
n by using the

first equation of (3.54).
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For the TM mode, the modal voltage and current satisfy

∂VTM
n

∂z
+ kTMcn eTMn = − jωμITMn − j TMn ,

∂ITMn
∂z

= − σ + jωε VTM
n − jTMn ,

σ + jωε eTMn = kTMcn ITMn − jTMzn ,

3 56

from (3.47) to (3.49). The modal current ITMn satisfies the wave equation

∂2ITMn
∂z2

+ k2e− kTMcn
2
ITMn = −

∂

∂z
jTMn − kcnj

TM
zn + σ + jωε j TMn 3 57

The modal voltage VTM
n can then be determined by the second equation of (3.56).

Since the tangential electric field on the electric conductor must be zero, the
modal voltage satisfies the homogeneous Dirichlet boundary conditions at both
ends of the cavity resonator

Vn z=0 =Vn z=L =0 3 58

According to (3.47) and that the normal component of the magnetic field on an
electric conductor is zero, the modal current must satisfy the homogeneous Neu-
mann boundary conditions at the two ends of the cavity resonator

∂In
∂z z=0

=
∂In
∂z z= L

=0 3 59

On account of the boundary conditions (3.58), the solutions of (3.53) and (3.55) for
the modal voltages have the following expansions:

VTEM,TE
n =

∞

l = 1

aTEM,TE
nl

2
L
sin

lπ
L
z 3 60

When these are introduced into (3.53) and (3.55), one may find

∞

l = 1

aTEM,TE
nl k2e − kTEM,TE

nl
2 2

L
sin

lπ
L
z

= jωμjTEM,TE
n −

∂

∂z
j TEM,TE
n + kTEM,TE

cn j TEM,TE
zn ,

3 61
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where

kTEM,TE
nl

2
= kTEM,TE

cn
2
+

lπ
L

2

3 62

Note that kTEMcn = 0 Multiplying both sides of (3.61) by 2 L sin lπz L and taking
the integration overt the interval [0, l], the expansion coefficients in (3.61) are
found to be

aTEM,TE
nl = −

jωμ

ΓTEM,TE
n

2

L

0

jTEM,TE
n z

2
L
sin

lπ
L
zdz

−
1

ΓTEM,TE
n

2

L

0

j TEM,TE
n z

lπ
L

2
L
cos

lπ
L
zdz

−
kTEM,TE
cn

ΓTEM,TE
n

2

L

0

j TEM,TE
zn z

2
L
sin

lπ
L
zdz,

3 63

where

ΓTEM,TE
n

2
= kTEM,TE

nl
2
− k2e 3 64

The modal currents for TEM and TE modes are obtained from (3.49) while the
longitudinal components of magnetic field are determined by the last two equa-
tions of (3.54). Thus,

ITEM,TE
n = −

1
jωμ

∂VTEM,TE
n

∂z
−

1
jωμ

j TEM,TE
n

= −
1
jωμ

∞

l = 1

aTEM,TE
nl

lπ
L

2
L
cos

lπ
L
z−

1
jωμ

j TEM,TE
n ,

hTEn = −
1
jωμ

kTEcn V
TE
n −

1
jωμ

j TEM,TE
zn

= −
1
jωμ

kTEcn

∞

l = 1

aTEnl
2
L
sin

lπ
L
z−

1
jωμ

j TEM,TE
zn ,

− jωμ

Ω

uz

Ω
HdΩ =

Ω

uz

Ω
JmdΩ
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From the boundary condition (3.59), the solution of (3.57) for modal current can
be expressed as

ITMn =
∞

l = 0

aTMnl
εl
L
cos

lπ
L
z 3 65

Substituting the above expansion into (3.57), one may find

∞

l = 0

aTMnl k2e − kTMnl
2 εl

L
cos

lπ
L
z

= −
∂

∂z
jTMn − kTMcn jTMzn + σ + jωε j TMn ,

3 66

where

kTMnl
2
= kTMcn

2
+

lπ
L

2

3 67

Similarly, the expansion coefficients aTMnl in (3.66) can be determined by using the

orthonormality of the functions εl L cos lπz L :

aTMnl =
1

ΓTM
n

2

lπ
L

L

0

jTMn
εl
L
sin

lπ
L
zdz +

kTMcn
ΓTM
n

2

L

0

jTMzn
εl
L
cos

lπ
L
zdz

−
σ + jωε

ΓTM
n

2

L

0

j TMzn
εl
L
cos

lπ
L
zdz,

3 68

where

ΓTM
n

2
= kTMnl

2
− k2e 3 69

In deriving (3.68), the electric current has been assumed to vanish at the two ends
of the cavity resonator. The modal voltage and longitudinal component of the
electric field are then, respectively, determined from the last two equations
of (3.56):

VTM
n =

1
σ + jωε

∞

l = 0

aTMnl
lπ
L

εl
L
sin

lπ
L
z−

1
σ + jωε

jTMn ,

eTMn =
kTMcn

σ + jωε

∞

l = 0

aTMnl
εl
L
cos

lπ
L
z−

1
σ + jωε

jTMzn
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Substituting the expansions for the modal voltages and currents into (3.41) and
(3.42), one obtains the field expansions

E =
n

∞

l = 0

aTEMnl eTEMnl +
n

∞

l = 0

aTEnl e
TE
nl

+
1

σ + jωε n

∞

l = 0

aTMnl kTMnl eTMnl −
1

σ + jωε
JTM ,

H = −
1
jωμ n

∞

l = 0

aTEMnl kTEMnl hTEM
nl −

1
jωμ n

∞

l = 0

aTEnl k
TE
nl h

TE
nl

+
n

∞

l = 0

aTMnl hTM
nl −

1
jωμ

JTEMm + JTEm ,

3 70

∇ × E =
n

∞

l = 0

aTEMnl kTEMcn hTEM
nl +

n

∞

l = 0

aTEnl k
TE
cn h

TE
nl

− jωμ
n

∞

l = 0

aTMnl hTM
nl − JTMm ,

∇ × H = σ + jωε
n

∞

l = 0

aTEMnl eTEMnl + σ + jωε
n

∞

l = 0

aTEnl e
TE
nl

+
n

∞

l = 0

aTMnl kTMcn eTMnl + JTEM + JTE,

3 71

where the normalized electric vector modal functions enl and the normalized mag-
netic vector modal functions hnl for the waveguide cavity resonator have been
introduced, and they are defined by

eTEMnl = eTEMn
2
L
sin

lπ
L
z,

hTEM
nl = uz × eTEMn

εl
L
cos

lπ
L
z,

3 72

eTEnl = eTEn
2
L
sin

lπ
L
z,

hTE
nl =

1

kTEnl
uz × eTEn

lπ
L

2
L
cos

lπ
L
z + kTEcn

∇ × eTEn
kTEcn

2
L
sin

lπ
L
z ,

3 73

eTMnl =
1

kTMnl

lπ
L
eTMn

εl
L
sin

lπ
L
z + uzk

TM
cn

∇ eTMn
kTMcn

εl
L
cos

lπ
L
z ,

hTM
nl = uz × eTMn

εl
L
cos

lπ
L
z

3 74
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Other source terms in (3.70) and (3.71) are given by

JTEM =
n
jTEMn eTEMn ,

JTE =
n
jTEn eTEn ,

JTM =
∞

n = 1

jTMn eTMn +
∞

n = 1

jTMzn uz,

JTEMm =
n
j TEMn uz × eTEMn ,

JTEm =
n
j TEn uz × eTEn +

n
j TEzn

∇ × eTEn
kTEcn

+ uz
1

Ω
Ω

uz Jm
Ω

dΩ,

JTMm =
n
j TMn uz × eTMn ,

and they denote the expansions of the current distributions in terms of the vector
modal functions of various types. In terms of the normalized vector modal func-
tions, the expansion coefficients (3.63) and (3.68) can be expressed by

aTEM,TE
nl = −

jωμ

ΓTEM,TE
n

2

Ω

L

0

J eTEM,TE
nl dV −

kTEM,TE
nl

ΓTEM,TE
n

2

Ω

L

0

Jm hTEM,TE
nl dV ,

3 75

aTMnl =
kTMnl
ΓTM
n

2

Ω

L

0

J eTMnl dV −
σ + jωε

ΓTM
n

2

Ω

L

0

Jm hTM
nl dV , 3 76

where dV = dΩdz denotes the differential volume element. The electric field in
(3.70) can be rewritten as

E = −
n

∞

l = 0

eTEMnl
jωμ

ΓTEM
n

2

Ω

L

0

J eTEMnl dV −
n

∞

l = 0

eTEnl
jωμ

ΓTE
n

2

Ω

L

0

J eTEnl dV

−
n

∞

l = 0

eTMnl
jωμ

ΓTM
n

2

Ω

L

0

J eTMnl dV −
n

∞

l = 0

eTEMnl
1

ΓTEM
n

2

lπ
L

Ω

L

0

Jm hTEM
nl dV

−
n

∞

l = 0

eTEnl
kTEnl
ΓTE
n

2

Ω

L

0

Jm hTE
nl dV −

n

∞

l = 0

eTMnl
kTMnl
ΓTM
n

2

Ω

L

0

Jm hTM
nl dV

−
jωμ

k2e n

∞

l = 0

eTMnl
Ω

L

0

J eTMnl dV +
jωμ

k2e n
jTMn eTMn +

jωμ

k2e n
jTMzn uz

∇ eTMn
kTMcn

3 77
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3.3.2 Modal Representations of Dyadic Green’s Functions

The electric current J may be considered as a vector of the electric type. For this

reason, jn(z) can be expanded in terms of the functions 2 L sin lπz L while

jzn(z) can be expanded in terms of the function εl L cos lπz L . The last three
terms on the right-hand side of (3.77) can be written as

−
jωμ

k2e n

∞

l = 0

eTMnl
Ω

L

0

J eTMnl dV +
jωμ

k2e n
jTMn eTMn +

jωμ

k2e n
jTMzn uz

∇ eTMn
kTMcn

=
jωμ

k2e n

∞

l = 0

eTMnl
Ω

L

0

J eTMnl dV ,

where eTMnl is the normalized vector modal function defined by

eTMnl =
kTMcn
kTMnl

eTMn
εl
L
sin

lπ
L
z−

1

kTMnl

lπ
L
uz

∇ eTMn
kTMcn

εl
L
cos

lπ
L
z 3 78

The electric field (3.77) can be expressed in a compact form by introducing dyadic
notations

E r = − jωμ

Ω

L

0

Ge r, r J r dV −

Ω

L

0

Gem r, r Jm r dV , 3 79

where the dyadic Green’s functions are defined by

Ge r, r =
n

∞

l = 0

1

ΓTEM
n

2 e
TEM
nl r eTEMnl r +

n

∞

l = 0

1

ΓTE
n

2 e
TE
nl r eTEnl r

+
n

∞

l = 0

1

ΓTM
n

2 e
TM
nl r eTMnl r −

n

∞

l = 0

1

k2e
eTMnl r eTMnl r ,

3 80

Gem r, r =
n

∞

l = 0

kTEMnl

ΓTEM
n

2 e
TEM
nl r hTEM

nl r +
n

∞

l = 0

kTEnl
ΓTE
n

2 e
TE
nl r hTE

nl r

+
n

∞

l = 0

kTMnl
ΓTM
n

2 e
TM
nl r hTM

nl r

3 81

Similarly, the magnetic current Jm may be considered as a vector of the type of
magnetic field. Therefore, jn z can be expanded in terms of the functions
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εl L cos lπz L while jzn z can be expanded in terms of the function

2 L sin lπz L . The magnetic field in (3.70) can be written as

H r = − jωεe
Ω

L

0

Gm r, r Jm r dV +

Ω

L

0

Gme r, r J r dV , 3 82

where the dyadic Green’s functions are defined by

Gm r, r =
n

∞

l = 0

1

ΓTEM
n

2 h
TEM
nl r hTEM

nl r +
n

∞

l = 0

1

ΓTE
n

2 h
TE
nl r hTE

nl r

+
n

∞

l = 0

1

ΓTM
n

2 h
TM
nl r hTM

nl r

−
n

∞

l = 0

1

k2e
h
TE
nl r h

TE
nl r −

1

k2e

uzuz

Ω
δ z− z ,

3 83

Gme r, r =
n

∞

l = 0

kTEMnl

ΓTEM
n

2 h
TEM
nl r eTEMnl r +

n

∞

l = 0

kTEnl
ΓTE
n

2 h
TE
nl r eTEnl r

+
n

∞

l = 0

kTMnl
ΓTM
n

2 h
TM
nl r eTMnl r

3 84

In (3.83), the vector modal function h
TE
nl is defined by

h
TE
nl r =

kTEcn
kTEnl

uz × eTEn ρ
2
L
cos

lπ
L
z−

1

kTEnl

lπ
L

∇ × eTEn ρ
kTEcn

2
L
sin

lπ
L
z

3 85

It is easy to verify that the normalized vector modal functions for the waveguide
cavity resonator satisfy the following relations:

∇ × hTEM
n0 = 0, ∇ hTEM

n0 = 0, 3 86

∇ × eTMnl = 0, 3 87

∇ × h
TE
nl = 0, 3 88

∇ × eTEMnl = kTEMnl hTEM
nl , ∇ × hTEM

nl = kTEMnl eTEMnl , 3 89
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∇ × eTEnl = kTEnl h
TE
nl , ∇ × hTE

nl = kTEnl e
TE
nl , 3 90

∇ × eTMnl = kTMnl hTM
nl , ∇ × hTM

nl = kTMnl eTMnl 3 91

All the vector modal functions satisfy the vector wave equations (3.4) and (3.5).

Furthermore, the irrotational vector modal functions eTMnl can be expressed as
the gradient of a scalar function

eTMnl = ∇φTM
nl , 3 92

where

φTM
nl = −

1

kTMnl

∇ eTMn
kTMcn

εl
L
sin

lπ
L
z 3 93

satisfies

∇2φTM
nl r + kTMnl

2
φTM
nl r =0,

φTM
nl r

Γ
=0

3 94

Similarly, the irrotational vector modal function h
TE
nl can be expressed as the gra-

dient of a scalar function

h
TE
nl = ∇ψTE

nl , 3 95

where

ψTE
nl =

1

kTEnl
uz

∇ × eTEn
kTEcn

2
L
cos

lπ
L
z

satisfies

∇2ψTE
nl r + kTEnl

2
ψTE
nl r =0,

∂ ψTE
nl r
∂n Γ

=0
3 96

In summary, the normalized electric and magnetic vector modal functions used
to expand the EM fields in a waveguide cavity may be divided into three types:

Electric

Type 1 0 ,

Type 2 eTEMnl , eTEnl , e
TM
nl ,

Type 3 eTMnl

Magnetic

Type 1 hTEM
n0 ,

Type 2 hTEM
nl ,hTE

nl ,h
TM
nl ,

Type 3 h
TE
nl

3 97
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The vector modal functions of type 1 are both irrotational and divergence-
less. Such vector modal functions are needed for the expansion of the mag-
netic field in the waveguide cavity resonators consisting of multiple
conductor transmission lines such as a coaxial cable, and they correspond
to the field generated by the direct current flowing along the multiple conduc-
tors through the short ends. It is also noted that the electric vector modal
function of type 1 does not exist even in the waveguide cavity resonator con-
sisting of multiple conductor transmission lines due to the existence of the
short ends. The vector modal functions of type 2 are divergenceless while
those of type 3 are irrotational.

3.4 Vector Modal Functions for Typical Waveguide
Cavity Resonators

In this section, the normalized vector modal functions for typical waveguide cav-
ities will be summarized. They can be obtained directly from the vector modal
functions of the corresponding waveguide; their derivations are fairly straightfor-
ward, and only the results will be given.

3.4.1 Rectangular Waveguide Cavity

For a rectangular waveguide cavity resonator shown in Figure 3.7, the normalized
vector modal functions actually represent the possible standing-wave patterns that
can exist in the rectangular waveguide, and can be obtained from the vector modal
functions of the rectangular waveguide

z

y

x

L

b

a

Figure 3.7 Rectangular waveguide cavity.
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eTEnl = ux
1

kTEcn

qπ
b

2εpεq
Lab

cos
pπ
a
x sin

qπ
b
y sin

lπ
L
z

−uy
1

kTEcn

pπ
a

2εpεq
Lab

sin
pπ
a
x cos

qπ
b
y sin

lπ
L
z,
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eTMnl = ux
1

kTMnl kTMcn

lπ
L
pπ
a

4εl
Lab

cos
pπ
a
x sin

qπ
b
y sin

lπ
L
z

+ uy
1

kTMnl kTMcn

lπ
L
qπ
b

4εl
Lab

sin
pπ
a
x cos

qπ
b
y sin

lπ
L
z

−uz
kTMcn
kTMnl

4εl
Lab

sin
pπ
a
x sin

qπ
b
y cos

lπ
L
z,
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eTMnl = ux
1

kTMnl

pπ
a

4εl
Lab

cos
pπ
a
x sin

qπ
b
y sin

lπ
L
z

+ uy
1

kTMnl

qπ
b

4εl
Lab

sin
pπ
a
x cos

qπ
b
y sin

lπ
L
z

+ uz
1

kTMnl

lπ
L

4εl
Lab

sin
pπ
a
x sin

qπ
b
y cos

lπ
L
z,
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h
TE
nl = ux

1

kTEnl

pπ
a

2εpεq
Lab

sin
pπ
a
x cos

qπ
b
y cos

lπ
L
z

+ uy
1

kTEnl

qπ
b

2εpεq
Lab

cos
pπ
a
x sin

qπ
b
y cos

lπ
L
z

+ uz
1

kTEnl

lπ
L

2εpεq
Lab

cos
pπ
a
x cos

qπ
b
y sin

lπ
L
z,
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where kTEcn and k
TM
cn are, respectively, the cutoff wavenumbers for TE and TMmodes

in the rectangular waveguide.

3.4.2 Circular Waveguide Cavity

The circular waveguide cavity has a high quality factor (QF) and wide operating fre-
quency range, and isoftenused forwavemeters tomeasure frequency [12].Thevector
modal functions for circular waveguide cavity resonator (Figure 3.8) are given by

eTEnl = ± uρ
2εq
Lπ

q

χ 2
qp − q2

1
ρ

Jq χqp
ρ

a

Jq χqp

sin qφ

cos qφ
sin

lπ
L
z

+ uφ
2εq
Lπ

χqp

χ 2
qp − q2

1
a

Jq χqp
ρ

a

Jq χqp

cos qφ

sin qφ
sin

lπ
L
z,
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eTMnl = −uρ
εqεl
πL

1

kTMnl

lπ
L
1
a

Jq χqp
ρ

a

Jq + 1 χqp

cos qφ

sin qφ
sin

lπ
L
z

± uφ
εqεl
πL

1

kTMnl

lπ
L

q
χqp

1
ρ

Jq χqp
ρ

a

Jq + 1 χqp

sin qφ

cos qφ
sin

lπ
L
z

+ uz
εqεl
πL

1

kTMnl

χqp
a

1
a

Jq χqp
ρ

a

Jq + 1 χqp

cos qφ

sin qφ
cos

lπ
L
z,
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eTMnl = −uρ
εqεl
πL

kTMcn
kTMnl

Jq χqp
ρ

a

aJq + 1 χqp

cos qφ

sin qφ
sin

lπ
L
z

± uφ
εqεl
πL

kTMcn
kTMnl

q
χqp

Jq χqp
ρ

a

ρJq + 1 χqp

sin qφ

cos qφ
sin

lπ
L
z

−uz
εqεl
πL

1

kTMnl

lπ
L

Jq χqp
ρ

a

aJq + 1 χqp

cos qφ

sin qφ
cos

lπ
L
z,
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h
TE
nl = ± uφ

2εq
πL

kTEcn
kTEnl

q

χ 2
qp − q2

Jq χqp
ρ

a

ρJq χqp

sin qφ

cos qφ
cos

lπ
L
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−uρ
2εq
πL
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χqp

χ 2
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Jq χqp
ρ

a

aJq χqp 1
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lπ
L
z

+ uz
2εq
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1
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TE
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lπ
L

χqp
a

2
1

Jq χqp χ 2
qp − q2

cos qφ

sin qφ
sin

lπ
L
z
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The notations used in the above expressions are defined in Section 2.1.
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z

y0 L

Figure 3.8 Circular waveguide cavity
resonator.
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3.4.3 Coaxial Waveguide Cavity

The vector modal functions for a coaxial waveguide cavity resonator
(Figure 3.9) are

eTEMnl = uρ
l

2π ln c1

1
ρ

2
L
sin
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L
z,
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a
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lπ
L
z

+ uz
1

kTEnl k
TE
cn

lπ
L

χqp
a

2

h χqp
ρ

a
εq
2π

cos qφ

sin qφ

2
L
sin

lπ
L
z

For the notations used above, please refer to Section 2.1.
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Figure 3.9 Coaxial waveguide cavity
resonator.

3.4 Vector Modal Functions for Typical Waveguide Cavity Resonators 139



3.5 Radiation in Waveguide Revisited

An infinite waveguide can be formed by extending the two ends of the waveguide
cavity to infinity. For this purpose, one can make use of the coordinate transform
z z− L/2 to shift the origin of the original coordinate system to the center of the
cavity. The waveguide cavity becomes an infinite waveguide as the length L tends
to infinity, and the dyadic Green’s functions for the waveguide cavity can be shown
to approach correspondingly to those for the waveguide discussed in Chapter 2. By
the coordinate transform z z− L/2, the discrete eigenvalues 2lπ/L or (2l− 1)π/L
in the dyadic Green’s functions for the waveguide cavity become closer together as
L ∞, and eventually they merge in the limit into the positive axis. As a result,
the infinite sums become integrals. After expanding the electric dyadic Green’s
function (3.80), one may find that a number of summations must be replaced
by integrals as L ∞. They are summarized below.

1) lim
L ∞

∞

l = 0

1

ΓTEM,TE
n

2

2
L
sin

lπ
L
zs sin

lπ
L
zs =

1

2γTEM,TE
n

e− γTEM,TE
n z− z ,

2) lim
L ∞

∞

l = 0

1

kTMnl ΓTM
n

2

lπ
L

2 εl
L
sin

lπ
L
zs sin

lπ
L
zs

= −
1

2k2e
γTMn e− γTMn z− z − kTMcn e− kTMcn z− z ,

3) lim
L ∞

∞

l = 0

1

kTMnl ΓTM
n

2

εl
L
cos

lπ
L
zs cos

lπ
L
zs

=
1

2kTMcn γTMn k2e
kTMcn e− γTMn z− z − γTMn e− kTMcn z− z ,

4) lim
L ∞

∞

l = 0

1

kTMnl ΓTM
n

2

lπ
L

εl
L
cos

lπ
L
zs sin

lπ
L
zs

=
1

2k2e
e− γTMn z− z − e− kTMcn z− z sgn z− z ,

5) lim
L ∞

∞

l = 0

kTMcn
kTMnl ke

2
εl
L
sin

lπ
L
zs sin

lπ
L
zs =

e− kTMcn z− z

2kTMcn
,

6) lim
L ∞

∞

l = 0

1

kTMcn kTMnl ke

lπ
L

2
εl
L
cos

lπ
L
z cos

lπ
L
z

=
1

kek
TM
cn

2 δ z− z +
kTMcn e− kTMcn z− z

2
,

7) lim
L ∞

∞

l = 0

1

kTMnl ke
2

lπ
L

εl
L
sin

lπ
L
zs cos

lπ
L
zs = −

1

2k2e
e− kTMcn z− z sgn z− z ,
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8) lim
L ∞

∞

l = 0

kTMcn
kTMnl ke

2

lπ
L

εl
L
cos

lπ
L
z sin

lπ
L
z =

kTMcn
2k2e

e− kTMcn z− z sgn z− z

In the above, zs = z− L 2 , zs = z − L 2 , and

γTEM,TE,TM
n =

j k2e − kTEM,TE,TM
cn

2
, k > kTEM,TE,TM

cn

kTEM,TE,TM
cn

2
− k2e , k < kTEM,TE,TM

cn

are the propagation constants of the modes in waveguide. After the limiting proc-
ess, the electric dyadic Green’s function (3.80) can be written as

Ge r, r =
n

1
2γTEMn

ETEM
n ± r ETEM

n r

+
n

1
2γTEn

ETE
n ± r ETE

n r −
n

γTMn
2k2e

ETM
n ± r ETM

n r

−
n
uzuz

∇ eTMn ρ
kTMcn

∇ eTMn ρ
kTMcn

1

k2e
δ z− z ,

z > z

z < z
,
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where the fundamental field patterns (2.69) in the waveguide have been used.
Equation (3.106) agrees with (2.65) for the waveguide. It can be shown that other
dyadic Green’s functions also approach to their counterparts in the waveguide
as L ∞.
A semi-infinite waveguide shorted at z= 0 can be formed from a waveguide cav-

ity by letting its length L approach to infinity. The dyadic Green’s function for the
semi-infinite waveguide can be found as follows:

Ge r, r =
1
2 n

Zwn

jωμ
En ± r En r −En + r En + r

−uzuz
1

k2e
δ r− r ,

z > z

z < z
,
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where the summation is over all types of modes.

3.6 Transient Fields in Cavity Resonator

The time-domain response inside a metal cavity resonator is uniquely determined
by the boundary conditions, initial conditions, and source conditions. A transient
source in cavity will excite an infinite number of modes and the total fields in the
cavity are the linear combination of these modes. In the following, our study will
be confined to the time-domain response of waveguide cavity resonator. Consider
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a waveguide cavity with a perfect electric wall of length L, as shown in Figure 3.6.
The transient EM fields inside the waveguide cavity, excited by current sources J
and Jm, can be expanded in terms of the transverse vector modal functions en in
the waveguide

E r, t =
∞

n = 1

vn z, t en ρ + uz

∞

n = 1

∇ en ρ
kcn

en z, t ,

H r, t =
∞

n = 1

in z, t uz × en ρ + uz
1

Ω
Ω

uz H

Ω
dΩ +

∞

n = 1

∇ × en ρ
kcn

hn z, t ,
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where

vn =

Ω

E endΩ,

en =

Ω

uz E
∇ etn
kcn

dΩ,

in =

Ω

H uz × endΩ,

hn =

Ω

H
∇ × etn
kcn

dΩ

Similar to the study of the transient fields in waveguide, the modal voltage vTEMn

and the modal current iTEMn for the TEM mode, respectively, satisfy the wave
equations

∂2vTEMn

∂z2
−

1
v2
∂2vTEMn

∂t2
− σ

η

v
∂vTEMn

∂t
=

η

v
∂

∂t
Ω

J endΩ−
∂

∂z
Ω

Jm uz × endΩ,

∂2iTEMn

∂z2
−

1
v2
∂2iTEMn

∂t2
− σ

η

v
∂iTEMn

∂t
= σ

Ω

Jm uz × endΩ

−
∂

∂z
Ω

J endΩ +
1
ηv

∂

∂t
Ω

Jm uz × endΩ
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Once vTEMn (or iTEMn ) are known, iTEMn (or vTEMn ) can be determined by the time

integration of vTEMn (or iTEMn ). The modal voltage vTEn for the TE mode satisfies
the modified Klein–Gordon equation

∂2vTEn
∂z2

−
1
v2
∂2vTEn
∂t2

− σ
η

v
∂vTEn
∂t

− k2cnv
TE
n =

η

v
∂

∂t
Ω

J endΩ−
∂

∂z
Ω

Jm uz × endΩ

+ kcn
Ω

uz Jm
uz ∇ × en

kcn
dΩ

3 110
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The modal current iTEn for the TE mode can be determined by the time integration

of ∂vTEn ∂z:

iTEn z, t = −
η

v

t

− ∞

∂vTEn z, t
∂z

dt

−
η

v

t

− ∞ Ω

Jm r, t uz × en ρ dΩ ρ dt
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The modal current iTMn for the TM mode also satisfies the modified Klein–Gordon
equation

∂2iTMn
∂z2

−
1
v2
∂2iTMn
∂t2

− σ
η

v
∂iTMn
∂t

− k2cni
TM
n = σ

Ω

Jm uz × endΩ−
∂

∂z
Ω

J endΩ

+
1
ηv

∂

∂t
Ω

Jm uz × endΩ− kcn
Ω

uz J
∇ en
kcn

dΩ

3 112

The modal voltage vTMn can then be determined by the time integration of ∂iTMn ∂z:

vTMn z, t = − ηv

t

−∞

∂iTMn z, t
∂z

dt − ηv

t

−∞ Ω

J r, t en ρ dΩ ρ dt

3 113

Similar to (3.58) and (3.59), the time-domain modal voltage must satisfy the
homogeneous Dirichlet boundary conditions

vn z, t
z=0

= vn z, t
z= L

=0, 3 114

and the time-domain current must satisfy the homogeneous Neumann boundary
conditions

∂in z, t
∂z z=0

=
∂in z, t

∂z z= L

=0 3 115

In order to solve (3.109), (3.110), and (3.112) subject to the boundary conditions
(3.114) and (3.115), one may introduce the retarded Green’s function

∂2

∂z2
−

1
v2

∂2

∂t2
−σ

η

v
∂

∂t
−k2cn Gv

n z, t; z , t = −δ z−z δ t− t ,

Gv
n z, t; z , t

t< t
=0,

Gv
n z, t; z , t

z= z1
=Gv

n z, t; z , t
z= z2

= 0,

3 116
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for the modal voltage, and the retarded Green’s function

∂2

∂z2
−

1
v2

∂2

∂t2
− σ

η

v
∂

∂t
− kcn Gi

n z, t; z , t = − δ z− z δ t− t ,

Gi
n z, t; z , t

t < t
= 0,

∂Gi
n z, t; z , t

∂z z = z1

=
∂Gi

n z, t; z , t
∂z z = z2

= 0,
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for the modal current. The solutions of these equations are [24]

Gv
n z, t; z , t =

∞

m = 1

2v
L

sin
mπ

L
z− z1 sin

mπ

L
z − z1

e− γ t− t

sin v t− t k2cn +
mπ

L

2
−

γ

v

2

k2cn +
mπ

L

2
−

γ

v

2
H t− t ,
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Gi
n z, t; z , t =

∞

m = 0

εmv
L

cos
mπ

L
z− z1 cos

mπ

L
z − z1

e− γ t− t

sin v t− t k2cn +
mπ

L

2
−

γ

v

2

k2cn +
mπ

L

2
−

γ

v

2
H t− t ,
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where γ = σ/2ε. If one of the ends of the waveguide cavity extends to infinity, say,
L ∞, the discrete values mπ/L become a continuum. In this case, equa-
tions (3.118) and (3.119) become

Gv
n z, t; z , t

z2 ∞
= −

v
π
e− γ t− t

∞

0

cos k z + z − 2z1 − cos k z− z
sin v t− t k2cn + k2 −

γ

v

2

k2cn + k2 −
γ

v

2
dk,

Gi
n z, t; z , t

z2 ∞
=

v
π
e− γ t− t

∞

0

cos k z + z − 2z1 + cos k z− z
sin v t− t k2cn + k2 −

γ

v

2

k2cn + k2 −
γ

v

2
dk

The above integrations can be carried out, and the retarded Green’s functions are
found to be
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eγ t− t Gv
n z, t; z , t L ∞

= −
v
2
J0 k2cnv

2 − γ2
1 2

t− t 2
−

z + z − 2z1
2

v2
H v t− t − z + z − 2z1

+
v
2
J0 k2cnv

2 − γ2
1 2

t− t 2
−

z− z 2

v2
H v t− t − z− z ,
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eγ t− t Gi
n z, t; z , t L ∞

=
v
2
J0 k2cnv

2 − γ2
1 2

t− t 2
−

z + z − 2z1
2

v2
H v t− t − z + z − 2z1

+
v
2
J0 k2cnv

2 − γ2
1 2

t− t 2
−

z− z 2

v2
H v t− t − z− z
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The retarded Green’s functions (3.120) and (3.121) can be used to solve the
modified Klein–Gordon equations

∂2

∂z2
−

1
v2

∂2

∂t2
− σ

η

v
∂

∂t
− k2cn vn z, t = f z, t , z1 < z < z2,

∂2

∂z2
−

1
v2

∂2

∂t2
− σ

η

v
∂

∂t
− k2cn in z, t = g z, t , z1 < z < z2,

subject to the boundary conditions (3.114) and (3.115), and the solutions are

vn z, t = −

z2

z1

dz

∞

−∞

f z , t Gv
n z, t; z , t dt , z1 < z < z2,

in z, t = −

z2

z1

dz

∞

−∞

g z , t Gi
n z, t; z , t dt , z1 < z < z2
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According to (3.122), the solutions of (3.110) and (3.112) can be expressed by

vTEn z, t = −
η

v

z2

z1

dz

∞

−∞

Gv
n z, t; z , t dt

Ω

∂

∂t
J ρ , z , t en ρ dΩ ρ

−

z2

z1

dz

∞

−∞

∂Gv
n z, t; z , t

∂z
dt

Ω

Jm ρ , z , t uz × en ρ dΩ ρ

− kcn

z2

z1

dz

∞

−∞

Gv
n z, t; z , t dt

Ω

uz Jm ρ , z , t
uz ∇ × en ρ

kcn
dΩ ρ ,
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iTMn z, t = −

z2

z1

dz

∞

−∞

∂Gi
n z, t; z , t

∂z
dt

Ω

J ρ , z , t en ρ dΩ ρ

−
1
ηv

z2

z1

dz

∞

−∞

Gi
n z, t; z , t dt

Ω

∂

∂t
Jm ρ , z , t uz × en ρ dΩ ρ

+ kcn

z2

z1

dz

∞

−∞

Gi
n z, t; z , t dt

Ω

uz J ρ , z , t
∇ en ρ

kcn
dΩ ρ

3 124

In deriving the above expressions, it has been assumed that all sources are
confined inside the cavity. It should be notified that the time-domain voltage
and current do not satisfy the homogeneous boundary conditions (3.114) and
(3.115) at z= 0 or z= L if the magnetic current Jm is tightly pressed on the electric
wall z = 0 or z = L.

Example 3.1 Consider a shorted rectangular waveguide shown in Figure 3.10.
The shorted waveguide is excited by a line current extending across the waveguide
centered at (x = a/2, z = z0):

J r, t = uyδ x−
a
2

δ z− z0 f t

By the symmetry of the structure and the excitation condition, only TEn0 modes
will be excited. If the input signal is of the form f (t) = H(t) sin ωt and the heat loss
is ignored, the time-domain voltages may be found from (3.120) and (3.123) as
follows:

vTEn z, t =
bη
2

2
ab

1 2

ka sin
nπ
2

vt a

z− z0 a

cos ka
vt

a−u
J0 kcna u2 −

z− z0
2

a2
du

−

vt a

z + z0 a

cos ka
vt

a−u
J0 kcna u2 −

z + z0
2

a2
du

Due to the existence of radiation loss in the shorted waveguide, the time-domain
responses may be divided into the sum of a steady-state part and a transient part

vTEn z, t = vTEn z, t steady + vTEn z, t transient ,
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where

vTEn z, t steady =
bη
2

2
ab

1 2

ka sin
nπ
2

∞

z− z0 a

cos ka
vt

a− u
J0 kcna u2 −

z− z0
2

a2
du

−

∞

z + z0 a

cos ka
vt

a−u
J0 kcna u2 −

z + z0
2

a2
du ,

vTEn z, t transient = −
bη
2

2
ab

1 2

ka sin
nπ
2

∞

vt a

cos ka
vt

a−u
J0 kcna u2 −

z− z0
2

a2
du

−

∞

vt a

cos ka
vt

a− u
J0 kcna u2 −

z + z0
2

a2
du

The transient part approaches to zero as t ∞. The integrals in the steady-state
part can be carried out

vTEn z, t steady =
bη
2

2
ab

1 2 ka

ka 2
− kcna

2
sin

nπ
2

×

sin ka
vt
a
−

z− z0
a

ka 2
− kcna

2

− sin ka
vt
a
−

z + z0
a

ka 2
− kcna

2 , k > kcn

cos ka
vt
a

exp −
z− z0
a

kcna
2
− ka 2

− cos ka
vt
a

exp −
z + z0

a
kcna

2
− ka 2 , k < kcn

z0

y y

z

b

x
J

oo a

b

Figure 3.10 A shorted rectangular waveguide excited by a centered current source.
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In the region 0 < z< z0, the steady-state response may be rewritten as

vTEn z, t steady =
1

2

b
a

1 2 ηk
βn

sin
nπ
2

2 sin βnz cos ωt− βnz0 , k > kcn
cos ωt exp βn z− z0 −

cos ωt exp − βn z + z0 , k < kcn

,

where βn = k2 − k2cn
1 2

. The time-domain voltage for the TEn0 mode in the

shorted waveguide is a standing wave if the operating frequency is higher than
the cutoff frequency of the TEn0 mode. The time-domain currents can be deter-
mined by (3.111):

iTEn z, t =
2b
a

1 2

sin
nπ
2

−
1
2
sinω t−

z + z0
v

−
1
2
sinω t−

z + z0
v

+
2b
a

1 2

sin
nπ
2

kcn z + z0
2

t− z + z0 v

0

J1 kcnv t− t 2
−

z + z0
2

v2

t− t 2
−

z + z0
2

v2

sinωt dt

−
kcn z− z0

2

t− z− z0 v

0

J1 kcnv t− t 2
−

z + z0
2

v2

t− t 2
−

z + z0
2

v2

sinωt dt

The steady-state part of iTEn z, t is

iTEn z, t steady

=
2b
a

1 2

sin
nπ
2

−
1
2
sinω t−

z + z0
v

−
1
2
sinω t−

z + z0
v

+
2b
a

1 2

sin
nπ
2

kcn z + z0
2

∞

z + z0 v

J1 kcnv u2 −
z + z0

2

v2

u2 −
z + z0

2

v2

sinω t−u du

−
kcn z− z0

2

∞

z− z0 v

J1 kcnv u2 −
z + z0

2

v2

u2 −
z + z0

2

v2

sinω t− u du
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Assuming k> kcn, one may find the steady-state part

iTEn z, t steady = −
2

2

b
a

1 2

sin
nπ
2
cos βnz sin ωt−βnz0

for 0 < z< z0. Let VTE
n z and ITEn z denote the phasors of the steady responses

vTEn z, t steady and iTEn z, t steady, respectively. Then,

VTE
n z =

2

2

b
a

1 2 ηk
βn

sin
nπ
2

sin βnz e− jβnz0 ,

ITEn z = j
2

2

b
a

1 2

sin
nπ
2

cos βnz e− jβnz0 ,

for k> kcn. Since the currents are assumed to be in positive z-direction, the impe-
dances for the TE modes at z (0, z0) are given by

Zn z =
VTE

n z

− ITEn z
= j

ηk
βn

tan βnz , k > kcn

This is a well-known result in time-harmonic EM theory. □

Not only in geometry, but to a still more astonishing degree in physics, has it
becomemore andmore evident that as soon as we have succeeded in unrav-
eling fully the natural laws which govern reality, we find them to be
expressible by mathematical relations of surprising simplicity and architec-
tonic perfection. It seems to me to be one of the chief objects of mathemat-
ical instruction to develop the faculty of perceiving this simplicity and
harmony.

– Hermann Weyl (German mathematician, theoretical physicist, 1885–1955)
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4

Radiation in Free Space (I)

Generic Properties

Intuition is more important to discovery than logic.
–Henri Poincare (French mathematician, 1854–1912)

This chapter studies the antenna radiation in free space. Physically an antenna
consists of a scatterer and an impressed source. The impressed source generates
an incident field, and the latter induces currents (conduction current or displace-
ment current) on the scatterer, which gives off electromagnetic (EM) waves.
Antenna theory usually contains three different but related subjects: generic prop-
erties of antenna, antenna analysis, and antenna synthesis. The generic properties
of antenna are meant to be valid for all antennas, and they are the fundamentals of
antenna design. Antenna analysis examines the radiation properties of antenna
with a specified current distribution while the antenna synthesis determines the
scatterer and its geometry (type of antenna) so that a desired radiation pattern
can be achieved. Antennas are used for both transmission and reception. In most
applications, the EM field energy is fed to the scatterer by a feedingwaveguide. Since
the free spacemay be treated as a spherical waveguide, the antenna can be viewed as
a waveguide junction connecting the feeding waveguide and the spherical wave-
guide, transforming guided modes into spherical modes in transmitting mode, or
transforming spherical modes into guided modes in receiving mode.
There are many parameters for characterizing antenna, including gain, band-

width, efficiency, input impedance, radiation pattern, beamwidth, sidelobes,
front-to-back ratio, and polarization. Many books have been focused on the eval-
uation and optimization of these parameters for various antennas [1–25]. To sat-
isfy one parameter requirement, one may have to sacrifice one or more other
parameter levels. A useful performance index for describing antenna is the product
of antenna gain and bandwidth since they must be maximized simultaneously for
most applications. It can be shown that antenna fractional bandwidth is reciprocal
to antenna quality factor (QF). Thus, the product of antenna gain and bandwidth
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can be expressed as the ratio of antenna gain over antenna QF.Most of the antenna
parameters are subject to certain limitations that depend on the antenna size,
which can be understood by treating the free space as a spherical waveguide.
The propagating modes supported by the spherical waveguide depend on the size
of the smallest circumscribing sphere of antenna. The bigger the antenna size (the
size of the circumscribing sphere), the more propagating modes in the spherical
waveguide will be excited. When the antenna size becomes very small, no propa-
gating modes can exist in the spherical waveguide and all the spherical modes are
rapidly cut off, which implies a large stored field energy of antenna and small radi-
ation power, and therefore a large QF. For its importance, a detailed theory of
spherical waveguide will be presented in this chapter, based on which various
generic properties of antenna can be established.
Some highlights of this chapter include a novel treatment of the dyadic Green’s

functions for the spherical waveguide, a new derivation for the stored field energy
in a general medium, a definition of the stored field energy of antenna in an arbi-
trary medium based on a conservation law for the stored field energy in the
medium, the field and circuit methods for evaluating antenna QF, a comprehen-
sive study of the modal quality factors (modal QFs), the upper bounds on the prod-
uct of gain and bandwidth (PGB) for both directional and omnidirectional antenna
with their applications in small antenna designs, and a time-domain theory for the
field expansions in the spherical waveguide.

4.1 Antenna Parameters

Antenna parameters are used to evaluate antenna performances and most of them
are defined in transmitting mode. Since antenna is a passive linear reciprocal
device in many situations, most of these parameters are implicitly valid for
antenna in receiving mode. Antenna parameters are often mutually restricted
in the sense that one of them is satisfied at the cost of the degradation of the others.

4.1.1 Power, Efficiencies, and Input Impedance

An arbitrary transmitting antenna system and a receiving antenna system are
shown in Figure 4.1. The definitions of the power quantities that appear in
Figure 4.1 are listed in Table 4.1, and they are defined at the input terminals
(i.e. reference planes) of the matching network and antenna and are used to define
various efficiencies. The power accepted by the transmitting antenna is given by

Pa =
1
2
ReVI = Pin − Pref −Ploss

m ,
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where V and I are, respectively, the modal voltage and modal current at the
antenna input terminal for the dominant mode in the feeding waveguide, and

Ploss
m is the power loss in the matching network. Let E and H, respectively, denote

the electric field and magnetic field produced by the antenna. The radiated power
of the antenna can be represented by

(a)

(b)

Reference planes

Source Matching
network

Pref

Prad

Prec

Pin Pa

Z

Antenna

Reference plane

Load Matching
network

Antenna

ZL

μ, ε

μ, ε

Figure 4.1 (a) Transmitting antenna. (b) Receiving antenna.

Table 4.1 Power quantities.

Parameter Definition

Pin Power input to the matching network of transmitting antenna.

Pa Power accepted by transmitting antenna.

Prad Power radiated by transmitting antenna.

Pref Power reflected back to the source by matching network.

Prec Power received by the load of receiving antenna.
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Prad =
1
2

S

Re E × H undS, 4 1

where S is an arbitrary surface enclosing the antenna. Not all the input power to
the antenna will be radiated to free space. The power loss may come from the
impedance mismatch that causes portion of the input power reflected back to
the transmitter, or from the imperfect conductors and dielectrics that cause por-
tion of the input power to be dissipated into heat. Various efficiencies associated
with antenna are summarized in Table 4.2.
The input impedance of antenna is defined as the ratio of the voltage to current

at the input terminal of the antenna. The bandwidth of an antenna is defined as the
range of frequencies within which the performance of the antenna, with respect to
some characteristics (such as the input impedance, return loss, gain, radiation effi-
ciency, pattern, beamwidth, polarization, sidelobe level, and beam direction), con-
forms to a specified standard. Antenna bandwidth is an important quantity, which
measures the quality of signal transmission such as signal distortion. For broadband
antennas, the bandwidth is usually expressed as the ratio of the upper-to-lower fre-
quencies of acceptable operation. For narrow-band (NB) antennas, the bandwidth is
expressed as a ratio (percentage) of the frequency difference (upper minus lower)
over the center frequency of the bandwidth (fractional bandwidth). The bandwidth
can be enhanced by introducing multiple resonant frequencies, losses, parasitic ele-
ments, loading or changing matching network.

Table 4.2 Efficiencies.

Parameter Definition

Radiation efficiency er =
Prad

Pa :

Describe the conduction and dielectric losses of the antenna.

Matching network
efficiency

em1 =
Pin − Pref

Pin = 1− Γ 2 (mismatch efficiency):

Describe the mismatch of the matching network.

em2 =
Pa

Pin − Pref :

Describe the loss in the matching network.

em =
Pa

Pin =
Pin − Pref

Pin

Pa

Pin −Pref = em1em2:

Describe the mismatch and the loss in the matching network.

Antenna efficiency et =
Prad

Pin =
Pin − Pref

Pin

Pa

Pin − Pref

Prad

Pa = em1em2er :

Describe the mismatch and the losses in the matching network
and antenna.
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4.1.2 Field Regions, Radiation Pattern, Radiation Intensity, Directivity,
and Gain

The space around an EM radiator can be divided into reactive near-field region,
radiating near-field region, and far-field region. The reactive near-field and

the far-field region are, respectively, defined by r < R1 = 0 62 D3 λ and r>
R2 = 2D2/λ. Here, r is the distance from the radiator, D is the largest dimension
of the radiator, and λ is the wavelength. The radiating near-field region is defined
by R1 < r< R2, as illustrated in Figure 4.2.
Antennas are used to communicate wirelessly and they are usually located in the

far-field region of each other. Many antenna parameters are determined in the far-
field region. In this region, the radiation pattern (the angular field distribution)
does not change shape with distance; the electric field E and magnetic field H
are orthogonal to each other and are in phase, and they both fall off with distance
as 1/r; the Poynting vector only has a radial component. The far-field region is also
called Fraunhofer region, named after Joseph von Fraunhofer (German opti-
cian, 1787–1826). In the reactive near-field region, the relationship between the
electric field E and magnetic fieldH is very complicated and the fields change rap-
idly with the distance. In this region, the Poynting vector contains both radial com-
ponent and transverse components. The radial component represents the
radiating power and the transverse components are reactive. The radiating
near-field region is also called Fresnel region, named after French physicist
Augustin-Jean Fresnel (1788–1827). It is a transition region where the reactive
field becomes smaller than the radiating field.

Radiator
R1

Reactive 
near-field

Radiating 
near-field

Far-field

R2 r

Figure 4.2 Field regions of radiator.
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The radiation pattern of antenna is a
mathematical function or a graphical repre-
sentation of the radiation properties of the
antenna as a function of space coordinates.
In most cases, the radiation pattern is deter-
mined in the far-field region. Radiation
properties can be power flux density, radia-
tion intensity, field strength, phase, or
polarization. For a linearly polarized
antenna, the radiation pattern is usually
described by E-plane and H-plane pattern.
The E-plane is defined as the plane con-
taining the electric field vector and the
direction of the maximum radiation and
theH-plane is defined as the plane contain-
ing the magnetic field vector and the direc-
tion of maximum radiation. The antenna

radiation pattern magnitude must be plotted relative to a recognized standard.
The most common standard level is that of a perfect isotropic radiator (antenna),
which would radiate energy equally in all directions.
A radiation pattern can be divided into various parts, called lobes, as illustrated

in Figure 4.3. A major lobe refers to the radiation lobe which contains the direc-
tion of maximum radiation. All other lobes are called minor lobes. A side lobe
refers to the minor lobe adjacent to the major lobe. A back lobe is a minor lobe
which directs energy toward the direction opposite to the major lobe. The half
power beam width (HPBW) is the angle between the half-power (−3 dB) points
of the main lobe, when referenced to the peak radiated power of the main lobe.
Let ur be the unit vector along a far-field observation point r = rur. The radia-

tion intensity of an antenna in the direction ur is defined as the power radiated
from the antenna per unit solid angle

U ur =
r2

2
Re E r × H r ur =

r2

2η
E r 2, 4 2

where η = μ ε is the intrinsic impedance of themedium. The radiation intensity
for an isotropic radiator is U(ur) = Prad/4π.
The directivity of an antenna is defined as the ratio of its radiation intensity in a

given direction ur to the radiation intensity of an isotropic radiator with the same
power radiated by the antenna

D ur =
U ur

Prad 4π
4 3

0 dB

–3 dB–3 dB

HPBW

Back lobe

Side lobeSide lobe

Figure 4.3 Radiation pattern.
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Theoretically there is no mathematical limit to the directivity that can be
obtained from the currents confined in an arbitrarily small volume. However,
the high field intensities around a small antenna with a high directivity will pro-
duce high energy storage around the antenna, large power dissipation, low radi-
ation efficiency, and narrow bandwidth. For antennas with two orthogonal
polarization components, one may introduce the partial directivity of an antenna
for a given polarization component. In a spherical coordinate system, one
may write

U ur = Uθ ur + Uφ ur ,

where

Uθ ur =
r2

2η
Eθ r 2, Uφ ur =

r2

2η
Eφ r

2

The directivity can be written as

D ur = Dθ ur + Dφ ur , 4 4

where

Dθ ur =
Uθ ur

Prad 4π
, Dφ ur =

Uφ ur

Prad 4π

are the partial directivities for θ and φ component, respectively.
The absolute gain of an antenna is defined as the ratio of its radiation intensity

in a given direction ur to the radiation intensity of an isotropic radiator with the
same power accepted by the antenna

G ur =
U ur

Pa 4π
= erD ur 4 5

The old definition of the gain is

Gold ur =
U ur

Pin 4π
= etD ur 4 6

This is also called absolute gain or realized gain, which has included the effects
of matching network. The gain of an antenna often refers to the maximum gain
and is usually given in decibels, such as dBi (with respect to an isotropic radiator)
or dBd (with respect to a half-wave dipole). Similarly, one may introduce partial
gains in a spherical coordinate system

G ur = Gθ ur + Gφ ur 4 7
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4.1.3 Vector Effective Length, Equivalent Area, and Antenna Factor

Let r = rur be an observation point. The EM fields of antenna in a homogeneous
and isotropic medium with permeability μ and permittivity ε can be expressed as
an integral over the source region V0 that contains electric current J and magnetic
current Jm [26]

E r = − jkη

V 0

G r, r J r dV r −
η

jk
V0

∇ J r ∇ G r, r dV r

−

V 0

Jm r × ∇ G r, r dV r ,

H r = − j
k
η

V 0

G r, r Jm r dV r −
1
jηk

V0

∇ Jm r ∇ G r, r dV r

+

V 0

J r × ∇ G r, r dV r ,

4 8

where G(r, r ) = e−jkR/4πR with R = |r− r |, k = ω με, and η = μ ε. By the
Gauss theorem, the terms containing the divergence of the currents can be
expressed by

V 0

∇ J r ∇ G r, r dV r = −

V 0

J r ∇ ∇ G r, r dV r ,

V0

∇ Jm r ∇ G r, r dV r = −

V0

Jm r ∇ ∇ G r, r dV r ,

and the EM fields in (4.8) can be rewritten as

E r = − jkη

V 0

I +
1

k2
∇∇ G r, r J r dV r −

V 0

Jm r × ∇ G r, r dV r ,

H r = − j
k
η

V 0

I +
1

k2
∇∇ G r, r Jm r dV r +

V 0

J r × ∇ G r, r dV r ,

4 9

where I is the identity dyadic. Let uR = (r− r )/|r− r |. The following expressions
can be obtained by vector calculus

∇ G r, r = jk +
1
R

G r, r uR,

J r ∇ ∇ G r, r = G r, r − k2 +
3
R

jk +
1
R

J r uR uR

−G r, r
J r
R

jk +
1
R
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If the distance R is sufficiently large, the terms higher than R−1 can be neglected.
Thus, one may write

J r ∇ ∇ G r, r ≈ − k2G r, r J r uR uR 4 10

In the far-field region defined by r r , kr 1, the following approximations can
be made:

R = r− r ≈ r−ur r ,
1

r− r
≈

1
r
,

e− jk r− r

r− r
uR ≈

e− jkr

r
ejkur r ur

4 11

It is readily found from (4.8), (4.10), and (4.11) that the far-zone fields have the
asymptotic expressions

E r =
e− jkr

r
E∞ ur + O

1
r

,H r =
e− jkr

r
H∞ ur + O

1
r

4 12

The vector fields E∞ and H∞ are defined on the unit sphere Ω, and are known as
the electric far-field pattern and magnetic far-field pattern, respectively.
They are independent of the distance r and are given by

E∞ ur = −
jkη
4π

V0

J− J ur ur +
1
η
Jm × ur ejkur r dV r ,

H∞ ur = −
jk
4πη

V 0

Jm − Jm ur ur − ηJ × ur e
jkur r dV r

4 13

The far-field patterns are transverse and satisfy

ηH∞ ur = ur × E∞ ur ,

ur E∞ ur = ur H∞ ur = 0
4 14

The far-zone fields satisfy the Silver–Müller radiation condition

lim
r ∞

r ur × E− ηH = 0, 4 15

and can also be expressed by

E r = −
jkηI
4πr

e− jkrL ur , 4 16

where I is the input current at the feeding plane and L is called the antenna vec-
tor effective length, defined by

L ur =
1
I

V 0

J− J ur ur +
1
η
Jm × ur ejkur r dV r 4 17
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The open circuit voltage at the antenna feeding plane induced by an incident
field Ein from the direction −ur is given by [26]

Voc ur = −
1
I

V 0

Ein r J r dV r , 4 18

which results from the reciprocity of transmitting and receiving antenna. The inci-
dent field is given by

Ein r = Ein o ejkur r,

where Ein(o) is the field strength at the origin (antenna position) and is perpendic-
ular to ur. The open circuit voltage (4.18) can thus be written as

Voc ur = −
1
I
Ein o

V 0

J r ejkur r dV r = −Ein o L ur

The above relation is often used as the definition of the antenna vector effective
length in most literature. According to the equivalent circuit for the receiving
antenna shown in Figure 4.4, the received power by the load is

Prec ur =
1
2
Voc ur

Z + ZL

2

ReZL =
1
2
Ein o L ur

Z + ZL

2

ReZL,

where Z is the antenna input impedance.
The antenna equivalent area is a transverse area, defined as the ratio of

received power to the power flux density of the incident plane wave from the direc-
tion −ur:

Ae ur =
Prec ur

Ein o
2
2η

= λ2
Ein o
Z + ZL

L ur

λ

2
ηReZL

Ein o
2 4 19

If the receiving antenna is conjugatelymatched
and there is no polarization loss, the antenna
equivalent area can be simplified to

Ae ur =
λ2

4
η

ReZL

L ur

λ

2

The antenna factor is defined as the ratio
of incident electric field strength to the
induced terminal voltage

AF ur =
Ein o

V ur
,

T

VVoc

IZ

ZL

Figure 4.4 Equivalent circuit for
receiving antenna.
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where V(ur) stands for the induced terminal voltage at the reference plane of the
receiving antenna due to the incident field from the direction−ur. From the equiv-
alent circuit of a receiving antenna, one may express the terminal voltage in terms
of the open circuit voltage as follows:

V ur =
ZL

ZL + Z
Voc ur

Hence, the relationship between the antenna factor and antenna vector effective
length is given by

AF ur =
Ein o

Ein o L ur
1+

Z
ZL

4 20

If there is no polarization loss, the antenna factor (4.20) reduces to

AF ur = 1+
Z
ZL

1
L ur

Let S∞ be a large closed surface enclosing the antenna. The transmitting and
receiving properties of antenna can be expressed in the antenna vector effective
length and are summarized below.

1) Poynting vector

S r =
1
2η

E r 2 =
η I 2

8r2
L ur

λ

2

4 21

2) Radiation intensity

U ur =
r2

2η
E r 2 =

η I 2

8
L ur

λ

2

4 22

3) Directivity

D ur =
4πU ur

Prad =
πη

Rrad

L ur

λ

2

4 23

4) Gain

G ur = erD ur =
πη

Rrad + Rloss

L ur

λ

2

4 24
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5) Radiated power

Prad =
η I 2

8
S∞

L ur

λ

2

dΩ 4 25

6) Radiation resistance

Rrad =
2Prad

I 2 =
η

4
S∞

L ur

λ

2

dΩ 4 26

In the above, the radiation resistance Rrad and the loss resistance Rloss are, respec-
tively, defined by

Rrad = 2Prad I 2, Rloss = 2Ploss
ant I 2

with Ploss
ant = Pa −Prad representing the power loss in the antenna.

Remark 4.1 If there are nomagnetic sources, the Poynting vector in the far-field
region can be expressed as

S =
1
2
Re E × H = ur

k2η
32π2r2

ur ×

V 0

Jejkur r dV r

2

4 27

The total radiated power by the current J is

Prad =

S∞

S undS r =
k2η
32π2

S∞

ur ×

V 0

Jejkur r dV r

2

dΩ r 4 28

From the Poynting theorem, the radiated power can also be calculated by the
method of induced electromotive force

Prad = −
1
2
Re

V 0

J r E r dV r

=
kη
8π

V0 V 0

J r I +
1

k2
∇∇

sin k r− r
r− r

J r dV r dV r

4 29

□
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4.1.4 Antenna Quality Factor

According to the IEEE Standard Definitions of Terms for Antennas, the antenna
QF of a resonant antenna is defined as the ratio of 2π times energy stored in the
fields excited by the antenna to the energy radiated per cycle

QI =
ωW

Prad =
ω We + Wm

Prad , 4 30

where W = We + Wm; We stands for the stored electric field energy of antenna,

Wm for the stored magnetic field energy of antenna (their definitions will be given
in Section 4.3.2), ω is the frequency, and Prad is the total radiated power. In most
publications, the traditional definition of antenna QF is often used

QII =

2ωWm

Prad , Wm > We

2ωWe

Prad , We > Wm

, 4 31

which has a conditional statement and is more difficult to handle than (4.30) in
theoretical study. The antenna QF defined by (4.31) applies to an antenna tuned
to resonance only, while the IEEE standard definition (4.30) applies to an antenna
under any conditions, at resonance or above resonance. Both definitions give the
exact same values when the antenna is tuned to resonance.

4.2 Theory of Spherical Waveguide

The free space may be considered as a spherical waveguide, whose theory can be
established in the same way as that of metal waveguide. The vector modal func-
tions for the spherical waveguide can be constructed from the spherical harmo-
nics, and they are all independent of frequency. The fields in the spherical
waveguide can be expressed as a series expansion in terms of the vector modal
functions and the spherical harmonics, from which the fundamental field pattern
or spherical vector wave functions (SVWFs) for the spherical waveguide can be
identified. The SVWFs were first reported by Hansen [27], and they are fundamen-
tal to the study of radiation theory [28–36].
The radiated fields can also be represented by an integral over the source region

as shown in (4.8). The integral representation is often used to study the radiated
field and build the integral equation for the source distribution. In order to find the
field distribution outside the source region, an integration over the source region
must be carried out for each field point. However, in the series expansion of the
fields, the expansion coefficients are expressed as the integrals over the source
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region and the integrations are only performed once. As soon as the coefficients
are determined, the evaluation of field distribution only involves the sum of a
series, which reduces the computational burden most of the time compared to
the integral representation [37–39].

4.2.1 Vector Modal Functions for Spherical Waveguide

The spherical harmonics originate from the solution of Laplace equation in the
spherical coordinate system

∇2ϕ = 0 4 32

The operator ∇2 in the spherical coordinate system can be decomposed into

∇2 =
1
r2

∂

∂r
r2

∂

∂r
+

1
r2
∇2

θφ, 4 33

where

∇2
θφ =

1
sin θ

∂

∂θ
sin θ

∂

∂θ
+

1

sin 2θ

∂2

∂φ2
4 34

is the surface Laplacian operator on the unit sphere. By separation of variables,
the solution of Laplace equation may be assumed to be of the form

ϕ r, θ,φ = R r Y θ,φ

Once this is inserted into (4.32), two differential equations result

d
dr

r2
dR
dr

− λR = 0, 4 35

−∇2
θφY θ,φ = λY θ,φ 4 36

The eigenvalue problem (4.36) is subject to the boundary conditions that Y(θ, φ)
must be finite and periodic in φwith the period 2π [i.e. Y(θ, 0) = Y(θ, 2π)], andmay
be solved by the method of separation of variables. The eigensolutions are called
spherical harmonics Ynml(θ, φ). The spherical harmonics form a complete set,
and satisfy

−∇2
θφYnml θ,φ = n n+ 1 Ynml θ,φ , 4 37

where

Ynml θ,φ = Pm
n cos θ f ml φ ,

f ml φ =
cosmφ, l = e

sinmφ, l = o
,

n = 0, 1, 2,…,m = 0, 1, 2,…,n,

4 38
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and Pm
n cos θ are the associated Legendre functions. It is easy to verify the follow-

ing orthogonal relationships for the spherical harmonics:

2π

0

dφ

π

0

YnmlYn m l sin θdθ =
0, n,m, l n ,m , l

N
2
nm, n,m, l = n ,m , l

, 4 39

2π

0

dφ

π

0

sin θ
∂Ynml

∂θ

∂Yn m l

∂θ
+

1
sin θ

∂Ynml

∂φ

∂Yn m l

∂φ
dθ

=
0, n,m, l n ,m , l

N2
nm, n,m, l = n ,m , l

,

4 40

where

N
2
nm = 1+ δm0

2π
2n + 1

n + m
n−m

,N2
nm = n n+ 1 N

2
nm, δm0 =

1,m = 0

0,m 0

Theorem 4.1 (Completeness of Spherical Harmonics)
Let f(θ, φ) be a continuous function defined on a spherical surface. Then, the fol-
lowing expansion holds

f θ,φ =
∞

n = 0m ≤ nl = e, o
AnmlYnml θ,φ ,

where Anml are the expansion coefficients

Anml =
1

N
2
nm

2π

0

dφ

π

0

f θ,φ Ynml θ,φ sin θdθ

□

For an arbitrary scalar field ϕ, the symbol∇θφwill be used to denote the surface
gradient operator defined on the unit sphere

∇θφϕ = uθ
∂ϕ

∂θ
+ uφ

1
sin θ

∂ϕ

∂φ
4 41

The conventional 3D gradient operator ∇ in the spherical coordinate system is
related to the surface gradient operator ∇θφ by

∇ϕ = ur
∂ϕ

∂r
+

1
r
∇θφϕ 4 42
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For a vector field A = urAr+ uθAθ+ uφAφ, one may introduce a surface diver-
gence operator ∇θφ defined on the unit sphere:

∇θφ A =
1

sin θ
∂

∂θ
sin θAθ +

1
sin θ

∂Aφ

∂φ
4 43

Note that the conventional 3D divergence operator in the spherical coordinate sys-
tem can be written as

∇ A =
1
r2

∂

∂r
r2Ar +

1
r
∇θφ A 4 44

Similar to the waveguide theory, it is convenient to introduce the normalized
vector modal functions

enml θ,φ =
1

Nnm
∇θφYnml θ,φ

= −uθ
1

Nnm sinθ
n+1 cosθPm

n cosθ − n−m+1 Pm
n+1 cosθ f ml φ

+uφ
1

Nnm sinθ
Pm
n cosθ f ml φ ,

hnml θ,φ =ur × enml θ,φ = −uθ
1

Nnm sinθ
Pm
n cosθ f ml φ

−uφ
1

Nnm sinθ
n+1 cosθPm

n cosθ − n−m+1 Pm
n+1 cosθ f ml φ ,

4 45

which satisfy the orthonormal conditions:

Ω

enml en m l dΩ = δmm δnn δll ,

Ω

hnml hn m l dΩ = δmm δnn δll ,

Ω

enml hn m l dΩ = 0,

4 46

where Ω is the unit sphere and dΩ is the differential element of the solid angle.
Furthermore,

∇θφ enml = −
1

Nnm
n n + 1 Ynml,

∇θφ hnml = 0
4 47
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Remark 4.2 The vector modal functions in (4.45) contains sinθ in the denom-
inator, which becomes zero as θ approaches zero. To show that the vector modal
functions are regular at θ = 0, one may write the associated Legendre function as

Pm
n z = 1− z2

1
2P

m
n z ,

for m≥ 1 with

P
m
n z = 1− z2

m− 1
2
dmP z
dzm

The vector modal function can be expressed as

enml = −uθ
1

Nnm
n + 1 cos θP

m
n cos θ − n−m + 1 P

m
n + 1 cos θ f ml φ

+ uφ
1

Nnm
P
m
n cos θ f ml φ

4 48

For m = 0, this becomes

en0l = −uθ
n+1

Nn0 sinθ
cosθPn cosθ −Pn+1 cosθ f 0l φ

=uθ
n+1

Nn0 sinθcosθ
sin2θPn cosθ −Pn cosθ + cosθPn+1 cosθ f 0l φ

=uθ
1

Nn0
tanθ n+1 Pn cosθ −

d
dz

Pn+1 z
z= cosθ

f 0l φ

4 49

As θ approaches to zero, both (4.48) and (4.49) become regular. □

In summary, two complete sets of modal functions for the spherical waveguide
have been constructed:

1 Ynml θ,φ

2 enml θ,φ ,hnml θ,φ

The first set is suitable for the expansion of any scalar fields in the spherical
waveguide, while the second set is suitable for the expansion of any transverse
vector fields, and the completeness of the latter will be demonstrated in the
next section.
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4.2.2 Modal Expansions of Fields and Dyadic Green’s Functions

Consider the time-harmonic EM fields generated by an electric current source J
and a magnetic current source Jm. The fields satisfy the generalized Maxwell
equations

∇ × H = jωεE + J,

∇ × E = − jωμH− Jm
4 50

All the sources are assumed to be confined in a finite region V0, as illustrated in
Figure 4.5. In the spherical coordinate system, the fields and sources can be decom-
posed into a transverse component and a radial component

E = Et + urEr ,H = Ht + urHr ,

J = Jt + ur Jr , Jm = Jmt + urJmr ,

where ur is the unit vector in the direction of increasing r and the subscript
t denotes the transverse component. By taking the vector and scalar product of
(4.50) with the radial vector r, one may break the Maxwell equations into

jωε r × E + r × J = ∇ r H − r ∇ H−H,

− jωμ r × H − r × Jm = ∇ r E − r ∇ E−E,
4 51

jωε r E = −∇ r × Ht − r J,

jωμ r H = ∇ r × Et − r Jm
4 52

Equation (4.52) shows that the radial components of the EM fields can be repre-
sented by the transverse components. The operator r ∇ in (4.51) can be explicitly
expressed as the sum of two components

r ∇ F = r
∂F
∂r

= rur
∂

∂r
Fr + r

∂

∂r
Ft

y

x

z

o

V0

Figure 4.5 Current sources in spherical
coordinate system.
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By inserting the above expression into (4.51), one may find the relations between
the transverse and radial field components of the fields

1
r
∇θφ r H − r

∂Ht

∂r
−Ht = jωε r × Et + r × Jt,

1
r
∇θφ r E − r

∂Et

∂r
−Et = − jωμ r × Ht − r × Jmt

4 53

The radial components in (4.53) can be eliminated by using (4.52), to get the
equations for the transverse fields

− jωμ
∂

∂r
rHt +

1
r2
∇θφ∇θφ r × Et + k2 r × Et = jωμ r × Jt +

1
r
∇θφ r Jm ,

− jωε
∂

∂r
rEt −

1
r2
∇θφ∇θφ r ×Ht −k2 r ×Ht = − jωε r × Jmt +

1
r
∇θφ r J

4 54

To facilitate the expansion of the vector fields, it is convenient to make use of the
theorem by Wilcox [34]:

Theorem 4.2 IfAt is a field of tangent vectors defined on the sphere S, there exist
two scalar functions U(r, θ, φ) and V(r, θ, φ) defined on S such that the transverse
field At can be expressed by

At = ∇θφU + ur × ∇θφV 4 55

Notice that ∇θφ (ur ×∇θφV) = 0. □

Equation (4.55) is the Helmholtz theorem on the sphere. Since the spherical har-
monics form a complete set of orthogonal functions, each function defined on a
sphere can be expanded as a series in terms of the spherical harmonics

U r, θ,φ =
n,m, l

Cnml r Ynml θ,φ ,

V r, θ,φ =
n,m, l

Dnml r Ynml θ,φ

It follows from these expansions and (4.55) that the transverse EM fields may be
expressed by

Et r =
n,m, l

VTM
nml r enml θ,φ + VTE

nml r hnml θ,φ ,

Ht r =
n,m, l

ITMnml r hnml θ,φ − ITEnml r enml θ,φ ,
4 56
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where Vnml and Inml are called (spherical)modal voltages and (spherical)modal
currents, respectively, and the superscripts TE and TM are used to designate the
TE and TM parts of the fields:

ETE
t =

n,m, l
VTE

nmlhnml,

HTE
t = −

n,m, l
ITEnmlenml,

ETM
t =

n,m, l
VTM

nmlenml,

HTM
t =

n,m, l
ITMnmlhnml

4 57

For the TM part, it can be shown from (4.52) that the corresponding radial field
component Hr is zero in a source-free region. Hence, it is a TM wave. Similarly,
the TE part is a TE wave, whose radial field component Er is zero. Equations in
(4.56) indicate that the set {enml, hnml} is complete and can be used to expand
any transverse vector fields. Taking the cross product of (4.56) with ur gives

ur × Et =
n,m, l

VTM
nmlhnml −VTE

nmlenml ,

ur × Ht =
n,m, l

− ITMnmlenml − ITEnmlhnml

4 58

The radial components can be determined from (4.52) and (4.58) as follows:

jωε ur E = −∇ ur × Ht −ur J

=
n,m, l

ITMnml∇ enml + ITEnml∇ hnml −ur J,

jωμ ur H = ∇ ur × Et −ur Jm

=
n,m, l

VTM
nml∇ hnml −VTE

nml∇ enml −ur Jm

On account of (4.44) and (4.47), the above expressions can be written as

Er =
n,m, l

η

jkr
ITMnml∇θφ enml −

η

jk
Jr ,

Hr = −
n,m, l

1
jηkr

VTE
nml∇θφ enml −

1
jkη

Jmr

4 59

The total fields can then be determined by combining (4.56) and (4.59):

E =
n,m, l

VTM
nmlenml + VTE

nmlhnml +
n,m, l

η

jkr
ITMnmlur∇θφ enml −

η

jk
Jrur ,

H =
n,m, l

ITMnmlhnml − ITEnmlenml −
n,m, l

1
jηkr

VTE
nmlur∇θφ enml −

1
jkη

Jmrur

4 60
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In order to find the equations for modal voltages and currents, one can use (4.54)
for the transverse fields. Making use of the following relations

∇θφ ur × Et =
n,m, l

1
Nnm

n n + 1 VTE
nmlYnml,

∇θφ∇θφ ur × Et =
n,m, l

n n + 1 VTE
nmlenml,

∇θφ ur × Ht =
n,m, l

1
Nnm

n n + 1 ITMnmlYnml,

∇θφ∇θφ ur × Ht =
n,m, l

n n + 1 ITMnmlenml,

and substituting (4.56) and (4.58) into (4.54), one may find

n,m, l
jωμ

d rITEnml

dr
−β2nrV

TE
nml enml + − jωμ

d rITMnml

dr
+ k2rVTM

nml hnml

= jωμ r× Jt +
1
r
∇θφ r Jm ,

n,m, l
− jωε

d rVTM
nml

dr
+ β2n rITMnml enml− jωε

d rVTE
nml

dr
−k2 rITEnml hnml

= − jωε r× Jmt +
1
r
∇θφ r J ,

4 61

where βn is similar to the propagation constant in waveguide, and is defined by

β2n = k2 −
n n + 1

r2
4 62

If the orthonormal properties of the functions enml and hnml are applied to (4.61),
the equations relating the modal voltage and current can be obtained as follows:

− jωμ
d rITEnml

dr
+ β2nrV

TE
nml = −

Ω

jωμ r × Jt enml +
1
r
∇θφ r Jm enml dΩ

= −

Ω

jωμ r × Jt enml−
1
r
r Jm ∇θφ enml dΩ,

4 63

− jωε
d rVTE

nml

dr
+ k2rITEnml =

Ω

− jωε r × Jmt hnml +
1
r
∇θφ r J hnml dΩ

= −

Ω

jωε r × Jmt hnmldΩ,

4 64
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− jωμ
d rITMnml

dr
+ k2rVTM

nml =

Ω

jωμ r × Jt hnml +
1
r
∇θφ r Jm hnml dΩ

=

Ω

jωμ r × Jt hnmldΩ,

4 65

− jωε
d rVTM

nml

dr
+ β2nrI

TM
nml =

Ω

− jωε r × Jmt enml +
1
r
∇θφ r J enml dΩ

=

Ω

− jωε r × Jmt enml−
1
r
r J ∇θφ enml dΩ

4 66

After eliminating ITEnml and VTM
nml from the above equations, the modal voltage VTE

nml

and the modal current ITMnml are found to satisfy the inhomogeneous equations for
the spherical Bessel functions

d2VTE
nml

dr2
+

2
r
dVTE

nml

dr
+ β2nV

TE
nml =

1
r
d
dr

Ω

rJm enmldΩ

+
1
r

Ω

jωμrJ hnml +
1
r

r Jm ∇θφ enml dΩ,

d2ITMnml

dr2
+

2
r
dITMnml

dr
+ β2nI

TM
nml = −

1
r
d
dr

S

rJ enmldΩ

+
1
r

Ω

jωεrJm hnml −
1
r

r J ∇θφ enml dΩ

4 67

Once VTE
nml and ITMnml are known, I

TE
nml and VTM

nml can then be determined from (4.64)
and (4.65). To solve the equations in (4.67), one may use the Green’s function
defined by

d2Gn r, r

dr2
+

2
r
dGn r, r

dr
+ β2nGn r, r = −

1
r2
δ r− r 4 68

The corresponding homogeneous equation has two independent solutions

x1(r) = jn(kr) and x2 r = h 2
n kr , where jn(kr) is the spherical Bessel function

of first kind and h 2
n kr the spherical Hankel function of second kind. From

the theory of differential equations, the solution of (4.68) can be written as
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Gn r, r = ax1 r + bx2 r

+ x2 r

r

0

− δ r − r x1 r

r 2Δ r
dr + x1 r

∞

r

− δ r − r x2 r

r 2Δ r
dr ,

4 69

where Δ(r) is the Wronskian determinant

Δ r =
x1 x2
dx1 dr dx2 dr

= −
j

kr2

The Green’s function (4.69) can be rewritten as

Gn r, r =
ax1 r + bx2 r − jkx1 r x2 r , r < r

ax1 r + bx2 r − jkx2 r x1 r , r > r
4 70

The constants a and b can be determined from the boundary conditions at r = 0
and r =∞. Since the field is finite at r = 0, the term bx2(r) must be excluded from
the solution (4.70). On the other hand, the field is outgoing as r ∞. Conse-
quently, the term ax1(r) must be excluded from (4.70) as well. As a result

Gn r, r =
− jkh 2

n kr jn kr , r < r

− jkh 2
n kr jn kr , r > r

4 71

The partial derivatives of the Green’s function Gn(r, r ) are given by

∂Gn r, r
∂kr

=
− jkh 2

n kr jn kr , r < r

− jkh
2
n kr jn kr , r > r

, 4 72

∂Gn r, r
∂kr

=
− jkh

2
n kr jn kr , r < r

− jkh 2
n kr jn kr , r > r

, 4 73

where jn kr = djn kr dkr, h
2
n kr = dh 2

n kr dkr. The partial derivatives of the
Green’s function are discontinuous at r = r :

∂Gn r, r
∂kr r r +

−
∂Gn r, r

∂kr r r −

=
1

r 2

Symbolically, the second partial derivative must have a delta function singularity
at r = r :

∂2Gn r, r
∂kr∂kr

=
1

kr 2 δ r− r +
− jkh

2
n kr jn kr , r < r

− jkh
2
n kr jn kr , r > r

4 74
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Let us consider the solution of the inhomogeneous spherical Bessel equation

d2un r

dr2
+

2
r
dun r
dr

+ β2nun r = f n r 4 75

This can be rewritten as

d2 run r

dr2
+ β2n run r = rf n r 4 76

Similarly, (4.68) can be rewritten as

d2 rGn r, r

dr2
+ β2n rGn r, r = −

1
r
δ r− r 4 77

Multiplying (4.76) and (4.77) by rGn and run, respectively, and subtracting the
resultants yield

d2 run r

dr2
rGn r, r −

d2 rGn r, r

dr2
run r

= rGn r, r rf n r + un r δ r− r
4 78

The integration of (4.78) with respect to r over the interval (0, ∞) leads to

un r =−

∞

0

Gn r,r r2f n r dr+ rGn r,r
∂ run r

∂r
−run r

∂ rGn r,r
∂r

∞

r=o

4 79

On account of (4.71) and the radiation condition, the term in the square bracket
must be zero. Since Gn(r, r ) is symmetric function of r and r , the solution of (4.75)
can be obtained from (4.79) and can be expressed by

un r = −

∞

0

Gn r, r f n r r 2dr 4 80

According to (4.80), the solutions of the equations in (4.67) can be found as
follows:

VTE
nml r =

V 0

1
r

d
dkr

Gn r, r kr Jm r enml θ ,φ dV r

− jkη

V0

Gn r, r J r hnml θ ,φ dV r

−

V 0

1
r
Gn r, r ur Jm r ∇θφ enml θ ,φ dV r ,

4 81
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ITMnml r = −

V 0

1
r

d
dkr

kr Gn r, r J r enml θ ,φ dV r

− j
k
η

V 0

Gn r, r Jm r hnml θ ,φ dV r

+

V 0

1
r
Gn r, r ur J r ∇θφ enml θ ,φ dV r

4 82

Other modal voltages and currents in (4.60) can be obtained from (4.64)
and (4.65):

ITEnml r =
j

krη
V 0

1
kr

d2

drdkr
krkr Gn r, r Jm r enml θ ,φ dV r

+
1
r

V 0

d
dkr

krGn r, r J r hnml θ ,φ dV r

−
j

krη
V 0

1
kr

d
dr

krGn r, r ur Jm r ∇θφ enml θ ,φ dV r

−
j
kη

S

Jm r enml θ ,φ dΩ ,

4 83

VTM
nml r = −

jη
kr

V 0

1
kr

d2

drdkr
krkr Gn r, r J r enml θ ,φ dV r

+
1
r

V 0

d
dkr

krGn r, r Jm r hnml θ ,φ dV r

+
jη
kr

V 0

1
kr

d
dr

krGn r, r ur J r ∇θφ enml θ ,φ dV r

+
jη
k

S

J r enml θ ,φ dΩ

4 84

Substituting (4.81)–(4.84) into (4.60) and neglecting the tedious process, the EM
fields may be written in a compact form as

E r = − jkη

V 0

Ge r, r J r dV r −

V 0

Gm r, r Jm r dV r ,

H r = − j
k
η

V 0

Ge r, r Jm r dV r +

V0

Gm r, r J r dV r ,

4 85
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where the dyadic Green’s functions are defined by

Ge r, r =
n,m, l

− jk

N2
nm

M 1
nml r M 2

nml r + N 1
nml r N 2

nml r , r < r

M 2
nml r M 1

nml r + N 2
nml r N 1

nml r , r > r

−
1

k2
δ r− r urur ,

Gm r, r =
n,m, l

− jk2

N2
nm

N 1
nml r M 2

nml r + M 1
nml r N 2

nml r , r < r

N 2
nml r M 1

nml r + M 2
nml r N 1

nml r , r > r

4 86

In (4.86), the SVWFs or fundamental field patterns M i
nml and N i

nml in spherical
waveguide have been introduced, and they are defined by

M i
nml r = −

Nnm

kr
z i
n kr hnml θ,φ ,

N i
nml r =

Nnm

kr
z

i
n kr enml θ,φ −ur

Nnm

kr
z i
n kr ∇θφ enml θ,φ ,

i = 1, 2

4 87

where

z 1
n kr = jn kr , z 2

n kr = h 2
n kr ,

z i
n kr = krz i

n kr , z
i
n kr =

dz i
n kr
dkr

Explicitly, the SVWFs are given by

M i
nml r = z i

n kr
1

sin θ
∂Ynml θ,φ

∂φ
uθ − z i

n kr
∂Ynml θ,φ

∂θ
uφ,

N i
nml r =

n n + 1
kr

z i
n kr Ynml θ,φ ur +

1
kr

d krz i
n kr

dkr
∂Ynml θ,φ

∂θ
uθ

+
1
kr

d krz i
n kr

dkr
1

sin θ
∂Ynml θ,φ

∂φ
uφ, i = 1, 2

4 88

Example 4.1 (Field Expansions Outside the Circumscribing Sphere
of the Source)
Outside the circumscribing sphere of the source region, the fields in (4.85) are out-
going and reduce to

E = −
n,m, l

α 2
nmlM

2
nml + β 2

nmlN
2
nml ,

H =
1
jη

n,m, l
α 2
nmlN

2
nml + β 2

nmlM
2
nml ,

4 89
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where α 2
nml and β 2

nml are constants determined by the sources

α 2
nml =

k2η

N2
nm

V 0

J M 1
nmldV −

jk2

N2
nm

V 0

Jm N 1
nmldV ,

β 2
nml =

k2η

N2
nm

V 0

J N 1
nmldV −

jk2

N2
nm

V 0

Jm M 1
nmldV

4 90

The expansions (4.89) may be divided into the TE and TM parts

ETE = −
n,m, l

α 2
nmlM

2
nml

HTE =
1
jη

n,m, l
α 2
nmlN

2
nml

,

ETM = −
n,m, l

β 2
nmlN

2
nml

HTM =
1
jη

n,m, l
β 2
nmlM

2
nml

4 91

From (4.89), the transverse fields can be expressed in terms of the vector modal
functions of the spherical waveguide

krEt =
n,m, l

Nnm α 2
nmlh

2
n hnml − β 2

nmlh
q
n enml ,

krHt =
1
jη

n,m, l
Nnm α 2

nmlh
2
n enml − β 2

nmlh
2
n hnml

4 92

In the far-field region, the SVWFs must be outgoing and their behavior can be
determined by the asymptotic formulas

h 2
n kr

1
kr

jn + 1e− jkr ,
1
kr

h
2

n kr
1
kr

jne− jkr , r ∞ , 4 93

and (4.92) becomes

Et =
e− jkr

kr
n,m, l

Nnmj
n α 2

nmljhnml − β 2
nmlenml ,

Ht =
1
jη
e− jkr

kr
n,m, l

Nnmj
n α 2

nmlenml − β 2
nmljhnml

4 94

□

Example 4.2 (Field Expansions in the Spherical Shell Region Between
Sources)
In the spherical shell region V between two source regions as illustrated in
Figure 4.6, the fields in (4.85) can be expressed as the sum of the fields generated
by the sources outside the shell

4.2 Theory of Spherical Waveguide 177



E r = − jkη

V 01

Ge r, r J r dV r −

V 01

Gm r, r Jm r dV r

− jkη

V02

Ge r, r J r dV r −

V 02

Gm r, r Jm r dV r ,

H r = − j
k
η

V01

Ge r, r Jm r dV r +

V 01

Gm r, r J r dV r

− j
k
η

V02

Ge r, r Jm r dV r +

V 02

Gm r, r J r dV r

4 95

Inserting (4.86) into (4.95), the fields can be expressed in terms of SVWFs as

E = −
n,m, l

α 1
nmlM

1
nml + β 1

nmlN
1
nml −

n,m, l
α 2
nmlM

2
nml + β 2

nmlN
2
nml ,

H =
1
jη

n,m, l
α 1
nmlN

1
nml + β 1

nmlM
1
nml +

1
jη

n,m, l
α 2
nmlN

2
nml + β 2

nmlM
2
nml ,

4 96

where the expansion coefficients can be determined by the sources

α 1
nml =

k2η

N2
nm

V02

J M 2
nmldV −

jk2

N2
nm

V02

Jm N 2
nmldV ,

β 1
nml =

k2η

N2
nm

V02

J N 2
nmldV −

jk2

N2
nm

V 02

Jm M 2
nmldV ,

4 97

y

x

z

o

V

V02

V01

Figure 4.6 Spherical shell region between
two sources.
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α 2
nml =

k2η

N2
nm

V 01

J M 1
nmldV −

jk2

N2
nm

V 01

Jm N 1
nmldV ,

β 2
nml =

k2η

N2
nm

V 01

J N 1
nmldV −

jk2

N2
nm

V 01

Jm M 1
nmldV

4 98

Insertion of (4.87) into (4.96) gives the expressions for the transverse fields in terms
of the vector modal functions

Et =
n,m, l

VTM
nmlenml + VTE

nmlhnml ,

Ht =
n,m, l

ITMnmlhnml − ITEnmlenml

4 99

The modal voltages and currents in (4.99) are the superposition of the outward-
going and inward-going waves

VTE
nml = VTE +

nml + VTE−
nml

ITEnml = ITE +
nml + ITE−

nml

,
VTM

nml = VTM +
nml + VTM −

nml

ITMnml = ITM +
nml + ITM −

nml

,

where the superscripts + and − denote outward-going and inward-going waves,
respectively, defined by

VTE +
nml r =

Nnm

kr
α 2
nmlh

2
n kr

VTE−
nml r =

Nnm

kr
α 1
nmlh

1
n kr

,
VTM +

nml r = −
Nnm

kr
β

2
nmlh

2

n kr

VTM −
nml r = −

Nnm

kr
β

1
nmlh

1

n kr

,

ITE +
nml r = −

1
jη
Nnm

kr
α 2
nmlh

2

n kr

ITE−
nml r = −

1
jη
Nnm

kr
α 1
nmlh

1

n kr

,

ITM +
nml r = −

1
jη
Nnm

kr
β

2
nmlh

2
n kr

ITM −
nml r = −

1
jη
Nnm

kr
β

1
nmlh

1
n kr

The radially directed wave impedances for TE modes and TM modes are
defined by

ZTE
n r =

VTE +
nml r

ITE +
nml r

= − jη
h

2
n kr

h
2

n kr
,

ZTM
n r =

VTM +
nml r

ITM +
nml r

= jη
h

2

n kr

h
2
n kr

4 100

As r ∞, the wave impedances become real and approach to η. By numerical
tabulation, it can be shown that the above wave impedances are predominantly
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reactive when kr< n, and predominantly resistive when kr> n. Therefore, the
value kr = n is approximately the point of gradual cutoff. If one considers βn as
the propagation constant of the spherical waveguide modes, the above behavior
can be easily understood from (4.62). □

4.2.3 Properties of Spherical Vector Wave Functions

The SVWFs defined by (4.87) can be represented in terms of the scalar wave
function

ψ i
nml r = z i

n kr Ynml θ,φ 4 101

as

M i
nml = ∇ × rψ i

nml = ∇ψ i
nml × r,

N i
nml =

1
k
∇ × ∇ × rψ i

nml

i= 1, 2 4 102

Evidently the SVWFs satisfy the Maxwell-like equations

∇ × M i
nml = kN i

nml,

∇ × N i
nml = kM i

nml,
4 103

and the vector wave equations

∇ × ∇ × M i
nml − k2M i

nml = 0,

∇ × ∇ × N i
nml − k2N i

nml = 0
4 104

The orthogonality properties of SVWFs on a sphere S of radius r can be easily
derived from orthogonality properties (4.39) and (4.40) of the spherical harmonics
on a unit sphere, and they are summarized below:

1

S

M i
nml M i

n m l dS =
0, n,m, l n ,m , l

rz i
n kr

2
N2

nm, n,m, l = n ,m , l

2

S

M i
nml M

i
n m l dS =

0, n,m, l n ,m , l

rz i
n kr

2
N2

nm, n,m, l = n ,m , l

3

S

N i
nml N i

n m l dS=
0, n,m, l n ,m , l

1

k2
n n+1 z i

n kr
2
+ z

i
n kr

2
N2

nm, n,m, l = n ,m , l
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4

S

N i
nml N

i
n m l dS=

0, n,m, l n ,m , l

1

k2
n n+1 z i

n kr
2
+ z

i
n kr

2
N2

nm, n,m, l = n ,m , l

5

S

M i
nml N i

n m l dS =

S

M i
nml N

i
n m l dS = 0

From (4.93), the far-field expressions for the SVWFs can be readily found

M 2
nml ≈ − jn + 1Nnm

e− jkr

kr
hnml, N 2

nml ≈ jnNnm
e− jkr

kr
enml 4 105

Explicitly, these are

M 2
nml r ≈ jn + 1 e

− jkr

kr
1

sin θ
∂Ynml θ,φ

∂φ
uθ −

∂Ynml θ,φ
∂θ

uφ ,

N 2
nml r ≈ jn

e− jkr

kr
∂Ynml θ,φ

∂θ
uθ +

1
sin θ

∂Ynml θ,φ
∂φ

uφ

4 106

According to the field expansions (4.91), one may introduce the TE and TM
modal fields

ETE 2
nml = −M 2

nml,

HTE 2
nml =

1
jη
N 2

nml,

ETM 2
nml = −N 2

nml,

HTM 2
nml =

1
jη
M 2

nml

4 107

The radiated powers of the TE and TM modal fields are equal and given by

Prad
TE 2

nml

=Prad
TM 2

nml

=
1
2
S∞

Re ETE 2
nml ×H

TE 2
nml urdS=

1
2
S∞

Re ETM 2
nml ×H

TM 2
nml urdS

=
1
2η

S∞

1

kr 2

1
sinθ

∂Ynml θ,φ
∂φ

2

+
∂Ynml θ,φ

∂θ

2

dS=
N2

nm

2k2η
,

4 108

where use has been made of (4.40).

4.2.4 Far-Zone Fields

The far-fields (4.94) can be rewritten as

E r =
e− jkr

r
E∞ ur , H r =

e− jkr

r
H∞ ur , 4 109
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where E∞ and H∞ are the electric and magnetic far-field patterns

E∞ ur =
1
k
n,m, l

jnNnm jα 2
nmlhnml − β 2

nmlenml ,

H∞ ur =
1
kη

n,m, l
jnNnm − jα 2

nmlenml − β 2
nmlhnml ,

4 110

and satisfy (4.14). It is easy to verify that the far-fields (4.109) satisfy the Silver–
Müller radiation condition (4.15). The radiation intensity in the direction ur is
given by

U ur =
1
2
r2 Re E × H ur =

r2

2η
E 2

=
1
2η

n,m, l

jn

k
Nnm jα 2

nmlhnml − β 2
nmlenml

2 4 111

The total radiated power of the source is

Prad =
1
2
Re

S∞

E × H urdS =
1

2k2η n,m, l
N2

nm α 2
nml

2
+ β 2

nml

2

4 112

Remark 4.3 Once the electric or magnetic radiation pattern is known, one can
use the expansions for the far-field patterns in (4.110) to determine the expansion

coefficients α 2
nml and β 2

nml, based on which the fields in the near-field region can be
determined from (4.89). Similarly, one can determine the far-fields from the near-
fields. The spherical modal analysis affords an easy way to transform the far-fields
into the near-fields and vice versa. □

4.3 Stored Field Energies and Radiation Quality Factor

The stored EM field energies are important quantities in the study of wave propa-
gation and energy storage in electrical and optical engineering, and many efforts
have been placed on their evaluation in various media [40–63]. In electric circuits,
power is defined as the amount of energy transferred (supplied or absorbed) per unit
time. Consider a one-port network shown in Figure 4.7. Assume that the power p
flowing into the network, with the passive sign convention, can be expressed as

p t = v t i t =
dw t
dt

, 4 113
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where w denotes the energy absorbed by the network. It should be mentioned that
the instantaneous power p is an algebraic quantity.When p is positive, the network
absorbs power; when p is negative, the network supplies power. The energy
absorbed or supplied by the network in the time interval t0 < t< t1 is then given by

w t0, t1 =

t1

t0

p t dt 4 114

Since the power p is an algebraic quantity, the energy w(t0, t1) is also an algebraic
quantity and can be negative. Similar to the power p, a positive (or negative)
energy implies that the network absorbs (or supplies) energy. Let us examine a
typical RLC circuit shown in Figure 4.7. According to Kirchhoff’s voltage law,
one may write

v = iR + L
di
dt

+ vc, 4 115

where vc = 1 C t
−∞ idt denotes the voltage across the capacitor. The time-

domain power balance relation for the RLC circuit can be easily obtained from
(4.115) as follows:

p = vi = pR +
dwL

dt
+

dwC

dt
, 4 116

where pR= i2R,wL= Li2/2, andwC = Cv2c 2are the dissipated power in the resistor
R, the stored magnetic energy in the inductor L, and the stored electric energy in
the capacitor C, respectively. The left-hand side of (4.116) is the input power of the
RLC circuit from the voltage source v, and the right-hand side of (4.116) denotes
the rate of increase of energy in the RLC circuit, which can be decomposed into the
sum of the rate of energy absorbed by the resistor, the rate of magnetic energy
stored in the inductor, and the rate of electric energy stored in the capacitor. In
general, it is impossible to find an energy function wR such that the dissipated

_

+ p
R

L

C

i

w
v

Figure 4.7 One-port network: an RLC
circuit.

4.3 Stored Field Energies and Radiation Quality Factor 183



power can be written as the time derivative ofwR, i.e. pR= dwR/dt since the integral

wR = t
−∞ i2Rdt may not exist for an arbitrary time dependence. Equation (4.116)

thus indicates that the input power of the RLC circuit is not always expressible as a
complete differential of an energy function due to the heat loss.

4.3.1 Stored Field Energies in General Materials

A decomposition similar to (4.116) exists for EM fields. The field energy densities
for time-harmonic fields may be derived from the time-domain Poynting theorem
in a source-free region

−∇ S r, t = E r, t
∂D r, t

∂t
+ H r, t

∂B r, t
∂t

, 4 117

where S(r, t) = E(r, t) ×H(r, t) is the Poynting vector. The left-hand side of (4.117)
denotes the instantaneous density of inflow power from external sources. The
right-hand side of (4.117) stands for the work done per second by the inflow power,
and can thus be interpreted as the density of the total field energy per second
required to establish the EM fields. Analogous to (4.116), the right-hand side of
(4.117) may be decomposed into two parts. One part is converted into heat loss,
and the other part is stored in the medium and is recoverable in the form of
EM field energy, as described below

E r, t
∂D r, t

∂t
= pe r, t +

dwe r, t
dt

, 4 118

H r, t
∂B r, t

∂t
= pm r, t +

dwm r, t
dt

, 4 119

where pe(r, t) and pm(r, t) denote the rates of dissipated electric and magnetic field
energy densities, respectively, while we(r, t) and wm(r, t) stand for the stored elec-
tric and magnetic field energy density, respectively. Accordingly, (4.117) can be
rewritten as

−∇ S r, t = pe r, t + pm r, t +
dwe r, t

dt
+

dwm r, t
dt

4 120

The above equation is similar to the power balance relation (4.116) for the RLC
circuit. Based on the above decomposition, the (time averaged) stored electric field
energy density we(r), the rate of dissipated electric field energy density pe(r), the
stored magnetic field energy density wm(r), and the rate of dissipated magnetic
field energy density pm(r) for a time-harmonic EM field with operating frequency
ω in a general material have been obtained by the author in [40]
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we r =
1
4
ReE r D r +

1
4
ωRe E r

∂D r
∂ω

−D r
∂E r
∂ω

, 4 121

pe r =
ω

2
Im E r D r , 4 122

wm r =
1
4
ReH r B r +

1
4
ωRe H r

∂B r
∂ω

−B r
∂H r
∂ω

,

4 123

pm r =
ω

2
Im H r B r 4 124

The above expressions do not explicitly contain the constitutive relations and
microscopic models, and therefore are applicable to anymedium. In the derivation
of the above expressions, the sinusoidal field is extended to the complex frequency
domain by replacing ω with the complex frequency s = α+ jω, where α is a real
parameter. By using the Cauchy–Riemann conditions and the field expansions for
sufficiently small α, the energy densities (4.121)–(4.124) can be obtained through
the decompositions (4.118) and (4.119) in the time domain.
In the conventional study of the stored field energy expressions for a sinusoidal

(time-harmonic) field, a NB analysis is usually utilized by assuming that the field
has frequency components in a narrow range about some central value ω0

[e.g. 41–46]

E r, t = ReEa r, t ejω0t, 4 125

where Ea(r, t) is referred to as the complex envelope and is supposed to be a slowly
varying function of time compared with the carrier wave ejω0t, and ω0 is the mid-
band frequency, also called the carrier frequency. The complex envelope Ea(r, t)
reduces to the conventional phasor for a pure sinusoidal field if it is independent
of time.

Remark 4.4 (Traditional NB Approach)
In the traditional NB approach, an assumption is often made that the medium is
dispersive and has negligible losses [e.g. 44–46]. By means of the NB representa-
tion (4.125), the left-hand side of (4.118) can be written as

E
∂D
∂t

=
1
4

Eae
jω0t + Eae

− jω0t ∂

∂t
Dae

jω0t + Dae
− jω0t 4 126

The complex envelope Ea is then expanded as an integral of the Fourier compo-

nents Eaejωt, where Ea is independent of time. According to the NB assumption,
the Fourier frequency components must satisfy ω ω0 to ensure that the complex
envelope varies slowly. A specific constitutive relation such as D = εE, where ε is
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the dielectric constant and is real for a lossless medium, can be introduced, and
one thus has the following component-wise expression:

∂D
∂t

=
∂

∂t
Dae

j ω + ω0 t = j ω + ω0 Dae
j ω + ω0 t

= j ω + ω0 ε ω + ω0 Eae
j ω + ω0 t

Upon expanding the factor (ω+ ω0)ε(ω+ ω0) about the carrier frequency ω0 up
to the linear term (first-order approximation), the above expression can be
written as

∂D
∂t

= jω0ε ω0 Eae
j ω + ω0 t + jω

d ω0ε ω0

dω0
Eae

j ω + ω0 t

Summing the Fourier components yields

∂D
∂t

= jω0ε ω0 Eae
jω0t +

d ω0ε ω0

dω0

∂Ea

∂t
ejω0t 4 127

Substituting (4.127) into (4.126), one may find

E
∂D
∂t

=
1
4
d ω0ε ω0

dω0
Ea

∂Ea

∂t
+
1
4
d ω0ε ω0

dω0
Ea

∂Ea

∂t
+terms containinge± j2ω0t

=
∂

∂t
1
4
d ω0ε ω0

dω0
Ea

2 + terms containinge± j2ω0t

4 128

The terms containing e ± j2ω0t can be ignored since they are approximately zero after
the time average over one period of the carrier wave. Comparing (4.128) with
(4.118), one may find the stored electric field energy in time domain

we t =
1
4
d ω0ε ω0

dω0
Ea

2

Once this is averaged over one period of the carrier wave, the stored electric field
energy in frequency domain can be written as

we ω0 =
1
T0

T0

0

we t dt =
1
4
d ω0ε ω0

dω0
Ea

2, 4 129

where the complex envelope Ea is assumed to be constant over [0, T0] with
T0 = 2π/ω0 representing the period of the carrier wave. As pointed out in [44],
the complex envelope Ea in (4.129) is still considered to be time-dependent. An
expression for the magnetic field in a medium with B = μH can be found in a sim-
ilar way
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wm ω0 =
1
4
d ω0μ ω0

dω0
Ha

2, 4 130

where μ is the permeability of themedium. The above discussion occurs frequently
in textbooks [e.g. 44–46] and has been a typical procedure to find the stored field
energy expressions in a dispersive medium. □

The traditional NB analysis for stored field energies suffers from two major
drawbacks. First, a specific constitutive relation has to be assumed, which imposes
a restriction on the generality of the derived energy expressions. Second, the
derived energy expressions include time-dependent complex envelopes and are
thus incompatible with the conventional time-harmonic field theory where the
time-independent phasors are commonly used. In what follows, the stored EM
field energies in an arbitrary medium will be re-derived by introducing a new
NB approach, the basic idea behind which is to treat the sinusoidal field as the
limit of a NB field when its bandwidth tends to zero. In order to solve the above-
mentioned problems with the traditional NB analysis, the NB field is first analyzed
in Fourier frequency domain. By means of the expansion of the Fourier frequency
spectrum (FFS) around the mid-band frequency, explicit expressions for the com-
plex envelopes of the NB field can be found. When the complex envelopes are
introduced into the time-domain Poynting theorem, the field energy expressions,
which are valid for an arbitrary medium and expressed in terms of phasors, can be
identified. Let us consider the following Fourier transform pair for the electric field
E(r, t):

E r, t =
1
2π

∞

−∞

E r,ω ejωtdω,E r,ω =

∞

−∞

E r, t e− jωtdt, 4 131

where E r,ω is the FFS of the electric field E(r, t). Since E(r, t) is a real function of
time, the following symmetry property of the FFS about the frequency holds

E r, −ω = E r,ω 4 132

The time-domain electric field E(r, t) can thus be expressed in terms of FFS as an
integral along the positive frequency axis

E r, t = Re
1
π

∞

0

E r,ω ejωtdω 4 133

Now assume that the FFS of the electric field is narrow banded, centered at the
mid-band frequency ω0, and confined in the narrow range (±ω0−Ω, ± ω0 +Ω) as
illustrated in Figure 4.8. If the half-bandwidthΩ is sufficiently small, the integrand
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in (4.133) may be considered as a constant and therefore can be approximated by
its value at the central frequencyω0. Thus,

E r, t = Re
1
π
E r,ω0 ejω0t

ω0 + Ω

ω0 −Ω

dω = ReE r ejω0t, 4 134

where

E r =
2Ω
π

E r,ω0 4 135

is the phasor for the NB electric fieldE(r, t). Similar expressions exist for other field

quantities D, H, and B. As Ω 0, E r,ω0 approaches to infinity but the phasor
(4.135) remains finite for (4.134) must be finite.
The zeroth-order approximation (4.134) is commonly used in the study of NB

systems. It is often tacitly assumed that the time-harmonic (sinusoidal) field theory
is also applicable to a NB field. For the study of the stored field energies in a general
medium, one needs to consider the time derivative of the field involved in the

quantity E r, t
∂D r, t

∂t
, which has to be decomposed according to (4.118). In this

case, the zeroth-order approximation (4.134) for the NB electric field is no longer
accurate enough and the time variation of the complex envelope must be taken
into account. For this reason, one introduces the first-order approximation for
the FFS of the NB field around the mid-band frequency ω0:

E r,ω ≈E r,ω0 + ω−ω0
∂E r,ω0

∂ω
4 136

O

2Ω

∣Ẽ(r, ω)∣

ω
ω0–ω0

Figure 4.8 FSS of NB vector field.
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Inserting (4.136) into (4.133), one finds

E r, t =
1
π
Re E r,ω0

ω0 +Ω

ω0−Ω

ejωtdω +
1
π
Re

∂E r,ω0

∂ω

ω0 +Ω

ω0−Ω

ω−ω0 ejωtdω

4 137

By means of the following calculations

ω0 + Ω

ω0 −Ω

ejωtdω =
2 sinΩt

t
ejω0t,

ω0 + Ω

ω0 −Ω

ω−ω0 ejωtdω = − jejω0t d
dt

2 sinΩt
t

,

(4.137) can be written in the form of (4.125):

E r, t = ReEa r, t ejω0t, 4 138

where

Ea r, t = E r,ω0 g t − j
∂E r,ω0

∂ω
g t , 4 139

g t =
2Ω
π

sinΩt
Ωt

4 140

The complex envelope (4.139) is now composed of two terms and is more informa-
tive than just being slowly varying function of time as assumed in previous NB

approaches. The first term E r,ω0 g t tends to the complex envelope (4.135) as
Ω 0, while the second term contains the frequency derivative of the field in
the frequency domain and tends to zero as Ω 0. The FFS of the NB field
(4.138) can be written as

E r,ω =
1
2

Ea r,ω−ω0 + Ea r, −ω−ω0 , 4 141

where Ea r,ω is the FFS of the complex envelope Ea(r, t). Clearly the FFS E r,ω

is the sum of two shifted version ofEa r,ω , which are centered at ±ω0, as sketched
in Figure 4.8.

Example 4.3 Let us consider a pulse-modulated sinusoidal signal (PMSS, a
truncated sinusoidal wave) shown in Figure 4.9a

x t = pT t cosω0t, 4 142

where envelope pT(t) is a rectangular pulse of width 2T defined by

pT t =
0, t > 0

1, t < T
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The FFS of the envelope is a sinc pulse and the FFS of the PMSS is thus composed
of two sinc pulses centered at ω= ±ω0 with peak value T and width 2Ω= 2π/T as
depicted in Figure 4.9b, and is given by

x ω = T
sin ω−ω0 T
ω−ω0 T

+ T
sin ω + ω0 T
ω + ω0 T

4 143

As the duration T of the rectangular pulse grows, the FFS x ω of the PMSS
becomes more concentrated about ±ω0 but the product of the peak value T of

x(t)

x∼(ω)

–ω0 ω0

2π

ω

t
o

o

T

T

T

–T

1

–1

(a)

(b)

Figure 4.9 PMSS and its FFS. (a) PMSS. (b) FFS.
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the two sinc pulses and their width 2Ω = 2π/T remains constant. In the limit of
T ∞, the PMSS tends to a pure sinusoidal wave and its FFS (4.143) becomes
the sum of two delta functions centered at ±ω0:

x ω = π δ ω−ω0 + δ ω + ω0 4 144

□
In order to find the rate of the dissipated electric field energy and the stored elec-

tric field energy in a medium, one needs to split E r, t
∂D r, t

∂t
according to

(4.118). By use of (4.138) and the similar representation for the electric induction
intensity D, the left-hand side of (4.118) can be expressed by

E r,t
∂D r,t

∂t
=
1
4

E r,ω0 g t − j
∂E r,ω0

∂ω
g t D r,ω0 g t + j

∂D r,ω0

∂ω
g t

−
jω0

4
E r,ω0 g t − j

∂E r,ω0

∂ω
g t D r,ω0 g t + j

∂D r,ω0

∂ω
g t

+
1
4

E r,ω0 g t + j
∂E r,ω0

∂ω
g t D r,ω0 g t − j

∂D r,ω0

∂ω
g t

+
jω0

4
E r,ω0 g t + j

∂E r,ω0

∂ω
g t D r,ω0 g t − j

∂D r,ω0

∂ω
g t

+terms containinge± j2ω0t

The terms containing e ± j2ω0t can be ignored as they vanish after averaged over one
period of the carrier wave ejω0t. Rearranging the terms leads to

E r, t
∂D r, t

∂t
=
1
4
∂

∂t
Re E r,ω0 D r,ω0 g2 t +

1
4
∂

∂t
Reω0 E r,ω0

∂D r,ω0

∂ω
g2 t

−
1
4
∂

∂t
Re ω0D r,ω0

∂E r,ω0

∂ω
g2 t +

1
2
ω0Im E r,ω0 D r,ω0 g2 t

−
1
2
Im D r,ω0

∂E r,ω0

∂ω
g t g t −

1
2
ω0Im

∂E r,ω0

∂ω

∂D r,ω0

∂ω
g t g t

+
1
2
Re

∂E r,ω0

∂ω

∂D r,ω0

∂ω
g t g t −

1
2
Im E r,ω0

∂D r,ω0

∂ω
g t g t

4 145

The first and second derivative of g(t) in the above expressions are given by

g t =
2Ω
π

Ω
Ωt cosΩt− sinΩt

Ωt 2 ,

g t =
2Ω
π

Ω3t
− Ωt 2 sinΩt− 2 Ωt cosΩt− sinΩt

Ωt 4

4 146
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As Ω 0, the following asymptotic relations can be easily obtained from (4.140)
and (4.146):

g t ≈
2Ω
π

Ω, g t ≈ −
2Ω3t
3π

Ω2, g t ≈ −
2Ω3

3π
Ω3 4 147

As a result, the terms containing g2(t) in (4.145) remain finite as Ω 0 and
become

E r,ω0 D r,ω0 g2 t E r D r ,

E r,ω0
∂D r,ω0

∂ω
g2 t E r

∂D r
∂ω

,

D r,ω0
∂E r,ω0

∂ω
g2 t D r

∂E r
∂ω

,

where E r = 2Ω π E r,ω0 and D r = 2Ω π D r,ω0 are phasors. The terms
containing g (t)g (t), g(t)g (t), and g (t)g (t) in (4.145) approach to zero asΩ 0, and
can thus be ignored. So, (4.145) can be written as

E r, t
∂D r, t

∂t
=

ω0

2
Im E r,ω0 D r,ω0 g2 t

+
d
dt

Re
1
4
E r,ω0 D r,ω0 g2 t

+
d
dt

Re
1
4
ω0E r,ω0

∂D r,ω0

∂ω
g2 t −

1
4
ω0D r,ω0

∂E r,ω0

∂ω
g2 t

4 148

Comparing (4.148) with (4.118), the stored electric field energy density and the rate
of dissipated electric field energy density are easily identified to be

we r, t =
1
4
Re E r,ω0 D r,ω0 g2 t

+
1
4
ω0 Re E r,ω0

∂D r,ω0

∂ω
g2 t −D r,ω0

∂E r,ω0

∂ω
g2 t ,

4 149

ped r, t =
ω0

2
Im E r,ω0 D r,ω0 g2 t 4 150

By taking the time average of the above expressions over one period of the
mid-band frequency ω0, and using the calculation

1
T0

T0

0

g2 t dt =
2Ω
π

2

,
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the time-averaged stored electric field energy density (4.149) and the rate of dissi-
pated electric field energy density (4.150) can be expressed in terms of the complex
envelopes as follows:

we r =
1
4
ReE r D r

+
1
4
ω0 Re E r,

∂D r
∂ω

−D r
∂E r
∂ω

,
4 151

ped r =
ω0

2
Im E r D r 4 152

A similar discussion applies to H r, t
∂B r, t

∂t
. The time-averaged stored mag-

netic field energy density and the rate of dissipated magnetic field energy density
are found as follows:

wm r =
1
4
ReH r B r

+
1
4
ω0 Re H r

∂B r
∂ω

−B r
∂H r
∂ω

,
4 153

ped r =
ω0

2
Im H r B r 4 154

The expressions (4.151)–(4.154) are identical to (4.121)–(4.124) and they do not
explicitly contain medium parameters, and are therefore universally applicable.
The NB approach presented above is physically more intuitive compared with
the complex domain approach in [40] and may be thought of as a general tech-
nique for studying the time-harmonic field problems where an NB approximation
in frequency domain must be assumed.
It is noted that all the field quantities in (4.151)–(4.154) are phasors for the sinus-

oidal field rather than the time-dependent complex envelopes in traditional NB
analysis shown in [44–46]. A perplexing question that may arise is why the fre-
quency derivatives occur in the stored field energy expressions as a pure sinusoidal
field has only a single frequency component. One answer to the question is that all
EM field quantities depend on frequency in microwave regime, and the frequency
can thus be taken as a parameter and is allowed to vary with the purpose of exam-
ining how a field quantity changes with frequency. As a matter of fact, the fre-
quency derivatives of field quantities (or circuit parameters) for a sinusoidal
field appear frequently in the study of the stored field energy and group delay
[64–66]. On the other hand, the new NB approach clearly reveals how the fre-
quency derivatives of the fields appear from a different perspective. It indicates
that the frequency derivatives of the fields are required essentially in order for
the NB field to be accurately represented in the Fourier frequency domain.
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4.3.2 Stored Field Energies of Antenna

Instinctively, a transmitting antenna can be represented by an equivalent RLC cir-
cuit as sketched in Figure 4.7, where R is related to the radiated power from the
antenna, L and C are, respectively, related to the stored magnetic and electric field
energies of the antenna. The equivalent circuit of receiving antenna is more com-
plicated than its counterpart of transmitting antenna. For a detailed study of both,
please refer to Section 5.4.3 in [67]. In order to determine the element values L and
C in the RLC equivalent circuit, one needs to know the stored field energies of
antenna. Since the antenna radiates the fields into the infinite space, the integra-
tion of the stored field energy (4.121) or (4.123) over all the space will be infinite.
For this reason, the stored field energy of antenna needs to be properly defined.
Conventionally the stored field energy of an antenna is defined as the total field

energy subtracted by the radiated field energy. This definition was first proposed
by Counter [68], and has been widely used by antenna society. According to Coun-
ter, the total EM fields can be divided into the “local” and “radiation” fields, and
the radiated fields stand for a flow energy and must be subtracted from the total
field energy in order to obtain the stored field energy of antenna. Since both the
total field energy and the radiated field energy are unbounded, their difference is
unnecessarily a finite number. Consequently, the stored field energy founded on
Counter’s idea is based on an unproven hypothesis that the infinity in the total
field energy is created by the energy flow associated with radiated power, as
pointed out in [69].
An energy conservation law that contains the field energy densities (4.121)–

(4.124) has been given in Chapter 1 and its real part is (1.23). By integrating
(1.23) over the region V bounded by S containing the source region V0, one
may find

W = We V + Wm V −Wrad S , 4 155

where

W =
1
4
Im

V0

E
∂J
∂ω

−
∂E
∂ω

J dV , 4 156

Wrad S =
1
4
Im

S

E ×
∂H
∂ω

−
∂E
∂ω

× H undS, 4 157

We V =

V

wedV ,Wm V =

V

wmdV 4 158

The sum We(V) +Wm(V) on the right-hand side of (4.155) represents the total
stored field energy inside the region V; the third termWrad(S) is a surface integral
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and has the same dimension as the energy, andmay therefore be interpreted as the
radiated field energy flowing out of the surface S. Hence the right-hand side of
(4.155) is the total stored field energy inside the region V subtracted by the radiated
field energy flowing out of the surface S. By definition, this gives the stored field
energy of antenna. Consequently, the left-hand side of (4.155) or (4.156) can be
considered as the definition of the stored field energy of antenna. Physically, the
field energy is emanated from the source and spreads into the region V and then
flows out of its boundary S. Although both the total stored field energy insideV and

the radiated field energy out of S change as S varies, the stored field energy W
defined by (4.156) remains constant as long as the source region V0 is contained
in S, which implies that the stored field energy of antenna is determined solely
by the source distribution. It is noted that the definition of the stored field energy
of antenna given by (4.156) applies to an arbitrary medium while all the previous
studies have to assume that the medium is lossless. Also notice the difference
between the stored field energy in a medium and the stored field energy of
antenna. By combining (4.155) and the imaginary part of the integral form of
Poynting theorem shown below

−
1
2
Im

V 0

E JdV = Im

S

1
2

E × H undV + 2ω Wm V −We V ,

4 159

one may find

We = We V −
1
2
Wrad S −

1
8ω

Im

S

E × H undS, 4 160

Wm = Wm V −
1
2
Wrad S +

1
8ω

Im

S

E × H undS, 4 161

where We and Wm are, respectively, defined by

We =
1
8
Im

V 0

E
∂J
∂ω

−
∂E
∂ω

J dV +
1
8ω

Im

V 0

E JdV , 4 162

Wm =
1
8
Im

V0

E
∂J
∂ω

−
∂E
∂ω

J dV −
1
8ω

Im

V 0

E JdV 4 163

From (4.160) and (4.161), one obtains

Wm + We = W ,

Wm −We = Wm V −We V −
1
4ω

Im

S

E × H undS 4 164
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From the energy balance relations (4.155) and (4.164), one may interpret We and

Wm as the electric and magnetic parts of the stored field energy of antenna, respec-
tively. Both of them are independent of the choices of the closed surface S if the
source is confined in S.
The stored electric and magnetic field energies of antenna can be expressed in

terms of the source distributions only. Assume that the medium around the
antenna is isotropic, homogeneous, and lossless. Using the integral representation
for the electric field and the Green’s identity ∇ (ϕa) = a ∇ ϕ+ ϕ∇ a, one
may find

Im

V0

E r
∂J r
∂ω

dV r = ηcRe

V 0 V 0

ρ r ρ r G r, r dV r dV r

+ c2ηkIm

V 0 V0

j
∂ρ r
∂ω

ρ r G r, r dV r dV r

− kηIm

V 0 V 0

jG r, r J r
∂J r
∂ω

dV r dV r ,

4 165

Im

V0

J r
∂E r
∂ω

dV r = c2kηIm

V 0 V 0

jρ r
∂ρ r
∂ω

G r, r dV r dV r

+ ckηIm

V V

ρ r ρ r RG r, r dV r dV r

−
η

c
Im

V0 V 0

jJ r J r G r, r dV r dV r

− kηIm

V 0 V 0

jJ r
∂J r
∂ω

G r, r dV r dV r

−
kη
c
Im

V 0 V0

J r J r RG r, r dV r dV r ,

4 166

where G r, r = e− jk r− r 4π r− r , c = 1 με , and η = μ ε . Substituting

(4.165) and (4.166) into (4.162) and (4.163), and omitting the tedious derivation

process, the stored field energies We and Wm are found to be
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We =
ηc
16π

V 0 V0

ρ r ρ r
cos kR
R

dV r dV r

+
ckη
32π

V 0 V 0

ρ r ρ r −
1
c2
J r J r sin kRdV r dV r

+
c2kη
16π

V0 V0

Im ρ r
∂ρ r
∂ω

sin kR
R

dV r dV r

−
c2kη
16π

V 0 V 0

1
c2
Im J r

∂J r
∂ω

sin kR
R

dV r dV r ,

4 167

Wm =
ηc
16π

V 0 V0

1
c2
J r J r

cos kR
R

dV r dV r

+
ckη
32π

V 0 V 0

ρ r ρ r −
1
c2
J r J r sin kRdV r dV r

+
c2kη
16π

V0 V 0

Im ρ r
∂ρ r
∂ω

sin kR
R

dV r dV r

−
c2kη
16π

V 0 V0

1
c2
Im J r

∂J r
∂ω

sin kR
R

dV r dV r

4 168

The expressions (4.167) and (4.168) agree with those obtained in [70], where a dif-
ferent approach is adopted. For small antennas, the above expressions reduce to
the results obtained in [71].

Remark 4.5 A common mistake made in antenna theory is to assume that the
source or the feeding current is independent of frequency, which may lead to erro-
neous results. For example, if one assumes that the current J is independent of
frequency [72], the terms containing the frequency derivatives of the sources in
(4.167) and (4.168) will disappear. For a detailed discussion about the common
mistake, please refer to [73]. □

Example 4.4 (Minimization of Antenna QF)
According to (4.167), (4.168), and (4.29), both the stored field energy of antenna
(source) and the radiated power can be expressed as an inner product

ω Wm + We = AJ, J ,

Prad = BJ, J ,
4 169
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where

AJ r =
kη
16π

V

J r
cos kR
R

−
1

k2
J r ∇ ∇

cos kR
R

dV r

+
kη
16π

V

J r k sin kR +
1
k
J r ∇ ∇ sin kR dV r

+
kη
8π

Im

V

k∂J r
∂k

sin kR
R

+
1
k

∂J r
∂k

∇ ∇
sin kR
R

dV r ,

4 170

BJ =
kη
8π

V

J r +
1

k2
J r ∇ ∇

sin kR
R

dV r 4 171

Thus, the radiation QF defined by (4.30) can be written as a Rayleigh quotient

QI =
ω We + Wm

Prad =
AJ, J

BJ, J
4 172

An optimal solution J that minimizes the QF in a permission region consisting of
real vector functions for a small antenna can be obtained from the Rayleigh quo-
tient. For a small antenna, the frequency derivatives of the sources in (4.170) can

be neglected and the operator A becomes a symmetric operator. By variational
analysis, if (4.172) is stationary, the current J must satisfy the generalized eigen-
value equation

BJ = αAJ, 4 173

where α= 1/QI. The largest eigenvalue α gives the smallest value of QF. Numerical
examples can be found in [70]. □

Example 4.5 (Maximization of the Ratio of Gain Over QF)
From (4.12), the radiation intensity for the source distribution J in a region V0 can
be expressed as

U ur = B J, J , 4 174

where ( , ) denotes the inner product and B is an integral operator defined by

B J r =
k2η
32π2

V 0

e− jk R −R J r dV r

−
k2η
32π2

V0

e− jk R −R J r uR uR dV r
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with η = μ ε,R = r− r ,R = r− r . Apparently, the operator B is symmetric,
i.e.

B J, J = J,B J

In terms of (4.169), the ratio of gain over QF can be written as the form of Rayleigh
quotient

G
QI

=
BJ, J

AJ, J
, 4 175

where the operator B is defined by B = 4πB By variational analysis, the ratio
(4.175) reaches maximum if the current J satisfies the generalized eigenvalue
equation

BJ = αAJ, 4 176

where

α = max
G
QI

4 177

Numerical examples can be found in [74]. It is noted that the generalized eigen-
value equation for the ratio of gain to QF has a unique solution, while the general-
ized eigenvalue equation (4.173) has more than one solution. □

4.3.3 Radiated Field Energy

The surface integral (4.157) frequently occurs in the study of antenna input reac-
tance [75–77], and is now interpreted as the radiated field energy from the radiator.
When the approximate expressions for the far-field quantities are substituted into
(4.157), some interesting properties can be revealed. Two different approximations
to the surface integral (4.157) will be examined here. In what follows, the medium
around antenna will be assumed to be lossless and isotropic. The magnetic field
generated by the current source can be represented by

H r =

V 0

J r × ∇ G r, r dV r 4 178

Its frequency derivative is then given by

∂H r
∂ω

=

V 0

∂J r
∂ω

× ∇ G r, r dV r −
j

4πc
V0

J r × ∇ e− jkRdV r

4 179
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In the far-field region, (4.178) and (4.179) can be approximated by

Hrad r ≈
jk
4π

e− jkr

r
V 0

J r × ur e
jkur r dV r , 4 180

∂Hrad r
∂ω

≈ − j
r
c
Hrad r +

jk
4π

e− jkr

r
V 0

∂J r
∂ω

× ur ejkur r dV r

4 181

In the far-field region, the integrand in (4.157) can be written as

Im Erad ×
∂H

rad

∂ω
−

∂Erad

∂ω
× H

rad
= − 2ηurIm H

rad ∂Hrad

∂ω

4 182

In view of (4.180) and (4.181), one may find

H
rad

r
∂Hrad r

∂ω
= − j

r
c
Hrad r

2

+
k2

16π2r2
V0 V 0

J r I −urur
∂J r
∂ω

ejkur r −r dV r dV r

4 183

Bymaking use of (4.182) and (4.183), the integral (4.157) on the sphere S∞ of radius
r can be expressed by

Wrad S∞ =
r
c
S∞

η

2
Hrad r

2
dS−

k2η
8π

V 0 V 0

Im J r U
∂J r
∂ω

dV r dV r ,

4 184

where U is a dyadic defined by

U =
1
4π

S∞

1
r2

I −urur ejkur r − r dS r , 4 185

with I being the unit dyadic. The integral (4.185) can be carried out by the Funk–
Hecke formula in the theory of spherical harmonics [78, 79]

U = j0 kR −
j1 kR
kR

I + j2 kR uRuR, 4 186

200 4 Radiation in Free Space (I)



where R = |r − r |, uR = (r − r )/R, and jn is the nth-order spherical Bessel func-
tion of the first kind. Equation (4.184) can be written as

Wrad S∞ =
r
c
Prad −Wd, 4 187

where Wd stands for the energy term caused by the frequency derivative of the
source

Wd =
k2η
8π

V0 V 0

Im J r U
∂J r
∂ω

dV r dV r 4 188

The first term on the right-hand side of (4.187) is equal to the integration of
radiated field energy density over the spherical region V∞ bounded by the sphere

S∞ of radius r, denoted by Wrad
em V ∞ . In fact,

Wrad
em V ∞ =

V ∞

wrad
e + wrad

m dV =

r

0

dr

Ω

1
4
ε E∞

2 +
1
4
μ H∞

2 dΩ

= r

Ω

1
4
ε E∞

2 +
1
4
μ H∞

2 dΩ =
r
c
Prad,

4 189

where dΩ = sin θdθdφ is the differential solid angle, Ω is the unit sphere, and

wrad
e =

1
4
ε Erad r

2
,wrad

m =
1
4
μ Hrad r

2
4 190

are, respectively, the radiated electric and magnetic field energy densities. Com-
bining (4.155) and (4.187), one may find

W = We V ∞ + Wm V ∞ −Wrad
em V ∞ + Wd 4 191

As indicated by (4.189), the termWrad
em V ∞ is equal to the radiated power multi-

plied by the time that the radiated wave takes to travel from the origin of the coor-
dinate system to the sphere S∞, and therefore it stands for the radiated field energy
from a point source centered at r = 0. The termWd in (4.191) may thus be consid-
ered as a correction to the point source to take account of the influence of the
source distribution in the source region V0. For small radiator for which (∂J(r)/
∂ω)≈ 0, this term can be neglected. Substituting (4.186) into (4.188) and simplify-
ing the resultant yield

Wd = −
c2kη
8π

V 0 V 0

Im ρ r
∂ρ r
∂ω

sin kR
R

dV r dV r

+
kη
8π

V 0 V 0

Im J r
∂J r
∂ω

sin kR
R

dV r dV r
4 192
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This gives the sum of the last two terms on the right-hand side of (4.167)
and (4.168).
Instead of using (4.179) to find the frequency derivative (∂Hrad(r)/∂ω) in the

far-field region, a common approach is to directly take the frequency derivative
from the far-field expression Hrad(r) = (e−jkr/r)H∞(ur) to get

∂Hrad r
∂ω

= − j
r
c
e− jkr

r
H∞ ur +

e− jkr

r
∂H∞ ur

∂ω

In this case, the integrand of (4.157) becomes

Im Erad ×
∂H

rad

∂ω
−

∂Erad

∂ω
× H

rad

=
r
c
j2ηur

r2
H∞ ur

2
−

j2ηur

r2
Im H∞ ur

∂H∞ ur

∂ω

4 193

In the far-field region, the surface integral (4.157) on the sphere S∞ can thus be
expressed by

Wrad S∞ =
r
c
Prad −

η

2
Ω

Im H∞ ur
∂H∞ ur

∂ω
dΩ 4 194

The second term on the right-hand side of (4.194) often occurred in previous stud-
ies [76, 77], whose physical meaning has bewildered researchers for many years.
Comparing (4.187) with (4.194), the following identification can be made

Wd =
k2η
8π

V 0 V 0

Im J r U
∂J r
∂ω

dV r dV r

≈
η

2
Ω

Im H∞ ur
∂H∞ ur

∂ω
dΩ

4 195

Therefore, the second term on the right-hand side of (4.194) is also negligible for
small radiators. For some typical antennas whose radiation patterns are real or
imaginary (such as a dipole, loop, rectangular or circular aperture, rectangular
or circular microstrip patch), (4.195) vanishes whether the antenna is big or small.
On the other hand, if the radiation pattern is a slowly varying function of the fre-
quency, (4.195) can also be neglected.

4.3.4 Evaluation of Radiation Quality Factor

For a high QF antenna, the QF can be shown to be reciprocal of antenna fractional
bandwidth for the input impedance [80]. The antenna QF is a field quantity and is
more convenient for theoretical research while the antenna bandwidth requires
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more information on the frequency behavior of the input impedance. There are
two different methods for evaluating antenna QF. One is based on the current
source distribution (field approach), in terms of which the stored field energies
of antenna can be determined from (4.156) or (4.167) and (4.168). An alternative
approach is to use the antenna input impedance (circuit approach). It has been
demonstrated in [80] that the Foster reactance theorem is approximately valid
for an ideal (lossless) metal antenna, and the stored field energies of a lossless
metal antenna can be expressed in terms of the antenna input reactance as follows:

We =
1
8
I 2 ∂X

∂ω
−

X
ω

, Wm =
1
8
I 2 ∂X

∂ω
+

X
ω

, 4 196

where I is the antenna terminal current and X is the input reactance defined by

X =
4ω

I 2 Wm −We 4 197

It can be shown that both the field and circuit methods give identical results [70].
Based on the stored field energies (4.196) and the radiation resistance, an ideal
transmitting antenna without ohmic loss can be equivalent to a series RLC circuit
with the element values given by [80]

Rrad =
2Prad

I 2 ,L =
4Wm

I 2 ,C =
I 2

4ω2We
4 198

The expressions (4.196) for the stored field energies can be easily generalized to
an antenna array with N input ports. Let [V] = [V1, V2, …, VN]

T and [I] = [I1, I2, …,
IN]

T
, respectively, denote the terminal voltage and current vectors of the antenna

array, where T denotes the transpose operation. The voltage and current vectors
are related by [V] = [Z][I], where [Z] is the impedance matrix of the array. For the
antenna array, (4.196) should be replaced by

Wm =
1
8
I H d X

dω
+

X
ω

I , We =
1
8
I H d X

dω
−

X
ω

I , 4 199

where X = 1 2j Z − Z is the reactance matrix of the array and the super-

script H denotes the conjugate transpose. The radiated power of the antenna
array is

Prad =
1
2
Re I H V =

1
2
Re I H Z I =

1
4
I H Z + Z H I 4 200

In terms of (4.30), (4.199), and (4.200), the QF for the antenna array can be
expressed as

QI =
ωW

Prad =
1
2

I H ω
dX
dω

I

I H Z + Z H I
4 201
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This gives the Rayleigh quotient for the QF, and can be used to find the optimal
distribution of excitations for the antenna array to minimize the QF.

Example 4.6 Consider a dipole antenna of radius a0 and length 2a. The current
distribution on the wire surface is assumed to be

J r = uz
I0

2πa0
sin k a− z , − a < z < a, r = a0

and the terminal current is given by I= I0 sin ka. The radiation resistance and reac-
tance of the dipole antenna can be found as follows:

Rrad =
η

2π sin 2 ka
C + ln 2ka− ci 2ka +

1
2
sin 2ka si 4ka − 2si 2ka

+
1
2
cos 2ka C + ln ka + ci 4ka − 2ci 2ka ,

X =
η

4π sin 2 ka
2si 2ka + cos 2ka 2si 2ka − si 2ka

− sin 2ka 2ci 2ka − ci 4ka − ci
ka20
a

,

where si and ci are the sine and cosine integrals defined by

si x =

x

0

sin y
y

dy, ci x =

x

∞

cos y
y

dy

The stored field energies, equivalent circuit element values, and QF can be eval-
uated from (4.196) and (4.198), and are shown in Figures 4.10, 4.11, and 4.12,
respectively. □
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Figure 4.10 Stored field energies of dipole antenna.
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Figure 4.11 Element values of equivalent RLC circuit for the dipole.
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Figure 4.12 Radiation QF of the dipole antenna.
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4.4 Modal Quality Factors

The concept of modal QF first appeared in Chu’s work [81]. Chu’s analysis was
based on the theory of spherical harmonics. By examining a special case that
the antenna is omnidirectional and radiates either TE or TMmodes, Chu obtained
the bounds of antenna QF and the ratio of gain over QF. In Chu’s analysis, the total
EM field energy inside the circumscribing sphere of the antennawas ignored in the
study of QF. One technical difficulty encountered in Chu’s analysis is that the total
EM field energy outside the circumscribing sphere of antenna is infinite. To over-
come this difficulty, Chu had to truncate the series expansions for the gain, QF,
and the ratio of gain over QF. In this way, the infinity problem was eliminated.
Therefore, Chu’s analysis and results are only approximately valid and some con-
cerns were raised about the reasonability of his derivations. Collin and Rothschild
adopted a different method for calculating the modal QF [82]. Their method is
established on the proposition made by Counter that the stored EM field energy
is defined as the total field energy outside the circumscribing sphere of the antenna
subtracted from the radiated field energy [68]. By adopting the same definition of
stored field energy and ignoring the stored field energy inside the circumscribing
sphere of the antenna, Fante was able to find a general expression of QF for an
arbitrary ideal antenna [76].

4.4.1 Stored Field Energies Outside the Circumscribing
Sphere of Antenna

Suppose that the current source J is confined in the region V0. The stored EM field
energy of the source is given by (4.191):

W = We V∞ + Wm V∞ −Wrad
em V∞ , 4 202

where the term Wd defined by (4.195) has been ignored for it is negligible for a
small antenna. The study of antenna QF was usually based on the spherical wave
function expansion outside the circumscribing sphere of the antenna. Such an
approach results in an antenna QF that is much lower than its real value, denoted
by Qreal, as the stored field energy inside the circumscribing sphere has been
neglected. Let the antenna be enclosed by the circumscribing sphere Va of radius
a, bounded by Sa, as illustrated in Figure 4.13. The total stored field energy outside
the circumscribing sphere can be evaluated in a spherical coordinate system
through (4.89):
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We + Wm =

V ∞ −Va

we + wm dV =
εa

4k2 n,m, l
N2

nm α 2
nml

2
+ β 2

nml

2

2− ka 2 h 2
n ka

2
− jn− 1 ka jn + 1 ka − nn− 1 ka nn + 1 ka

− h 2
n ka

2
− ka jn ka jn ka + nn kr nn ka

4 203

To determine the stored field energies We and Wm, another equation is needed.
From Poynting theorem, one may find the difference of stored energies

Wm −We =
1
4ω

Im

Sa

E × H undS 4 204

Introducing the field expansions (4.89) into the above equation, one may find

Wm −We =
εa

4k2 n,m, l
N2

nm β 2
nml

2
− α 2

nml

2

h 2
n ka

2
+ ka jn ka jn ka + nn ka nn ka

4 205

Combining (4.203) and (4.205) yields

Wm =
ε

4k3 n,m, l
N2

nm α 2
nml

2
Qn + β 2

nml

2
Qn ,

We =
ε

4k3 n,m, l
N2

nm α 2
nml

2
Qn + β 2

nml

2
Qn ,

4 206

S∞
Sa

Va

a

μ, ε

V∞
r∞

o V0J

Figure 4.13 An arbitrary antenna.
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where

Qn = ka− h 2
n ka

2 1
2

ka 3 + ka n + 1 −
1
2

ka 3 h 2
n + 1 ka

2

+
1
2

ka 2 2n + 3 jn ka jn + 1 ka + nn ka nn + 1 ka ,

Qn = ka−
1
2

ka 3 h 2
n ka

2
− jn− 1 ka jn + 1 ka − nn− 1 ka nn + 1 ka

4 207

are called modal QFs. Substituting (4.112) and (4.206) into (4.30) and (4.31),
one finds

QI =
1
2

n,m, l
N2

nm α 2
nml

2
+ β 2

nml

2
Qn + Qn

n,m, l
N2

nm α 2
nml

2
+ β 2

nml

2
, 4 208

and

QII =

n,m, l
N2

nm α 2
nml

2
Qn + β 2

nml

2
Qn

n,m, l
N2

nm α 2
nml

2
+ β 2

nml

2
,Wm > We

n,m, l
N2

nm α 2
nml

2
Qn + β 2

nml

2
Qn

n,m, l
N2

nm α 2
nml

2
+ β 2

nml

2
,We > Wm

4 209

Equations (4.208) and (4.209) can be written as

QI =
n

a2n + b2n
1
2

Qn + Qn

n
a2n + b2n

, 4 210

QII = max

∞

n = 1
a2nQn + b2nQn

∞

n = 1
a2n + b2n

,

∞

n = 1
a2nQn + b2nQn

∞

n = 1
a2n + b2n

, 4 211

where a2n = m,lN
2
nm α 2

nml

2
and b2n = m,lN

2
nm β 2

nml

2
.
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Remark 4.6 The total field energies for the spherical modal fields defined by
(4.107), stored in the region bounded by two spheres of radius a and b with
b> a, are

WTE 2
nml =

1
4
ε

b

a

dr

S

ETE 2
nml

2
dS +

1
4
μ

b

a

dr

S

HTE 2
nml

2
dS,

WTM 2
nml =

1
4
ε

b

a

dr

S

ETM 2
nml

2
dS +

1
4
μ

b

a

dr

S

HTM 2
nml

2
dS

4 212

Applying the orthogonality properties of the SVWFs, one may find

WTE 2
nml =

N2
nmε

4k2

b

a

1 +
n n + 1

kr 2 krh 2
n kr

2
+ h

2

n kr
2

dr,

WTM 2
nml =

N2
nmε

4k2

b

a

1 +
n n + 1

kr 2 krh 2
n kr

2
+ h

2

n kr
2

dr

4 213

The total stored field energies in (4.213) become infinite as b ∞ since both of
them contain the radiated field energy. The radiated field energy in the spherical
shell a< r< b may be evaluated using (4.212) with the SVWFs replaced by their
far-field expressions (4.106). The results are

Wrad
TE 2

nml

= Wrad
TM 2

nml

=
N2

nmε

4k2

b

a

2dr 4 214

The radiated field energies also become infinite as b ∞. The stored field energy
of antenna on the outside sphere of radius a is defined as the total field energy
subtracted by the radiated field energy. So, the stored field energies of antenna that
radiates the spherical modal fields are

W
TE 2

nml = WTE 2
nml −Wrad

TE 2
nml

=
N2

nmε

4k3

∞

a

1 +
n n + 1

kr 2 krh 2
n kr

2
+ h

2

n kr
2

− 2 dkr,

W
TM 2

nml = WTM 2
nml −Wrad

TM 2
nml

=
N2

nmε

4k3

∞

a

1 +
n n + 1

kr 2 krh 2
n kr

2
+ h

2

n kr
2

− 2 dkr,

4 215
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where the radius b has been set as ∞. The integrals in (4.215) turn out to be finite
and can be readily found

W
TE 2

nml = W
TM 2

nml =
N2

nmε

2k3
Qn ka

The QF for the spherical modal fields is then given by

Q =
ωW

TE 2
nml

Prad
TE 2

nml

=
ωW

TM 2
nml

Prad
TM 2

nml

= Qn ka , 4 216

where (4.108) has been used. □

Remark 4.7 A direct calculation shows that the squared fields averaged in all
directions are

E 2 =

2π

0

dφ

π

0

E 2 sin θdθ =
n,m, l

N2
nm α 2

nml

2
h 2
n kr

2
+ β 2

nml

2
γ2n ,

4 217

H 2 =

2π

0

dφ

π

0

H 2 sin θdθ =
n,m, l

N2
nm β 2

nml

2
h 2
n kr

2
+ α 2

nml

2
γ2n ,

4 218

where γ2n = h
2

n kr kr
2

+ n n+ 1 h 2
n kr kr

2
□

4.4.2 Two Inequalities for Spherical Hankel Functions

In order to establish the properties of modal QFs, one first needs to prove two
inequalities for spherical Hankel functions. If ν is not an integer, a useful equation
for Lommel’s polynomial may be obtained as follows [83]:

Jν + n x Jn + 1− ν x + J − ν− n x J − n− 1 + ν x =
2
πx

− 1 n sin νπR2n,ν− n x ,

4 219

where Jν(x) is the Bessel functions and R2n, ν− n(x) is the Lommel’s polynomial
defined by

R2n,ν− n x =
n

m = 0

− 1 m 2n−m Γ ν−n + 2n−m
m 2n− 2m Γ ν− n + m

x
2

− 2n + 2m
,
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with Γ being the Gamma function. For ν= 1/2, (4.219) gives the square modulus of
the spherical Hankel function of the second kind

h 2
n x

2
=

1
x2

n

m = 0

2n−m 2n− 2m

n−m 2m
2x 2 m− n 4 220

This can be written as

h 2
n x

2
=

1
x2

1+ a x ,

where a(x) is positive for x> 0. Thus, one obtains the first inequality for spherical
Hankel functions of the second kind

h 2
n x

2
>

1
x2

4 221

According to (4.220), one may write

h 2
n− 1 x

2
=

1
x2

n− 1

m = 0

2 n− 1 − 2m 2 n− 1 −m

n− 1−m 2m
2x 2 m− n + 1 ,

which can be rearranged as

h 2
n− 1 x

2
=

1
x2

n

m = 1

2n− 2m 2n−m

2n m− 1 n−m 2m
2x 2 m− n

Since (2n/m− 1)≥ 1 for 1≤m ≤ n, it follows that

h 2
n− 1 x

2
=

1
x2

n

m = 1

2n− 2m 2n−m

2n m− 1 n−m 2m
2x 2 m− n

≤
1
x2

n

m = 1

2n− 2m 2n−m

n−m 2m
2x 2 m− n

= h 2
n x

2
−

2n
n

2

2x − 2n,

4 222

which implies

h 2
n x

2
> h 2

n− 1 x
2

4 223

This is the second inequality for spherical Hankel functions. It indicates that the
absolute value of spherical Hankel functions increases with the index n. The ine-
quality (4.223) was first conjectured by Fante and Mayhan through extensive
numerical tabulation, and proven to be useful in the study of the bounds of the
radiated field outside the radiating system [84].
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Example 4.7 Consider the minimization problem of the ratio |E|2 /Prad. From
(4.112) and (4.217), the ratio can be expressed by

E 2

Prad =
n,m, l

N2
nm α 2

nml

2
h 2
n kr

2
+ β 2

nml

2
γ2n

1

2k2η n,m, l
N2

nm α 2
nml

2
+ β 2

nml

2
4 224

On use of (4.223) and the similar properties for γ2n, i.e. γ
2
n > γ2n− 1 and γ21 > h 2

1

2
,

one may obtain

E 2

Prad >

h 2
1 kr

2

n,m, l
N2

nm α 2
nml

2
+ β 2

nml

2

1

2k2η n,m, l
N2

nm α 2
nml

2
+ β 2

nml

2
= 2k2η h 2

1 kr
2

4 225

This gives the minimum squared electric field averaged in all directions

min E 2 = 2k2ηPrad h 2
1 kr

2
4 226

The above equation can be used to derive the lower bound for the maximum elec-
tric field averaged in all directions [84]. □

4.4.3 Properties of Modal Quality Factors

Both the modal QFs Qn and Qn are important in theoretical studies. They have
been extensively used to investigate the properties of antennas such as the upper
bounds of the ratio of gain to QF and the lower bounds of QF. Some interesting
properties of the Qn andQnhave been discussed by Fante through numerical tabu-
lations [76] and are listed in Table 4.3. Properties 1 and 2 state that both Qn and Qn

Table 4.3 Properties of modal QFs I.

Property 1 Qn(x) > 0.

Property 2 Qn x > 0

Property 3 Qn+ 1(x) >Qn(x).

Property 4 Qn + 1 x > Qn x

Property 5 Qn x > Qn x
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are positive, properties 3 and 4 indicate that both Qn and Qn are monotonically
increasing with respect to the index n, and property 5 simply states that Qn is
always greater than Qn.
Some new properties for the modal QFs will be derived below and they are listed

in Table 4.4, where properties 6 and 7 are stronger than properties 3 and 4; proper-
ties 8 and 9 give the alternating recurrence relations for the modal QFs; properties
10 and 11 are the finite power series expansions for the modal QFs, and they are
more informative and concise than their original definitions (4.207). The expan-
sion coefficients in properties 10 and 11 are given by

q n,m =
n n + 2 + n−m 2

−m 2n−m 2n− 2m

22 n−m + 1 n−m 2 n + 1−m m
, 4 227

q n,m =
m 2n + 1−m 2n−m 2n− 2m

22 n−m + 1 n−m 2 n + 1−m m
4 228

Most of the properties of the modal QFs can be proved by the method of math-
ematical induction. Since the proofs are purely mathematical, all the properties of
the modal QFs essentially belong to the spherical Bessel functions.

4.4.3.1 Proof of Properties 2, 4, and 7

For the technique reason, the property 2 will be established first by the method of
mathematical induction. As the first step of the proof, one needs to show that
Qn x is positive for n = 1. This can be easily done from the definition of spherical
Bessel functions. Indeed, it is easy to show that Q1 x = 1 x > 0 for x = ka> 0. As
the inductive step, Qn x is assumed to be positive for an arbitraryn:

Qn x > 0, 4 229

Table 4.4 Properties of modal QFs II.

Property 6
Qn + 1 x >

2n + 3
2n + 1

Qn x

Property 7
Qn + 1 x >

2n + 3
2n + 1

Qn x

Property 8
Qn + 1 x = Qn x + x n+ 1 h 2

n + 1 x
2

Property 9
Qn + 1 x = Qn x + x n+ 1 h 2

n x
2

Property 10
Qn x =

n

m = 0

q n,m
x2 n−m + 1

Property 11
Qn x =

n

m = 0

q n,m
x2 n−m + 1
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and the rest is to show that Qn x is positive for n+ 1. According to the defini-
tion (4.207), one may write

Qn + 1 x = x−
x3

2
h 2
n + 1 x

2
− jn x jn + 2 x −nn x nn + 2 x 4 230

By use of the recurrence relations of spherical Bessel functions, one may find

jn x jn + 2 x + nn x nn + 2 x

= − h 2
n x

2
+

2n + 3
2n + 1

h 2
n + 1 x

2
+ jn−1 x jn + 1 x + nn−1 x nn + 1 x

Thus,

h 2
n + 1 x

2
− jn x jn + 2 x − nn x nn + 2 x

= −
2

2n + 1
h 2
n + 1 x

2
+ h 2

n x
2

+
2n + 3
2n + 1

h 2
n x

2
− jn− 1 x jn + 1 x −nn− 1 x nn + 1 x

Substituting this into (4.230) and rearranging terms yield

Qn + 1 x =
2n + 3
2n + 1

Qn x +
x3

2n + 1
h 2
n + 1 x

2
+ h 2

n x
2

−
2

2n + 1
x,

4 231

which is the recurrence relation for the modal Qn. It follows from (4.221) that

Qn + 1 x >
2n + 3
2n + 1

Qn x +
x3

x2
2

2n + 1
−

2
2n + 1

x =
2n + 3
2n + 1

Qn x ,

4 232

which gives property 7, and thus also proves property 4. From (4.232) and the
assumption (4.229), one immediately gets

Qn + 1 x > 0

The proof of property 2 is completed.
A questionmay be raised whether there exists a constant c greater than (2n+ 3)/

(2n+ 1) in (4.232), such that

Qn + 1 x > cQn x 4 233

To answer this question, one may use (4.231) and the asymptotic expressions of
spherical Hankel functions to find

Qn + 1 x
2n + 3
2n + 1

Qn x , as x ∞
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Therefore, the coefficient (2n+ 3)/(2n+ 1) in (4.232) is the maximum possible
value that satisfies (4.233).

4.4.3.2 Proof of Properties 1, 3, 6, 8, and 9

Similarly, property 1 can be established by the method of mathematical induction.
As the first step of the proof, it is easy to find that Q1(x) = x−1 + x−3 > 0 for x> 0
from the definition of spherical Bessel functions. As the inductive step, the prop-
erty 1 will be assumed to hold for an arbitrary n:

Qn x > 0 4 234

To show that the above inequality is also valid for n+ 1, one may write

Qn + 1 x = x− h 2
n + 1 x

2
x n + 2 +

x3

2
−

x3

2
h 2
n + 2 x

2

+ x2
2n + 5

2
jn + 1 x jn + 2 x + nn + 1 x nn + 2 x

4 235

By the recurrence relations for spherical Bessel functions, one may find

h 2
n + 2 x

2
=

2n + 3 2

x2
h 2
n + 1 x

2
+ h 2

n x
2

−
2 2n + 3

x
jn + 1 x jn x + nn + 1 x nn x

and

jn + 1 x jn + 2 x + nn + 1 x nn + 2 x

=
2n + 3

x
h 2
n + 1 x

2
− jn x jn + 1 x −nn x nn + 1 x

Substituting these into (4.235) and ignoring the tedious process yield

Qn + 1 x = Qn x + x n + 1 h 2
n + 1 x

2
+ h 2

n x
2

− x2 jn + 1 x jn x + nn + 1 x nn x

4 236

By the recurrence relations for spherical Bessel functions, it is readily found from
(4.207) that

Qn x −Qn x = h 2
n x

2
nx− x2 jn x jn− 1 x + nn x nn− 1 x

= − x n + 1 h 2
n x

2
+ x2 jn x jn + 1 x + nn x nn + 1 x

4 237

By means of (4.236) and (4.237) as well as the property 2, it is easy to find

Qn + 1 x = Qn x + x n+ 1 h 2
n + 1 x

2
> 0
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This completes the proof of property 1 as well as property 8. According to (4.237),
one may write

Qn + 1 −Qn + 1 = h 2
n + 1 x

2
n+ 1 x− x2 jn + 1 x jn x + nn + 1 x nn x

Insertion of this into (4.236) gives property 9. It follows from properties 7 and
8 that

Qn x >
2n + 1
2n− 1

Qn− 1 x >
2n + 3
2n + 1

Qn− 1 x , 4 238

Qn x = Qn− 1 x + xn h 2
n x

2
4 239

Multiplying (4.239) by (2n+ 3)/(2n+ 1) and subtracting the resultant equation
from property 8 yield

Qn + 1 x −
2n + 3
2n + 1

Qn x = Qn x −
2n + 3
2n + 1

Qn− 1 x

+ x n + 1 h 2
n + 1 x

2
− x n +

2n
2n + 1

h 2
n x

2 4 240

By use of property 7, (4.223), and (4.238), one may find

Qn + 1 x >
2n + 3
2n + 1

Qn x 4 241

Thus, the property 6 and thus property 3 have been established. Similarly, it can be
shown that the number (2n+ 3)/(2n+ 1) is the maximum possible value for the
inequality (4.241) to hold. By means of (4.231), (4.240) can be expressed by

Qn + 1 x −
2n + 3
2n + 1

Qn x = x n + 1 h 2
n + 1 x

2
− x n +

2n
2n + 1

h 2
n x

2

+
x3

2n + 1
h 2
n + 1 x

2
+ h 2

n x
2

−
2

2n + 1
x

4 242

This is the recurrence relation for the modal Qn(x).

4.4.3.3 Proof of Property 5

To demonstrate property 5, one has to resort to the following equation for the
Lommel’s polynomial [83]:

Jν+ n+1 x J−ν+ n+1 x −J−ν−n−1 x Jν−n−1 x =
2
πz

−1 n sinνπR2n+1,ν−n x ,

4 243
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where R2n+ 1, ν− n(x) is the Lommel’s polynomial defined by

R2n + 1,ν−n x =
n

m = 0

−1 m 2n + 1−m Γ ν−n + 2n + 1−m
m 2n + 1−2m Γ ν−n +m

x
2

2 m−n −1

Here, ν is a non-integer. For ν = 1/2, (4.243) can be written as

x2 jn + 1 x jn x + nn + 1 x nn x

= 2
n

m = 0

2n + 1−m 2n−m 2n− 2m

n−m 2m
2x 2 m− n − 1 4 244

It follows from (4.220) that

x n+ 1 h 2
n x

2
= 2

n

m = 0

n + 1 2n− 2m 2n−m

n−m 2m
2x 2 m− n − 1

4 245

From (4.237), (4.244), and (4.245), one may find

Qn x −Qn x

= 2
n

m = 0

n−m 2n−m 2n− 2m

n−m 2m
2x 2 m− n − 1 > 0

4 246

since m≤ n. Property 5 is thus validated.

4.4.3.4 Proof of Properties 10 and 11

Properties 10 and 11 can be derived from (4.220), (4.244), and (4.246). In fact, it
follows from (4.220) and (4.244) that

h 2
n x

2 x3

2
+ x n + 1 =

x
2
+ 2

n + 1 2n 2

n 2 2x − 2n− 1

+
1
4

n

m = 1

2n + 1−m 2n + 2− 2m

n + 1−m 2 m− 1
2x 2 m− n − 1

+ 2
n

m = 1

n + 1 2n− 2m 2n−m

n−m 2m
2x 2 m− n − 1,

x3

2
h 2
n + 1 x

2
=

x
2
+

1
4

n

m = 1

2n + 2−m 2n + 2− 2m

n + 1−m 2m
2x 2 m− n − 1

+
1
4

2n + 2 2

n + 1 2 2x − 2n− 1,
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2n + 3
2

x2 jn + 1 x jn x + nn + 1 x nn x

=
n

m = 1

2n + 3 2n + 1−m 2n−m 2n− 2m

n−m 2m
2x 2 m− n − 1

+
2n + 1 2n + 3 2n 2

n 2 2x − 2n− 1

Insertion of these into the first expression of (4.207) yields

Qn x = C1 2x − 2n− 1 +
n

m = 1

C2 2x 2 m− n − 1 4 247

Ignoring the tedious simplifying process, the coefficients C1 and C2 are found
to be

C1 =
2n 22n

n 2 2x 2n + 1 ,

C2 =
2n−m 2n− 2m

n−m 2 n + 1−m m
n n + 2 + n−m 2

−m

On substitution of these into (4.247), one immediately obtains property 10. Com-
bining property 10 and (4.246) gives property 11.
It can be seen from the properties 10 and 11 that both the modal Qn and Qn are

monotonically decreasing functions of the variable x= ka. For demonstrating their
properties, the modal Qn and Qn are plotted in Figure 4.14.

4.4.4 Lower Bound for Antenna Quality Factor

Since Qn > Qn , Qn+ 1 >Qn, and Qn + 1 > Qn , it follows from first definition of
antenna QF (4.210) that

QI >
1
2

n
a2n + b2n Q1 + Q1

n
a2n + b2n

=
1
2

Q1+ Q1

Therefore, the minimum possible value for QI is given by

minQI =
Q1 + Q1

2
=

1
ka

+
1

2 ka 3 4 248
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The above lower limit for the QF is also valid if the second definition (4.31) is
used. In fact, if the first term on the right-hand side of (4.211) is assumed to be
the largest, the antenna QII is

QII =

∞

n = 1
a2nQn + b2nQn

∞

n = 1
a2n + b2n

To ensure that the first term on the right-hand side of (4.211) is always larger than
the second during the optimizing process, a constraint on the coefficients an and bn
is needed. This can be achieved by assuming an≥ bn. Under this condition, one
may find

QII =

∞

n = 1
a2nQn + b2nQn

∞

n = 1
a2n + b2n

≥

∞

n = 1
a2nQ1 + b2nQ1

∞

n = 1
a2n + b2n

= C Q1−Q1 + Q1,

Qn

Q′n

1 × 104

1 × 103

100
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1

0.1
0 2 4
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n = 2
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n = 4

n = 8

x

6 8

Figure 4.14 Modal QFs.
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where C = ∞
n = 1a

2
n

∞
n = 1 a2n+ b2n ≥

1
2
since an≥ bn. The right-hand side of the

above expression can beminimized by setting C= 1/2 or an= bn(n≥ 1). Therefore,

minQII =
Q1 + Q1

2
=

1
ka

+
1

2 ka 3 , 4 249

which can be achieved by setting a1 = b1 and an = bn = 0 for n≥ 2. If the second
expression in (4.211) is the largest, the exactly same result can be obtained by inter-
changing an and bn. Thus, the minimum QF problem has a unique lowest limit
although the QF is defined conditionally.
The existence of a lower bound for antenna QF implies that the stored field

energy of antenna can never be made zero. Once the maximum antenna size is
given, this lower bound is then determined. For a small antenna (ka< 1), equa-
tion (4.248) can be approximated by

minQ≈
1

2 ka 3 4 250

Since the real Qreal is always greater than the QF defined by (4.208) or (4.209),
(4.248) may be considered as the minimum possible value for Qreal.

4.5 Upper Bounds for the Products of Gain
and Bandwidth

From time to time, there arises a question of how to achieve better antenna per-
formance than previously obtained. In most applications, one needs to maximize
antenna gain and bandwidth simultaneously. For this reason, a reasonable perfor-
mance index for characterizing antenna would be the product of antenna gain and
bandwidth, or the ratio of antenna gain to antenna Qreal. In order to seek the max-
imum possible ratio of gain over antenna QF, one may use the QF defined by
(4.208) or (4.209) to replace Qreal in the optimization process.
The upper limit for the ratio of gain over antenna QF shares similarity with

Shannon’s capacity theorem in communications theory and gives maximum pos-
sible PGB once the antenna size and its operating frequency are specified. The
most general upper bounds for the ratio of gain over QF for both omnidirectional
and directional antennas were found by the author in 2003 [85] and re-derived
later via two different methods. One was based on the conventional definition
of antenna QF and a novel algebraic inequality [86], which eliminated an unnec-
essary assumption made in the earlier study [85], and the other was based on the
general definition of QF from IEEE standards [74]. Three independent derivations
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gave exactly the same results. These upper bounds are of fundamental importance
in antenna theory and design. They can be served as the guidelines for antenna
designers to determine the maximum possible PGB once the antenna size and
operating frequency are specified, or equivalently, determine the minimum possi-
ble antenna size when the PGB is specified. They are especially useful in small
antenna designs.

4.5.1 Directive Antenna

Without loss of generality, it will be assumed that the antenna is placed in a spher-
ical coordinate system (r, θ, φ) and enclosed by the smallest circumscribing sphere
of radius a, and the spherical coordinate system is oriented in such a way that the
maximum radiation is in (θ, φ) = (0, 0) direction. From (4.92), the transverse
radiated fields outside the circumscribing sphere of the antenna can be expanded
in terms of spherical harmonics as follows:

krEt =
n,m, l

Nnm α 2
nmlh

2
n hnml − β 2

nmlh
q

n enml ,

krHt =
1
jη

n,m, l
Nnm α 2

nmlh
2

n enml − β 2
nmlh

2
n hnml ,
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where the vector modal functions enml are explicitly given by

enml = −
uθ

Nnm sinθ
f ml φ n+ 1 cosθPm

n cosθ − n−m+ 1 Pm
n+ 1 cosθ

+
uφ

Nnm sinθ
Pm
n cosθ f ml φ ,

hnml = ur × enml

By definition of the associated Legendre function, it is easy to see that only m = 1
contributes to the field in the direction of θ = 0. By the expression

lim
θ 0

P1
n cos θ
sin θ

=
1
2
n n+ 1 ,

one may find the expressions for the vector modal function in the direction
of θ = 0:

lim
θ 0

en1l = −
1

2Nn1
n + 1 n uθf 1l φ + uφf 1l φ ,

lim
θ 0

hn1l = −
1

2Nn1
n + 1 n uφf 1l φ −uθf 1l φ
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It follows from (4.251) that the far-field components in the direction of (θ,
φ) = (0, 0) are

Eθ =
1
2kr n

n + 1 n h
2

n kr β 2
n1e + h

2
n kr α 2

n1o ,

Hφ = −
1

j2ηkr n
n + 1 n − h

2
n kr β 2

n1e + h
2

n kr α 2
n1o ,

Eφ =
1
2kr n

n + 1 n h
2

n kr β 2
n1o − h

2
n kr α 2

n1e ,

Hθ = −
1

j2ηkr n
n + 1 n h

2
n kr β 2

n1o + h
2

n kr α 2
n1e

In the far-field region, the radiation intensity can be represented by

1
2
r2 Re E × H ur =

1
2
r2 Re EθHφ −EφHθ

=
1

8k2η n
n + 1 njn β 2

n1e + jα 2
n1o

2

+
1

8k2η n
n + 1 njn β 2

n1o − jα 2
n1e

2

The directivity in the direction of (θ, φ) = (0, 0) is then given by

G = 4πr2
1
2
Re E × H ur

Prad

= π
n

n + 1 njn β 2
n1e + jα 2

n1o

2

+
n

n + 1 njn β 2
n1o − jα 2

n1e

2

n,m, l
N2

nm α 2
nml

2
+ β 2

nml

2
,
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where use has been made of (4.112). For simplicity, (4.208) will be used to max-
imize the ratio of gain over QF. In terms of (4.252), the ratio of gain over QF can be
expressed as

G
Q dir

=
2π

n,m, l
N2

nm α 2
nml

2
+ β 2

nml

2
Qn +Qn

∞

n=1

n+1 njn β 2
n1e + jα 2

n1o

2

+
∞

n=1

n+1 njn β 2
n1o− jα 2

n1e

2

4 253
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Since only α 2
n1l and β 2

n1l contribute to the numerator, the ratio (4.253) can be

increased by setting α 2
nml = β 2

nml = 0 m 1 . Thus,

G
Q dir

=

∞

n = 1
Aon + Ben

2

+
∞

n = 1
Aen + Bon

2

∞

n = 1

Qn + Qn

2n + 1
Aen

2 + Ben
2 + Aon

2 + Bon
2

, 4 254

where

Aon = jn + 1n n + 1 α 2
n1o

Aen = − jn + 1n n + 1 α 2
n1e

,
Ben = jnn n + 1 β 2

n1e

Bon = jnn n + 1 β 2
n1o

The denominator of (4.254) depends only on the magnitudes of An and Bn. If the
phase of An and Bn are adjusted such that they are in phase to maximize the
numerator, the denominator will not change. Therefore, (4.254) can bemaximized
as follows:

G
Q dir

=

∞

n = 1
Aon + Ben

2

+
∞

n = 1
Aen + Bon

2

∞

n = 1

Qn + Qn

2n + 1
Aen

2 + Ben
2 + Aon

2 + Bon
2
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If the inequality (a+ b)2≤ 2(a2 + b2) is applied, one may find

G
Q dir

≤ 2

∞

n = 1
an

2

+
∞

n = 1
bn

2

∞

n = 1

Qn + Qn

2n + 1
a2n + b2n

= 2
ζ,Ca

2
E + ζ,Cb

2
E

Ca,Ca E + Cb,Cb E
, 4 256

where

an = Aon + Ben , bn = Aen + Bon ,

ζ = ζ1, ζ2,… ,Ca b = Ca b 1,Ca b 2,… ,

ζn =
2n + 1
Qn + Qn

,Can =
an
ζn

,Cbn =
bn
ζn

,

and both ζ and Ca(b) are vectors in the Euclidean space consisting of all
vectors of infinite dimension with the inner product and norm defined by

ζ,C E =
∞

n = 1
ζnCn and ζ = ζ, ζ 1 2

E , respectively. It follows from (4.256) and

Schwartz inequality that

G
Q dir

≤ 2 ζ 2
E 4 257
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The equality holds if Ca = Cb = c1ζ. Hence the upper bound of ratio of gain to QF
for a directional antenna is

max
G
Q dir

= 2 ζ 2
E =

∞

n = 1

2 2n + 1
Qn + Qn

4 258

This is the maximum possible ratio of gain to QF for directive antenna.

4.5.2 OmniDirectional Antenna

For an omnidirectional antenna, the field is independent of φ. Without loss of gen-
erality, the maximum possible ratio of gain to QF in the direction of θ = π/2 will be
considered. Since the field is independent of φ, the vector modal functions in
(4.251) can be chosen as

en0e = uθ
1

Nn0
P1
n cos θ ,hn0e = uφ

1
Nn0

P1
n cos θ

The field components produced by the omnidirectional antenna are given by

Eθ =
1
kr n

β 2
n0eh

2

n kr P1
n cos θ ,

Eφ = −
1
kr n

α 2
n0eh

2
n kr P1

n cos θ ,

Hθ = −
1

jηkr n
α 2
n0eh

2

n kr P1
n cos θ ,

Hφ =
1

jηkr n
β 2
n0eh

2
n kr P1

n cos θ

For sufficiently large r, the radiation intensity may be represented by

1
2
r2 ReE × H ur =

1
2
r2 Re EθHφ −EφHθ

=
1

2ηk2 n
jnβ 2

n0eP
1
n cos θ

2

+
n
jn + 1α 2

n0eP
1
n cos θ

2

By use of (4.112), the directivity for an omnidirectional antenna can thus be
expressed by

G = 4π

∞

n = 1
jnβ 2

n0eP
1
n 0

2

+
∞

n = 1
jn + 1α 2

n0eP
1
n 0

2

n,m, l
N2

nm α 2
nml

2
+ β 2

nml

2
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It follows from (4.208) and (4.259) that

G
Q omn

= 8π
n
jnβ 2

n0eP
1
n 0

2

+
n
jn + 1α 2

n0eP
1
n 0

2

n,m, l
N2

nm α 2
nml

2
+ β 2

nml

2
Qn + Qn
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Only α 2
n0e and β 2

n0e contribute to the numerator. As a result, the ratio (4.260) can be

increased by setting α 2
nml = β 2

nml = 0 (m 0), α 2
n0o = β 2

n0o = 0 . By letting

An = jn + 1α 2
n0e and Bn = jnβ 2

n0e, (4.260) becomes

G
Q omn

= 8π

∞

n = 1
AnP1

n 0
2

+
∞

n = 1
BnP1

n 0
2

∞

n = 1
N2

n0 An
2 + Bn

2 Qn + Qn
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Since the denominator of (4.261) depends only on the magnitude of An and Bn, the
denominator is not changed if the phases of An and Bn are adjusted to maximize
the ratio of gain to Q. If the phases of An and Bn are chosen to be the negative of
P1
n 0 , the terms in the numerator will be added in phase. Thus, (4.261) can bemax-

imized as

G
Q omn

= 8π

∞

n = 1
An P1

n 0
2

+
∞

n = 1
Bn P1

n 0
2

∞

n = 1
N2

n0 An
2 + Bn

2 Qn + Qn

Setting an = An P1
n 0 , bn = Bn P1

n 0 , one obtains

G
Q omn

= 8π

∞

n = 1
an

2

+
∞

n = 1
bn

∞

n = 1

N2
n0 a2n + b2n Qn + Qn

P1
n 0

2

= 8π
ξ,Da

2
E + ξ,Db

2
E

Da,Da E + Db,Db E
≤ 8π ξ 2

E,
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where ξ = (ξ1, ξ2, …) and Da(b) = (Da(b)1, Da(b)2, …)with

ξn =
P1
n 0

Nn0 Qn + Qn

,Dan =
an
ξn

,Dbn =
bn
ξn

The ratio (4.262) reaches maximum if Da = Db = c1ξ. As a result, the upper bound
of the ratio of gain to QF for an omnidirectional antenna is
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max
G
Q omn

= 8π ξ 2
E =

∞

n = 1

2 2n + 1 P1
n 0

2

n n + 1 Qn + Qn

4 263

Remark 4.8 The same upper bounds (4.258) and (4.263) may be obtained if the
traditional definition (4.31) for QF is used [85]. A rigorous approach based on
(4.31) is to use an inequality invented by the author in [86]

N

n = 1
xn + yn

N

n = 1
anxn + bnyn

≤ 2,

where xn≥ yn> 0, an> bn> 0, and an+ bn = 1. □

Remark 4.9 Chu has shown that the maximum ratio of gain to QF for an omni-
directional antenna is [81]

max
G
Q

Chu

omn

=
N

n = 1

2n + 1 P1
n 0

2

n n + 1 QChu
n
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In the above,QChu
n stands for the QF of nth TMmodes and is a function of ka, which

is different from the Qn in (4.263). Also note that Qn does not appear in Chu’s limit
(4.264). Chu only studied an omnidirectional antenna that radiates either TE or
TMmodes, and his derivation relied on the truncation of the infinite series expan-
sions for various quantities related to the stored field energy to avoid the infinity
problem with the total field energy outside the circumscribing sphere of
antenna. □

4.5.3 Best Possible Antenna Performance-Guidelines
for Small Antenna Design

It is known that the larger the antenna size, the better its performance. In many
cases, antenna must be made small due to the space limitations placed by the
application environment. For this reason, understanding various limits of antenna
performances are of fundamental importance. It will now be shown how the upper
bounds on the PGB can be used as a guideline for antenna design. As proved in
[80], the antenna fractional bandwidth Bf is reciprocal to antenna Qreal if Qreal

is not very small. For this reason, the PGB can be expressed as GBf≈G/Qreal. Since
the antenna QF in (4.258) and (4.263) has excluded the stored field energies inside
the circumscribing sphere of antenna, it is smaller than the antenna Qreal.
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It follows from (4.258) and (4.263) that the PGBs for an arbitrary antenna of dimen-
sion 2a are bounded by

GBf dir ≤ maxGBf dir =
∞

n = 1

2 2n + 1
Qn ka + Qn ka

,

GBf omn ≤ maxGBf omn =
∞

n = 1

2 2n + 1 P1
n 0

2

n n + 1 Qn ka + Qn ka
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The first expression applies for directional antenna, and the second for the omni-
directional antenna. It should be notified that the right-hand sides of (4.265) are
finite numbers. Equation (4.248) shows that the fractional bandwidth of an arbi-
trary antenna of dimension 2a has an upper bound

Bf ≤ max Bf =
2 ka 3

2 ka 2 + 1
4 266

The expressions in (4.265) indicate that there exists a trade-off between the gain
and bandwidth in order to achieve a specified value of GBf. One can sacrifice gain
to enhance bandwidth, but the latter is limited by the upper bound (4.266). One
can also sacrifice bandwidth to get a high gain antenna. Theoretically, there is
no upper bound on the antenna gain, and a super gain antenna can be achieved
if the bandwidth becomes very narrow.
The upper bounds maxGBf dir, maxGBf omn, and maxBf are all monotonically

increasing function of ka. Therefore, the antenna performance intends to improve
as the antenna size increases. The upper bounds (4.265) and (4.266) are plotted in
Figure 4.15, and they are the guidelines for various antenna designs. When an
antenna project is initiated, the first question that needs to be answered is how
much space is required to accommodate the antenna so that the prescribed
antenna performance can be achieved. The solution can be easily found from
Figure 4.15. For example, if one needs to design a directional antenna with
GBf dir = 10, the minimum antenna size must satisfy ka> 2.25 as illustrated in
the figure.
Analytical solutions to the minimum antenna size that is required to achieve a

prescribed performance can be derived from (4.265) for small antennas. Various
definitions exist for small antennas, such as [87–92]

ka < 0 5, 4 267

or

ka < 1 4 268
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In other words, an antenna is said to be small if its maximum size is less than λ/2π
or λ/π. It is noted that higher order spherical modes are evanescent for antennas of
the size λ/π [90].
Since the PGB is the most important performance index and is monotonically

increasing with the antenna size, the definition of small antenna can also be given
in terms of the PGB. One may propose that an antenna is said to be small if its PGB
is less than one

GBf < 1 4 269

For a directive antenna, it can be found from (4.265) that the condition (4.269)
requires

ka dir < 0 667, 4 270

while for an omnidirectional antenna, it implies

ka omn < 1 4 271

Note that the definition (4.271) for small omnidirectional antenna is identical with
the usual definition (4.268).
For small antennas, only the first term in either expression of (4.265) is domi-

nant. According to (4.265) and (4.266), the PGBs for the small directional and
omnidirectional antennas, and the fractional bandwidth for an arbitrary antenna
are bounded by

0 1 2 3 4 5 6 7 8 9 10
0.1

1

10

100

1×103

ka

Small antenna

max Bf

max GBf ∣omn

max GBf ∣dir

Figure 4.15 Upper bounds of antenna performances.
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GBf
small
dir ≤

6 ka 3

2 ka 2 + 1
,

GBf
small
omn ≤

3 ka 3

2 ka 2 + 1
,

Bf ≤
2 ka 3

2 ka 2 + 1
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It can be seen that the maximum possible PGB for a small directional antenna is
twice that for a small omnidirectional antenna of the same size. The above inequal-
ities show that the maximum possible gain for a small directional (or omnidirec-
tional) antenna is 3 (or 1.5) once its bandwidth has reached the maximum possible
value. By solving the inequalities in (4.272), one finds

ka ≥
2
3
P +

8
27

P3 +
1
2
P + P

8
27

P2 +
1
4

3

+
8
27

P3 +
1
2
P−P

8
27

P2 +
1
4

3

,
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where

P =

1
6
GBf

small

dir

, for small directional antenna

1
3
GBf

small

omn

, for small omnidirectional antenna

1
2
Bf , for small antenna

The right-hand side of (4.273) gives the minimum antenna size required to achieve
the specified PGB or bandwidth alone.
Using (4.269) as the definition of small antenna is very convenient in small

antenna design. In practice, the gain and bandwidth are usually specified, from
which one can immediately tell if the antenna under design is small or not.

Example 4.8 Consider the design of a directional antenna with gain required to
be greater than −1 dBi, covering the sub-6 GHz frequency band N78: 3.3−
3.8 GHz. From the requirements of gain and bandwidth, one may find G = 0.79
and Bf = (3.8− 3.3)/3.55 = 0.14. The wavelength at the center frequency
3.55 GHz is λ0 = 8.45 cm. The PGB to be realized is

GBf dir = 0 794 × 0 141 = 0 112

Therefore, the antenna under design falls into the category of small antennas.
Plugging the value of GBf|dir into (4.273) yields ka> 0.278. The minimum antenna
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diameter required to achieve the specified gain and bandwidth must then be
greater than 2a = 0.278λ0/π = 7.5 mm. □

Example 4.9 Consider wristwatch with built-in Global Positioning System
(GPS) capability. The receiving frequency for GPS watch is 1575.42 MHz. The
embedded GPS antenna is placed inside the watch and is assumed to be directive.
The maximum possible size of the antenna is approximately equal to the diameter
of the watch denoted by 2a. The typical size of the watch is a = 0.1λ, which gives
ka = 0.628. The best overall antenna performances one can achieve for the watch
are G = 3 and Bf = 0.28. The maximum possible antenna bandwidth is 436MHz.
Since the bandwidth requirement for a GPS antenna is 2 MHz, there is potential to
trade more gain from the bandwidth. □

It is noted that the performance of small antenna is very sensitive to its size. As
indicated by Figure 4.15, the curves for the PGB have a big positive slope when
antenna is small (ka< 1), which implies that a significant improvement of antenna
performance can be achieved for a small increment of antenna size or a severe per-
formance degradation may be resulted from a slight reduction of antenna size.
This phenomenon has been widely observed in the process of small antenna
designs. As the antenna size increases, the slope of the curves drops quickly out-
side the region of small antenna (ka> 1) and the rate of increase of the PGB
becomes very slow. For this reason, a reasonable decision on the antenna size must
be made so that the antenna performance can be achieved while the design is kept
cost effective.

4.6 Expansions of the Radiated Fields in Time Domain

Since the vector modal functions in the spherical waveguide are independent of
frequency, they can be equally applied to study the radiation problems in time
domain. The treatment in time domain is similar to the time-harmonic theory
for the spherical waveguide. In the spherical coordinate system (r, θ, φ), the
time-domain EM fields can be decomposed into the transverse components and
the radial components

E = Et + urEr ,H = Ht + urHr

Taking the vector and scalar product of the time-domain Maxwell equations

∇ × H r, t = ε
∂E r, t

∂t
+ J r, t ,

∇ × E r, t = − μ
∂H r, t

∂t
− Jm r, t ,
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with the vector r, one obtains two sets of equations which connect the transverse
and longitudinal field components

ε
∂

∂t
r × E + r × J = ∇ r H − r ∇ H−H,

− μ
∂

∂t
r × H − r × Jm = ∇ r E − r ∇ E−E,

4 274

−∇ r × Ht = ε
∂ r E

∂t
+ r J,

∇ r × Et = μ
∂ r H

∂t
+ r Jm

4 275

Comparing the transverse components of (4.274) yields

1
r
∇θφ r H − r

∂Ht

∂r
−Ht = ε

∂

∂t
r × Et + r × Jt,

1
r
∇θφ r E − r

∂Et

∂r
−Et = − μ

∂

∂t
r × Ht − r × Jmt,
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while (4.275) can be written as

−
1
r
∇θφ r × Ht = ε

∂ r E
∂t

+ r J,

1
r
∇θφ r × Et = μ

∂ r H
∂t

+ r Jm

4 277

Similar to the time-harmonic theory, the transverse and longitudinal field com-
ponents in time domain may be expanded by the vector modal functions as
follows:

rEt r, t =
n,m, l

VTM
nml r, t enml θ,φ + VTE

nml r, t hnml θ,φ ,

rHt r, t =
n,m, l

ITMnml r, t hnml θ,φ − ITEnml r, t enml θ,φ ,
4 278

r E r, t =
n,m, l

1
Nnm

Enml r, t Ynml θ,φ ,

r H r, t =
n,m, l

1
Nnm

Hnml r, t Ynml θ,φ
4 279

Taking the vector product of (4.278) with ur yields

r × Et r, t =
n,m, l

VTM
nml r, t hnml θ,φ −VTE

nml r, t enml θ,φ ,

r × Ht r, t =
n,m, l

− ITMnml r, t enml θ,φ − ITEnml r, t hnml θ,φ
4 280
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Substituting (4.278)–(4.280) into (4.276) and (4.277), one may find

n,m, l

1
r
Hnmlenml −

n,m, l

∂ITMnml

∂r
hnml −

∂ITEnml

∂r
enml

=
n,m, l

ε
∂VTM

nml

∂t
hnml −

∂VTE
nml

∂t
enml + r × Jt ,

n,m, l

1
r
Enmlenml −

n,m, l

∂VTM
nml

∂r
enml +

∂VTE
nml

∂r
hnml

=
n,m, l

μ
∂ITMnml

∂t
enml +

∂ITEnml

∂t
hnml − r × Jmt,
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−
1
r
n,m, l

1
Nnm

ITMnmln n + 1 Ynml = ε
∂

∂t
n,m, l

1
Nnm

EnmlYnml + r J,

1
r
n,m, l

1
Nnm

VTE
nmln n + 1 Ynml = μ

∂

∂t
n,m, l

1
Nnm

HnmlYnml + r Jm
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By equating the coefficients before the vector modal functions and making use of
(4.47), the equations for the expansion coefficients in (4.278) and (4.279) can be
found as follows:

1
r
Hnml +

∂ITEnml

∂r
+ ε

∂VTE
nml

∂t
=

S

r × J enmldΩ,

−
∂ITMnml

∂r
− ε

∂VTM
nml

∂t
=

S

r × J hnmldΩ,

1
r
Enml −

∂VTM
nml

∂r
− μ

∂ITMnml

∂t
= −

S

r × Jm enmldΩ,

−
∂VTE

nml

∂r
− μ

∂ITEnml

∂t
= −

S

r × Jm hnmldΩ,

1
r
n n + 1 ITMnml + ε

∂

∂t
Enml =

S

r J ∇θφ enmldΩ,

1
r
n n + 1 VTE

nml − μ
∂

∂t
Hnml = −

S

r Jm ∇θφ enmldΩ,
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where Ω is a sphere of unit radius and dΩ is the differential element of the solid

angle. The equations for VTE
nml and ITMnml can be derived from (4.283) by eliminating

other expansion coefficients
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∂2

∂r2
−

1
c2

∂2

∂t2
−

n n + 1
r2

VTE
nml = − μ

∂

∂t
S

r × J enmldΩ

+
1
r

S

r Jm ∇θφ enmldΩ +
∂

∂r
S

r × Jm hnmldΩ,

∂2

∂r2
−

1
c2

∂2

∂t2
−

n n + 1
r2

ITMnml = − ε
∂

∂t
S

r × Jm enml θ,φ dΩ

−
1
r

S

r J ∇θφ enmldΩ−
∂

∂r
S

r × J hnmldΩ

4 284

where c = 1 με . The equations in (4.284) are the time-domain spherical
transmission line equations. To solve these equations, the method of Green’s
function can be used. Consider the retarded Green’s function defined by

∂2

∂r2
−

1
c2

∂2

∂t2
−

n n + 1
r2

Gn r, t; r , t = − δ r− r δ t− t 4 285

Taking the Fourier transform with respect to time t gives

∂2

∂r2
+ k2 −

n n + 1
r2

Gn r,ω; r , t = − δ r− r e− jωt , 4 286

where k = ω/c. The corresponding homogeneous equation has two independent
solutions x1 = rjn(kr) and x2 = rnn(kr), where jn(kr) and nn(kr) are spherical Bessel
functions of first and second kind, respectively. Therefore, the solution of (4.286)
can be written as

Gn r,ω; r , t =
a1x1 + a2x2, r < r

b1x1 + b2x2, r > r

The constants ai(i = 1, 2) and bi(i = 1, 2) may be determined by the behavior of

Gn r,ω; r , t at r = r . Ignoring the details, the solution is

Gn r,ω; r , t = − jke− jωt rr jn kr < h 2
n kr > , 4 287

where h 2
n kr is the spherical Hankel function of the second kind, and r< (r>) des-

ignates the minimum (maximum) of r and r . By use of the expansion for the free-
space Green’s function

e− jk r− r

4π r− r
= −

jk
4π

∞

n = 0

2n+ 1 jn kr < h 2
n kr > Pn cos γ , 4 288

4.6 Expansions of the Radiated Fields in Time Domain 233



where γ is the angle between r and r and Pn(γ) is Legendre polynomial, one
may find

− jkjn kr < h 2
n kr > =

1
2

1

− 1

e− jk r− r

r− r
Pn x dx, 4 289

with x = cos γ. Thus, (4.287) can be written as

Gn r,ω; r , t =
rr e− jωt

2

1

− 1

e− jk r− r

r− r
Pn x dx 4 290

Taking the inverse Fourier transform gives

Gn r, t; r , t =
1
2π

∞

− ∞

Gn r,ω; r , t ejωtdω

=
rr
4π

1

− 1

Pn x
r− r

dx

∞

− ∞

ejω t− t − jω r− r cdω

=
rr
2

1

− 1

Pn x
r− r

δ t− t −
1
c
r− r dx

4 291

Let u = |r− r |/c = (r2 + r 2− 2rr x)1/2/c. Then,

x =
r2 + r 2

− c2u2

2rr
, dx = −

cudu
rr

As a result, (4.291) can be expressed as

Gn r, t; r , t =
1
2

r + r c

r− r c

Pn
r2 + r 2

− c2u2

2rr
δ t− t −u du

=
1
2
Pn

r2 + r 2
− c2 t− t 2

2rr
H t− t −

1
c
r− r −H t− t −

1
c
r + r

4 292

where H(t) is the unit step function. Expression (4.292) is the Green’s function for
the spherical transmission line equation. Note that the Green’s function satisfies
the causality condition. The solution of the inhomogeneous spherical transmission
line equation

∂2

∂r2
−

1
c2

∂2

∂t2
−

n n + 1
r2

un r, t = f n r, t 4 293
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is readily found by using the Green’s function (4.292)

un r, t = −

∞

0

dr

∞

− ∞

Gn r, t; r , t f n r , t dt 4 294

According to (4.294), the solutions of the equations in (4.284) are given by

VTE
nml r, t = μ

∞

0

dr

∞

− ∞

dt Gn r, t; r , t

×

Ω

∂

∂t
r × J r , t +

1
μr

∇θ φ r Jm r , t enml θ ,φ dΩ r

−
1
μ

∂

∂r
Ω

r × Jm r , t hnml θ ,φ dΩ r ,

4 295

ITMnml r, t = − ε

∞

0

dr

∞

− ∞

dt Gn r, t; r , t

×

Ω

−
∂

∂t
r × Jm r , t +

1
εr

∇θ φ r J r , t enml θ ,φ dΩ r

−
1
ε

∂

∂r
Ω

r × J r , t hnml θ ,φ dΩ r

4 296

Once the modal voltage VTE
nml and the modal current ITMnml are determined, other

modal voltages and currents can be readily determined from (4.283).

Example 4.10 (Steady-State Response)
Assume that the excitation source is of electric type and is a separable function of
space and time

J r, t = J r f t , Jm r, t = 0
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Let f(t) = H(t) sinωt be a sinusoidal wave turned on at t = 0. To determine the

steady-state responses of the modal voltage VTE
nml r, t and current ITMnml r, t , one

needs to evaluate the following integrals:

In r, t, r =

∞

− ∞

Gn r, t; r , t f t dt ,

In r, t, r =

∞

− ∞

Gn r, t; r , t f t dt

4 297

On account of (4.292), the first expression of (4.297) can be written as

In r, t, r =

t−
1
c
r− r

t−
1
c
r + r

1
2
Pn

r2 + r 2
− c2 t− t 2

2rr
f t dt

=

c− 1 r + r

c− 1 r− r

1
2
Pn

r2 + r 2
− c2u2

2rr
f t−u du

By use of the transformations

x =
r2 + r 2

− c2u2

2rr
, u =

1
c

r2 + r 2 − 2rr x, du = −
rr
cu

dx,

one may find

In r, t, r =

1

− 1

1
2
f t−

1
c

r2 + r 2 − 2rr x
rr Pn x

r2 + r 2 − 2rr x
dx 4 298

Similarly, one may obtain

In r, t, r =

1

− 1

1
2
f t−

1
c

r2 + r 2 − 2rr x
rr Pn x

r2 + r 2 − 2rr x
dx 4 299

For the steady-state response, the time tmay be assumed to be sufficiently large

so that t> c−1|r+ r |. Thus, H t− c− 1 r2 + r 2 − 2rr x = 1 and (4.298) becomes
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In r, t, r t > c−1 r + r =
rr
2

1

−1

sin ωt−k r2 + r 2−2rr x
Pn x

r2 + r 2−2rr x
dx

=
rr
2

sinωt

1

−1

cos k r2 + r 2−2rr x
Pn x

r2 + r 2−2rr x
dx

−
rr
2

cosωt

1

−1

sin k r2 + r 2−2rr x
Pn x

r2 + r 2−2rr x
dx

The integrals can be carried out by using the following relations [93]:

1

− 1

sin λ a2 + b2 − 2abx

a2 + b2 − 2abx
Pn x dx =

π

ab
Jn + 1

2
λa Jn + 1

2
λb , a > 0, b > 0,

1

− 1

cos λ a2 + b2 − 2abx

a2 + b2 − 2abx
Pn x dx = −

π

ab
Jn + 1

2
λa Yn + 1

2
λb , 0 ≤ a < b,

to yield

In r, t, r t > c− 1 r + r = −
krr jn kr Re ejωth 2

n kr , r < r

krr jn kr Re ejωth 2
n kr , r > r

4 300

Similarly, one may find

In r, t, r t > c− 1 r + r = −ω
krr jn kr Re ejωtjh 2

n kr , r < r

krr jn kr Re ejωt jh 2
n kr , r > r

4 301

If the observation point is outside the source region so that r> r , by combining
(4.295), (4.296), (4.300), and (4.301), the steady-state responses of the modal volt-
age and current may be found as follows:

VTE
nml r, t Steady = μ

V0

1

r 2 In r, t, r r × Jt r enml θ ,φ dV r

= Re ejωtVTE
nml r ,

4 302
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ITMnml r, t Steady = −

V 0

1
r
dIn r, t, r

dr
Jt r enml θ ,φ dV r

−
n n + 1
Nnm

V0

1

r 2 In r, t, r ur J r Yl
nm θ ,φ dV r

= Re ejωtITMnml r ,

4 303

where VTE
nml r and ITMnml r are the phasors

VTE
nml r = jkηh

2
n kr

V 0

jn kr Jt r hnml θ ,φ dV r , 4 304

ITMnml r = h
2
n kr

V 0

1
r
jn kr Jt r enml r dV r

+
n n + 1
Nnm

h
2
n kr

V 0

1
r
jn kr ur J r Yl

nm θ ,φ dV r

4 305

These agree with (4.81) and (4.82), validating the time-domain theory. □

Physics is essentially an intuitive and concrete science. Mathematics is only
a means for expressing the laws that govern phenomena.

–Albert Einstein
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5

Radiation in Free Space (II)

Modal Analysis

The art of doing mathematics consists in finding that special case which
contains all the germs of generality.

–David Hilbert (German mathematician, 1862–1943)

An antenna is equivalent to electric and/or magnetic current sources. Once the
equivalent sources are known, the conventional antenna analysis is to express
the radiated fields in terms of the known sources through integral representa-
tions. The sources are either specified or to be determined from an external inci-
dent field. In both cases, the sources are assumed to be independent of the
radiated fields produced by themselves. For this reason, the antenna radiation
theory is only valid approximately. In most cases, one must resort to various
numerical techniques to first determine the current distributions. An alternative
approach for antenna analysis is to treat the space as a spherical waveguide and
express the radiated fields as a series expansion of spherical vector wave func-
tions (SVWFs) or vector modal functions. Such an approach is justified by the
fact that the antenna can be considered as a point source in the far-field region,
and therefore the radiated fields by the antenna is the superposition of spheri-
cal waves.
It has been shown in Chapter 4 that the electromagnetic (EM) fields generated

by current sources can be expanded in terms SVWFs. Using dyadic notations,
the series expansions for the EM fields can be written in a compact form as
[see (4.85)]

E r = − jkη

V 0

Ge r, r J r dV r −

V 0

Gm r, r Jm r dV r ,

H r = − j
k
η

V 0

Ge r, r Jm r dV r +

V0

Gm r, r J r dV r ,
5 1
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where

Ge r, r =
n,m, l

− jk

N2
nm

M 1
nml r M 2

nml r + N 1
nml r N 2

nml r , r < r

M 2
nml r M 1

nml r + N 2
nml r N 1

nml r , r > r

−
1

k2
δ r− r urur ,

5 2

Gm r, r =
n,m, l

− jk2

N2
nm

N 1
nml r M 2

nml r + M 1
nml r N 2

nml r , r < r

N 2
nml r M 1

nml r + M 2
nml r N 1

nml r , r > r
,

5 3

are the electric and magnetic dyadic Green’s functions, respectively. Outside the
circumscribing sphere of the sources, the EM fields in (5.1) are outgoing and can be
written as

E = −
n,m, l

α 2
nmlM

2
nml + β 2

nmlN
2
nml ,

H =
1
jη

n,m, l
α 2
nmlN

2
nml + β 2

nmlM
2
nml ,

5 4

where α 2
nml and β 2

nml are constants determined by the sources

α 2
nml =

k2η

N2
nm

V0

J r M 1
nml r dV r −

jk2

N2
nm

V 0

Jm r N 1
nml r dV r ,

β 2
nml =

k2η

N2
nm

V0

J r N 1
nml r dV r −

jk2

N2
nm

V0

Jm r M 1
nml r dV r

5 5

In the far-field region, the SVWFs are transverse

M 2
nml ≈ −

Nnm

kr
jn + 1e− jkrhnml, N

2
nml ≈

Nnm

kr
jne− jkrenml, 5 6

and the fields in (5.4) reduce to

E r =
e− jkr

r
E∞ ur , H r =

e− jkr

r
H∞ ur , 5 7
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where

E∞ ur =
1
k
n,m, l

jnNnm jα 2
nmlhnml − β 2

nmlenml ,

H∞ ur =
1
kη

n,m, l
jnNnm − jα 2

nmlenml − β 2
nmlhnml ,

5 8

are the electric and magnetic far-field patterns, respectively.
In this chapter, the modal expansions in (5.1) are applied to the formulations of

integral equations for the antenna of composite structures as well as to the analysis
of typical antennas. A brief introduction to the microstrip patch antenna is pre-
sented for it provides an excellent example of how the theory of eigenfunctions
is applied to the antenna design and how a resonant antenna actually works.
The resonant modal theory (RMT), which is based on the expressions (4.167)
and (4.168) for the stored field energies of antenna, is also introduced, and its appli-
cations to the design of resonant antennas are expounded.

5.1 Basic Antenna Types

Antenna typically consists of a scatterer connected to the transmitter or receiver
through a feeding waveguide, and can be classified according to their radiation
patterns (isotropic, omnidirectional, directional, beam scanning, multiple beams,
etc.), feeding mechanisms (balanced, unbalanced), sources (electric current, mag-
netic current, mixed type of both electric and magnetic currents), physical struc-
tures (wires, patches, slots, apertures, reflectors, lens, arrays, fluids, etc.), and
applications (mobile phones, RFID, medical systems, vehicles, radars, missiles,
satellites, air-crafts, space-crafts, ships, submarines, ground-based broadcast,
etc.). The working principles of many antennas encountered in practice may be
understood through several basic antennas of simple geometry.
Table 5.1 shows some basic antenna types and their inventors. The dipole and

loop are the first antennas introduced by Hertz to show the existence of EM waves
predicted by Maxwell equations. The typical size of a dipole antenna is half wave-
length. The monopole antenna is usually one half of the dipole, and is one-quarter
wavelength long with the other side connected to ground plane. To increase the
directivity of the antenna, additional antenna elements can be introduced to form
an antenna array. The antenna array can be used to generate different radiation
patterns by properly selecting the excitation distribution of amplitudes and phases
at the element terminals. The Yagi–Uda antenna and Log-periodic antenna are
typical array antennas suitable for applications where high directivity is required.
Greater directivity can be achieved by using horn or parabolic reflector.
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Many antennas are designed on the basis of resonance, at which the stored electric
field energy of antenna is approximately equal to the stored magnetic field energy
across a frequency band.

5.2 Equivalent Current Distributions of Antenna

Figure 5.1 shows the typical configurations of antennas and their equivalent cir-
cuit. Figure 5.1a–c demonstrate an antenna excited by an external incident field,
fed by a waveguide and a point source, respectively. The point source approximates
a source applied to a pair of terminals separated by a distance much smaller than a
wavelength. Figure 5.1d is the equivalent circuit for a general transmitting
antenna system. For the derivation of the equivalent circuits for the transmitting
antenna and the source, please refer to sections 4.4 and 8.7 in [1]. For the deri-
vation of the equivalent circuit for a receiving antenna, please refer to
section 5.4.3.2 in [2].
Let us consider the canonical antenna configuration shown in Figure 5.2a. The

impressed electric current Jimp andmagnetic current Jm,imp, confined in the source
region V0, generate an incident field (Ein, Hin). The incident field propagates
through a feeding aperture (antenna terminal or reference plane) and induces
currents on the scatterer (designated by the shaded region). The induced currents

Table 5.1 Basic antenna types and their inventors.

Types Inventers

Dipole and loop
antenna

Invented by Hertz in 1886.

Monopole antenna Invented by G. Marconi in 1895.

Yagi–Uda antenna Invented by S. Uda and H. Yagi in 1926.

Log-periodic antenna Invented by R. H. DuHamel and D. E. Isbell in 1957.

Horn antenna Invented by J. C. Bose (1858–1937) in 1897; first experimental
research by G. C. Southworth and (1890–1972) and W. L.
Barrow (1903–1975) in 1936; theoretical analysis by Barrow and
L. J. Chu (1913–1973) in 1939; corrugated horn invented by A. F.
Kay in 1962.

Parabolic reflector
antenna

Invented by Hertz in 1888; Cassegrain antenna was developed
in Japan in 1963 by NTT, KDDI, and Mitsubishi Electric.

Microstrip patch
antenna

Invented by R. E. Munson in 1972.
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together with the impressed sources, all confined in the source region V0, produce
the fields radiated into space. In many cases, the contribution to the radiated fields
from the impressed sources is negligible. According to Schelkunoff–Love equiva-
lence principle, the radiated fields outside the source region V0 are equal to those
generated by the equivalent surface sources distributed on the boundary of the
source region V0 as sketched in Figure 5.2b

J = un × H, Jm = −un × E, on ∂V 0, 5 9

where un is the unit outward normal to the boundary ∂V0 of V0.
Figure 5.2c shows another possible antenna configuration, where the impressed

sources are outside the scatterer. The incident field (Ein, Hin), generated by the
impressed sources, induces the currents on the scatterer. Again, the induced cur-
rents together with the impressed sources produce the radiation fields. In this case,
the field generated by the induced currents is called scattered field, denoted by
(Es,Hs). The total field (E,H) outside the scatterer is the sum of incident field and
the scattered field

Scatterer (Ein, Hin)

Is
G L C V

I

(Ein, Hin)

Scatterer 

Scatterer 
zo

Feeding 
aperture

Reference plane 

Equivalent circuit 
for impressed source

Equivalent circuit 
for antenna

Reference plane 

(a) (b) 

(c) (d) 

Figure 5.1 Antennas and their equivalent circuits. (a) Antenna excited by incident field.
(b) Antenna fed by waveguide. (c) Antenna fed by point source. (d) Equivalent circuit for
antenna system.

5.2 Equivalent Current Distributions of Antenna 247



E = Ein + Es,H = Hin + Hs 5 10

By means of Schelkunoff–Love equivalence principle, the total radiated field
outside the scatterer is produced by the impressed sources outside the scatterer
together with the equivalent sources distributed on the boundary as illustrated
in Figure 5.2d.

Example 5.1 Consider a patch antenna consisting of a metallic patch bonded to
an insulating dielectric substrate with a metal layer (ground) bonded to the oppo-
site side of the substrate, as depicted in Figure 5.3. The impressed source of the

patch antenna can be represented by a current distri-
bution Jimp = uzJ, which is assumed to be independ-
ent of z if h<< λ. This implies that the charge
distribution ρ = 0. The source region V0 is bounded
by a closed surface ∂V0 consisting of the top patch,
the bottom ground plane, and the side wall. Since
the electric field inside the source region has
only z-component, the side wall has no tangential

Scatterer

Scatterer

Feeding aperture
Jimp , Jm,imp

Jimp , Jm,impJimp , Jm,imp

un

V0
V0

V0

un

J = un × H

(a) (b)

(c) (d)

J = un × H

J = un × H

J
m
 = –u

n 
× E

Jm = –un × E

𝜕V0
𝜕V0

𝜕V0 𝜕V0

Figure 5.2 Antenna equivalent to current sources. (a) Antenna configuration. (b) Equivalent
surface sources. (c) Antenna configuration. (d) Equivalent surface sources.

z

𝜕V0JimpV0

Figure 5.3 Patch antenna.
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magnetic field (neglecting the fringing effect). As a result, the equivalent magnetic
current exists on the side wall only. □

Example 5.2 Consider a cylindrical dipole with a small gap Δ, as sketched in
Figure 5.4. A constant voltage source Vin is applied to the two feeding terminals
of the dipole. The incident field generated by the voltage source is also a constant
given by Ein = − uzV

in/Δ. For the cylindrical dipole, the equivalent magnetic cur-
rent in (5.9) only appears on the surface of the cylindrical gap. Neglecting the scat-
tered fields in the gap region, the equivalent magnetic current on the cylindrical
gap can be written as

Jm ≈ −uρ × Einδ ρ− ρ0 = uφ
Vin

Δ
δ ρ− ρ0 ,

where uρ and uφ are unit vectors along the coordinate curves in the cylindrical
coordinate system (ρ, φ, z). The equivalent electric current on the conducting
surface of the dipole can be determined by solving an integral equation. □

5.3 Antenna as a Waveguide Junction

Theoretically, an antenna can be viewed as a device that transforms the guided
waves in the feeding line into the spherical waves in the spherical waveguide.
Based on this understanding, the antenna may be treated as a discontinuity or
waveguide junction as illustrated in Figure 5.5a. Suppose that the antenna is
excited by the dominant mode in the feeding waveguide. One may introduce an
antenna–air interface (e.g. the circumscribing sphere of the antenna) to serve as
the reference plane in the spherical waveguide and the fields outside the reference

Feeding aperture

z

y

Cylindrical gap

x

+

_

𝜕V0

Jm

J

Δ

Figure 5.4 A cylindrical dipole
excited by delta gap.
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plane can be analyzed by the theory of SVWFs. As demonstrated in Chapters 2 and
4, the modal voltages and currents in both the feeding line and the spherical wave-
guide at the reference planes are proportional to the transverse electric and mag-
netic fields, respectively. According to the uniqueness theorem of EM fields [1], the
modal voltages can be determined by the modal currents and they are linearly
related if the medium is linear. As a result, the antenna (the waveguide junction)
can be characterized by amulti-port network as illustrated in Figure 5.5b. The total
number of the ports of the network equals the number of the propagating modes in
the feeding line plus that of the propagating modes in the spherical waveguide.

5.4 Integral Equation Formulations

A physical problem may be locally characterized by a differential equation and
globally by an integral equation. The former can be numerically solved by a
domain method (such as the finite element method and the finite difference
method), yielding a sparse matrix; while the latter can be solved by a boundary

n-port NetworkPort 1

Port 2

Port 3

Port n

Feeding line

(a)

(b)

Spherical waveguide Antenna

Figure 5.5 Antenna is treated as a waveguide junction and multi-port network. (a) Antenna
as a waveguide junction. (b) Equivalent network.
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method (such as themomentmethod and the boundary element method), yielding
a dense matrix. The order of the sparse matrix resulted from the differential equa-
tion formulation is usually much higher than the dense matrix from the integral
equation formulation. When the differential equation is defined in a domain of
infinite extent, an artificial boundary (truncated boundary) must be introduced
to truncate the domain to keep the number of unknowns finite. To simulate the
original field behavior on the truncated boundary without introducing too much
distortion, an appropriate boundary condition called absorbing boundary condi-
tion must be imposed to diminish the artificial reflections from the truncated
boundary.
The integral equations offer some unique features that the differential equa-

tions do not have. The integral equation formulation is most appropriate for sol-
ving a field problem whose domain extends to infinity, such as the radiation and
scattering problems. The boundary condition at infinity is automatically incor-
porated in the integral equation formulation, and the unbounded-domain prob-
lem is transformed into a bounded-domain problem. Since the unknowns are
restricted on the boundary of the physical problem, the dimension of the prob-
lem is decreased by one. As a result, the number of unknowns is reduced and the
numerical accuracy is improved when the integral equation is solved numeri-
cally. For a detailed description of integral formulations for EM field problems,
please refer to [1, 3].

5.4.1 Compensation Theorem for Time-Harmonic Fields

In circuit theory, an element can be replaced by an ideal current source of the same
current intensity as in the element. This property is called the compensation the-
orem. The general form of the compensation theorem in EM fields states that the
influence of substance on the fields can partly or completely be compensated by
appropriate distribution of impressed currents. Let us consider a perfect conductor
in free space, which occupies a region Ve bounded by Se and is illuminated by the
incident field (Ein, Hin) generated by the impressed source Jimp, as illustrated in
Figure 5.6. The incident field induces a surface current Js on the conductor,
and the latter generates the scattered field (Es,Hs). The incident field and the scat-
tered field satisfy the equations

Jimp

Js

Se

Ve
(Ein, Hin) σ0,μ0, ε0

Figure 5.6 Scattering
by a perfect conductor.
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∇ × Ein = − jωμ0H
in,

∇ × Hin = σ0 + jωε0 Ein + Jimp,
5 11

∇ × Es = − jωμ0H
s,

∇ × Hs = σ0 + jωε0 Es + Js,
5 12

respectively. The equations for the total field (E, H) in the surrounding medium
can be obtained by adding (5.11) for the incident field and (5.12) for the scattered
field

∇ × E = − jωμ0H,

∇ × H = σ0 + jωε0 E + Jimp + Js
5 13

If the parameters of the surrounding medium are changed to μ(r), ε(r), and σ(r),
the total field will be changed to (E , H ) and governed by

∇ × E = − jωμH ,

∇ × H = σ + jωε E r + Jimp + Js,
5 14

where Js is the induced current on the conductor with the new surrounding mate-
rial. Equations (5.14) can be rewritten as

∇ × E = − jωμ0H − Jm,

∇ × H = σ0 + jωε0 E + J + Jimp + Js,
5 15

where Jm = RcH and J = YcE are the equivalent current sources introduced in
the region in which medium parameters change, and

Rc = jω μ− μ0 ,

Yc = σ− σ0 + jω ε− ε0
5 16

Consequently, the perturbed field can be determined by introducing the equiv-
alent current sources J and Jm as if the medium parameters had not changed. This
is one of the forms of the compensation theorem in EM field theory. For a more
general form of the compensation theorem, please refer to [1].

5.4.2 Integral Equations for Composite Structure

Consider a scatterer composed of a perfectly conductor occupying the region Ve

bounded by Se and a dielectric body occupying the region Vd bounded by Sd. The
scatterer is illuminated by an incident field (Ein, Hin) as illustrated in Figure 5.7.
According to the compensation theorem, the impressed current Jimp, the induced
current Js on the conducting surface, and the following volume sources

Jm = RcH, J = YcE, 5 17

252 5 Radiation in Free Space (II)



in the dielectric region generate the total field (E, H), which can be determined
by (5.1).

E r = Ein r − jk0η0
Se

Ge r, r Js r dV r

− jk0η0
Vd

Ge r, r J r dV r −

Vd

Gm r, r Jm r dV r ,

5 18

H r = Hin r +

Se

Gm r, r Js r dV r

− j
k0
η0

Vd

Ge r, r Jm r dV r +

Vd

Gm r, r J r dV r

5 19

If the observation point is selected on the surface of the conductor or in the
dielectric body, one may obtain three integral equations

jk0η0un r ×

Se

Ge r, r Js r dV r + jk0η0un r ×

Vd

Ge r, r J r dV r + un r

×

Vd

Gm r, r Jm r dV r = un r × Ein r , r Se,

J r + jk0η0Yc

Se

Ge r, r Js r dV r + jk0η0Yc

Vd

Ge r, r J r dV r

+ Yc

Vd

Gm r, r Jm r dV r = YcEin r , r Vd,

Jm r −Rc

Se

Gm r, r Js r dV r + jk0
Rc

η0
Vd

Ge r, r Jm r dV r

−Rc

Vd

Gm r, r J r dV r = RcHin r , r Vd

5 20

Js

Se

SdVd

Ve μ0, ε0

μ, ε

(Ein, Hin)

Jimp

J, Jm

Figure 5.7 Scattering by a composite structure composed of a perfect conductor and a
lossy dielectric.
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These integral equations contain the current densities on the conductor and the
equivalent current densities inside the dielectric body as unknowns and can be
solved numerically [4]. If the scatterer is a perfect conductor, (5.20) reduces to
an integral equation for the surface current on the conductor

jωμun r ×

Se

Ge r, r Js r dS r = un r × Ein r 5 21

If the dielectric body is nonmagnetic, (5.20) reduces to

jk0η0un r ×

Se

Ge r, r Js r dV r + jk0η0un r

×

Vd

Ge r, r J r dV r = un r × Ein r , r Se,

J r + jk0η0Yc

Se

Ge r, r Js r dV r

+ jk0η0Yc

Vd

Ge r, r J r dV r = YcEin r , r Vd,

5 22

where only electric current densities are involved.

5.4.3 Integral Equation for Wire Antenna

As a special case, let us consider the integral equation for the wire antenna shown
in Figure 5.8. It will be assumed that the wire is a circular conducting cylinder of
radius a and length l. In this case, only the integral equation (5.21) needs to be
solved and it reduces to

jωμun r ×

l

0

dz

C

Ge r, r Js r dC r = un × Ein r , 5 23

where C is the circumference of the wire. The surface current density J generally
has a component locally parallel to the wire axis and a circumferential component.
If the wire is very thin, the latter component is usually very small, except at the
antenna discontinuities, which will not be considered for the moment. So, it
can be assumed that the current density is concentrated on the wire axis

Js r =
I z
2πa

uz,
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where I(z) is the axial current. Thus, (5.23) becomes

jωμun r ×

l

0

I z dz
1

2πa
C

Ge r, r uz dC r = un × Ein r 5 24

If the observation point r is set on the surface of the wire so that r r , the singular
term of the electric dyadic Green’s function in (5.2) vanishes. Since the scattered
field is independent of the azimuthal angle, the electric dyadic Green’s function in
(5.24) reduces to

Ge r, r uz =
n

− jk

N2
n0

M 1
n0e r M 2

n0e r uz + N 1
n0e r N 2

n0e r uz , r < r

M 2
n0e r M 1

n0e r uz + N 2
n0e r N 1

n0e r uz , r > r

5 25

For the thin wire, onemay let r = (0, 0, z ). The SVWFs can then be calculated as
follows:

M 1
n0e r uz = − jn kr P1

n 1 uz uφ = 0,

N 1
n0e r uz =

n n + 1
kr

jn kr Pn 1 uz ur −
1
kb

jn kr P1
n 1 uz uθ

=
n n + 1

kr
jn kr ,

M 2
n0e r uz = 0,

N 2
n0e r uz =

n n + 1
kr

h 2
n kr

5 26
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r
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φ

zFigure 5.8 A wire antenna.
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As a result, (5.25) reduces to

Ge r, r uz =
n

− j

N2
n0r

N 1
n0e r n n + 1 h 2

n kr , r < r

N 2
n0e r n n + 1 jn kr , r > r

, 5 27

where

N 1
n0e r =

1
k
∇ × M 1

n0e r , N 2
n0e r =

1
k
∇ × M 2

n0e r 5 28

with

M 1
n0e r = jn kr P1

n cos θ uφ,

M 2
n0e r = h 2

n kr P1
n cos θ uφ

Substitution of (5.28) into (5.27) gives

Ge r, r uz =
1

k2r
∇ ×

n
uφ

− jk
4π

2n + 1 jn kr h 2
n kr P1

n cos θ , r < r

2n + 1 jn kr h 2
n kr P1

n cos θ , r > r

5 29

By use of the series expansion for the free-space Green’s function

G R =
e− jkR

4πR
=

n

− jk
4π

2n + 1 jn kr h 2
n kr Pn cos θ , r < r

2n + 1 jn kr h 2
n kr Pn cos θ , r > r

,

5 30

with R = r− r = a2 + z− z 2, (5.29) can be rewritten as

Ge r, r uz = −
1

k2r
∇ ×

∂

∂θ
G R uφ 5 31

Consequently, the integral equation (5.24) is simplified to

− jωμun ×

l

0

dz
1

k2r
I z

1
2πa

C

∇ × uφ
∂

∂θ
G R dC r = un × Ein r

5 32

Since the current is concentrated on the z-axis, one may let x = y = 0 to get

∇ × uφ
∂

∂θ
G R = − z

∂

∂z
∂

∂ρ
G R uρ − z

∂2

∂z2
G R uz − k2z G R uz
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In the above, the relation (∇2 + k2)G(R) = 0 for r r has been used. Insertion of
the above expression into (5.32) yields

uρ × uz

l

0

I z
∂2

∂z2
+ k2 G z, z dz = − j

k
η
uρ × Ein r , 5 33

where

G z, z =
1

2πa
C

G R dC r = G R

for the wire is very thin. If the incident field on the wire surface is z-directed and
given by Ein(r) = uzE

in|ρ = a, (5.33) becomes

l

0

I z
∂2

∂z2
+ k2 G z, z dz = − j

k
η
Ein

ρ = a 5 34

This is the well-known Pocklington’s integral-differential equation [5].

5.5 Vertical Dipole

Consider a current element (a dipole) oriented along the z-axis and centered at
r0 = (0, 0, b)

J r = I0lδ r− r0 uz, 5 35

where I0 is the current in the element and l its length, as illustrated in Figure 5.9.

y

I0l

x

b θ

φ

zFigure 5.9 A vertical dipole.
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5.5.1 Fields in the Region r > b

In the region r> b, the radiated electric field is given by (5.1):

E r = − jkη

V 0

Ge r, r J r dV r = − jkηI0lGe r, r0 uz 5 36

Since the fields must be outgoing in this region, one must select the lower expres-
sion of (5.2) for the electric dyadic Green’s function

Ge r, r0 uz = −
n,m, l

jk

N2
nm

M 2
nml r M 1

nml r0 uz −
n,m, l

jk

N2
nm

N 2
nml r N 1

nml r0 uz

In view of the symmetry of the vertical dipole source, the radiated fields are
independent of the azimuth angle. So, one must have m = 0 and l = e. The above
expression becomes

Ge r, r0 uz = −
n

jk

N2
n0

M 2
n0e r M 1

n0e r0 uz −
n

jk

N2
n0

N 2
n0e r N 1

n0e r0 uz

5 37

The SVWFs at the source point r0 are given by

uz M 1
n0e r0 = − jn kb P1

n 1 uz uφ r0 = 0,

uz N 1
n0e r0 =

n n + 1
kb

jn kb Pn 1 uz ur r0 −
1
kb

jn kb P1
n 1 uz uθ r0

=
n n + 1

kb
jn kb

5 38

The first sum on the right-hand side of (5.37) thus vanishes, yielding

Ge r, r0 uz = −
j

4πb n
2n+ 1 jn kb N 2

n0e r , 5 39

where

N 2
n0e r =

n n + 1
kr

h 2
n kr Pn cos θ ur −

1
kr

h
2

n kr P1
n cos θ uθ 5 40

Hence, the radiated field (5.36) can be written as

E = −
kηI0l
4πb n

2n+ 1 jn kb N 2
n0e 5 41
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On account of the far-field expressions (5.6) for the SVWFs, (5.41) can be
approximated by

E≈ −
e− jkr

4πr
ηI0l
b n

jn 2n+ 1 Nn0 jn kb en0e, 5 42

in the far-field region. The vector effective length of the vertical dipole is then
given by

L ur =
l
jkb n

jn 2n+ 1 Nn0 jn kb en0e 5 43

Figure 5.10 shows the first four vector modal functions for n = 1, 2, 3, 4 and
m = 0, and they are all omnidirectional. As n increases, the pattern starts to split
into n sub-patterns in the θ-direction.
As b 0, only the term n = 1 contributes to the field expansion (5.41). In this

case, the radiated electric field (5.41) reduces to

E = −
k2ηI0l
4π

N 2
10e, 5 44
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Figure 5.10 Vector modal functions.
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where

N 2
10e =

2
kr

h 2
1 kr cos θur −

1
kr

h
2

1 kr sin θuθ,

with

h 2
1 kr = −

1
kr

− j
1

kr 2 e− jkr ,

h
2

1 kr = j 1− j
1
kr

−
1

kr 2 e− jkr

5 45

Explicitly, the electric field (5.44) can be represented by

E =
2kηI0l cos θe− jkr

4πr
1
kr

− j
1

kr 2 ur

+
jkηI0l sin θe− jkr

4πr
1− j

1
kr

−
1

kr 2 uθ

5 46

As b 0, the vector effective length (5.43) reduces to

L ur = − l sin θuθ 5 47

The magnetic field in the region r> b can be obtained from the second expres-
sion of (5.1):

H r =

V 0

Gm r, r J r dV r = I0lGm r, r0 uz, 5 48

where the lower expression of (5.3) must be selected as the magnetic dyadic
Green’s function

Gm r, r0 uz = −
n,m, l

jk2

N2
nm

N 2
nml r M 1

nml r0 uz

−
n,m, l

jk2

N2
nm

M 2
nml r N 1

nml r0 uz

For the same reasons explained above, only the second sum on the right-hand side
contributes to the radiated fields, and only the terms with (m = 0, l = e)
remain. Thus,

Gm r, r0 uz = −
jk
4πb n

2n+ 1 jn kb M 2
n0e r , 5 49
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where

M 2
n0e r = h 2

n kr P1
n cos θ uφ 5 50

The radiated magnetic field (5.48) is then simplified to

H = −
jkI0l
4πb n

2n+ 1 jn kb M 2
n0e 5 51

Similarly, when the dipole is centered at the origin (b 0), all the terms in the
sum vanish except for n = 1, and the radiated magnetic field can be written as

H = −
jk2I0l
4π

M 2
10e =

jkI0l sin θe
− jkr

4πr
1− j

1
kr

uφ 5 52

Equations (5.41) and (5.51) indicate that a vertical dipole only generates TMn0e

modes. Note that (5.46) and (5.52) agree with the conventional analysis [6].

5.5.2 Fields in the Region r < b

In the region r< b, the fields are still given by (5.36) and (5.48), with the dyadic
Green’s functions replaced by the upper expressions of (5.2) and (5.3), respectively,
and again only TMn0e modes are excited. Thus,

E = −
kηI0l
4πb n

2n+ 1 h 2
n kb N 1

n0e, 5 53

H = −
jkI0l
4πb n

2n+ 1 h 2
n kb M 1

n0e, 5 54

where

N 1
n0e =

n n + 1
kr

jn kr Pn cos θ ur −
1
kr

jn kr P1
n cos θ uθ,

M 1
n0e = jn kr P1

n cos θ uφ

5 55

5.6 Horizontal Dipole

A dipole oriented transverse to z, centered at r0 = (0, 0, b), is shown in Figure 5.11.
Its current density is defined by

J r = I0lδ r− r0 uy 5 56
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5.6.1 Fields in the Region r > b

In the region r> b, the radiated electric field is given by the first expression of (5.1):

E r = − jkη

V 0

Ge r, r J r dV r = − jkηI0lGe r, r0 uy 5 57

The field must be outgoing in this region, and one must select the lower expression

of (5.2) for the electric dyadic Green’s function Ge:

Ge r, r0 uy = −
n,m, l

jk

N2
nm

M 2
nml r M 1

nml r0 uy

−
n,m, l

jk

N2
nm

N 2
nml r N 1

nml r0 uy,

where

uy M 1
nml r0 = jn kb

cos θ
sin θ

∂Ynml θ,φ
∂φ θ = 0

sinφ

− jn kb
∂Ynml θ,φ

∂θ θ = 0

cosφ,

uy N 1
nml r0 =

n n + 1
kb

jn kb Ynml θ,φ sin θ θ = 0 sinφ

+
1
kb

d krjn kr
dkr r = b

cos θ
∂Ynml θ,φ

∂θ θ = 0
sinφ

+
1
kb

d krjn kr
dkr r = b

1
sin θ

∂Ynml θ,φ
∂φ θ = 0

cosφ

5 58
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Figure 5.11 A horizontal dipole.
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The azimuthal angle at r0 can be arbitrarily set. For convenience, one may
choose φ = 0 at r0 and the above equations are simplified to

uy M 1
nml r0 = − jn kb

∂Ynml θ,φ
∂θ θ = 0

,

uy N 1
nml r0 =

1
kb

d krjn kr
dkr r = b

1
sin θ

∂Ynml θ,φ
∂φ θ = 0

5 59

Taking the following calculations into account

Ynml 0,φ =
0,m 0

f 1l φ ,m = 0
,

lim
θ 0

1
sin θ

∂Ynml θ,φ
∂φ

=

0, m 1

n n + 1
2

∂f 1l φ
∂φ

, m = 1
,

lim
θ 0

∂Ynml θ,φ
∂θ

=
0, m 1

n n + 1
2

f 1l φ ,m = 1
,

5 60

one only needs to retain the terms for m = 1 in the field expansions. As a result,
only the following terms in (5.58) remain

uy M 1
n1e r0 = −

n n + 1
2

jn kb ,

uy N 1
n1o r0 =

n n + 1
2kb

jn kb

5 61

The radiated electric field (5.57) in the region r> b is then reduced to

E =
k2ηI0l
2

∞

n = 1

n n + 1
N2

n1

jn kb M 2
n1e −

kηI0l
2b

∞

n = 1

n n + 1
N2

n1

jn kb N 2
n1o,

5 62

where

M 2
n1e = h 2

n kr
1

sin θ
∂Yn1e θ,φ

∂φ
uθ − h 2

n kr
∂Yn1e θ,φ

∂θ
uφ,

N 2
n1o =

n n + 1
kr

h 2
n kr Yn1o θ,φ ur +

1
kr

d krh 2
n kr

dkr
∂Yn1o θ,φ

∂θ
uθ

+
1
kr

d krh 2
n kr

dkr
1

sin θ
∂Yn1o θ,φ

∂φ
uφ

5 63
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Explicitly, the components of the electric field are

Er = −
ηI0l
4πrb

∞

n = 1

2n + 1 jn kb h 2
n kr P1

n cos θ sinφ,

Eθ = −
k2ηI0l
4π

∞

n = 1

2n + 1
n n + 1

jn kb h 2
n kr

P1
n cos θ
sin θ

sinφ

−
ηI0l
4πrb

∞

n = 1

2n + 1
n n + 1

jn kb h
2

n kr
dP1

n cos θ
dθ

sinφ,

Eφ = −
k2ηI0l
4π

∞

n = 1

2n + 1
n n + 1

jn kb h 2
n kr

dP1
n cos θ
dθ

cosφ

−
ηI0l
4πrb

∞

n = 1

2n + 1
n n + 1

jn kb h
2

n kr
P1
n cos θ
sin θ

cosφ

5 64

In the far-field region, the radiated electric field (5.62) can be written as

E≈ −
e− jkr

r
kηI0l
2

∞

n = 1

jn + 1n n + 1
Nn1

jn kb hn1e

−
e− jkr

r
ηI0l
2b

∞

n = 1

jnn n + 1
Nn1

jn kb en1o,

5 65

which is composed of two types of vector modal functions en1o and hn1e.
Figure 5.12 shows the first three vector modal functions for n = 1, 2, 3 and
m = 1. The vector effective length is given by

L ur = 2πl
∞

n = 1

jnn n + 1
Nn1

jn kb hn1e + 2πl
1
kb

∞

n = 1

jn− 1n n + 1
Nn1

jn kb en1o

5 66

The radiated magnetic field in the region r> b is determined by the second
expression of (5.1):

H r =

V 0

Gm r, r J r dV r = I0lGm r, r0 uy 5 67

Similarly, one must select the lower expression of (5.3) for the magnetic dyadic

Green’s function Gm:

Gm r, r0 uy =
n,m, l

− jk2

N2
nm

N 2
nml r M 1

nml r0 uy + M 2
nml r N 1

nml r0 uy
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Only the terms shown in (5.61) need to be considered in the above expansion, and
(5.67) can be written as

H =
jk2I0l
2

∞

n = 1

n n + 1
N2

n1

jn kb N 2
n1e −

jkI0l
2b

∞

n = 1

n n + 1
N2

n1

jn kb M 2
n1o,

5 68
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Figure 5.12 Vector modal functions.
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where

M 2
n1o = h 2

n kr
P1
n cos θ
sin θ

cosφuθ − h 2
n kr

dP1
n cos θ
dθ

sinφuφ,

N 2
n1e =

n n + 1
kr

h 2
n kr P1

n cos θ cosφur +
1
kr

h
2

n kr
dP1

n cos θ
dθ

cosφuθ

−
1
kr

h
2

n kr
P1
n cos θ
sin θ

sinφuφ

5 69

Substitution of (5.69) into (5.68) gives the components of the magnetic field

Hr =
jkI0l
4πr

∞

n = 1

2n + 1 jn kb h 2
n kr P1

n cos θ cosφ,

Hθ =
jkI0l
4πr

∞

n = 1

2n + 1
n n + 1

jn kb h
2

n kr
dP1

n cos θ
dθ

cosφ

−
jkI0l
4πb

∞

n = 1

2n + 1
n n + 1

jn kb h 2
n kr

P1
n cos θ
sin θ

cosφ,

Hφ = −
jkI0l
4πr

∞

n = 1

2n + 1
n n + 1

jn kb h
2

n kr
P1
n cos θ
sin θ

sinφ

+
jkI0l
4πb

∞

n = 1

2n + 1
n n + 1

jn kb h 2
n kr

dP1
n cos θ
dθ

sinφ

5 70

When the dipole is located at the origin (b= 0), only the term n= 1 is nonzero. In
this case, the EM fields are simplified to

Er = −
kηI0l
2πr

h 2
1 kr sin θ sinφ,

Eθ = −
kηI0l
4πr

h
2

1 kr cos θ sinφ,

Eφ = −
kηI0l
4πr

h
2

1 kr cosφ,

5 71

Hr = 0,

Hθ = −
jk2I0l
4π

h 2
1 kr cosφ,

Hφ =
jk2I0l
4π

h 2
1 kr cos θ sinφ

5 72

In deriving (5.71) and (5.72), the following relation has been used:

1
kb

j1 kb
kb 0

2
3
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Therefore, a horizontal dipole placed at the origin of the coordinate system only
radiates TM fields. Especially, the components of the magnetic field in the rectan-
gular coordinate system can be found from (5.72):

Hx =
jkI0l
4πr

1 +
1
jkr

e− jkr cos θ,

Hy = 0,

Hz = −
jkI0l
4πr

1 +
1
jkr

e− jkr sin θ cosφ

5 73

These agree with the conventional analysis [6].

5.6.2 Fields in the Region r < b

The fields in the region r< b can be determined in a similar way, and they are
given by

E =
k2ηI0l
2

∞

n = 1

n n + 1
N2

n1

h 2
n kb M 1

n1e −
kηI0l
2b

∞

n = 1

n n + 1
N2

n1

h
2

n kb N 1
n1o,

H =
jk2I0l
2

∞

n = 1

n n + 1
N2

n1

h 2
n kb N 1

n1e −
jkI0l
2b

∞

n = 1

n n + 1
N2

n1

h
2

n kb M 1
n1o

5 74

5.7 Loop

Consider a small circular current loop located at the (x, y)-plane and centered at
the origin of the coordinate system

J r = Iδ ρ− a δ z uφ, 5 75

where I is the current in the loop and a its radius, as illustrated in Figure 5.13. Let S
denote the loop area. The loop current source is equivalent to a magnetic dipole
defined by

Jm r = Imlδ r uz, 5 76

where Iml = jωμIS. The fields generated by the magnetic dipole (5.76) can be
obtained in a similar way to the electric dipole. The radiated electric field is deter-
mined by the first expression of (5.1):

E = −

V0

Gm r, r Jm r dV r = − ImlGm r, 0 uz
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It can be found from (5.3) (lower expression) that

Gm r, 0 uz = −
jk2

N2
10

uz N 1
10e 0 M 2

10e r =
jk sin θe− jkr

4πr
1− j

1
kr

uφ

5 77

The radiated electric field from the loop current is then given by

E = −
jkIml sin θe

− jkr

4πr
1− j

1
kr

uφ 5 78

The vector effective length of the loop is

L ur = jkS sin θuφ 5 79

The radiated magnetic field can be determined from the second expression
of (5.1):

H r = − j
k
η

V 0

Ge r, r Jm r dV r = − j
k
η
ImlGe r, 0 uz

Using the lower expression of (5.2), one may find

Ge r, 0 uz =
− jk

N2
10

uz N 1
10e 0 N 2

10e r

=
j2 cos θe− jkr

4πr
1
kr

− j
1

kr 2 ur −
sin θe− jkr

4πr
1− j

1
kr

−
1

kr 2 uθ

5 80
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Figure 5.13 A current loop.
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The radiated magnetic field can be written as

H =
2kIml cos θ

η

e− jkr

4πr
1
kr

− j
1

kr 2 ur + j
kIml sin θ

η

e− jkr

4πr
1− j

1
kr

−
1

kr 2 uθ

5 81

The above analysis indicates that a circular loop current only generates TE10e

modes. The field expressions (5.78) and (5.81) for the loop can also be obtained
from the radiated dipole fields (5.46) and (5.52) by the principle of duality.

5.8 Spherical Dipole

Figure 5.14 shows a spherical dipole antenna, which is obtained by dividing a con-
ducting sphere into halves and using them as the two arms of the dipole antenna. It
will be assumed that the gap between the two hemispheres is sufficiently small so
that the voltage source applied to the gap can be considered as impulse function

Et r = a =
V
a
δ θ−

π

2
uθ, 5 82

where a is the radius of the conducting sphere. Since the antenna is rotationally
symmetric, the radiated fields must be independent of the azimuth angle. In the

field expansions (5.4), only the M 2
n0e and N 2

n0e modes are excited

M 2
n0e = h 2

n kr P1
n cos θ uφ,

N 2
n0e =

n n + 1
kr

h 2
n kr Pn cos θ ur −

1
kr

h
2

n kr P1
n cos θ uθ

5 83
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Figure 5.14 A spherical dipole.
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Thus, the radiated fields by the spherical dipole may be expressed by

E = −
n

α 2
n0eM

2
n0e + β 2

n0eN
2
n0e ,

H =
1
jη n

α 2
n0eN

2
nml + β 2

n0eM
2
n0e

5 84

On account of the excitation condition (5.82), the φ-component of the electric field

must vanish, yielding α 2
n0e = 0 and

E = −
n
β 2
n0eN

2
n0e, H =

1
jη n

β 2
n0eM

2
n0e 5 85

The field expressions in (5.85) indicate that a spherical dipole only radiates TMn0e

modes. In the far-field region, the above expressions reduce to

E = −
e− jkr

kr n
jnNnmβ

2
n0een0e,

H = −
1
jη
e− jkr

kr n
jn + 1Nnmβ

2
n0ehn0e

5 86

The transverse electric field at the spherical boundary r = a has only an Eθ

component

Eθ r = a =
1
ka n

β 2
n0eh

2

n ka P1
n cos θ 5 87

The expansion coefficients β 2
n0e can be determined by multiplying both sides by

P1
m cos θ sin θ and integrating from 0 to π on θ, and making use of the orthogo-

nality relation of spherical harmonics, as follows:

β 2
n0e =

2n + 1
2n n + 1

ka

h
2

n ka

π

0

Eθ r = aP
1
n cos θ sin θdθ

Inserting the excitation source (5.82) into the above expression gives

β 2
n0e =

2n + 1
2n n + 1

ka

h
2

n ka

V
a
P1
n 0 5 88

The vector effective length of the spherical dipole is

L ur =
4πZ
kη n

jn− 1 2n + 1
2n n + 1

NnmP1
n 0

h
2

n ka
en0e, 5 89

where Z = V/I is the input impedance of the spherical dipole.
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5.9 Dipole Near Conducting Sphere

Figure 5.15 shows a radially directed electric dipole placed above a conducting
sphere of radius a, whose far-zone fields have been investigated in [7]. The
radiated fields from the dipole without the conducting sphere are now considered
as the incident fields upon the conducting sphere. In the region r< b, the incident
fields are determined by (5.53) and (5.54):

Ein = −
kηI0l
4πb n

2n+ 1 h 2
n kb N 1

n0e, 5 90

Hin = −
jkI0l
4πb n

2n+ 1 h 2
n kb M 1

n0e 5 91

The induced current on the sphere by the incident fields produces a scattered field
which, in view of the symmetry, may be represented by (5.4):

Es = −
n

α 2
n0eM

2
n0e + β 2

n0eN
2
n0e ,

Hs =
1
jη n

α 2
n0eN

2
n0e + β 2

n0eM
2
noe

5 92

The total electric field must satisfy the boundary condition on the conducting
sphere

ur × Ein + Es
r = a

= 0

Substituting (5.90) and the first expression of (5.92) into the above equation yields

k2ηI0l
kb n

2n+1
4π

h 2
n kb ur ×N 1

n0e +
n

α 2
n0eur ×M 2

n0e + β 2
n0eur ×N 2

n0e

r= a

=0,

z

x

b

a

I0l

θ

Figure 5.15 A dipole near conducting sphere.
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which gives α 2
n0e = 0 and

kηI0l
4πb n

2n+ 1 h 2
n kb jn ka P1

n cos θ +
n
β 2
n0eh

2

n ka P1
n cos θ = 0

The above equation can be used to determine the expansion coefficients β 2
n0e:

β 2
n0e = −

kηI0l 2n + 1
4πb

jn ka

h
2

n ka
h 2
n kb

The scattered fields (5.92) can thus be written as

Es = −
kηI0l
4πb n

jn ka

h
2

n ka
2n + 1 h 2

n kb N 2
n0e,

Hs = −
jkI0l
4πb n

jn ka

h
2

n ka
2n + 1 h 2

n kb M 2
noe

5 93

The total radiated fields in the region r > b can be determined by adding the
incident fields (5.41) and (5.51) to the scattered fields in (5.93):

E = −
kηI0l
4πb n

jn kb

h 2
n kb

−
jn ka

h
2

n ka
2n + 1 h 2

n kb N 2
n0e,

H = −
jkI0l
4πb n

jn kb

h 2
n kb

−
jn ka

h
2

n ka
2n + 1 h 2

n kb M 2
noe

5 94

Equations (5.94) indicate that a dipole near a conducting sphere radiates TMn0e

only. Explicitly, the components of the electric field are

Er = −
ηI0l
4πbr n

jn kb

h 2
n kb

−
jn ka

h
2

n ka
n n + 1 2n + 1 h 2

n kb h 2
n kr Pn cos θ ,

Eθ =
ηI0l
4πbr n

jn kb

h 2
n kb

−
jn ka

h
2

n ka
2n + 1 h 2

n kb h
2

n kr P1
n cos θ ,

Hφ = −
jkI0l
4πb n

jn kb

h 2
n kb

−
jn ka

h
2

n ka
2n + 1 h 2

n kb h 2
n kr P1

n cos θ

5 95

272 5 Radiation in Free Space (II)



Using the asymptotic formulas of spherical Hankel functions, the far-field
expressions are found to be

Eθ = −
jηI0l
b

e− jkr

4πr n

jn kb

h 2
n kb

−
jn ka

h
2

n ka
jn + 1 2n + 1 h 2

n kb P1
n cos θ ,

Hφ = −
jI0l
b

e− jkr

4πr n

jn kb

h 2
n kb

−
jn ka

h
2

n ka
jn + 1 2n + 1 h 2

n kb P1
n cos θ
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The vector effective length is given by

L ur = uθ
l
kb n

jn kb

h 2
n kb

−
jn ka

h
2

n ka
jn + 1 2n+ 1 h 2

n kb P1
n cos θ

5 97

5.10 Finite Length Wire Antenna

Figure 5.8 shows a finite length wire antenna with current distribution

J r = uzI z δ x δ y , 0 < z < l 5 98

The radiated fields are determined by (5.1):

E r = − jkη

l

0

I z Ge r, r uz dz ,

H r =

l

0

I z Gm r, r uz dz

5 99

5.10.1 Fields in the Region r > l

In the region r > l/2, the dyadic Green’s functions must be selected as the lower
expressions of (5.2) and (5.3). Since the radiated fields are independent of the
azimuthal angle, the dyadic Green’s functions in (5.99) can be written as

Ge r, r uz =
n

− jk

N2
n0

M 2
n0e r M 1

n0e r uz + N 2
n0e r N 1

n0e r uz ,

Gm r, r uz =
n

− jk2

N2
n0

N 2
n0e r M 1

n0e r uz + M 2
n0e r N 1

n0e r uz
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Similar to (5.26), one may find

uz M 1
n0e 0, 0, z = 0,

uz N 1
n0e 0, 0, z =

n n + 1
kr

jn kr

The EM fields in (5.99) can be expressed as

E = −
k2η
4π

∞

n = 1

2n + 1 N 2
n0e

l

0

I z
jn kz
kz

dz ,

H = −
jk2

4π n
2n + 1 M 2

n0e

l

0

I z
jn kz
kz

dz ,

5 100

where

M 2
n0e = h 2

n kr P1
n cos θ uφ,

N 2
n0e =

n n + 1
kr

h 2
n kr Pn cos θ ur −

1
kr

h
2

n kr P1
n cos θ uθ

5 101

Therefore, a dipole of finite length radiates TMn0e modes. Upon introducing the
first expression of (5.101) into the second expression of (5.100), one may rewrite
the magnetic field as

H = −
jk
4π

uφ

l

0

I z
r n

2n + 1 jn kz h 2
n kr P1

n cos θ dz

=
jk
4π

uφ

l

0

1
z
I z

∂

∂θ n
2n + 1 jn kz h 2

n kr Pn cos θ dz

= −uφ

l

0

I z
z

∂

∂θ

e− jkR

4πR
dz ,

5 102

where use has been made of the spherical wave expansion for the free-space
Green’s function

e− jkR

4πR
= −

jk
4π n

2n+ 1 jn kz h 2
n kr Pn cos θ

Let ρ = x2 + y2 be the radius in cylindrical coordinate system as illustrated
in Figure 5.8. Then,

∂

∂θ

e− jkR

R
=

xz
ρ

∂

∂x
e− jkR

R
+

yz
ρ

∂

∂y
e− jkR

R
− ρ

∂

∂z
e− jkR

R
= z

∂

∂ρ

e− jkR

R

274 5 Radiation in Free Space (II)



The magnetic field (5.102) can thus be written as

H = −uφ
∂

∂ρ

l

0

I z
e− jkR

4πR
dz , 5 103

which agrees with the conventional analysis based on integral representation [8].

5.10.2 The Fields in the Region r < l

In this region, the dyadic Green’s functions in (5.99) must be selected as the upper
expressions of (5.2) and (5.3):

Ge r, r uz =
n

− jk

N2
n0

M 1
n0e r M 2

n0e r uz + N 1
n0e r N 2

n0e r uz ,

Gm r, r uz =
n

− jk2

N2
n0

N 1
n0e r M 2

n0e r uz + M 1
n0e r N 2

n0e r uz

Similarly, one may find

uz M 2
n0e 0, 0, z = 0,

uz N 2
n0e 0, 0, z =

n n + 1
kr

h 2
n kr

The radiated fields are given by (5.99) and can be written as

E = −
k2η
4π n

2n + 1 N 1
n0e

l

0

I z
h 2
n kz
kz

dz ,

H =
− jk2

4π n
2n + 1 M 1

n0e

l

0

I z
h 2
n kz
kz

dz ,

5 104

where

M 1
n0e = jn kr P1

n cos θ uφ,

N 1
n0e =

n n + 1
kr

jn kr Pn cos θ ur −
1
kr

jn kr P1
n cos θ uθ

5 105

Following the same procedure, the magnetic field in (5.104) is found as follows:

H =
− jk
4π

uφ

l

0

I z
z n

2n + 1 jn kr h 2
n k z P1

n cos θ dz

= −uφ
∂

∂ρ

l

0

I z
e− jkR

4πR
dz ,

which is identical with (5.103).
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The electric field in both regions can be determined from

E =
1
jωε

∇ × H 5 106

Example 5.3 For an infinitesimal dipole, the electric current may be considered
as a constant, i.e. I(z ) = I0 as l 0. The integral in (5.100) becomes

Cn =

l

0

I z
jn kz
kz

dz =
I0
k

kl

0

jn z
z

dz

As l 0, only n = 1 has significant contribution, and one may find C1 = (1/3)I0l.
Thus, (5.100) is simplified to

E = −
k2ηI0l
4π

N 2
10e, H r = −

jk2I0l
4π

M 2
10e 5 107

These agree with (5.44) and (5.52). □

5.11 Aperture Antenna

Aperture antennas are often used at microwave and the millimeter wave fre-
quency regime for their high directivity. The most commonly used aperture anten-
nas are slot antenna, microstrip patch antenna, horn antenna, lenses, and reflector
antenna. The geometry of the aperture may be rectangular, circular, or may have
any other shape. Aperture antennas are widely used in wireless communication
systems and can be flush mounted onto the surface of vehicle, aircraft, and space-
craft. The analysis of aperture antenna can be carried out by using the field equiv-
alence principle, by means of which the actual aperture can be replaced by
equivalent sources as illustrated in Figure 5.2. Consider an arbitrary aperture
antenna fed by a waveguide shown in Figure 5.1b. According to (5.1) and (5.9),
the radiated fields by the equivalent sources are

E r = − jkη

∂V 0

Ge r, r J r dS r −

∂V0

Gm r, r Jm r dS r ,

H r = − j
k
η

∂V 0

Gm r, r Jm r dS r +

∂V 0

Gm r, r J r dS r ,

5 108

where the magnetic current only exists in the feeding aperture (i.e. the input ter-
minal of antenna or the reference plane). To determine the equivalent magnetic
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current on the reference plane, one has to use the excitation conditions. The fields
in the feeding waveguide may be expressed as [see (2.26)]

uz × E r =
∞

n = 1

uz × en r Vn z ,

uz × H r = −
∞

n = 1

en r In z ,

5 109

where en (n = 1, 2, …) are the normalized vector modal functions of the feeding
waveguide and

Vn z = Ane
− jβnz + Bne

jβnz,

In z = Z − 1
wn Ane

− jβnz −Bne
jβnz ,

are the modal voltages and currents with

Zwn =

η, TEMmode

ηk βn, TEmode

ηβn k, TMmode

,

βn =
k, TEMmode

k2 − k2cn, TE or TMmode
,

being the wave impedances and propagation constants of the modes. If the feeding
waveguide is in a single-mode operation, the modal voltages and currents can be
expressed by

Vn z = An1e
− jβnz + Bne

jβnz,

In z = An1e
− jβnz −Bne

jβnz Z − 1
wn ,

where An1 =
δ,n = 1

0,n 1
, and δ is a constant (amplitude of the incident field) for a

transmitting antenna excited by the dominant mode, and is set to zero for a receiv-
ing antenna. On the reference plane (z= 0), (5.109) may be expressed in equivalent
currents as

Jms r = −uz × e1 r δ + B1 −
∞

n = 2

uz × en r Bn,

Js r = − e1 r δ−B1 Z − 1
w1 +

∞

n = 2

en r BnZ
− 1
wn
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By use of the orthogonality condition of the vector modal functions in the feeding
waveguide, the expansion coefficients can be determined by the second equation

B1 = δ + Zw1

Ω

J e1dΩ,Bn = Zwn

Ω

J endΩ

Hence, the equivalent magnetic current on the feeding aperture may be expressed
in terms of the equivalent electric current on the same feeding aperture

Jm r = − 2δuz × e1 r −
∞

n = 1

uz × en r Zwn

Ω

J r en r dΩ r

= − 2δuz × e1 r −

Ω

J r
∞

n = 1

Zwnen r uz × en r dΩ r

5 110

The electric current J on the whole boundary of the source region can be deter-
mined by solving an integral equation that contains the equivalent electric current
on the aperture and the induced electric current on the conducting surface.

Example 5.4 A magnetic field integral equation (MFIE) of the second kind for
an aperture antenna can be obtained as follows [9]:

−
1
2
J r + un r ×

∂V 0

J r × ∇ G r, r dS r

+ un r ×
∞

n = 1

ZwnGhn r

A

J r en r dΩ r = Fh r ,

5 111

where G r, r = e− jk r− r 4π r− r , Fh(r) = − 2δun(r) ×Gh1(r) and

Ghn r =
jk
η

Ω

G r, r uz × en r dΩ r

−
1

k2
Ω

∇s uz × en r ∇ G r, r dΩ r

Let us consider an aperture antenna fed by a coaxial line consisting of an inner
conductor of radius a and an outer conductor of radius b with b = 2a, as shown in
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Figure 5.16. The infinite flange has been truncated to a finite annular region. The
number of the quadrilateral elements used in the numerical calculation isN= 445.
It is assumed that only dominant mode (TEM mode) is propagating in the coaxial
line and the reference plane is right at the aperture (L = 0). The radiation resist-
ance and reactance have been calculated by the MFIE and compared to the ana-
lytical results from [10]. A perfect agreement has been obtained as shown in
Figures 5.17 and 5.18. Note that the operating frequency is limited between
the cutoff frequency kca = 0 of dominant TEM mode and the cutoff frequency
kca≈ 0.68 of the first higher order TE11 mode.

L

Antenna input plane

Figure 5.16 A coaxial aperture antenna with infinite conducting flange and mesh.

0 0.2 0.4

ka

0.6
–50

0

50

100

150

MFIE

(Marcuvitz, 1951)

Figure 5.17 Radiation resistance of the coaxial aperture antenna with infinite
flange (L = 0).

5.11 Aperture Antenna 279



5.12 Microstrip Patch Antenna

Amicrostrip patch antenna consists of a metallic patch bonded to an insulating die-
lectric substrate with a metal layer (ground) bonded to the opposite side of the sub-
strate, as depicted in Figure 5.19. The metallic patch can take any shapes, such as
rectangular, triangular, circular, disk sector, elliptical, annular ring, and square ring.
Some typical shapes of patch elements are shown in Figure 5.20. The microstrip
patch antennas have found wide applications for their advantages of low profile,
low cost, and light weight; they can be shaped to conform to curved surfaces, and
are easy to integrate with other circuits and form large array, and they allow both
linear and circular polarizations [11–23]. The microstrip patch antennas also have
some disadvantages such as low gain, low efficiency, low power-handling capability,
and narrow bandwidth. Typical dimensions for a microstrip patch antenna are

λ

3
< patch size <

λ

2
, 0 003λ < h < 0 05λ

0 0.2 0.4
ka

0.6

–1.104

–2.104

–3.104

0

MFIE

(Marcuvitz, 1951)

Figure 5.18 Reactance of the coaxial aperture antenna with infinite flange (L = 0).

h

Patch Substrate

Ground

Feeding probe

μ0, εrε0

Figure 5.19 Patch antenna fed by a coaxial probe.
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The dielectric constant εr of the substrate is usually selected in the range of 2.2 < εr
< 12. A patch antenna can be fed by a microstrip line or by a coaxial line with the
inner conductor terminated on the patch. In both cases, the exciting source of the
patch antennas can be represented by a current distribution J = uz Jz, which is
independent of z due to h<< λ. This implies that the charge distribution ρ = 0.
According to the equivalent principle, the radiated fields by the patch antenna
are generated by the magnetic current on the side wall and the electric current
on the upper surface of the patch along with the electric current on the side wall.
If the patch is very thin (so that most of the current flows on the lower surface of
the patch), only the radiated fields generated by the magnetic current on the side
wall dominate, and a magnetic side wall may be introduced along the perimeter
of the patch to simulate the open circuit, as illustrated in Figure 5.21. Let V0 denote
the source region, whose boundary ∂V0 consists of the lower surface of the top patch,
the upper surface of the bottom ground plane, and the sidewall. In the interior of the
source region V0, the z component of the electric field satisfies

∇2 + k2e Ez x, y = jωμ0Jz x, y , 5 112

Figure 5.20 Typical shapes of patch antennas.

Magnetic wall

Patchyz

h

SM

x

Ground

Figure 5.21 Cavity model.
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where ke = ω μ0εe, εe = ε 1− j σ ωε , ε = εrε0 . Equation (5.112) can be solved

by using the orthonormal set of the eigenfunctions (modal functions) epq of the
corresponding homogeneous equation for the electric field, which satisfy the
equation

∇2 + k2pq epq x, y = 0, x, y P

∂epq
∂n

= 0, x, y ∂P
, 5 113

and the orthonormal condition

P

epq x, y ep q x, y dxdy = δpp δqq ,

where P denotes the patch area and ∂P its boundary. The eigenvalue prob-
lem (5.113) is similar to that for TE modes in the waveguide theory. Once the
eigenvalue problem (5.113) is solved, the magnetic modal field may be determined
from

hpq =
1
jkη

uz × ∇epq 5 114

Apparently, the modal fields are transverse magnetic with respect to z and they
are usually termed as TMpq modes. The resonant frequencies of these modes are
given by

f pq =
kpq

2π μ0ε
5 115

The induced modal currents on the lower surface of the patch are

Jspq = −uz × hpq 5 116

The electric field inside the cavity may be expanded in terms of the modal func-
tions as follows:

Ez x, y =
p, q

apqepq x, y

Substituting the expansion into (5.112) and using the orthogonal property of the
eigenfunctions, one finds

Ez x, y = jωμ0
p, q

epq x, y

k2e − k2pq
P

Jz x , y epq x , y dx dy 5 117

The magnetic field inside the cavity may be determined by

H x, y =
1
jkη

uz × ∇Ez x, y 5 118
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Once the EM fields in the cavity are known, the equivalent magnetic current on
∂V0 can be determined by Jms = − un ×E, where un is the outward normal of ∂V0.
Apparently, Jms vanishes on the top patch and ground. Ignoring the currents on
the upper surface of the patch and the ground, and the bound sources in the die-
lectric substrate, the radiated fields by the microstrip patch antenna can be deter-
mined from the equivalent magnetic current on the side wall with the ground
plane in place. The effect of the infinite ground plane can be taken into account
by the method of image, and the total equivalent magnetic current is thus given by
Jms= − 2un ×E, which determines the radiated electric field in the far-field region
(z> 0).

E r ≈
jk0
4π

e− jk0r

r
ur ×

SM

ejk0ur r Jms r dS r

= −
jk0
2π

e− jk0r

r
ur ×

∂P

ejk0ur r un × uzV r dl r

= −
jk0η0I
4π

e− jk0r

r
L ur ,

5 119

where η0 = μ0 ε0, k0 = ω μ0ε0, V = hEz is the voltage at the patch edge, I is the

feeding current, SM denotes the magnetic wall (the side wall), and

L ur =
2
η0I

ur ×

∂P

ejk0ur r un × uzV r dl r 5 120

is the vector effective length of the patch antenna. The total radiated power of the
patch is given by the integration of Poynting vector over a spherical surface of
radius r in the far-field region

Prad =

π 2

0

sin θdθ

2π

0

r2

2η0
E r 2dφ =

I 2η0
8

π 2

0

sin θdθ

2π

0

L ur

λ0

2

dφ

5 121

The quality factors Qα related to various losses are defined by

Qα =
ωrW
Pα , α = rad, c, d , 5 122

where W is the total stored field energy of antenna at the resonance frequency
ωr, and P

α stands for the power loss related to radiation loss (α= rad), or conductor
loss (α = c), or dielectric loss (α = d). The total stored field energy of antenna is
given by (4.155)

W =
1
2

VP

ε Ez
2dV =

h
2

P

ε Ez
2dxdy =

h
2

P

μ0 H
2dxdy 5 123
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It is noted that the surface integral representing the radiated energy in (4.155)
vanishes due to the fact that the surface ∂V0 enclosing V0 consists of electric
and magnetic walls. The conduction loss is determined by

Pc = 2
1
2

P

Js Rsdxdy = Rs

P

H dxdy =
2RsW
μ0h

,

where Js = un×H is the surface current on the upper and lower surface of the
patch, and Rs is the surface resistance of the patch

Rs =
ωrμ0
2σc

, 5 124

with σc being the conductivity of the patch. The dielectric loss is

Pd =
1
2

VP

σd Ez
2dV =

h
2

P

σd Ez
2dxdy =

σd
εrε0

W 5 125

The quality factors related to the conduction loss and dielectric loss are then
given by

Qc =
ωrW
Pc =

ωrμ0h
2Rs ,Qd =

ωrW

Pd =
ωrεrε0
σd

=
1

tan δ
, 5 126

where tan δ denotes the loss tangent of the dielectric substrate.
For a thin circular probe located at (x0, y0), one may assume that

Jz x, y =
I

2πa0
δ x− x0 δ y− y0 ,

where a0 denotes the radius of the probe. The voltage drop along the probe is

V =

h

0

E x0, y0 uzdz = hEz x0, y0 =
jωμ0Ih
2πa0 p, q

e2pq x0, y0
k2e − k2pq

5 127

The input impedance is defined by

Z =
V
− I

= −
jωμ0h
2πa0 p, q

e2pq x0, y0
k2e − k2pq

=
p, q

he2pq x0, y0
2πa0

1

σ + jωε +
k2pq
jωμ0

5 128

Figure 5.22 shows the equivalent network for the patch antenna. The TM00

mode is represented by a capacitance in series with a resistance while all other
modes are represented by a parallel RLC resonant circuit.
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The cavity model is the foundation for the analysis of patch antenna. Additional
modifications are usually needed for some particular shapes so that a reasonable
accuracy can be achieved. There have been various methods to feed the patch
antennas. Figure 5.23 shows some typical feed methods.

TM00 mode

TMpq mode

TM10 mode

C00

C10

R00

R10

Cpq Lpq
Rpq

L10

Figure 5.22 Equivalent circuit
of patch antenna.

(a) (b) (c) (d)

Figure 5.23 Typical feed methods. (a) Edge feed. (b) Edge feed with a capacitance gap.
(c) Two-layer feed. (d) Coaxial line feed.

5.12 Microstrip Patch Antenna 285



The rectangular patch is the most commonly used in practice. For a rectangular
patch and the rectangular coordinate system shown in Figure 5.24, the eigenfunc-
tions of (5.113) are easily found to be

epq x, y = Npq cos
pπ
a
x cos

qπ
b
y,

kpq =
pπ
a

2
+

qπ
b

2
,

5 129

where

Npq =
Cpq

hab
,Cpq =

1, p = q = 0

2, p = 0 or q = 0

2, p 0, q 0

The indices p and q, respectively, denote the number of half-cycles of the
field along the sides a and b. If only one TMpq mode exists in the cavity, (5.117)
reduces to

Ez x, y =
Vc

h
cos

pπ
a
x cos

qπ
b
y, 5 130

where Vc is the voltage at the corner (0, 0). The magnetic field is given by (5.114):

H x, y =
1
jkη

uy
∂Ez

∂x
−ux

∂Ez

∂y

=
1
jkη

Vc

h
qπ
b

cos
pπ
a
x sin

qπ
b
yux

−
1
jkη

Vc

h
pπ
a

sin
pπ
a
x cos

qπ
b
yuy

5 131

The induced current on the lower surface of the patch is

Js = −
1
jkη

Vc

h
qπ
b

cos
pπ
a
x sin

qπ
b
yuy

−ux
1
jkη

Vc

h
pπ
a

sin
pπ
a
x cos

qπ
b
yux

5 132

a

b

x

y Figure 5.24 Rectangular patch.
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The equivalent magnetic modal currents on the magnetic walls are given by

Jms = −un × uzEz =

Vc

h
cos pπ cos

qπ
b
yuy, x = a

−
Vc

h
cos

qπ
b
yuy, x = 0

−
Vc

h
cos qπ cos

pπ
a
xux , y = b

Vc

h
cos

pπ
a
xux , y = 0

5 133

If a> b, the lowestmode for the rectangular patch is TM10mode, which has the low-
est resonant frequency. The next higher order mode for the rectangular patch is
TM01mode. The directions of the equivalent magnetic currents along the four edges
of the rectangular patch are depicted in Figure 5.25. It can been seen that, to generate
the TM10 (or TM01) mode, the feeding point must be selected along the centerline of
dimension b (or a) according to the symmetry of the field distributions. For the TM10

mode, only the equivalent magnetic currents along the two b edges are in phase and
therefore account formost of the radiation; while those along the two a edges are out
of phase and their radiated fields largely cancel. The radiation pattern of thismode is
linearly polarized and has a maximum in the direction normal to the patch, and the
E-plane is perpendicular to the radiating edges. Similarly, for the TM01 mode, the
magnetic currents are in phase along a and are out of phase along b. Consequently,
only the two a edges are radiating for the TM01mode. The voltages along the bound-
ary of the patch can be determined by (5.130):

V x, y =

Vc cos
pπ
a
x, y = 0

Vc cos
pπ
a
x cos qπ, y = b

Vc cos
qπ
b
y, x = 0

Vc cos pπ cos
qπ
b
y, x = a

5 134

x

y

a

b

Generate TM10 mode

(a) (b)

x

y

a

b

Generate TM01 mode

Figure 5.25 Equivalent magnetic currents. (a) TE10 mode. (b) TE01 mode.

5.12 Microstrip Patch Antenna 287



Combining (5.120) with (5.134) gives the vector effective length of the patch

L ur = − j
2Vc

Iη0
cos pπe jk0a sin θ cosφ − 1 cos qπe jk0b sin θ sinφ − 1

× ur ×
uxk0sin θ cosφ

k20 sin
2θ cos 2φ−

pπ
a

2 −uy
k0 sin θ sinφ

k20 sin
2θ sin 2φ−

qπ
a

2

5 135

In spherical coordinate system, this becomes

L ur = − j
2Vc

Iη0
k0 sin θ cos pπe jk0a sin θ cosφ − 1 cos qπe jk0b sin θ sinφ − 1

× uθ
sinφ cosφ

k20 sin
2θ cos 2φ−

pπ
a

2 +
sinφ cosφ

k20 sin
2θ sin 2φ−

qπ
b

2

+ uφ
cos θ cos 2φ

k20 sin
2θ cos 2φ−

pπ
a

2 −
cos θ sin 2φ

k20 sin
2θ sin 2φ−

qπ
b

2

5 136

In the far-field region, the electric field is given by (5.119):

Eθ r ≈ −
k20Vc

4πr
e− jk0r sin θ sin 2φ

× cos pπe jk0a sin θ cosφ − 1 cos qπe jk0b sin θ sinφ − 1

×
1

k20sin
2θ cos 2φ−

pπ
a

2 +
1

k20 sin
2θ sin 2φ−

qπ
b

2 ,

5 137

Eφ r ≈ −
k20Vc

4πr
e− jk0r sin 2θ

× cos pπe jk0a sin θ cosφ − 1 cos qπe jk0b sin θ sinφ − 1

×
cos 2φ

k20 sin
2θ cos 2φ−

pπ
a

2 −
sin 2φ

k20 sin
2θ sin 2φ−

qπ
b

2

5 138

The stored field energy of the patch can be obtained from (5.123):

W =
εrε0V 2

c

2h

a

0

cos 2
pπ
a
x cos 2

qπ
b
y dxdy =

εrε0V 2
cab

2hεpεq
, 5 139
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where εp,q =
1, p, q = 0

2, p, q ≥ 1
Apparently, the stored field energy of the patch is pro-

portional to the relative dielectric constant of the substrate and inversely propor-
tional to the height of the substrate. One may thus (roughly) conclude that the
bandwidth of the patch antenna increases as the height (or relative dielectric
constant) increases (or decreases).
For the TM01 mode, the far-zone electric field components become

Eθ r ≈
k20Vc

4πr
e− jk0r sin θ sin 2φ × e jk0a sin θ cosφ − 1 e jk0b sin θ sinφ + 1

×
1

k20sin
2θ cos 2φ

+
1

k20 sin
2θ sin 2φ− π b 2 ,

Eφ r ≈
k20Vc

4πr
e− jk0r sin 2θ ejk0asin θ cosφ − 1 ejk0bsin θ sinφ + 1

×
cos 2φ

k20 sin
2θ cos 2φ

−
sin 2φ

k20 sin
2θ sin 2φ− π b 2

5 140

In the direction of θ = 0 , these reduce to

Eθ r =
jk0aVc

πr
e− jk0r sinφ,

Eφ r =
jk0aVc

πr
e− jk0r cosφ

5 141

For the TM10 mode, the far-zone electric field can be written as

Eθ r ≈
k20Vc

4πr
e− jk0r sin θ sin 2φ e jk0a sin θ cosφ + 1 e jk0b sin θ sinφ − 1

×
1

k20sin
2θ cos 2φ−

π

a

2 +
1

k20 sin
2θ sin 2φ

,

Eφ r ≈
k20Vc

4πr
e− jk0r sin 2θ e jk0a sin θ cosφ + 1 e jk0b sin θ sinφ − 1

×
cos 2φ

k20 sin
2θ cos 2φ−

π

a

2 −
sin 2φ

k20 sin
2θ sin 2φ

5 142

In the direction of θ = 0 , these reduce to

Eθ r = j
k0bV 0

πr
cosφe− jk0r ,

Eφ r = − j
k0bV 0

πr
sinφe− jk0r

5 143
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Comparing (5.141) with (5.143), one may find that the far-zone electric field for
the TM10 mode can be obtained through rotating the radiated field for the TM01

mode in the φ-plane by 90 if the patch is square with a = b. In other words,
the radiated fields in θ = 0 direction for these two modes are orthogonal for a
square patch. Therefore, a circular polarization can be generated in the θ = 0
direction if the two modes are excited with identical amplitudes and a 90 phase
difference. There are two methods for generating a circularly polarized wave from
a rectangular patch. One is to feed the patch at a single point and the other is to
feed the patch using a feeding network that excites the patch with equal ampli-
tudes and 90 phase difference, as illustrated in Figure 5.26. For a single feed tech-
nique, a perturbation segment such as a slot or truncated segments must be
introduced so that the generated mode can be separated into two orthogonal
modes [20].

5.13 Resonant Modal Theory for Antenna Design

An antenna is said to be resonant if its input reactance is zero, and the corre-
sponding frequency at which the resonance occurs is called the resonant fre-
quency. Physically, this implies that the stored electric field energy of antenna
is equal to the stored magnetic field energy. A unified procedure for evaluating
the resonant modes for an arbitrary current source region is proposed in [24],
which is based on the expressions of stored field energies of the source (antenna)
[see (4.167) and (4.168)]. When the antenna is assumed to be resonant, the condi-
tion that the difference between the stored electric and magnetic field energies
vanishes leads to a homogeneous integral equation for the modal currents in
the source region. After discretization, the integral equation is reduced to a real
homogenous algebraic equation. By enforcing the condition that a nontrivial

LHCP RHCP

L

L + λg / 4

(a) (b)

Figure 5.26 Circular polarization. (a) Single feed. (b) Dual feed.
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current distribution exits in the source region so that the determinant of the coef-
ficient matrix of the algebraic equation must be zero, the resonant frequencies and
the corresponding resonant modes can then be determined. Once the resonant
modes are determined, the rest is to introduce a scatterer in the source region
and a feeding mechanism to excite the resonant modes. The above procedure will
be called RMT.

5.13.1 Formulations

In general, an arbitrary scatterer (without an antenna input terminal) is said to be
resonant if the stored electric field energy of the scatterer (antenna) is equal to the
stored magnetic field energy around the scatterer. Let V0 denote an arbitrary
source region bounded by ∂V0. It follows from (4.167) and (4.168) that the differ-
ence between the stored electric and magnetic field energies of antenna can be
expressed by

Wm −We =
η

16πc
V 0 V0

J r J r +
1

k2
∇ J r ∇ J r

cos kR
R

dV r dV r

5 144

This can be written as an inner product

Wm −We = LJ, J , 5 145

where the integral operator L is defined by

LJ =
η

16πv
V 0

J r +
1

k2
∇ J r ∇

cos kR
R

dV r 5 146

The source regionV0 is said to be resonant if (5.145) vanishes. In order to find the
resonant frequency and the corresponding current distribution J that makes
(5.145) vanish, a sufficient condition is

LJ = 0, 5 147

which is valid throughout the source region. One can now follow the standard pro-
cedure of the method of moments to solve (5.147). For simplicity, the source region
will be assumed to be a surface S0, so that (5.147) becomes a surface integral equa-
tion. The current may be expanded in terms of the well-known Rao–Wilton–
Glisson basis functions [25]

J =
N

n = 1

Infn 5 148
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Introducing (5.148) into (5.147), the following homogenous matrix equation by
Galerkin method can be obtained

L ω I = 0, 5 149

where [I] = [I1, I2, …, IN]T, and the matrix elements of [L(ω)] are given by

Lmn =
η

16πv
S0 S0

fm r fn r −
1

k2
∇ fn r ∇ fm r

cos kR
R

dS r dS r

5 150

A sufficient condition for the existence of a nonzero solution of (5.149) is that the
determinant of its coefficient matrix is zero

det L ω = 0 5 151

The above equation determines the resonant frequencies, and the corresponding
resonant current modes can be found from (5.149).
It is noted that (5.151) is a sufficient condition that makes (5.145) vanish. It can

be shown that (5.151) is also a necessary condition. In fact, after discretization,
(5.145) can be written as a quadratic form

LJ, J = I T L I 5 152

Since [L] is symmetric (this property is not necessary), there exists an orthogonal
matrix [O] such that

O T L O = D ,

where [D] = [λ1, λ2, …, λN]T is a diagonal matrix. Introducing a new vector
[Y] = [y1, y2, …, yn]T defined by

I = O Y

and substituting this into (5.152), one obtains

LJ, J = Y T D Y =
N

n = 1

λny
2
n 5 153

If the above quadratic form is required to be zero for an arbitrary current distribu-
tion J (thus an arbitrary [Y] by definition), one must have λn = 0(n = 1, 2, …, N).
This implies

det L = det D =
N

n = 1

λn = 0 5 154

since [O]T[O] = [I], where [I] is the unit matrix of order N. Thus, (5.151) is also a
necessary condition that makes (5.145) vanish.
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5.13.2 Applications

The RMT directly determines the resonant frequencies from the difference of the
stored field energies of antenna. Once the corresponding resonant current modes
are determined, the next is to use various excitations to realize the resonant cur-
rent modes in the selected source region.

5.13.2.1 Crossed-Dipole

Let the source region V0 be a cross, consisting of two planar strips shown in
Figure 5.27a, where the lengths of the horizontal and vertical strips are
l1 = 118 mm and l2 = 97 mm, respectively, and the width of the strips is set as
w= 2 mm. From (5.151), the first three resonant frequencies of the cross are found
to be 1.190, 1.428, and 1.443 GHz. The corresponding modal currents are depicted
in Figure 5.27b–d. As shown in Figure 5.27b, the fundamental (the first) modal
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Figure 5.27 A cross and its modal currents. (a) Dimensions. (b) Modal current at 1.190 GHz.
(c) Modal current at 1.427 GHz. (d) Modal current at 1.440 GHz.
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current concentrates on the horizontal strip. In contrast, the third modal current is
along the vertical dipole, as indicated by Figure 5.27d. The second modal current,
shown in Figure 5.27c, has a distribution that is quite different from the first and
the third. It has two different current paths. The first path is composed of the top
vertical arm and the right horizontal arm of the cross, and the second path is com-
posed of the bottom vertical arm and left horizontal arm.
The first and the third mode of the cross will now be used to build a circular

polarized (CP) antenna. As indicated in Figure 5.27, the maximum values of
the first and third modal currents are right at the center of the cross. To excite
the two modes simultaneously, a voltage source must be introduced at the center
of the cross. For this purpose, the cross is broken into two separate parts to form a
crossed-dipole antenna. The first part consists of the top vertical arm and the right
horizontal arm, and the second part consists of the bottom vertical arm and the left
horizontal arm, with a small gap at the center of the cross (see the inset of
Figure 5.30a). A discrete face port with 50Ω is applied across the gap in the sim-
ulation with CST Studio to excite the first and third modes simultaneously. The
fabricated crossed-dipole antenna is shown in Figure 5.28. Figure 5.29 is the reflec-
tion coefficient and axial ratio of the crossed-dipole antenna. Two distinct reflec-
tion zeros occur approximately around the first and third resonant frequencies in
the simulated and measured results. The fractional bandwidth of the crossed-
dipole antenna is 26.6% at −10 dB of the reflection coefficient. The bandwidth
of the 3 dB axial ratio in the direction of (θ = 0 , φ = 0 ) is 6.1%. The antenna
exhibits a bidirectional radiation pattern. In the direction of θ = 0 , it generates
a left-handed circularly polarized wave, while in the direction of θ = 180 , the
radiated wave exhibits a right-handed circularly polarized behavior.

Figure 5.28 Photograph of
the fabricated CP crossed-
dipole antenna.
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Figure 5.30 shows the simulated resonant current distributions of the crossed
dipole at the two reflection zeros shown in Figure 5.29a. As expected, the resonant
current at the first reflection zero mainly concentrates on the two horizontal arms
(see Figure 5.30a) while the resonant current at the second reflection zero is
mainly distributed on the vertical dipole (Figure 5.30b), agreeing with the simu-
lated modal current distributions shown in Figure 5.27.

0

–5

–10

–15

–20

–25

–30

–35

–40
1.0

A
xi

s 
ra

tio
 (

dB
)

12

10

8

6

4

2

0

1.2 1.4

R
ef

le
ct

io
n 

co
ef

fi
ci

en
t (

dB
)

1.6 1.8

Frequency (GHz)

(a)

(b)

Simulated result
Measured result

Simulated result
Measured result

2.0

1.0 1.2 1.4 1.6 1.8
Frequency (GHz)

2.0

Figure 5.29 (a) Reflection coefficient. (b) Axial ratio in the direction (θ = 0 , φ = 0 ).
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The radiation patterns at xoz-plane and yoz-plane for the first and third modal
currents from the RMT are compared with the CST simulations and the measured
ones in Figure 5.31. Figure 5.31a,b indicates that the radiation patterns from the
RMT, the CST simulation, and measured ones agree well at the first resonant fre-
quency. The maximum gains from the RMT, the CST simulation, and the meas-
urement at the two cut planes are, respectively, 2.10, 2.14, and 2.17 dB. The
radiation patterns in Figure 5.31a,b also indicate that the radiation at the first
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Figure 5.30 Simulated currents at (a) 1.22 GHz and (b) 1.42 GHz.
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resonant frequency mainly comes from the two horizontal arms. Similar results
can be found in Figure 5.31c,d. In this case, radiation mainly comes from the
two vertical arms.

5.13.2.2 Dual-Band Bowtie Antenna

A bowtie antenna is often used for wideband applications, and its wideband char-
acteristic is determined by the flare angle and the size of the structure. The RMT
will now be applied to the design of a dual-band bowtie antenna with a fixed flare
angle and size. Consider a planar slotted bowtie (without a feeding mechanism)
shown in Figure 5.32a, whose geometrical parameters are listed in Table 5.2.
The first three resonant frequencies are found to be 1.123, 2.521, and 3.568 GHz,

and the corresponding modal currents are plotted in Figure 5.32b–d. The first
modal current at 1.123 GHz is along the two long edges of slotted bowtie, which
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is similar to a half-wavelength dipole. The secondmodal current is similar to a full-
wavelength dipole while the third modal current to a one-and-half-wavelength
dipole.
The slotted bowtie is now broken into two separate parts and a small gap is intro-

duced in the middle of the bowtie. To excite the first and third modes of the slotted
bowtie, a discrete face port with 50Ω is applied across the gap to form a dual-band
bowtie antenna. The fabricated dual-band bowtie antenna is shown in Figure 5.33.
The simulated andmeasured reflection coefficients of the dual-band slotted bowtie
antenna are shown in Figure 5.34, where two reflection zeros occur at 1.111 and
3.514 GHz in simulation, very close to the first and third modal resonant
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Table 5.2 Parameters of dual-band
bowtie antenna.

Parameter Value (mm)

W 30

L 90

T 4

ls 20

ws 3

ts 3

gs 12
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frequencies. The measured reflection coefficient indicates that the first resonant
frequency is identical with simulated one while there is a small deviation between
the measured and the simulated results for the second resonant frequency, which
may be caused by fabrication error of the antenna and the feeding gap introduced
in order to build the antenna. The simulated current distributions at the center
frequencies of the two bands are shown in Figure 5.35, agreeing well with the
modal currents demonstrated in Figure 5.32.
The radiation patterns for the modal currents at the first and third resonant fre-

quencies are compared with the CST simulations and the measurements, and are

Figure 5.33 Photograph of the fabricated dual-band bowtie antenna.
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shown in Figure 5.36. The simulated and measured radiation patterns at xoz-plane
and yoz-plane at the first resonant frequency are depicted in Figure 5.36a,b, and
agree well with those obtained from the RMT. Similar results can be found in
Figure 5.36c,d for the third resonant frequency.
The RMT is different from the previous modal theories that expand the fields by

a linear combination of fundamental field patterns (modes) constrained by the
boundary conditions. The RMT directly determines the resonant modes for an
arbitrary source region by requiring that the stored electric and magnetic field
energies of the source are equal, yielding a homogeneous integral equation, from
which the resonant frequencies and the corresponding resonant modes can be
obtained numerically.

The more I have learned about physics, the more convinced I am that phys-
ics provides, in a sense, the deepest applications of mathematics. The math-
ematical problems that have been solved, or techniques that have arisen out
of physics in the past, have been lifeblood of mathematics. The really deep
questions are still in the physical sciences. For the health of mathematics at
its research level, I think it is very important to maintain that link as much
as possible.

–Sir Michael Atiyah (British-Lebanese mathematician, 1929–2019)
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6

Radiation in Free Space (III)

Array Analysis and Synthesis

Analysis and synthesis, though commonly treated as two different methods,
are, if properly understood, only the two necessary parts of the same method.
Each is the relative and correlative of the other. Analysis, without a subsequent
synthesis, is incomplete. Synthesis, without a previous analysis, is baseless; for
synthesis receives from analysis the elements which it recomposes.

–Sir William Hamilton (9th Baronet Scottish metaphysician, 1788–1856)

The preceding chapter has focused on the analysis of a single antenna to determine
the radiation fields from a given current source. The current source can be the
actual current distribution on a wire or an equivalent current on an aperture.
Antenna synthesis refers to the inverse problem of finding the current source with
various optimization methods to achieve a specified electromagnetic (EM) field
pattern in the near- or far-field region in an efficient and economical way. Since
the realization of a continuous source is not easy in practice, it is often discretized
first and then realized by more than one antenna element, called antenna array.
Most of the antennas are around one wavelength in size and their radiation pat-
terns often cover a wide angle and thus exhibit poor directivity. In order to
enhance the directivity, one has to use electrically large antenna (such as a reflec-
tor antenna) or antenna array. Typical array elements include patch, dipole, wave-
guide slot, and horn [1]. The performances of antenna array are controlled by the
relative physical positioning of elements (called the array configuration) and the
distribution of excitations. One of the important tools for the array analysis and
synthesis is the array factor, which is a complex-valued far-field pattern for an
array of isotropic radiators. The conventional methods for pattern synthesis are
based on the array factor and are problem specific, relying on certain simplifica-
tions in order to reduce the complexity of the optimization process. For example,
the Schelkunoff unit circle method [2] is aimed to produce nulls in desired
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directions, the Fourier transform method and Woodward–Lawson method [3] are
often used for beam shaping, and the binomial method and the Dolph–Chebyshev
method [4] aremost effective in generating narrow beams and low sidelobes. How-
ever, the conventional array synthesis methods based on the antenna array factor
are no longer valid when the array elements are not identical or its surrounding
environment is too complicated or the inter-element spacing is very small, which
raises a number of challenges for antenna designers.
In order to achieve a desired field pattern, a performance index (target function)

must be introduced and optimized during the process of antenna design. For the
design of a wireless system intended either for the transmission of information or
power, a natural performance index is the power transmission efficiency (PTE)
between the transmitting and receiving antennas, which is defined as the ratio
of the power delivered to the load of the receiver to the input power of the trans-
mitter. To attain the best possible quality of wireless communication or power
transfer, the PTE must be maximized. Motivated by the fact that all antennas
are designed to enhance the PTE for a wireless system, the PTE can thus be used
as a performance index for the design of antennas.
The power transmission between two antenna arrays was first investigated by

the author in [5]. The optimization procedure provides a powerful technique
for the synthesis of antenna arrays, which can overcome the challenges with
the conventional array design methods. The technique is called the method of
maximum power transmission efficiency (MMPTE) and can be used to achieve
various field patterns in any complicated environment, either in the near- or
far-field region [6]. The conventional array design methods largely rely on field
theory, while the MMPTE reduces the field synthesis problem to a circuit analysis
problem so that the circuit theory can be applied to solve the original field prob-
lem. This feature of MMPTE makes the design process of antenna array more
accessible for those who are not very familiar with EM field theory. The circuit
parameters can be acquired by simulation or measurement, and for this reason,
the MMPTE is applicable to any complicated problem. Whenever the design prob-
lem cannot be handled by a state-of-the-art computer, one can resort to measure-
ment to find the circuit parameters. Another important feature ofMMPTE is that it
contains the information of the environment between Tx and Rx arrays, and there-
fore can bemade adaptive to complicated environment, guaranteeing the best pos-
sible performance of the antenna array. The MMPTE has been demonstrated to be
superior to most existing array designmethods in terms of simplicity, applicability,
generality, and design accuracy. It generates an optimized distribution of excita-
tion (ODE) for the antenna array to assure that the gain and efficiency of the array
is maximized for a fixed array configuration and is equally applicable for both
near- and far-field synthesis problems.
This chapter summarizes several conventional array synthesis methods based on

the array factors. The main focus is on the formulations of MMPTE and the
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extended MMPTE (EMMPTE), and the latter shares the similarity with the
MMPTE but does not involve the test receiving antennas, and therefore is actually
a field method. Applications of MMPTE and EMMPTE to the designs of focused
antenna, smart antenna, beam shaping antenna, multi-beam antenna, end-fire
antenna, multi-null steering antennas, as well as the design of WPT system are
demonstrated.

6.1 Introduction to Array Analysis

Array analysis refers to the process of understanding how an antenna operates and
performs when the distribution of excitations for the array is given. The analysis
yields a number of radiation characteristics such as the field distribution around
antenna, gain, efficiency, input impedance, bandwidth, and polarization. For com-
plicated antenna structures, various numerical methods have to be adopted to
facilitate the analysis.

6.1.1 Array Factor

An antenna array is a group of radiators (called elements) excited by currents
with different amplitudes and phases. As a result of EM interference, the radiated
fields are enhanced in the desired direction and cancelled in the non-desired direc-
tion. It will be convenient to introduce two rectangular coordinate systems: the
global rectangular coordinate system r = (x, y, z) and the local rectangular coor-
dinate system rn = (xn, yn, zn), which are related by the coordinate transformation
r = rn+ dn shown in Figure 6.1. The vector dn starts at the origin of the global
coordinate system (x, y, z) and ends at the origin of the local coordinate system
(xn, yn, zn). The spherical coordinate systems associated with the rectangular
coordinate systems r and rn are denoted by (r, θ, φ) and (rn, θn, φn), respectively.

y
o

dn

r

z

x

μ, ε

ynon

zn

xn

rn
Antenna

βn

Figure 6.1 Transformation of
coordinate systems.
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In the local coordinate system (xn, yn, zn), the far-zone electric field of an antenna is
given by (4.16):

En rn = −
jkηIn
4πrn

e− jkrnLn urn , 6 1

where Ln is the vector effective length and In = anejαn is the exciting current at the
antenna feeding plane. As rn ∞, the following relations hold approximately (see
Figure 6.1):

rn r,uθ ≈uθn , θ≈ θn, φ≈φn 6 2

If dn = dn rn and rn is sufficiently large, the following approximation can
be made:

e− jkrn

rn
=

e− jk r−dn

r−dn
≈

e− jkr

r
e jkur dn =

e− jkr

r
e jkdn cos βn , 6 3

where βn is the angle between dn and r. By use of (6.2) and (6.3), (6.1) can be
written as

En r = −
jkηIne− jkr

4πr
e jkur dnLn ur 6 4

The field expression (6.1) in the local coordinate system is now transformed into
that in the global coordinate system (x, y, z).
If there existN antenna elements such that (6.2) holds for each of them, the total

far-zone field can be expressed as the sum of the fields generated by each element

E r =
N

n = 1

En r = −
jkη
4πr

e− jkr
N

n = 1

InLn ur e jkur dn , 6 5

where themutual couplings between the antenna elements have been neglected. If
all the antenna elements are identical, such that Ln(ur) = L(ur) (n= 1, 2,…,N), the
above equation can be rewritten as a product

E r = Ee r × AF, 6 6

where

AF =
N

n = 1

Ine
jkur dn =

N

n = 1

ane
j αn + kur dn 6 7

is known as the array factor, and

Ee r = −
jkη
4πr

e− jkrL ur
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is the far-zone field of the antenna element located at the origin of the global coor-
dinate system (x, y, z), which is normalized to the exciting current. Equation (6.6) is
called the pattern multiplication rule for the array of identical elements.

6.1.2 Linear Array

A linear array is formed by a group of antenna elements placed along one axis,
and is the simplest type of array configuration. The separation among the elements
may vary, but it is often assumed to be uniform. Linear arrays can be classified into
three categories based on how the axis of the array is related to the direction of
radiation. A broadside array is a linear array whose main beam points to the
direction perpendicular to the array axis. In this case, the antenna elements must
be fed in phase. An end-fire array is a linear array whose main beam is along the
array axis. In this case, the antenna elements must be fed with a constant phase
difference related to the separation between the elements. A phased linear array
refers to a linear array that can direct the main beam to an arbitrary direction.

6.1.2.1 Linear Array with Uniform Amplitude

Consider a linear array of N identical elements equally spaced along the z-axis, as
indicated in Figure 6.2. The elements are first assumed to be excited by nonuni-
form excitation amplitudes with a progressive phase shift α. For convenience,
one may set α1 = 0 and d1 = 0 so that αn = (n− 1)α, ur dn = (n− 1)d cos θ, where
d is the separation between two adjacent elements. The array factor (6.7) for a lin-
ear array with nonuniform amplitudes can be written as

AF =
N

n = 1

ane
j n− 1 ψ , 6 8

where ψ = α+ kd cos θ. If the excitation currents have equal amplitudes an = a,
(6.8) reduces to

AF = a
1− ejNψ

1− ejψ
6 9

The array factor (6.9) is valid for an array with equal excitation amplitude and
spacing, and can be written as

1 2 3 θ N

d

z
0

Figure 6.2 Linear array.
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AF = aej N − 1 ψ 2
sin

N
2
ψ

sin
ψ

2

6 10

Dropping the constant factor a and the exponential term, one may introduce the
normalized array factor

AF =
sin

N
2
ψ

N sin
ψ

2

6 11

Clearly, AF is a periodic function of ψ with period 2π and its maximum value is

unity. The universal radiation patterns based on the normalized array factor AF
for different number of antenna elements are plotted in Figure 6.3. It can be seen
that the level of first sidelobe decreases as N increases. Some properties can be
derived from the normalized array factor (6.11) and they are summarized below.

1) The normalized array factor AF attains the maximum value unity, when

1
2
ψ =

1
2

α + kd cos θn = ± nπ, n = 0, 1, 2,… ,

1

0.8

N = 2

N = 3

N = 4

N = 9 8
7

6
5

0.6

AF͠

 ψ (radians)

0.4

0.2

0
0 1 2 3

Figure 6.3 Universal pattern for uniform linear array.
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or when

θn = arccos
1
kd

− α ± 2nπ

The main beam occurs at θ0, and other angles θn are where grating lobes
take place.

Remark 6.1 (Grating Lobe)
A grating lobe, other than the main lobe, is produced by an array when the inter-
element spacing is sufficiently large to permit the in-phase addition of radiated
fields in more than one direction. □

2) The 3-dB point of the main beam occurs when

N
2
ψ =

N
2

α + kd cos θ3 dB = ± 1 391,

or when

θ3 dB = arccos
1
kd

− α ±
2 782
N

The half-power beamwidth is determined by

BW3dB = 2 θ0 − θ3dB

3) The nulls of the normalized array factor AF occur when

N
2
ψ =

N
2

α + kd cos θn = ± nπ,

or when

θn = arccos
1
kd

− α ±
2nπ
N

, n= 1, 2,…; n N , 2N , 3N ,…

4) The maximum of the first minor lobe occurs (approximately) when

N
2
ψ =

N
2

α + kd cos θs1 = ±
3π
2
,

or when

θs1 = arccos
1
kd

− α ±
3π
N

At θs1, the magnitude of AF is (2/3π), which is −13.46 dB down from the
maximum of the major lobe and is approximately valid for large N.
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Example 6.1 (Broadside Array)
To direct the main beam (the first maximum of the array factor) to the direction
normal to the axis of the array, i.e. to the direction θ = (π/2), one may let

α + kd cos θ θ = π 2 = α = 0

The broadside radiation is thus attained if all the elements are excited with equal
excitation phases. Figure 6.4a shows the two-dimensional (2D) radiation pattern in
the plane φ = constant for a five-element broadside array with d = (λ/2). □

Example 6.2 (End-Fire Array)
To direct the main beam along the axis of the array, i.e. to the directions θ = 0 or
θ = π, one may let

α + kd cos θ θ = 0 = α + kd = 0,

α + kd cos θ θ = π = α− kd = 0

The end-fire radiation is therefore achieved if the progressive phase shift α satisfies
the above equations. Figure 6.4b shows the 2D radiation pattern in the plane

φ = constant for a five-element end-fire array with d =
λ

2
. □

Example 6.3 (Phased Array)
To direct the main beam to an arbitrary direction θp (0 < θp< π), one may let

α + kd cos θp = 0

The main beam will be directed to the desired direction θp if the progressive phase
shift is selected as

α = − kd cos θp
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Figure 6.4 Radiation patterns. (a) Broadside. (b) End-fire. (c) Scanning angle θp = 45 .

310 6 Radiation in Free Space (III)



Figure 6.4c shows the 2D radiation pattern in the plane φ = constant for a five-
element phased array with d = (λ/2) and θp = 45 . To avoid the grating lobes, one
must have

1
2
ψ =

1
2

kd cos θ + α =
1
2
kd cos θ− cos θp < π

according to (6.11). From the above, the separation between two adjacent elements
must satisfy

d <
λ

1 + cos θp
6 12

The right-hand side of (6.12) is the allowable maximum spacing between elements,
exceeding which the grating lobes may occur. □

6.1.2.2 Linear Array with Nonuniform Amplitude

Consider now the linear array with nonuniform amplitude and a progressive
phase shift α. For convenience, the origin of the global coordinate system is
selected at the center of the equispaced linear array as illustrated in Figure 6.5.
It will be assumed that the array is symmetrically excited with a distribution of
excitations

aMe
− j 2M − 1 α 2,…, a2e− j3α 2, a1e− jα 2, a1ejα 2, a2ej3α 2,…, aMej 2M − 1 α 2

for an array of 2M (M is an integer) elements, and

aM + 1e
jMα, aMe− j M − 1 α,…, a2e− jα, 2a1, a2ejα,…, aMej M − 1 α, aM + 1e

jMα

for an array of 2M+ 1 elements. The array factor for the array of even number of
elements is

AFe = a1e
j12 kd cos θ + α + a2e

j32 kd cos θ + α + + aMe
j2M − 1

2 kd cos θ + α

+ a1e
− j12 kd cos θ + α + a2e

− j32 kd cos θ + α + + aMe
− j2M − 1

2 kd cos θ + α

= 2
M

n = 1

an cos
2n− 1

2
kd cos θ + α

6 13
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The array factor for the array of odd number of elements is

AFo = 2a1 + a2e
j kd cos θ + α + + aM + 1e

jM kd cos θ + α

+ a2e
− j kd cos θ + α + + aM + 1e

− jM kd cos θ + α

= 2
M + 1

n = 1

an cos n− 1 kd cos θ + α

6 14

Example 6.4 (Binomial Array)
For an integer m≥ 1, the binomial theorem is given by

1 + x m− 1 =
m− 1

k = 0

Ck
m− 1x

k, 6 15

where the binomial coefficients are defined by the combinatory number

Ck
n =

n

k
=

n
n− k k

The binomial coefficients can easily be obtained from the Pascal triangle shown
in Table 6.1. The first and the last number in each row are equal to one and every

(a)

(b)

a1

d
z

a1 a2a2 aMaM

x

o

a2

d z

2a1 a2a3 aM+1aM+1 a3

x

o
θ

θ

Figure 6.5 Linear arrays. (a) Even number of elements. (b) Odd number of elements.
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other coefficient is the sum of the two numbers on its both sides in the row above it.
The array is referred to as a binomial array if its excitation amplitudes are
selected as the binomial coefficients listed in Table 6.2.
Figure 6.6 shows the radiation patterns for a five-element broadside binomial

array (α = 0) with separations of λ/4, λ/2, and 3λ/5, respectively. It is observed that
there are nominor lobes for the arrays with separations of λ/4 and λ/2. In general, a
binomial array does not have minor lobes if the separation is equal or less than a
half wavelength. □

Table 6.1 Pascal triangle.

m Binomial coefficients

1 1

2 1 1

3 1 2 1

4 1 3 3 1

5 1 4 6 4 1

6 1 5 10 10 5 1

5

0

5

1

5

2

5

3

5

4

5

5

Table 6.2 Excitation amplitudes.

Number of elements Amplitude

2 a1 = 1

3 2a1 = 2, a2 = 1

4 a1 = 3, a2 = 1

5 2a1 = 6, a2 = 4, a3 = 1

6 a1 = 10, a2 = 5, a3 = 1
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6.1.3 Circular Array

For the N-element array placed in a circular ring of radius a shown in Figure 6.7,
the position of the nth element is dn = auρn, where uρn = ux cos φn+ uy sin φn is
the unit vector along the radial direction of the circle area. One may write

ur dn = ux sin θ cosφ + uy sin θ sinφ + uz cos θ a uxcosφn + uy sinφn

= a sin θ cos φ−φn

The array factor (6.7) becomes

AF =
N

n = 1

ane
j αn + ka sin θ cos φ−φn 6 16
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Figure 6.6 Radiation patterns for a five-element broadside binomial array.

z

y

θ

φ

x

a

r

dn

Figure 6.7 Circular array.
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If the main beam is in the (θ0, φ0) direction, the excitation phases αn must be
selected to be

αn = − ka sin θ0 cos φ0 −φn

The array factor (6.16) thus becomes

AF =
N

n = 1

ane
jka sin θ cos φ−φn − sin θ0 cos φ0 −φn 6 17

The term in the square bracket can be written as

sin θ cos φ−φn − sin θ0 cos φ0 −φn = ρ0 cos ξ−φn ,

where

ρ0 = sin θ cosφ− sin θ0 cosφ0
2 + sin θ sinφ− sin θ0 sinφ0

2

cos ξ =
1
ρ0

sin θ cosφ− sin θ0 cosφ0 ,

sin ξ =
1
ρ0

sin θ sinφ− sin θ0 sinφ0

Hence, (6.17) takes a simpler form

AF =
N

n = 1

ane
jkρ cos φn − ξ , 6 18

where ρ = aρ0. The exponential functions in (6.18) can be expanded in terms of
Bessel functions

ejkρ cos ξ−φn =
+∞

m = −∞
ejm φn − ξ + π 2 Jm kρ 6 19

If the array is equispaced in the circular ring (φn = (2πn/N)) and excited with
uniform excitation an = a0, (6.18) can be expressed as

AF= a0
N

n=1

+∞

m= −∞
ejm

2πn
N + π

2−ξ Jm kρ = a0
+ ∞

m= −∞
Jm kρ ejm

π
2−ξ

N

n=1

ejm
2πn
N

6 20

By use of the summation

N

n = 1

ejn
2πm
N =

ej
2πm
N 1− ej2πm

1− ej
2πm
N

=
N , m = pN , p = 0, 1, 2,…
0, others

,
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the array factor (6.20) can be written as

AF = a0N
+ ∞

m = − ∞
JmN kρ ejmN π

2− ξ 6 21

The dominant part comes from m = 0 and J0(kρ) is called the principal term.

6.1.4 Planar Array

A planar array is a 2D array of antennas, which is more flexible to reach better
performance. The planar arrays provide more symmetrical patterns with lower
side lobes, much higher directivity than linear array and can be used to steer
themain beam towardmore desired directions. Figure 6.8 shows a rectangular pla-
nar array placed in the plane z = 0, which consists of M ×N antenna elements
equispaced along x and y directions with separations dx and dy, respectively.
The antenna element positioned at dmn= (m− 1)dxux+ (n− 1)dyuywill be labeled
as (m, n). One may write

ur dmn = m− 1 dx sin θ cosφ + n− 1 dy sin θ sinφ

The array factor (6.7) for the rectangular array can be written as

AF =
M

m = 1

N

n = 1

amne
j αmn + k m− 1 dx sin θ cosφ + n− 1 dy sin θ sinφ 6 22

If the excitation amplitudes amn can be decomposed into the product of two con-
stants and the phase angles αmn into the sum of two constants

amn = axmayn, αmn = αxm + αyn,

z
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r
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M 

dx
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φ

Figure 6.8 Planar array.
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the array factor (6.22) can be rewritten as

AF =
M

m = 1

axme
j αxm + k m− 1 dx sin θ cosφ

N

n = 1

ayne
j αyn + k n− 1 dy sin θ sinφ

6 23

If the excitation amplitudes are constant and the excitations have a constant pro-
gressive phase shift

axm = ax , ayn = ay, αxm = m− 1 αx , αyn = n− 1 αy,

the normalized form of (6.23) (see [6.11]) is given by

AF =
sin

M
2
ψx

M sin
ψx

2

sin
N
2
ψy

N sin
ψy

2

, 6 24

where

ψ x = αx + kdx sin θ cosφ,

ψ y = αy + kdy sin θ sinφ

Figure 6.9 shows the radiation pattern (φ = 0 ) for a 5 × 5-element array of iso-
tropic sources with dx = dy = λ/2 and αx = αy = 0.
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Figure 6.9 Radiation
pattern (φ = 0 ) for a 5 × 5-
element rectangular planar
array with uniform
excitations and
dx = dy = (λ/2).
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6.2 Introduction to Array Synthesis with Conventional
Methods

For antenna synthesis, it must be understood that an antenna source distribution
confined in a finite region may not be unique when a desired radiation pattern is
prescribed, or may even not exist. The antenna synthesis provides the best possible
solution under certain constraints to achieve the desired radiation pattern. Con-
ventionally, antenna synthesis involves two steps. The first step is to use an ana-
lytical expression to represent the desired radiation pattern. The next step is to find
the antenna source distribution so that its radiation pattern approximates what is
represented by the analytical expression. Two pattern synthesis problems often
arise in practice:

1) The width of the main beam and sidelobe levels are specified. The details of the
beam shape and sidelobes are not demanded. This is encountered in most
applications.

2) In addition to the requirements of beam width and sidelobe levels, the pattern
has to be shaped to achieve a desired distribution.

Several conventional methods for antenna pattern synthesis in terms of array
factor will be reviewed in this section. More detailed discussions about the conven-
tional pattern synthesis methods can be found in [7–13].

6.2.1 Array Factor and Space Factor for Line Source

When the number of the array elements increases while the length of a linear array
remains fixed, the discrete source approaches to a continuous source distribution
I(z), and the array factor (6.7) becomes an integral, known as space factor
denoted by

SF ξ =

l 2

− l 2

I z ejξz dz , 6 25

where l is the length of the array, ξ = k cos θ, and the origin of the coordinate sys-
tem is selected at the center of the line source, as illustrated in Figure 6.10. If the
source distribution I(z) is a constant I0, the space factor (6.25) reduces to

SF ξ = I0l sinc πv , 6 26
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with v = (l/λ) cos θ, and

sinc x =
sin x
x

6 27

is the sinc function. The normalized radiation pattern for the uniform line source
is plotted in Figure 6.11. Note that the first minor lobe is −13.3 dB down from the
maximum at the major lobe.
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Figure 6.10 A continuous line source.
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Figure 6.11 Radiation pattern of uniform line source.
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6.2.2 Schelkunoff Unit Circle Method

The Schelkunoff unit circle method was first introduced in [2], and is useful in the
synthesis problemwhere radiation nulls need to be generated in desired directions.
Consider the linear array shown in Figure 6.2. By introducing a complex variable
z = ejψ, the array factor (6.8) can be considered as a polynomial of degree (N− 1)
and therefore has (N− 1) roots denoted by zn(n = 1, 2, …, N− 1):

AF =
N

n = 1

anz
n− 1 = aN

N − 1

n = 1

z− zn 6 28

As the parameters α, θ, and d change, the complex number z will trace out a path
on the unit circle in the complex plane. For fixed α and d, the complex number z
will rotate clockwise and the phase angle ψ will vary from the initial phase ψ s = α
+ kd to the final phase ψ f = α− kd as θ changes from 0 to 180 . The variation
range of the phase angle ψ is 2kd, which is called visible region as illustrated
in Figure 6.12. The visible region is clearly independent of the phase shift α. If
all the roots zn(n = 1, 2, …, N− 1) are located in the visible region, the radiation
pattern will have (N− 1) zeros. On the other hand, if all the roots are out of the unit
circle, the pattern will have no nulls.

Example 6.5 If the excitation currents have equal amplitudes, denoted by a,
(6.9) can be written as

AF = a
1− zN

1− z
6 29

θ = 180°(ψf)

θ = 0°(ψs)

Visible region

Re

Im

z = ejψ

Figure 6.12 Visible region.
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Apparently, the equation
1− zN

1− z
= 0 has roots

zm = ej2mπ N ,m = 1, 2,…,N − 1

Figure 6.13 shows the four roots z1,4 = e±j(2/5)π and z2,3 = e±j(4/5)π for a five-
element array. For d = (λ/2) and α = 0, one finds ψ s = π and ψ f = − π, and all
the four roots are in the visible region. As z moves clockwise from ejπ to e−jπ,
the array factor traces out half a side lobe, a null at z2, a full side lobe, a null at
z1, a main beam, a null at z4, a side lobe, a null at z3, and finally another half side
lobe, as illustrated in Figure 6.13. □

The visible region varies with the separation distance d, and several cases are
summarized below.

1) d< (λ/2): In this case, 2kd< 2π. As θ changes from 0 to 180 , z moves clock-
wise and covers the part of unit circle.

2) d = (λ/2): In this case, 2kd = 2π. As θ changes from 0 to 180 , z moves clock-
wise and covers the whole unit circle once.

3) d> (λ/2): In this case, 2kd> 2π. As θ changes from 0 to 180 , z moves clock-
wise and has overlapping paths on the unit circle.
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Figure 6.13 Universal pattern for five-element array.
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To introduce a null at θn, one of the roots of the Schelkunoff polynomial on the
unit circle must be

zn = ej kd cos θn + α 6 30

The Schelkunoff unit circle is best suited for generating nulls [7].

Example 6.6 Design a linear array with d = λ/4 such that its radiation pattern
has zeros at θ = 0 , 90 and 180 .

Solution
For d = λ/4 and α = 0, one may find ψ s = π/2 and ψ f = − π/2. According to the

design requirement, the Schelkunoff polynomial has three roots z1 = − j, z2 = 1,
and z3 = − j. The normalized array factor for the design is

AF = z− 1 z− j z+ j = z3 − z2 + z− 1 6 31

Therefore, the excitation amplitudes are

a1 = − 1, a2 = 1, a3 = − 1, a4 = 1

The array factor can be realized by four elements. The radiation pattern for the
four-element array is plotted in Figure 6.14, which shows that the radiation pattern
has zeros at θ = 0 , 90 , and 180 as required. □
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Figure 6.14 Radiation pattern for a four-element array of isotropic sources (d = (λ/4), α = 0).
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6.2.3 Dolph–Chebyshev Method

Themethod was first introduced by Dolph to the design of broadside array [4]. The
Chebyshev polynomial of degree n is defined by

Tn z =
cos n cos− 1 z , z ≤ 1

cosh n cos h− 1 z , z > 1
6 32

or equivalently defined by

T1 z = z,

T2 z = 2z2 − 1,

Tn z = 2zTn− 1 z −Tn− 2 z ,n > 2,

6 33

and has the following properties (see Figure 6.15):

1) Tn(z) is a polynomial of degree n.
2) Tn(−z) = (−1)nTn(z).
3) Tn(1) = 1, Tn(−1) = (−1)n.
4) Tn(z) oscillates between ±1 in |z| < 1.
5) Tn(z) has n different simple roots in |z| < 1.

The first nine Chebyshev polynomials are listed in Table 6.3.
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T6(z)

(z0, R0)

Figure 6.15 Chebyshev polynomials.
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The array factor of a linear array is given by (6.13) or (6.14). For a broadside
array, one may let α = 0 and the array factor can be written as

AFe = 2
M

n = 1

an cos 2n− 1 u , 6 34

AFo = 2
M + 1

n = 1

an cos 2 n− 1 u , 6 35

respectively, for the arrays of 2M elements and 2M+ 1 elements with
u = (1/2)kd cos θ. If one introduces

z = cos u, 6 36

(6.34) and (6.35) can be expressed as a linear combination of Chebyshev
polynomials

AFe = 2
M

n = 1

anT2n− 1 z , 6 37

AFo = 2
M + 1

n = 1

anT2 n− 1 z 6 38

Therefore, AFe and AFo are polynomials of degreeN− 1, whereN is the number of
antenna elements.
Dolph first applied the Chebyshev polynomial TN− 1(z) to obtain an optimum

radiation pattern with controllable sidelobe levels for anN-element array. The pro-
cedure is summarized below:

Table 6.3 Chebyshev polynomials.

n Tn(z)

0 1

1 z

2 2z2− 1

3 4z3− 3z

4 8z4− 8z2 + 1

5 16z5− 20z3 + 5z

6 32z6− 48z4 + 18z2− 1

7 64z7− 112z5 + 56z3− 7z

8 128z8− 256z6 + 160z4− 32z2 + 1
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1) Let R0 denote the ratio of the main beam maximum to the minor lobe level.
A point z0 can be then determined such that TN− 1(z0) = R0 (refer to
Figure 6.15). Note that z0 > 1 if R0 > 1.

2) Introduce a normalized variable w = z/z0 and replace (6.36) with

w = cos u, 6 39

and substitute this into the array factor (6.34) or (6.35)

AFe = 2
M

n = 1

anT2n− 1 w , 6 40

AFo = 2
M + 1

n = 1

anT2 n− 1 w 6 41

Therefore, the array factor is a polynomial of degree N− 1.

3) Equate the array factor (6.40) or (6.41) to TN− 1(z). This process determines the
excitation coefficients an.

The Dolph–Chebyshev design yields the smallest possible first-null beamwidth
for a given sidelobe level or the smallest sidelobe level for a given first-null
beamwidth.

Example 6.7 Design a nine-element broadside array with d = λ/2 and R0 = 20
(26 dB).

Solution
The point z0 is determined from the Chebyshev polynomial of degree 8

T8 z0 = cosh 8cos h− 1 z0 = R0 = 20

This gives

z0 = cosh
1
8
cos h− 1 20 = 1 108

Substituting w = z/z0 into (6.41) and dropping the factor 2, one may obtain

AFo =
5

n = 1

anT2 n− 1 w = a1 + a2 2w2 − 1 + a3 8w4 − 8w2 + 1

+ a4 32w6 − 48w4 + 18w2 − 1 + a5 128w8 − 256w6 + 160w4 − 32w2 + 1

= 128a5
z
z0

8

+ 32a4 − 256a5
z
z0

6

+ 8a3 − 48a4 + 160a5
z
z0

4

+ 2a2 − 8a3 + 18a4 − 32a5
z
z0

2

+ a1 − a2 + a3 − a4 + a5

6 42
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Equating Chebyshev polynomial

T8 z = 128z8 − 256z6 + 160z4 − 32z2 + 1

to (6.42) and comparing the coefficients of the terms of like degree, one finds

a5 = z80 = 2 272,

a4 = 8a5 − 8z60 = 3 374,

a3 = 20z40 + 6a4 − 20a5 = 4 947,

a2 = 4a3 − 9a4 + 16a5 − 16z20 = 6 131,

a1 = 1 + a2 − a3 + a4 − a5 = 3 286

These coefficients can be normalized as follows:

a5 = 1,

a4 = 1 485,

a3 = 2 177,

a2 = 2 699,

a1 = 1 446

Dropping the factor 2, the array factor (6.35) for the nine-element array can be
written as

AFo =
5

n = 1

an cos 2 n− 1 u 6 43
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Figure 6.16 Radiation pattern of nine-element broadside array with d = λ/2. (a) Polar
coordinate system. (b) Rectangular coordinate system.
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The radiation pattern (6.43) for the nine-element broadside array is plotted in
Figure 6.16a in polar coordinates and Figure 6.16b in rectangular coordinates.
It is observed that the roots of the Chebyshev polynomial T8(z) correspond to
the nulls of the radiation pattern. Also note that the ratio of the main beam max-
imum to the minor lobe level is 20 as specified. □

6.2.4 Fourier Transform Method

The Fourier transform method is based on the fact that the far-field radiation pat-
tern is the Fourier transform of the aperture (source) distribution, and is very use-
ful in pattern synthesis. When the radiation pattern is specified, the source
distribution can be directly obtained from the inverse Fourier transform.

6.2.4.1 Continuous Line Source

Since the current distribution I(z) in (6.25) is zero outside the region |z|≤ l/2, one
can extend integration limits in (6.25) to infinity

SF ξ =

+∞

−∞

I z ejξz dz 6 44

This implies that the space factor is the Fourier transform of the line source, and its
inverse gives the current source distribution

I z =
1
2π

+∞

−∞

SF ξ e− jξzdξ 6 45

In general, the inverse transform (6.45) is not zero outside the source region
|z|≤ l/2. Therefore, one has to truncate it at z = ± l/2, yielding an approximate
source distribution. The above procedure is called Fourier transform method.

Example 6.8 Let the space factor be determined by

SF ξ =
1, 0 < θ < π or ξ < k

0, elsewhere
6 46

The source distribution is then given by (6.45)

I z =
1
2π

k

− k

e− jξzdξ =
k
π
sinc kz 6 47

If the source distribution is assumed to be confined in |z|≤ l/2, the realized space
factor (6.25) becomes
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SF ξ =
k
π

l 2

− l 2

sinc kz ejξz dz =
2
π

l 2

0

sin kz cos ξz
z

dz

=
1
π

l 2

0

sin k + ξ z + sin k− ξ z
z

dz

=
1
π
si 1 + cos θ

kl
2

+
1
π
si 1− cos θ

kl
2
,

6 48

(b)

(a)

z/λ

1

0.7

0.4

0.1

–0.2
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Desired pattern

Realized pattern

2 3

–2 20

 θ (radians)

Figure 6.17 Normalized
current distribution and
realized radiation pattern.
(a) Normalized current
distribution for l = 6λ.
(b) Realized radiation pattern.
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where si is sine integral

si x =

x

0

sinc y dy

The normalized current distribution for the line source of length l= 6λ is shown
in Figure 6.17a. The realized radiation pattern is shown Figure 6.17b and is com-
pared with the desired radiation pattern. □

6.2.4.2 Linear Array

The Fourier transform method is equally applicable to a linear array and the dis-
cussions are similar. Consider an N-element equispaced linear array shown in
Figure 6.18. The origin of the global coordinate system is located at the center
of the array. Assume that the array is excited with a distribution of excitations

a−Me
− j 2M − 1 α 2,…, a− 2e

− j3α 2, a− 1e
− jα 2, a1ejα 2, a2ej3α 2,…, aMej 2M − 1 α 2

for an array of 2M (M is an integer) elements, and

a−Me
− jMα,…, a− 2e

− j2α, a− 1e
− jα, a0, a1e

jα, a2e
j2α,…, aMejMα

for an array of 2M+ 1 elements. Correspondingly, the array factors can be writ-
ten as

AFe = a1e
j12 kd cos θ + α + a2e

j32 kd cos θ + α + + aMe
j2M − 1

2 kd cos θ + α

+ a− 1e
− j12 kd cos θ + α + a− 2e

− j32 kd cos θ + α + + a−Me
− j2M − 1

2 kd cos θ + α

=
− 1

m = −M

ane
j2m + 1

2 ψ +
M

m = 1

ane
j2m− 1

2 ψ

6 49

for N = 2M and

AFo = a0 + a1e
j kd cos θ + α + + aMe

jM kd cos θ + α

+ a2e
− j kd cos θ + α + + aMe

− jM kd cos θ + α

=
M

m = −M

ame
jmψ

6 50

for N= 2M+ 1 with ψ = kd cos θ + α. Expressions (6.49) and (6.50) are the Fourier
series expansions of the array factors. Once the array factors are specified, the exci-
tation amplitudes an (Fourier coefficients) can be determined by
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am =

1
2π

π

− π

AFe ψ e− j2m + 1
2 ψdψ , −M ≤ m ≤ − 1

1
2π

π

− π

AFe ψ e− j2m− 1
2 ψdψ , 1 ≤ m ≤ M

6 51

for N = 2M and

am =
1
2π

π

− π

AFo ψ e− jmψdψ , 6 52

for N = 2M+ 1.

6.3 Power Transmission Between Two Antennas

All wireless systems are designed with the aim to efficiently deliver the power from
the transmitter to the receiver. For a power transmission system consisting of
antenna 1 and 2, the PTE is defined as the ratio of the power received by the receiv-
ing (Rx) antenna 2 to the input power of the transmitting (Tx) antenna 1 and can
be expressed by [5, 14, 15]

(a)

(b)

d z

x

o

d
z

x

a–M aMa–2 a1 a2a–1

a–M aMa–2 a1 a2a–1 a0

o

θ

θ

Figure 6.18 Linear arrays. (a) Even number of elements. (b) Odd number of elements.
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η =
S1 or S2

E1 × H2 −E2 × H1 undS

2

4 Re

S1

E1 × H1 undSRe

S2

E2 × H2 undS
, 6 53

whereEi andHi stand for the fields generated by antenna iwhen antenna j( j i) is
receiving, Si (i = 1, 2) denotes the closed surface that encloses antenna i only, the
overbar represents the complex conjugate operation, and un is unit outward nor-
mal to the surface Si. The PTE gets maximized if the fields satisfy the conjugate

matching conditions E1 = E2 andH1 = −H2 on the closed surface S1 or S2. Deter-
miningEi andHiwith antenna j( j i) in place is not easy. When the two antennas
are in the Fresnel region or far-field region of each other, the problem can be sim-
plified by neglecting the reflections between the antennas. In this case, the fieldsEi

and Hi can be obtained by removing the antenna j( j i). For a wireless power
transmission (WPT) system consisting of two planar apertures, the optimization
of (6.53) yields an eigenvalue equation. A number of authors have investigated
the PTE between two antennas [16–22]. When the Tx antenna and Rx antenna
are in the far-field region of each other, the power transmission formula reduces
to the well-known far-field range equation obtained by Friis in 1946 [23]. Various
applications of the theory of power transmission as well as the related techniques
for building the power transmission system were summarized in [24]. It has been
demonstrated that, for two planar aperture antennas located in the Fresnel region
of each other, the PTE between them reachesmaximum if the two planar apertures
focus to each other [19–22]. The optimization process yields an eigenvalue prob-
lem of an integral operator, which is similar to that found in the study of confocal
resonators [25]. The maximum eigenvalue is the maximum PTE, and the corre-
sponding eigenvector is the synthesized optimal aperture distribution.

6.3.1 The General Power Transmission Formula

A simple proof of the power transmission formula (6.53) will be provided below.
Consider a two-antenna system contained in a region V∞ bounded by ∂V∞. Let V0i

denote the source region for antenna i (i = 1, 2). The source region is chosen in
such a way that its boundary, denoted by ∂V0i, is coincident with the metal surface
of the antennas except for a portion Ωi, where the boundary crosses the antenna

reference plane. Let V j
i and I j

i (i, j = 1, 2), respectively, represent the modal
voltage and modal current at the reference plane of antenna i when antenna
j is transmitting. One of the states of operation is illustrated in Figure 6.19a.
Figure 6.19b is the corresponding equivalent network representation with
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V 1
1

V 1
2

=
Z11 Z12

Z21 Z22

I 1
1

I 1
2

The mutual coupling between the two antennas is characterized by Zij (i, j = 1, 2;
i j), and may be determined by the frequency-domain reciprocity theorem

S

E1 × H2 −E2 × H1 undS = 0, 6 54

where S is an arbitrary closed surface that does not contain any impressed sources
and un is the outward unit normal. Choosing S = ∂V∞+ ∂V01 + ∂V02 in (6.54)
yields

∂V 01

E1 × H2 −E2 × H1 undS +

∂V 02

E1 × H2 −E2 × H1 undS

+

∂V ∞

E1 × H2 −E2 × H1 undS =
2

l = 1

V 2
l I 1

l −V 1
l I 2

l = 0

6 55

(a)

(b)

Scatterer

Antenna 1

un

un

J1

V01

V∞∂V01

∂V∞

∂V02

σ, μ, ε

V02

T1
T2

Z11Zg

Vg

ZL
Z12

Z21 Z22

I1
(1) I2

(1)

V1
(1) V2

(1)

Antenna 2

Ω1 Ω2

Figure 6.19 (a) A two-antenna system. (b) Equivalent network.
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This is the well-known reciprocity theorem in network theory. If one of the
antennas is in the state of open circuit when the other is transmitting, the above

equation reduces to V 2
1 I 1

1 = V 1
2 I 2

2 , or

Z12 =
V 2

1

I 2
2 I 2

1 = 0

=
V 1

2

I 1
1 I 1

2 = 0

= Z21 6 56

Therefore, the impedancematrix is symmetric. Now choose S= S1 + ∂V01 in (6.54),
where S1 is a closed surface containing antenna 1 only. Then,

∂V 01

E1 × H2 −E2 × H1 undS +

S1

E1 × H2 −E2 × H1 undS = 0

This implies

V 1
1 I 2

1 −V 2
1 I 1

1 =

S1

E1 × H2 −E2 × H1 undS 6 57

Similarly,

V 2
2 I 1

2 −V 1
2 I 2

2 =

S2

E2 × H1 −E1 × H2 undS, 6 58

where S2 is a closed surface containing antenna 2 only. The right-hand sides of
(6.57) and (6.58) can be shown to be equal by choosing S = S1 + S2 + ∂V∞ in
(6.54). When one of the antennas is transmitting with the other one being open,
one may obtain

V 2
1 I 1

1 = −

S1

E1 × H2 −E2 × H1 undS

= −

S2

E2 × H1 −E1 × H2 undS = V 1
2 I 2

2

6 59

By definition, the mutual impedance of the two-antenna system can be written as

Z12 =
V 2

1

I 2
2 I 2

1 = 0

= −
S1

E1 × H2 −E2 × H1 undS

I 1
1 I 2

2

= −
V 01

J1 E2dV

I 1
1 I 2

2

,

6 60
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where use is made of the following reciprocity theorem:

V02

J2 E1dV =

S2

E2 × H1 −E1 × H2 undS

=

S1

E1 × H2 −E2 × H1 undS =

V 01

J1 E2dV ,
6 61

where Jj( j = 1, 2) is the current distribution of antenna j. Equation (6.60) may be
regarded as an exact expression of Huygens’ principle in a symmetrical form, and it
is generally applicable to an inhomogeneous medium.
Let Zsi be the reference impedance for the input terminal of antenna i (i = 1, 2).

By definition, the normalized incident wave a i
j and the normalized reflected

wave b i
j are related to the terminal voltage and current by

V i
j =

Zsja
i
j

ReZsj
+

Zsjb
i
j

ReZsj
, I i

j =
a i
j

ReZsj
−

b i
j

ReZsj
, i, j = 1, 2

6 62

Insertion of (6.62) into (6.55) yields

2

l = 1

a 1
l b 2

l − a 2
l b 1

l = 0 6 63

If one of the antennas is matched when the other one is transmitting, (6.63)

reduces to a 1
1 b 2

1 = a 2
2 b 1

2 , which gives the symmetric property of scattering
matrix

S12 =
b 2
1

a 2
2 a 2

1 = 0,

=
b 1
2

a 1
1 a 1

2 = 0

= S21

In terms of the normalized incident and reflected waves, (6.57) and (6.58) can be
written as

b 1
1 a 2

1 − b 2
1 a 1

1 =
1
2

S1

E1 × H2 −E2 × H1 undS, 6 64

b 2
2 a 1

2 − b 1
2 a 2

2 =
1
2

S2

E2 × H1 −E1 × H2 undS 6 65

If one of the antennas is matched when the other one is transmitting, (6.64) and
(6.65) imply
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S12 =
b 2
1

a 2
2 a 2

1 = 0

= −
1

2a 1
1 a 2

2 S1

E1 × H2 −E2 × H1 undS, 6 66

S21 =
b 1
2

a 1
1 a 1

2 = 0

= −
1

2a 1
1 a 2

2 S2

E2 × H1 −E1 × H2 undS 6 67

The power transmission formula (6.53) is obtained by taking the squared modulus
of S12 or S21.

6.3.2 Power Transmission Between Two Planar Apertures

As an application of the power transmission formula (6.53), let us consider the
power transfer between two planar apertures. The configuration of a two-planar
aperture system in free space is shown in Figure 6.20, where both apertures are
assumed to be in an infinite conducting screen so that the tangential electric field
outside the aperture is zero. When the aperture i (i= 1, 2) is used as a transmitting
antenna, the aperture field is assumed to be

Ei = uxEi,Hi = uy
1
η
Ei,

where η = μ ε is the wave impedance in free space. The same notations will be
used for the aperture field distribution and the field produced by the aperture, and
this will not cause any confusion. By means of equivalence theorem and image
principle, the electric field produced by aperture 1 may be represented by

E1 r =
1
2π

T1

uy × uR jk+
1

r− r
e− jk r− r E1 r dx dy , 6 68

where uR = (r− r )/|r− r |, k = ω με. In deriving the above expression, the mul-
tiple scattering between the apertures has been neglected. If the apertures are

z

x

y μ, ε

r12 T2T1

Figure 6.20 Two-planar aperture system.
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located in the Fresnel region of each other and the observation point r is on the
aperture 2, one may make the small angle approximation uy × uR≈ ux and the fol-
lowing approximations

e− jk r− r ≈ e
− jk r12 + 1

2r12
x− x 2 + y− y 2

,
1

r− r
≈

1
r12

in the integrand of (6.68). Then, (6.68) can be written as

E1 r = uxE1 r ≈ux
je− jkr12

λr12
T1

E1e
− jk x− x 2 + y− y 2 2r12dx dy 6 69

The magnetic field is given by

H1 r = uy
1
η
E1 r 6 70

By use of (6.69) and (6.70), the power transmission formula (6.53) can be
expressed as

T12 =
T2

E1E2dxdy

2

T1

E1
2dxdy

T2

E2
2dxdy

6 71

Note that the field E1 in the numerator represents the field at aperture 2, which is
produced by the aperture 1. Substituting (6.69) into (6.71) and simplifying, one
may find

T12 =
1

λr12

2
T2

m1m2dxdy

2

T1

m1
2dxdy

T2

m2
2dxdy

, 6 72

where

m1 x, y = E1e
− jk x2 + y2 2r12 ,

m2 x, y = E2e
− jk x2 + y2 2r12 ,

m1 x, y =

T1

m1 x , y ejk xx + yy r12dx dy ,

m2 x, y =

T2

m2 x , y e jk xx + yy r12dx dy
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Note that

T1

m1m2dxdy =

T2

m1m2dxdy

This is equivalent to the reciprocity relation T12 = T21. Equation (6.72) may be
rewritten as

T12 = Tideal
12 U ,

where

U =
T2

m1m2dxdy

2

T2

m1
2dxdy

T2

m2
2dxdy

, 6 73

Tideal
12 =

Re

T2

E1 × H1 uzdxdy

Re

T1

E1 × H1 uzdxdy
=

1
λr12

2
T2

m1
2dxdy

T1

m1
2dxdy

6 74

Expression (6.74) is the PTE between two ideal apertures. The PTE T12 reaches

maximum if both Tideal
12 and U are maximized. From Schwartz inequality,

one may find maxU = 1, which can be reached by letting m2 x, y = c1m1 x, y ,
(x, y) T2, i.e.

E2 x, y = c2E1 x, y , x, y T2 6 75

Both c1 and c2 in the above are arbitrary complex numbers. Equation (6.75) implies
that the aperture distribution of antenna 2 is equal to the complex conjugate of the
field produced by antenna 1 at antenna 2. To find the condition for maximizing

Tideal
12 , one may rewrite (6.74) into the form of the Rayleigh quotient

Tideal
12 =

Tm1,m1

m1,m1
,

where ( , ) denotes the inner product defined by u, v =
T1

uvdxdy for two arbi-

trary functions u and v, and T is a self-adjoint operator defined by

Tm1 ξ , ς =

T1

K2 ξ, ς; ξ , ς m1 ξ, ς dξdς
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with the integral kernel function

K2 ξ, ς; ξ , ς =
1

λr12

2

T2

e jk ξ− ξ x + ς− ς y r12dxdy 6 76

If the condition (6.75) is met, one may write

T12 = Tideal
12 =

Tm1,m1

m1,m1
6 77

The above Rayleigh quotient attains an extremum when m1 satisfies

Tm1 = T12m1 6 78

Therefore, the power transmission between planar apertures is maximized if the
aperture field distributions satisfy (6.75) and (6.78) simultaneously. Equation (6.78)
is an eigenvalue problem and its largest eigenvalue is the maximum possible value
for the PTE. It may be used first to determine the aperture distribution of antenna
1, and the aperture distribution of antenna 2 can then be determined from (6.75).

Example 6.9 Consider the power transmission between two rectangular aper-
tures T1 = [−a1, a1] × [−a2, a2] and T2 = [−b1, b1] × [−b2, b2]. The kernel function
(6.76) becomes

K2 ξ, ς; ξ , ς =
1

λr12

2
b1

− b1

b2

− b2

e jk ξ− ξ x + ς− ς y r12dxdy

=
k

πr12

2 sin
k ξ− ξ b1

r12
sin

k ς− ς b2
r12

k ξ− ξ

r12

k ς− ς

r12

6 79

Thus, the eigenvalue equation (6.78) turns out to be

k
πr12

2
a1

− a1

a2

− a2

sin
k ξ− x b1

r12
sin

k ς− y b2
r12

k ξ− x
r12

k ς− y
r12

m1 ξ, ς dξdς = T12m1 x, y

6 80

If m1(x, y) is assumed to be a separable function of x and y,

m1 x, y = m1x x m1y y ,

the eigenvalue equation (6.80) can be divided into two separate eigenvalue
equations
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a1

− a1

sin
kb1
r12

ξ− x

π ξ− x
m1x ξ dξ = Tx

12m1x x ,

a2

− a2

sin
kb2
r12

ς− y

π ς− y
m1y ς dς = Ty

12m1y y ,

6 81

with T12 = Tx
12T

y
12. By use of the coordinate transformations

ξ =
ξ

a1
, x =

x
a1

, ς =
ς

a2
, y =

y
a2

,

(6.81) can be rewritten as

1

−1

sin c1 ξ − x
π ξ − x

m1x ξ dξ = Tx
12m1x x ,

1

−1

sin c2 ς − y
π ς − y

m1y ς dς = Ty
12m1y y ,

6 82

where

c1 =
ka1b1
r12

, c2 =
ka2b2
r12

6 83

The eigenvalue problems in (6.82) often appear in signal theory and have been
solved by Slepian and Pollak [26]. The largest eigenvalues are

Tx
12 =

2c1
π

R 1
00 c1, 1

2
, Ty

12 =
2c2
π

R 1
00 c2, 1

2
, 6 84

where R 1
00 is the radial prolate spheroidal function. The eigenfunctions corre-

sponding to (6.84) are, respectively, given by the angular prolate spheroidal
wave functions S00(c1, x/a1) and S00(c2, y/a2). Some values of Tx

12 are listed in
Table 6.4. Note that the PTE of 100% can be achieved by increasing the parameter
c1. The maximum PTE and the optimal distribution for aperture T1 are, respec-
tively, given by

T12 =
2c1
π

R 1
00 c1, 1

2 2c2
π

R 1
00 c2, 1

2
,

E1 x, y = S00 c1,
x
a1

S00 c2,
y
a2

e
jk x2 + y2

2r1,2

6 85

6.3 Power Transmission Between Two Antennas 339



The optimal distribution for aperture T2 is determined by (6.75).
Equation (6.85) indicates that the transmitting aperture must be focused to the

receiving aperture in order to achieve a maximum power transfer between the two
apertures, and the optimization process yields a focused transmitting aperture. In
addition, the transverse amplitude distribution has no sidelobes. Some important
properties of the focused antenna aperture are illustrated in Figure 6.21. The range
between the axial −3 dB points about the maximum intensity point (called prin-
cipal focal point) is called the focused region and its extension is defined as the
depth of focus.
In practice, it is difficult to realize the continuous distribution (6.85) with a

single aperture. For this reason, an antenna array has to be adopted. □

Table 6.4 Largest eigenvalue.

c1 Tx
12

0.5 0.30969

1 0.57258

2 0.88056

4 0.99589

8 1.00000

Depth of focus

Antenna
aperture Converging cone

Focused region

Diverging cone

Principal focal point

Figure 6.21 Properties of focused antenna aperture.
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6.3.3 Power Transmission Between Two Antennas with Large
Separation

If the antennas are located in the far-field region of each other, the power trans-
mission formula (6.53) can be simplified. Especially, the calculation of fieldsEi and
Hi can be carried out with the antennas j ( j i) removed. Physically, this implies
that one can neglect the reflections between the two antennas. Two different coor-
dinate systems r1 = (x1, y1, z1) and r2 = (x2, y2, z2) for antenna 1 and antenna 2 will
be used. The origins of the coordinate systems are chosen to be the geometrical
center of the current distributions and the separation between antenna 1 and
antenna 2 satisfies kr2 1, r2 d2, r2 d1, where r2 = |r2| is the distance between
antenna 2 and an arbitrary point of the circumscribing sphere of antenna 1
(denoted by S1), as shown in Figure 6.22. Let r1 be a point on the circumscribing
sphere of antenna 1, and r12 = r12ur12 , where r12 is the distance between the two
origins and ur12 is a unit vector directed from antenna 1 to antenna 2. The far-zone
field of antenna 2 at antenna 1 can be expressed as

E2 r2 ≈ −
jkηI 2

2 e− jkr2

4πr2
L2 ur2 ,H2 r2 ≈

1
η
ur2 × E2 r2 , 6 86

where r2 = r1 − r12 is assumed to be a point on the sphere S1 and

L2 ur2 =
1

I 2
2 V 02

J2− J2 ur2 ur2 e
jkr2 ur2dV r2

Antenna 1

x1

y1

y2

x2

o2S1

d1

d2

z1

z2

r2

r12 = r12ur12

r1́

r2́

J1

J2

o1 μ, ε

Antenna 2

Figure 6.22 Two distant antennas.
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is the antenna effective vector length. Since r1 is very small compared to r12 in mag-

nitude, one can make the approximation r2 = r1 − r12 ≈ r12 −ur12 r1. The field

E2 in the coordinate system (x1, y1, z1) can then be represented by

E2 r2 ≈ −
jkηI 2

2 e− jkr12e jkur12 r1

4πr12
L2 −ur12 ,

H2 r2 ≈ −
1
η
ur12 × E2 r2

6 87

Then,

S1

E1 × H2 −E2 × H1 undS =

S1

− η− 1E1 × ur12 × E2 −E2 × H1 undS

=

S1

E2 − η− 1ur12 × E1 × un −H1 × un dS

=

S1

E2 J1s − η− 1ur12 × J1ms dS,

6 88

where J1s = un ×H1 and J1ms = − un ×E1 are the equivalent electric current and
magnetic current on the surface S1, respectively. Substituting (6.87) into (6.88), one
may obtain

S1

E1 × H2 −E2 × H1 undS≈ −
4πr12e jkr12

jkη
E1 ur12 E2 −ur12

=
− jkηI 1

1 I 2
2 e− jkr12

4πr12
L1 ur12 L2 −ur12

6 89

Here, the following far-field expression of antenna 1 at antenna 2 has been used

E1 r12 =
− jkηe− jkr12

4πr12
S1

e jkur12 r1 J1s r1 −ud × η− 1J1ms r1 dS

=
− jkηI 1

1 e− jkr12

4πr12
L1 ur12

6 90

It follows from (6.89) that the mutual impedance Z12 is given by

Z12 =
V 2

1

I 2
2 I 2

1 = 0

=
jkηe− jkr12

4πr12
L1 ur12 L2 −ur12 6 91
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Note that mutual impedance Z12 vanishes if the two effective vector lengths
L1 and L2 are orthogonal. Furthermore, from (6.89), one may find

S1

E1 × H2 −E2 × H1 undS

2

≈
4πr12
kη

2

E1 ur12

2

E2 −ur12
2 cos 2θ12

=
4λ
r12

2

U1 ur12 U2 −ur12 cos 2θ12,

6 92

where U1 and U2 are the radiation intensity of antenna 1 and 2, respectively, and
θ12 is the angle between E1(r12) and E2(−r12). From (6.53) and (6.92), one may
obtain the well-known Friis transmission formula

P 1
2

P 1
1

=
λ

4πr12

2 4πU1 ur12 4πU2 −ur12 cos 2θ12
1
2
Re

S1

E1 × H1 undS
1
2
Re

S2

E2 × H2 undS

=
λ

4πr12

2

G1 ur12 G2 −ur12 cos 2θ12,

6 93

where G1 and G2 are the gains of the antenna 1 and antenna 2, respectively. Equa-
tion (6.93) may be rewritten as

P 1
2 =

EIRP
Ls

G2 −ur12 cos 2θ12, 6 94

where Ls = (4πr12/λ)
2 is known as free-space path loss, and EIRP stands for the

effective isotropic radiated power defined by EIRP = P 1
1 G1 ur12 . The

received isotropic power is defined as EIRP/Ls, which is the power received
by an isotropic antenna (G2 = 1).

6.4 Synthesis of Arrays with MMPTE

Realizing the optimized aperture distribution by a single aperture is impossible in
most cases. In addition, the optimization of PTE based on (6.53) gets very compli-
cated when two antennas are in close proximity. To overcome these difficulties,
one can instead consider the optimization of the power transmission between
two antenna arrays from the circuit point of view. The optimization technique
is called the MMPTE and can be applied to the design of both antenna arrays
and WPT systems [6].
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6.4.1 Power Transmission Between Two Antenna Arrays

Consider a generic WPT system located in an arbitrary scattering environment, as
illustrated by Figure 6.23. The system consists of m Tx antennas and n Rx anten-
nas, and each Rx antenna is terminated by a load of reflection coefficient Γi(i =m
+ 1, m+ 2, …, m+ n). The EM waves emanated from the Tx antenna array may
bump into a cluster of obstacles and scatterers in the propagation medium and
get reflected, refracted, and diffracted before they reach the Rx antenna array.
The separation between the Tx and Rx antenna arrays is assumed to be arbitrary.
The system forms an (m+ n)-port network and may be characterized by scattering
parameters. The normalized reflective waves and incident waves at the ports are
related by

bt
br

=
Stt Str
Srt Srr

at
ar

, 6 95

where

at = a1, a2,…, am T , bt = b1, b2,…, bm T

are, respectively, the normalized incident and reflected waves for the Tx
array and

ar = am + 1, am + 2,…, am + n
T , br = bm + 1, bm + 2,…, bm + n

T

are, respectively, the normalized incident and reflected waves for the Rx array. The
superscript T denotes the transpose operation. For the Rx array, the normalized
incident and reflective waves are related by the condition imposed by the loads

ar = ΓL br , 6 96

am+1a1

a2

b2

am

bm

b1

am+2

am+n

bm+n

bm+1

bm+2

Γm+1

Γm+2

Γm+n

Obstacles

(m+n)-port network

Figure 6.23 A generic WPT system.
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where [ΓL] = diag[Γm+ 1, Γm+ 2, …, Γm+ n] is the load reflection coefficient
matrix. Combining (6.95) and (6.96) yields

bt = Stt at + Str ΓL br ,

br = Srt at + Srr ΓL br

By eliminating [br] from the first equation, the normalized reflected waves can be
expressed in terms of the incident waves [at] as follows:

bt = Γin at , br = T at , 6 97

where [Γin] and [T] are the input reflection coefficient matrix and the transmission
coefficient of the system, respectively, given by

Γin = Stt + Str ΓL T ,

T = 1 − Srr ΓL
− 1 Srt ,

6 98

and [1] denotes the identity matrix of dimension n. The input power of the WPT
system is given by

Pin =
1
2

at
2
− bt

2 =
1
2
at

H B at ,

where the superscript H denotes the conjugate transpose of matrix, and

B = 1 − Γin
H Γin 6 99

Here, [1] denotes the identity matrix of dimension m. The received power of the
WPT system can be obtained from (6.96) and the second equation of (6.97)

Prec =
1
2

br
2
− ar

2 =
1
2
br

H 1 − ΓL
H ΓL br

=
1
2
at

H T H 1 − ΓL
H ΓL T at =

1
2
at

H A at ,

where

A = T H 1 − ΓL
H ΓL T

The PTE for the WPT system can then expressed by

η =
Prec

Pin
=

A at , at
B at , at

, 6 100

where ( , ) denotes the usual inner product between two complex column vectors.
Equation (6.100) is a generalized Rayleigh quotient. The PTE (6.100) can be opti-
mized subject to constraints. Also note that the optimization of (6.100) is equiva-
lent to optimizing the PTE subject to the constraint that the input power of the
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WPT system is kept at a constant. The matrices [A] and [B] are solely determined
by the scattering parameters and the load reflection coefficients of the WPT sys-
tem, and the latter can be obtained either by simulation or by measurement. This
flexibility offers great convenience when the system gets too complicated to be
modeled by a computer. It is noted that the above derivation is applicable to
any WPT system. In other words, the surrounding environment of the system,
the separation between the Tx and Rx arrays, the array elements, and the array
configuration are all assumed to be arbitrary.

6.4.1.1 Unconstrained Optimization

To optimize the PTE expressed by the Rayleigh quotient (6.100), one can use the
variational method. If the quotient (6.100) is required to be stationary at [at], one
may obtain the following generalized algebraic eigenvalue equation:

A at = η B at 6 101

Since both the matrix [A] and [B] are positive, the eigenvalues of (6.101) are all
non-negative. In view of the fact that the number of positive eigenvalues of
(6.101) is equal to the rank of the matrix [A] as well as the following inequality [27]

rank A ≤ rank Srt ≤ min m,n ,

the number of positive eigenvalues of (6.101) is less than or equal to min{m, n}. The
maximum eigenvalue gives the maximum PTE and the corresponding eigenvector
gives the ODE for the Tx array. The eigenvector corresponding to the zero eigen-
value is also useful and it represents the ODE for the Tx array, which generates a
null in the direction of the Rx array. Based on the ODE, a feeding network for the
Tx array can be designed by the theory of transmission line.
Once the ODE for the Tx array is known, the feeding network for the Rx array

may be built from the relationship

br = T at 6 102

The above optimization procedure for theWPT system is called unconstrained
MMPTE (UMMPTE) since no essential constraint is involved.

6.4.1.2 Weighted Optimization

Sometimes constraints have to be imposed to the design ofWPT system to realize a
specific distribution of the received power among the Rx array elements. To this
end, the UMMPTE may be modified by introducing a weighting matrix

W = diag wm + 1,wm + 2,…,wm + n 6 103
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for the received power [br]:

br = W br = wm + 1bm + 1,wm + 2bm + 2,…,wm + nbm + n
T

Accordingly, (6.100) becomes

η =
br

2
− ar

2 2

at
2
− bt

2 2
=

A at , at
B at , at

, 6 104

where [A ] = [T ]H([1]− [ΓL]H[ΓL])[T ] with [T ] = [W][T]. Equation (6.101) is
then modified to

A at = η B at 6 105

The MMPTE imposed with the weighting matrix is called weighted MMPTE
(WMMPTE). The above procedure not only achieves the specific distribution of
received power but also guarantees that the received power of the Rx array is max-
imized for fixed input power.

6.4.1.3 Constrained Optimization

Different constraints may be enforced on the design of WPT systems. For example,
one may require that the received power of the Rx array is equally distributed
among its elements

bm + 1
2 = bm + 2

2 = = bm + n
2

In addition to the above constraints, the received power is further required to be
maximized. Mathematically one needs to solve a quadratically constrained quad-
ratic programing (QCQP) problem with equality constraints. The solution of this
QCQP is not easy [28, 29]. If the Rx array is in the far-field region and positioned on
a sphere centered at the Tx array, the Tx array can then be regarded as a point
source. In this case, the phase difference between any two Rx array elements is
negligible. Since only the phase differences among the antenna elements are rel-
evant, one may set

Srt at = br = c e jφ, 6 106

where [c] is an n-dimensional real constant vector, and φ is also a constant phase.
Note that the constraint (6.106) is valid for any distribution of excitations [at]. The
denominator of (6.100) can be normalized by assuming that [B] = [1] and the
QCQP problem may be simplified to a linearly constrained quadratic programing
(LCQP) problem as follows:

max A at , at = at
H A at

s t Srt at = c ,
6 107
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where the exponential term e jφ in (6.106) has been factored in the excitation vector
[at]. The problem (6.107) may be solved by the method of Lagrangian multipliers
with a Lagrangian function defined by

L at , λ = at
H A at − λ T Srt at − c

The extremum point ([at], [λ]) of (6.107) satisfies the following Lagrangian
equations:

δL at , λ
δ at

= 2 A at − Srt
H λ = 0,

δL at , λ
δ λ

= Srt at − c = 0,
6 108

where δ/δ[at] and δ/δ[λ] denote the functional derivatives with respect to [at] and
[λ], respectively. It follows from (6.108) that the optimized solution of (6.107) is
given by

at = A − 1 Srt
H Srt A − 1 Srt

H
− 1

c ,

λ = 2 Srt A − 1 Srt
H − 1

c
6 109

If the Rx array is located in the near-field region of the Tx array, one cannot
ignore the phase differences among the Rx elements. If one still follows the above
procedure in this case, the distribution of the received power along the Rx array
will no longer be flat. Instead, it will oscillate around a constant (the average dis-
tribution) with peaks and troughs. To avoid solving the QCQP problem directly, a
weighting matrix [W] as defined by (6.103) may be introduced to bring the peaks
and troughs back to their average. The weighting matrix can be determined by
simulations. The weighting coefficients must be less than one for the Rx elements
at the peaks and larger than one for the troughs, as illustrated in Figure 6.24. A few
iterations may be needed in order to finalize the weighting matrix [W]. One may

Average

Field pattern

wm+2 >1

wm+1 <1 wm+n <1

Figure 6.24 Selection of weighting coefficients.
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replace the constant vector [c] in (6.107) with a newweighted vector [W][c] to solve
a new weighted LCQP problem expressed by

max at
H A at

s t Srt at = W c
6 110

The solution of (6.110) is then given by

at = A − 1 Srt
H Srt A − 1 Srt

H
− 1

W c ,

λ = 2 Srt A − 1 Srt
H

− 1
W c

6 111

The MMPTE imposed with the linear constraints is called constrained
MMPTE (CMMPTE). Compared with the UMMPTE and WMMPTE, the optimal
solution from the CMMPTE can be determined analytically.

6.4.2 Applications

Since the final goal of antenna design is to maximize the PTE between the Tx and
Rx antennas, the MMPTE can also be applied to the design of antenna arrays. In
fact, the PTE may be used as a performance index or an objective function to be
optimized for all array designs. For this purpose, the array under designmay be set
as the Tx and a test array may be introduced and set as the Rx so that they form a
WPT system, as illustrated in Figure 6.25. Therefore, by properly introducing a test
Rx array, the optimal design of an antenna array is transformed into the optimal
design of a WPT system and the best possible antenna performance (gain and

Antenna array
under design

Test receiving
antenna array

Feeding 
network

Figure 6.25 Design of antenna array with test receiving antennas.
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efficiency) is guaranteed. Different from the design of WPT systems, the Rx array
introduced in the design of an antenna array is a virtual tool set for determining
the scattering parameters only. There is no need to fabricate it eventually.
The design of antenna arrays for applications in far- or near-field regions can be

accomplished in terms of MMPTE by following the same procedures listed below:

1) Set up theWPT system: AWPT systemmay be set up by assuming that the array
under design is used as Tx and a test array is introduced as Rx. The type and the
number of the test Rx elements and their configuration depend on the field pat-
tern to be realized on the Rx side. The polarization of the test Rx array elements
must match that of the Tx array elements. For example, the design of multi-
beam antennas requires a test Rx array with its elements being positioned in
the directions where the beam needs to be generated.

2) Determine the scattering parameters of the WPT system: The scattering para-
meters of the WPT system can be acquired by simulation or by measurement if
the surrounding environment is too complicated or unknown.

3) Find the ODE for the array: The ODE can be obtained from (6.101), (6.105),
(6.109), or (6.111), depending on which formulation of MMPTE is used.

4) Design the feeding network: Based on the ODE, a feeding network can be
designed by the theory of transmission line. The power dividers in the feeding
networks control the amplitude distribution of the excitations while the lengths
of the feeding lines control the phase distribution of excitations. The feeding
network can also be realized by attenuators and phase shifters available in
the market. The excitations with negligible amplitudes in the ODE can be
ignored to reduce the number of array elements (to generate a sparse array)
and simplify the design of the feeding network.

The scattering parameters in MMPTE contain information about the environ-
ment between the Tx and Rx arrays and can be obtained by measurement in real
time. This is convenient for the design of antennas in a changing environment. For
example, the targeted hyperthermia treatment requires accurate knowledge of the
electrical properties of the human body, which are usually acquired at the diagnos-
tic stage through medical imaging. In hyperthermia treatment, the patient and
properties of the body tissues may change. In these cases, an adaptive approach
in real time for hyperthermia treatment is in high demand.
Typically, the MMPTE can be applied to the design of focused antenna arrays,

smart (beam steering) antenna arrays, end-fire antenna arrays, multi-beam
antenna arrays, and the shaped beam antenna arrays. The MMPTE is applicable
to the design of antenna arrays in the near- or far-field region and the design pro-
cedures are exactly the same. By introducing a single test Rx antenna in the

350 6 Radiation in Free Space (III)



direction where the radiation intensity needs to be maximized, the UMMPTE can
be used to design the focused antennas [30–36], smart antennas for base station
and handset applications [30, 37–41], end-fire antennas [42, 43], and polarization
and pattern reconfigurable antennas [6, 44]. By introducing a test Rx array, the
CMMPTE and WMMPTE can be used to shape beam patterns [6, 45–47], and
design antenna arrays with multiple focal points [48] and multiple nulls [49],
and multiple beam antennas [30, 50, 51].
The application of MMPTE to the design of WPT system is straightforward. The

PTE is a key performance index for the design of WPT system, and the MMPTE
maximizes the PTE and therefore provides the best possible system performance.
There are three application scenarios for the WPT systems, respectively, corre-
sponding to UMMPTE, WMMPTE, and CMMPTE [6, 52–56].

Example 6.10 (Antenna Array Focused on a Single Point)
In order to illustrate the design process withMMPTE, let us consider a 4 × 4micro-
strip patch antenna array built on FR-4 substrate with thickness of 3 mm, operat-
ing at 2.45 GHz. The antenna element is a rectangular microstrip patch with an
inset-feed with the length and the width of the patch being 29 mm and 28 mm,
respectively, as shown in Figure 6.26a. The length of the feed line is 12 mm and
the width is 3 mm which is combined with the 6mm inset to achieve 50Ω char-
acteristic impedance. By properly selecting the depth of the inset, a good matching

28 mm

29 mm

12 mm

3 mm

6 mm

10 mm

1 2 3 4

5 6 7 8

9 10 11 12

13

(a) (b)

14 15 16

x

y

Figure 6.26 (a) Element of microstrip array. (b) Arrangement of array elements.
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can be achieved without additional matching elements. The distance between the
neighboring elements is chosen as 55mm for the 4 × 4 array. The 4 × 4 array with
the port number is shown in Figure 6.26b.
If the 4 × 4 array is required to be focused at z = 100mm, one may introduce a

test receiving antenna at (r, θ, φ) = (100 mm, 0, 0) in the Fresnel region of the
array. The 4 × 4 array and the test receiving antenna form a WPT system. The
WPT system is simulated with one port being active and rest terminated in
50Ω, which generates the scattering parameters for the system. The ODE is then
obtained from eigenvalue equation (6.101) and is listed in Table 6.5. It is easy to
find that the optimized phases obey spherical distribution. The feeding network
may be modeled by simulation to achieve the ODE at the outputs of the feeding
network [30, 31]. The phase distribution can be realized by adjusting the length of
the feeding line, and the amplitude distribution can be achieved by power dividers
with different choices of width for the feeding lines. During the simulation of the
feeding network, each antenna element connected to the feeding network is
replaced by a 50Ω termination. Finally, the feeding network and the antenna array
are joined together and simulated as a whole to ensure that the outputs of the
feeding network agree well with the optimized values. The final design of the
4 × 4 microstrip array is displayed in Figure 6.27.
Figure 6.28a shows the measured and simulated normalized distributions of elec-

tric field along the z-axis. It canbe seen that themeasured and simulated results are in
a good agreement. The maximum intensity of the electric field occurs at z= 80mm,
while the target focal distance is at z=100mm.Themeasuredand simulatednormal-
ized electrical field distribution at the maximum field intensity plane along x-axis is
depicted inFigure 6.28b. It can be seen that themeasured and simulated results agree
very well around the main beams and no sidelobes occur. □

Table 6.5 ODE.

Port no. Excitation of port Port no. Excitation of port

1 0.13∠0 9 0.22∠−76

2 0.2∠−69 10 0.38∠−138

3 0.2∠−69 11 0.38∠−138

4 0.13∠0 12 0.22∠−76

5 0.22∠−76 13 0.13∠0

6 0.38∠−138 14 0.2∠−69

7 0.38∠−138 15 0.2∠−69

8 0.22∠−76 16 0.13∠0
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Figure 6.27 A 4 × 4 focused antenna array.
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Figure 6.28 (a) Normalized electric field along the z-axis for microstrip array.
(b) Normalized electric field distributions at the maximum field intensity plane along x-axis.
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Example 6.11 (Antenna Arrays Focused on Multiple Points)
In some circumstances, a prescribed power distribution among multiple focal
points may be required to achieve, for example, simultaneous WPT to different
devices with different input power levels. Two antenna arrays operating at
2.45 GHz have been designed in [48] by CMMPTE to focus the EM field energy
tomultiple targets in both closed and open regions, as shown in Figure 6.29. Micro-
strip patch antenna is selected as the array element for its simple structure, low
cost, and easy fabrication. The first antenna array consists of 28 elements and is
configured as a square as illustrated in Figure 6.29a. Each side of the square
includes seven patch elements. The patch elements are printed on FR4 dielectric
substrate. In order to achieve different focusing field patterns, nine test Rx dipoles
are introduced and evenly placed inside the square as a 3 × 3 array. The dipole is
chosen as the test receiving antenna for its omnidirectional radiation pattern in the
horizontal plane. As a result, a WPT system using the 28-element array as Tx and
the nine-element array as Rx is set up, from which the scattering parameters of the
whole system can be obtained by ANSYS HFSS (High Frequency Structural Sim-
ulator). It is noted that the full-wave simulation of the scatteringmatrix needs to be
done just for once for multiple focusing field patterns. The same microstrip patch
antenna element is used to build the 6 × 6 antenna array shown in Figure 6.29b,
which are arranged as the Tx array in a square shape. The test Rx array is formed
with 3 × 3 dipoles. The distance between the Tx array and the test Rx array is set to
be 150 mm, which is in the Fresnel region of the Tx array. The elements in both Tx
and Rx arrays are equally spaced with the inter-element space being 61.2 mm and
153mm, respectively.
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In the design process, the test Rx array elements are divided into two sets. One
set denotes the test elements whose received power must be maximized and the
other set the test elements whose received power must be minimized. The number
of focal points and the power intensity at each focal point are all manageable by
regulating the weighting matrix. As a demonstration, the X-shaped, Y-shaped, and
L-shaped focusing field patterns are achieved in both closed and open regions and
are shown in Figure 6.30. The three focusing field patterns are generated by dif-
ferent weighted coefficients. The weights are initially estimated and then adjusted
to make the electric field intensities at each focal point equal. The ODEs for the
closed and open arrays are obtained from (6.111). □
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Figure 6.29 Antenna arrays focused on multiple targets. (a) Closed region. (b) Open space.
Source: Cai et al. [48]/Reproduced with permission of IEEE.
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Example 6.12 (Beam Shaping in Free Space)
In order to generate a square flat-top radiation pattern in the far-field region, nine
test receiving antennas are used and placed on a sphere in the far-field region of a
4 × 4 patch array operating at 5.8 GHz, and arranged as a square shape, as illus-
trated in Figure 6.31a. The inter-element spacing is set as half wavelength in free
space. The bottom side of the FR4 substrate is the ground plane with 16 feeding
ports connected to the patch elements through copper wires. The dimensions of
the array are W = L = 129.4 mm. The CMMPTE will be used to realize the pre-
scribed pattern. The ODE determine from (6.111) is listed in the left column of
Table 6.6. It can be seen that the optimized excitations for ports 2, 3, 5, 8, 9, 12,
14, and 15 are all negligible and can be discarded. An eight-element array is thus
obtained from the original 4 × 4 square array by discarding those elements (shown
as dashed squares) with negligible amplitudes of excitation in the ODE, as shown
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Table 6.6 ODEs.

Port number Optimized excitations Realized excitations

1 0.176∠−28 0.175∠−28

2 0.005∠31

3 0.005∠31

4 0.176∠−28 0.176∠−28

5 0.005∠31

6 0.468∠93 0.467∠92

7 0.468∠93 0.468∠92

8 0.005∠31

9 0.005∠31

10 0.468∠93 0.467∠90

11 0.468∠93 0.466∠91

12 0.005∠31

13 0.176∠−28 0.176∠−27

14 0.005∠31

15 0.005∠31

16 0.176∠−28 0.176∠−27
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Figure 6.32 (a) 2D flat top radiation pattern. (b) 3D square flat top radiation pattern.
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in Figure 6.31b. Figure 6.31c is the feeding network with eight feeding ports, which
is designed according to the ODE determined from CMMPTE. Figure 6.32a,b are
the 2D and three-dimensional (3D) shaped radiation patterns. It can be seen that
field drops quickly off the flat top region and the measured side lobe levels are
below −30 dB. □

Example 6.13 (Beam Shaping in Complicated Environment)
Most reader antennas for library applications are designed in free space without
considering the influences of the surrounding books. A five-element RFID reader
antenna array, operating at 922.5 MHz, for a smart bookshelf is designed with
CMMPTE and is shown in Figure 6.33 [47].
The RFID reader antenna is fabricated on an FR4 substrate with thickness of h1,

while the feeding network is fabricated on an FR4 substrate with thickness of h2. In
order to make it more practical, the length L and width W are from a real book-
shelf. In order to achieve a flat field pattern across the bookshelf, 11 test Rx anten-
nas are positioned in a row with equal spacing inside a book model of dimensions
850 × 176 × 250 mm whose dielectric constant and loss tangent change with fre-
quency, as illustrated in Figure 6.34. The five-element reader antenna array and
the 11 test Rx antennas constitute a 16-port WPT system.
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The ODE for the reader antenna array is obtained from CMMPTE through prop-
erly selecting the weighting matrix to generate a flat top radiation pattern inside
the book model with the coverage measured at 3 dB being exactly 730 mm.
Figure 6.35 shows the wide and flat electric field intensity at z = 220 mm in the
y-direction achieved after the optimization. The electric field intensity drops
abruptly on both left and right side of the bookshelf, which is enabled by placing
the outermost test Rx antennas right above the edge of the reader antenna. The
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Figure 6.33 Geometry of the RFID reader antenna. (a) Top view. (b) Side view.
Source: Cai and Geyi [47]/Reproduced with permission of IEEE.
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rapid cutoff of the field intensity is helpful in reducing the probability of misread-
ing the books on the adjacent bookshelf.
Many previously reported RFID reader antennas for near-field applications suf-

fer from large fluctuations in field distribution. As a result, the input power may
not meet the demands in the lowest electric field areas andmay thus cause reading
failures. In contrast, the reader antenna designed by the CMMPTE guarantees the
reading accuracy for its wide and flat field distribution which is also optimally
enhanced in the reading area. □

Example 6.14 (Multi-Beam Antenna Array)
Multi-beam antennas simultaneously generate multiple beams and have found
applications in satellite and mobile communications. The WMMPTE and
CMMPTE can be applied to the array design for multi-beam applications. By intro-
ducing multiple test Rx antennas in the directions where the beams are to be gen-
erated, the WMMPTE and CMMPTE produce the ODE to achieve multiple beams
in the desired directions.
In order to achieve a comprehensive coverage, the beamwidth needs to be

enhanced without sacrificing too much gain. To this end, the array element must
be properly selected. An E-shapedmicrostrip patch antenna is a good candidate for
its capability of generating dual beams when it is set to operate in a higher-order
mode [57]. The two adjacent beams are expected to be merged together to form a
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wide beam after the optimization with MMPTE. The geometry of the E-shaped
patch element is shown in Figure 6.36, which is printed on an Arlon Diclad 880
substrate with thickness of 62 mil, relative dielectric constant of 2.2, and loss tan-
gent of 0.0009. The patch element is optimized at the center frequency of 6.0 GHz,
and the optimized geometric parameters are obtained by Ansys HFSS and are
listed in Table 6.7. By setting the value of L2 to about 2/3 wavelength, two symmet-
rical adjacent beams can be generated by adjusting the position of the feeding
point, as well as the values of b2, b3, and t. The simulated 3D radiation pattern
of the E-shaped patch element is shown in Figure 6.37. It can be seen that the patch
element generates two adjacent beams, and the maximum gain deviates from the
center z-axis by about 30 .
The multi-beam antenna array is formed by four identical E-shaped patch ele-

ments with the inter-element spacing along x-axis and y-axis being set as 0.5λ and
λ, respectively, as illustrated in Figure 6.38. Four test receiving antennas are intro-
duced in the far-field region and are placed in the directions of the beams to be
generated as illustrated in Figure 6.39. The 3D radiation pattern of the antenna
array is shown in Figure 6.40, and the realized beam directions, the gains in
the beam directions as well as the half-power beamwidth for the four squint beams
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Figure 6.36 Geometry of array
element. (a) Top view.
(b) Side view.

Table 6.7 Parameters of the element.

Parameter W1 W2 L1 L2 b1 b2 b3 t h

Value (mm) 60 21 80 32.4 11.4 6.75 30.8 4.5 1.57
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are listed in Table 6.8. It can be seen that the four beams are symmetric about the
x-axis and y-axis and are almost identical. Interestingly, the two adjacent beams
shown in Figure 6.37 are now merged together into one wide beam after optimi-
zation with MMPTE. The fabricated antenna array and the feeding network share
a common ground and are shown in Figure 6.41. The feeding network is printed on
a Rogers 4003 substrate with thickness of 32 mil, relative dielectric constant of
3.55, and loss tangent of 0.0027. The multi-beam antenna array can be used as
an indoor wireless base station installed on the ceiling or wall. In comparison with
other similar applications, the feeding network obtained from MMPTE is much
simpler, and the highest gain for each beam is guaranteed. □
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Table 6.8 Beam directions, gains, and HPBW.

Beam 1 Beam 2 Beam 3 Beam 4

θ 45 45 45 45

φ 45 135 315 225

Gain (dBi) 8.06 8.17 8.18 8.07

HPBW 44 43 43 44
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Example 6.15 (Generalized Yagi–Uda Antenna)
A novel design for end-fire antenna, which generalizes the conventional Yagi–Uda
antenna by introducing multiple driven elements, has been presented in [43].
Figure 6.42 shows an eight-element generalized Yagi–Uda antenna with four
driven elements, three directors, and one reflector, operating at 2.45 GHz. The four
driven elements plus the test receiving antenna placed in the end-fire direction
constitute a five-port WPT system, which is used to determine the ODE. The meas-
ured and simulated results for radiation patterns on the E-plane and H-plane are
plotted in Figure 6.43a,b, respectively. The measured end-fire gain and front-to-
back ratio reach 13.4 dBi and 16.4 dB, respectively (with radiation efficiency of
96.5%), which agree well with the simulated results. A comparison with conven-
tional Yagi–Uda dipole array with the same number of elements is also made in
Figure 6.43, which indicates that the end-fire gain and front-to-back ratio of the
generalized Yagi–Uda design are, respectively, 1.8 and 6.8 dB higher than the con-
ventional Yagi–Uda dipole array. □

(a) (b)

Figure 6.41 Four-element multi-beam antenna array. (a) Top view. (b) Bottom view.

Figure 6.42 The configuration of generalized Yagi–Uda dipole antenna array operating at
2.45 GHz.
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Example 6.16 (Smart Antenna for Handheld Device)
An eight-element MIMO smart antenna system consisting of two different array
modules for handheld device is shown in Figure 6.44. The first module is a six-
element array placed in the middle of the printed circuit board (PCB), operating
in N78 (3.3–3.8 GHz) band for 5G, which achieves MIMO functions for receiving

–20

–10

0

10

0
30

60

90

120

150

(a) (b)

180
210

240

270

300

330

–20

–10

0

10

G
ai

n 
(d

B
i)

Four driven elements (simulated)

Four driven elements (measured)

Single driven element (simulated)

–20

–10

0

10

0

30

60

90

120

150
180

210

240

270

300

330

–20

–10

0

10

G
ai

n 
(d

B
i)

Four driven elements (simulated)

Four driven elements (measured)

Single driven element (simulated)

Figure 6.43 Radiation patterns of the generalized Yagi–Uda array. (a) E-plane. (b) H-plane.

z

y

x

Test receiving
antenna

φ

Eight-element
transmitting array

θ

Figure 6.44 Eight-element array and the WPT system.

366 6 Radiation in Free Space (III)



and beam scanning for transmitting. The secondmodule is a two-element antenna
array placed at top and bottom part of the PCB, which operates in LTE/WWAN/
N78 (0.7–0.91 GHz, 1.63–2.61 GHz, 3.3–3.8 GHz) bands. To take full advantage of
the existing antenna resources in the mobile device, the six antenna elements in
the first module are combined with the two antenna elements in the second mod-
ule to form an eight-element array in the overlapping N78 band. The eight-element
array under design is set as the transmitting antenna and a test receiving antenna
is introduced and placed in the desired direction in which antenna gain must be
maximized, forming a WPT system. The ODE for the combined array can be
obtained from solving the eigenvalue equation (6.101). Figure 6.45 shows the sim-
ulated and measured 2D radiation patterns of the eight-element array operating at
3.45 GHz. The realized peak gains in positive x- and y-directions are 4.6 dBi and
4.4 dBi, respectively, which are significantly higher than those (less than 0 dBi)
radiated from a single antenna element [40].
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Example 6.17 (Design of WPT System)
AWPT system generally consists of a transmitting array and a receiving array, and
the PTE naturally becomes the performance index for the design of antenna arrays.
BothWMMPTE and CMMPTE can be applied to achieve a specified distribution of
received power among the Rx array elements. The WMMPTE is most suitable for
the situation where the power levels are required to be different among the Rx
array elements (e.g. different electronic devices are simultaneously powered).
The CMMPTE is most applicable to the scenario where the distribution of received
power must be flat along the Rx array elements (e.g. several closely spaced iden-
tical electronic devices are wirelessly powered) [56]. The UMMPTE, WMMPTE,
and CMMPTE have been applied to the design of a same WPT system operating
at 2.45 GHz, in which the Tx array consists of 36 square patch elements and
arranged as a square; and the Rx array consists of 5 square patch elements
arranged as an L shape. The Tx and Rx arrays are separated by a distance of
15 cm. Figure 6.46 shows the simulation model for the WPT system. The Tx
and Rx arrays are built on a 3mm-thick FR4 substrate. The three formulations
of MMPTE yield three feeding schemes for both Tx and Rx arrays, corresponding
to three different application scenarios. Simulation and experiment indicate that
the PTEs corresponding to UMMPTE, WMMPTE, and CMMPTE are 22.4%, 15.1%
and 11.4% respectively. The highest PTE is given by UMMPTE since it does not
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involve any constraints. The CMMPTE yields the lowest PTE as it requires that the
received energy is equally distributed along the whole path of the L-shape while
the WMMPTE only requires that the radiated energy is equally distributed at the
locations where the Rx elements are placed. The normalized field patterns gener-
ated by the three Tx arrays are, respectively, plotted in Figure 6.47.

6.5 Synthesis of Arrays with EMMPTE

The MMPTE discussed in previous section is based on the circuit theory for a mul-
tiport network where both Tx and Tx arrays are involved. One can also get rid of
the Rx arrays and introduce other performance indices to achieve various field pat-
terns. The technique will be called the EMMPTE.
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6.5.1 Arrays with Specified Energy Distribution

If the transmitting antenna is required to focus the EM field energy to multiple
regions designated byΩp(p= 1, 2,…, n) as illustrated in Figure 6.48, onemay intro-
duce the ratio of the weighted sum of the radiated energies in the regionsΩp(p= 1,
2, …, n) over the total input power into the Tx array as the performance index

η =

n

p = 1
Ωp

Wp r E r 2dΩ r

Pin
, 6 112

where Wp(p = 1, 2, …, n) are weighting functions that regulate the energy distri-
bution among the designated regions Ωp(p = 1, 2, …, n). It is noted that one can
make the ratio (6.112) dimensionless by properly selecting the weighting functions
although this may not be necessary. Assuming that the transmitting array is well
matched, the fields radiated from the transmitting antenna array can then be writ-
ten as

E r =
m

j = 1

ajEj r ,H r =
m

j = 1

ajHj r , 6 113

where Ej(r) and Hj(r) are the fields generated by the jth antenna element of the
transmitting array when the jth element is excited by aj = 1 and the rest are ter-
minated in a matched load, i.e. ai = 0 (i j). Thus, one may write

Ωp

Wp r E r 2dΩ r =
m
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ai
m

j = 1

aj
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Wp r Ej r Ei r dΩ r
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Figure 6.48 A extended
WPT system.
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where [Ap] is an m ×m matrix with the (i, j) elements given by

Ap
ij =

Ωp

Wp r Ej r Ei r dΩ r 6 114

If the transmitting antenna elements are all matched, one gets Pin= ([at], [at])/2,
and (6.112) can thus be written as

η =

n

p = 1
Ap at , at

at , at 2
=

A at , at
at , at

, 6 115

with A = 2 n
p = 1 A

p . Similarly, the optimized solution of (6.115) for the trans-

mitting antenna array can be determined by the eigenvalue equation (6.101) with
[B] set to the identity matrix. The transmitting antenna array excited by the ODE
obtained from maximizing (6.115) focuses the EM field energy to the multiple tar-
get regions designated by Ωp(p = 1, 2, …, n). Especially, if the weighting functions
are selected to beWp=wpδ(r− rp) (p= 1, 2,…, n), the optimization of (6.115) gives
the ODE for the transmitting antenna array focused onmultiple points rp (p= 1, 2,
…, n). The above strategy can be used to design focused antenna array, smart
antenna array, and multi-beam antenna array.
One can also introduce the ratio of the total energy absorbed in the region
l
p = 1Ωp (l< n) over that absorbed in the region n

p = l + 1Ωp (l< n) as the perfor-

mance index

η =

l

p = 1
Ωp

Wp r E r 2dΩ r

n

p = l + 1
Ωp

Wp r E r 2dΩ r
6 116

Inserting (6.113) into (6.116) leads to

η =
A at , at
B at , at

, 6 117

where

A =
l

p = 1

Ap , B =
n

p = l + 1

Ap

The optimized solution of (6.117) can be determined by the eigenvalue equa-
tion (6.101).Anoptimizationcriterion similar to (6.116)was introduced in [58] to find
the optimal excitations for the multi-antenna applicators in regional hyperthermia.
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6.5.2 Arrays with Specified Power Distribution

Let Sp(p = 1, 2, …, n) denote the surface elements located in various directions as
illustrated in Figure 6.49, one can introduce the performance index

η =

n

p = 1
Sp

Wp r 1
2 ReE r × H r undS r

Pin
, 6 118

which is the ratio of the weighted sum of the radiated power in the directions spe-
cified by Sp(p= 1, 2,…, n) over the total input power into the transmitting antenna
array. In the above,Wp(r) (p = 1, 2, …, n) are the weighting functions that regulate
the power distribution in the directions designated by Sp (p = 1, 2, …, n) and un is
the unit normal vector to the surface element. Considering (6.113), one may write

Ωl

Wp r
1
2
ReE r × H r undS r

=
1
2
Re

m

i = 1

ai
m

j = 1

aj
Ωp

Wp r Ej r × Hi r undS r

=
1
2
Re Ap at , at ,

where [Ap] is an m ×m matrix with the elements given by

Ap
ij =

Ωp

Wp r Ej r × Hi r undS r 6 119
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b1
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S2
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a2

b2

am

bm

Obstacles

Figure 6.49 An extended WPT system.

372 6 Radiation in Free Space (III)



If the transmitting antenna elements are all matched, (6.118) can thus be
expressed by

η = Re
A at , at
at , at

=
Ac at , at
at , at

, 6 120

with A = n
p = 1 A

p and [Ac] = (1/2)([A] + [A]†). The above strategy can be

applied to the design of focused antenna array, smart antenna array, and multi-
beam antenna array.
Similar to (6.116), one can also introduce the ratio of the total power radiated in

the directions S1, S2, …, and Sl over that radiated in the directions Sl+ 1, Sl+ 2, …,
and Sn as the performance index

η =

l

p = 1
Sp

Wp r 1
2 ReE r × H r undS r

n

p = l + 1
Sp

Wp r 1
2 ReE r × H r undS r

6 121

Introducing (6.113) into (6.121) yields

η =
Re A at , at
Re B at , at

=
Ac at , at
Bc at , at

, 6 122

where

A =
l

p = 1

Ap , Ac =
1
2

A + A † ,

B =
n

p = l + 1

Ap , Bc =
1
2

B + B † ,

and the matrix elements of [Ap] are given by (6.119).

6.5.3 Applications

For most applications, such as the design of focused antenna array, smart antenna
array, and multi-beam antenna, it has been verified that that the EMMPTE
without using the test receiving antennas yields the same results as MMPTE.
Constraints can also be introduced with EMMPTE and the discussions can be car-
ried out in a similar way.

6.5 Synthesis of Arrays with EMMPTE 373



Example 6.18 (Multi-Null Steering Antenna Array)
In wireless communication systems, null steering is vital to decrease overall inter-
ference level and to increase throughput by transmitting the signal power toward
user ends and minimizing the signal power in unwanted directions, such as the
directions of co-channel or co-site base stations. Multi-null patterns can be
achieved by MMPTE or EMMPTE. The EMMPTE will be used to illustrate the
design process [49].
As shown in Figure 6.50, the null directions are designated by the points on an

arc in the far-field region (the dashed line). The weighting functions in (6.112) are
selected asWp = wpδ(r− rp) (p = 1, 2, …, n) and the optimization of (6.115) yields
eigenvalue equation (6.101). The eigenvector corresponding to the zero eigenva-
lues are the ODE for generating the radiation pattern with the desired nulls. Note
that the electric field generated by each element of the antenna array on the far-
field arc can be simulated or measured in advance. To steer the multiple nulls of
the radiation pattern, one can choose different position combinations to build the
matrix elements (6.114). Because the matrix is usually very small, the computa-
tional effort involved is trivial.
To demonstrate the multi-null steering, an eight-element linear patch array is

designed and fabricated, as illustrated in Figures 6.50 and 6.51. The patch element
is fabricated on a 1.6-mm-thick FR4 substrate, and is fed with coaxial cable. The
antenna is designed to operate at 2.45 GHz and linearly polarized along x-axis.
Based on the EMMPTE, the ODE for the patch array can be obtained to realize
a radiation pattern with desired multiple nulls. Figure 6.52 shows the 3D radiation
patterns withmultiple nulls that are required to point to ±10 (two-direction case),
−5 and −25 (two-direction case), 0 and ±30 (three-direction case), and ±10
and ±30 (four-direction case), respectively. □

z

y

x

rp

θp

Figure 6.50 Multi-null steering of
linear antenna array.
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Figure 6.52 Simulated 3D normalized gain pattern with multiple nulls at elevation angles:
(a) ±10 , (b) −5 and −25 , (c) 0 and ±30 , and (d) ±10 and ±30 .
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Figure 6.51 Patch element and array configuration.
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Everything should be built top-down, except the first time. Simplicity does
not precede complexity, but follows it.

Alan Jay Perlis (American computer scientist, 1922–1990)
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Appendix A

Vector Analysis

Vector analysis studies the differentiation and integration of vector fields. It plays
an important role in electromagnetic field theory. By definition, the gradient of a
scalar function ϕ(r) at r is

∇ϕ r = lim
V 0

1
V

S

unϕdS,

where V is a volume containing the point r, S is its boundary, and un is the unit
outward normal of S. The gradient measures the rate and direction of change in a
scalar field. The divergence of a vector function A is defined by

∇ A = lim
V 0

1
V

S

un AdS

The divergence measures the magnitude of the source of the vector field at a point.
The rotation of a vector function A is defined by

∇ × A = lim
V 0

1
V

S

un × AdS

The rotationmeasures the tendency of the vector field to rotate about a point. Let a,
b, c, and d be vector functions; and ϕ and ψ be scalar functions. Then,

1) a b × c = b c × a = c a × b.
2) a × (b × c) = (a c)b− (a b)c.
3) (a × b) (c × d) = (a c)(b d)− (a d)(b c).
4) ∇(ϕψ) = ϕ∇ ψ + ψ ∇ ϕ.
5) ∇(a b) = (a ∇)b+ (b ∇)a+ a × (∇ × b) + b × (∇ × a).
6) ∇ (ϕa) = a ∇ ϕ+ ϕ∇ a.
7) ∇ (a × b) = b ∇ × a− a ∇ × b.
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8) ∇ × (ϕa) = ∇ ϕ × a+ ϕ∇ × a.
9) ∇ × (a × b) = a∇ b− b∇ a+ (b ∇)a− (a ∇)b.
10) ∇ × ∇ × a = ∇ ∇ a−∇2a.

Let V be a volume bounded by the closed surface S and un be the unit outward
normal of S. Then, the Gauss theorems hold

1)
V
∇ϕdV =

S
ϕundS.

2)
V
∇ adV =

S
un adS.

3)
V
∇ × adV =

S
un × adS.

Let S be an unclosed surface bounded by the contour Γ. Then, Stokes
theorems hold

1

S

un × ∇ϕdS =

Γ

ϕuldΓ,

2

S

un ∇ × adS =

Γ

a uldΓ,

where ul is the unit tangent vector along Γ in the positive sense with respect to un.

382 Appendix A Vector Analysis



Appendix B

Dyadic Analysis

A dyad is the dyadic product of two vectors a and b, denoted by ab. A dyadic A is

the sum of some dyads. A dyadic A has nine components, and in the rectangular
coordinate system, it can be written as

A = axxuxux + axyuxuy + axzuxuz + ayxuyux

+ ayyuyuy + ayzuyuz + azxuzux + azyuzuy + azzuzuz,

where ui(i = x, y, z) denote the unit vectors along the coordinate axis. The above
can be rewritten as

A = axxux + ayxuy + azxuz ux

+ axyux + ayyuy + azyuz uy

+ axzux + ayzuy + azzuz uz

= Axux + Ayuy + Azuz,

or

A = ux axxux + axyuy + axzuz

+ uy ayxux + ayyuy + ayzuz

+ uz azxux + azyuy + azzuz

= uxAx + uyAy + uzAz

The operations between vector and dyad are defined by

1) (ab) c = a(b c).
2) c (ab) = (c a)b.
3) ab cd = a(b c)d.
4) (ab) × c = a(b × c).
5) a × (bc) = (a × b)c.

The double product of two dyads is defined by ab : cd= (a d)(b c). The trans-

pose of a dyadic A is denoted by A
T
, and is defined by A b = b A

T
. A dyadic is

called symmetric (or antisymmetric) if A b = b A (or A b = −b A) for any

vector b. The identity dyadic I is defined by I b = b I = b, which is given by

I = uxux + uyuy + uzuz in the rectangular coordinate system.
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The multiplicative relations are given by

1) a × b A = a b × A = − b a × A .

2) A × a b = A a × b = − A × b a.

3) a × b × A = b a A −A a b .

4) (ab− ba) c = (b × a) × c.

The basic differential operations are defined by

1) ∇ = ux
∂

∂x
+ uy

∂

∂y
+ uz

∂

∂z
.

2) ∇a = ux
∂a
∂x

+ uy
∂a
∂y

+ uz
∂a
∂z

= ∇axux + ∇ayuy + ∇azuz.

3) a∇ =
∂a
∂x

ux +
∂a
∂y

uy +
∂a
∂z

uz.

4) ∇ A = ∇ Ax ux + ∇ Ay uy + ∇ Az uz =
∂Ax

∂x
+

∂Ay

∂y
+

∂Az

∂z
.

5) A ∇ = ∇ AT = ux∇ Ax + uy∇ Ay + uz∇ Az.

6) ∇ × A = ∇ × Ax ux + ∇ × Ay uy + ∇ × Az uz

= ux
∂Az

∂y
−

∂Ay

∂z
+ uy

∂Ax

∂z
−

∂Az

∂x
+ uz

∂Ay

∂x
−

∂Ax

∂y

7) ∇2A =
∂2A
∂x2

+
∂2A
∂y2

+
∂2A
∂z2

= ∇∇ A−∇ × ∇ × A.

For a scalar φ, the following differential relations hold

1) ∇(φb) = ∇ φb− φ∇ b.

2) ∇ φA = ∇φ A + φ∇ A.

3) ∇ × φA = ∇φ × A + φ∇ × A.

For a finite region V bounded by S, the following integral relations are valid

1)
V
∇adV =

S
unadS.

2)
V
∇ AdV =

S
un AdS.

3)
V
∇ × AdV =

S
un × AdS.

4)
V

∇ × ∇ × b A− b ∇ × ∇ × A dV =
S
un b × ∇ × A− ∇ × b × A dS
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Appendix C

SI Unit System

This book uses SI unit system in which massM is measured in kilograms, length L
in meters, time T in seconds, and charge Q in coulombs. Table C.1 lists the elec-
tromagnetic quantities, their symbols, dimensions, and SI unit.

Table C.1 Electromagnetic quantities.

Quantity Symbol SI unit Dimensions

Charge q Coulomb Q

Current I Ampere Q/T

Resistance R Ohm ML2/TQ2

Inductance L Henry ML2/Q2

Capacitance C Farad Q2T2/ML2

Charge density ρ Coulomb/cubic meter Q/L3

Current density J Ampere/square meter Q/TL2

Electric field intensity E Volt/meter ML/QT2

Electric displacement D Coulomb/square meter Q/L2

Electric dipole moment p Coulomb-meter QL

Polarization vector P Coulomb/square meter Q/L2

Magnetic field intensity H Ampere/meter Q/TL

Magnetic induction B Weber/square meter M/QT

Magnetic dipole moment m Ampere-square meter QL2/T

Magnetization vector M Ampere/meter Q/TL

Vector potential A Weber/Henry ML/QT

Scalar potential ϕ Volt ML2/QT2

(Continued)
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Table C.2 shows the physical constants.

Table C.1 (Continued)

Quantity Symbol SI unit Dimensions

Conductivity σ Mho/meter Q2T/ML3

Permeability μ Henry/meter ML/Q2

Permittivity ε Farad/meter Q2T2/ML3

Frequency f Hertz 1/T

Force F Newton ML/T2

Energy W Joule ML2/T2

Power P Watt ML2/T3

Poynting vector S Watt/square meter M/T3

Table C.2 Physical constants.

Quantity Symbol Value

Speed of light c 3.00 × 108 meter/second

Elementary charge e 1.60 × 10−19 Coulomb

Electron mass me 9.11 × 10−31 kilogram

Proton mass mp 1.67 × 10−27 kilogram

Permeability constant μ0 1.26 × 10−6 Henry/meter

Permittivity constant ε0 8.85 × 10−12 Farad/meter

Gravitational constant G 6.67 × 10−11 Newton square meter/square kilogram

Planck’s constant h 6.63 × 10−34 Joule second

Boltzmann constant k 1.3807 × 10−23 Joule/Kelvin
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Appendix D

Unified Theory for Fields (UTF)

From the outset Maxwell’s theory excelled all others in elegance and in the
abundance of the relations between the various phenomena which it included.

– Heinrich Hertz (German physicist, 1857–1894)

Although Maxwell’s equations are relatively simple, they daringly reorganize
our perception of nature, unifying electricity andmagnetism and linking geom-
etry, topology and physics. They are essential to understanding the surround-
ing world. And as the first field equations, they not only showed scientists a new
way of approaching physics but also took them on the first step towards a uni-
fication of the fundamental forces of nature.

Robert P. Crease (American author, 1957–)

One of the cornerstones of modern physics is special relativity, which has its ori-
gins deeply rooted in electrodynamics. Although the theory of electrodynamics
preceded that of special relativity, tremendous efforts have been made in deriving
Maxwell equations from special relativity and a few assumptions. A brief account
of the work on the derivation of Maxwell equations has been given by Heras and
Pierce [1, 2]. Page derived Maxwell equations from Coulomb’s law and special rel-
ativity [3] and later refined his work with Adams in [4]. In their approach, only the
electric field is fundamental, and themagnetic field is just a derived quantity. Their
work was criticized by Frisch and Wilets for using an overspecialized model based
on an emission theory of lines of forces [5]. Frisch and Wilets derived Maxwell
equations by applying the force transformations of special relativity to Gauss’s
law with the assumption that the electromagnetic (EM) signals propagate with
light speed and the electric force on a test charge is velocity independent and does
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not depend on the time derivatives of the source position of order higher than the
acceleration. Elliott derived Maxwell equations from the Lorentz transformation
and the laws for both electric and magnetic statistic fields [6, 7]. Rosser showed
that the EM fields of a moving charge with constant velocity can be obtained
by using Coulomb’s law and the transformations for coordinates, velocities, and
forces in the special relativity [8, 9]. Tessman generalized Rosser’s work to an
accelerating charge [10]. Pedagogical derivations of Maxwell equations were given
by Krefetz [11] and Kobe [12, 13], who noted that the deduction of Maxwell equa-
tions solely from the Lorentz transformation and Coulomb’s law was criticized by
Feynman et al. and Jackson as some additional assumptions were always neces-
sary [14, 15]. A different derivation of Maxwell equations was tried by Schwinger
et al., in which Maxwell equations were derived from Coulomb’s law, the Galilean
transformation, and an assumption that the electric field satisfies the wave
equation [16].
A different approach for deriving Maxwell equations is to use Newton’s law as

the starting point. Dyson published a proof, showed to him by Feynman in 1948,
that the Maxwell equations could be derived from Newton’s law and the commu-
tation relations between coordinates and velocities [17]. Feynman’s proof has trig-
gered many discussions and comments [18, 19].
The similarity between Newton’s law of gravity and Coulomb’s law of electro-

dynamics motivates that Maxwell-like equations exist for gravity and can be rig-
orously derived from Newton’s law of gravity and special relativity. The major
differences are that the sources of EM fields consist of positive and negative
charges, which may attract or repel each other, while the sources of the gravita-
tional field are masses which are always attractive. As early as 1893, Heaviside
tried to generalize Newton’s static gravity to a time-dependent system by postulat-
ing a gravitational analog of magnetic field, called gravitomagnetic field, to
obtain the time-dependent Maxwell-like equations for gravity [20]. Heaviside’s
work was further explored by Jefimenko, where many interesting results, in anal-
ogy to the Maxwell equations, have been derived from the time-dependent equa-
tions for gravitational field [21]. Some of these results were believed to be the
exclusive consequence of the theory of general relativity. The existence of a grav-
itational analog of the magnetic field can be easily demonstrated inmany cases. By
considering a point mass moving perpendicularly toward a long line of rest mass
and using the transformation for forces in special relativity, Bedford and Krumm
showed that, in addition to the radial gravitational attraction on the point mass
due to the line of rest mass, there is another acting force on the point mass, which
is the gravitomagnetic field and is parallel to the line mass [22]. The existence of
gravitomagnetic field from a uniformly moving mass was also predicted by Kol-
benstvedt from special relativity and gravitational time dilation [23]. Campbell
and Morgan introduced an electric-type tidal gravitational field strength and a
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magnetic-type gravitational field strength, both being tensors which satisfy Max-
well-like equations [24]. In fact, the introduction of a gravitomagnetic field is inev-
itable if Newtonian gravitation is assumed to be compatible with the special
relativity. By using analogies with EM radiation, the properties of gravitational
radiation emitted by orbiting binary objects were studied by Hilborn, which pro-
duces the same results as those obtained from the linear version of general rela-
tivity [25].
In this appendix, a unified theory for fields (UTF) will be presented. The UTF

unveils that an ontological field (scalar or vectorial), defined as a static field in
an inertial system (static system), will emerge as two vector fields U and V in
an inertial system in relative motion with respect to the static system, which satisfy
the Maxwell-like equations. This implies that an EM-like radiation, traveling at
light speed in free space, will be perceived by an observer who is in motion relative
to the ontological field. The UTF is built on the basis of the theory of special rel-
ativity. The line of reasoning of UTF is inspired by the Helmholtz theorem, which
states that a vector field is determined by its curl and divergence. In order to find
how a vector field changes in different inertial systems, one only needs to examine
how the curl and divergence of the vector field transform. The Maxwell-like equa-
tions are a set of four equations that, respectively, define the curls and divergences
for the vector fields U and V in an inertial system. As applications, the Maxwell
equations for EM field and the Maxwell-like equations for the gravitational field
are derived from the UTF, and the latter are also derived from the Einstein field
equations in the theory of general relativity. Some universal laws of nature are
shown to be derivable from the UTF.

D.1 Lorentz Transformation

Consider two reference systems S and S , respectively, called laboratory system
and co-moving system (or static system). The coordinate axes of the two sys-
tems are parallel and oriented so that the frame S is moving with a velocity v
as viewed from S, as illustrated in Figure D.1. The two origins o and o are assumed
to coincide at t= t = 0. The two reference systems are then related by the Lorentz
transformation [26]

r = α r + γβct , ct = γ ct + β r , D 1

where β = v/c, γ = 1 1− β2, β = |v|/c, and α is a dyadic defined by

α = I + γ− 1
ββ
β2

, D 2
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and I is the identity dyadic. It can be seen from (D.1) that it is the relative velocity
β (relative motion) that connects the space and time. The inverse transformation
of (D.1) is

r = α r− γβct, ct = γ ct−β r D 3

The Lorentz transformation relates the positions and times of occurrence of a
single event, which are measured by two observers in different reference systems.

As a first-order approximation, if β2 << 1, one may have γ ≈ 1 and α≈ I . In this
case, the Lorentz transformation (D.3) reduces to

r = r− vt, ct = ct−β r D 4

This becomes the Galilean transform. A function f (r , t ) in the static system S
can be viewed as a function of (r, t) in the laboratory system S through the Lorentz
transformation (D.3). It is easy to show that the time and spatial derivatives are
transformed according to

∂

∂ct
= γ

∂

∂ct
+ β ∇ , D 5

∇ = α ∇ + γβ
∂

∂ct
D 6

For the Galilean transform, (D.5) and (D.6) reduce to

∂

∂t
=

∂

∂t
+ v ∇, ∇ = ∇ D 7

y

x
o

vt

z

S

y′
S′

z′

o′
x′

Figure D.1 Two reference systems in relative motion.
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Some important properties of the dyadic α that will be used later are listed below

α
− 1

= α− γββ,

α
− 1 2

= I − ββ,

α
− 1

β = β α
− 1

= γ − 1β,

α
2
= I + γ2ββ,

α β = β α = γβ,

α B 2 = B 2 + γ2 β B 2

D 8

D.2 Maxwell-Like Equations Derived from an Ontological
Vector Field

In this appendix, the primed and unprimed symbols will be used to designate the
field quantities and operations in the static system S and laboratory system S,
respectively. For convenience, the time variable t will be explicitly included even
for the time-independent (static) quantities in S . Suppose that U (r , t ) is an arbi-
trary static vector field in the system S . According to Helmholtz theorem (see
Section 1.7), the vector field U (r , t ) is uniquely determined by its curl and
divergence

U r , t = −∇
R3

∇ U r , t
4π r − r

dV r + ∇ ×

R3

∇ × U r , t
4π r − r

dV r

D 9

ifU decreases faster than 1/r as r ∞. The static fieldU will be referred to as an
ontological vector field. In order to find out how a vector field changes in dif-
ferent reference systems, it will be adequate to consider how the curl and diver-
gence of the vector field transform under the Lorentz transformation (D.1). The
curl and divergence of the ontological field U will be, respectively, denoted by
− jm and χ−1ρ , and they are simply regarded as ontological sources. The con-
stant χ is introduced for the applications to be discussed later. Then,

∇ × U r , t = − jm r , t , D 10

∇ U r , t =
1
χ
ρ r , t D 11

First, the transformation of the curl equation (D.10) will be considered. Combin-
ing (D.6) and (D.10) gives

α ∇ + γβ
∂

∂ct
× U = − jm
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Dot-multiplying both sides by α yields

α α ∇ × U + γα β
∂

∂ct
× U = − α jm D 12

The first term on the left-hand side can be expanded as follows:

α α ∇ × U = I + γ− 1
ββ
β2

I + γ− 1
ββ
β2

∇ × U

= ∇ × U +
γ− 1

β2
β ∇ β × U +

γ− 1

β2
ββ ∇ × U

+
γ− 1 2

β4
ββ β ∇ β × U

D 13

Considering β (β ∇)(β ×U ) = 0 and β ∇ ×U = − ∇ (β ×U ), (D.13) becomes

α α ∇ × U = ∇ × U −
γ− 1

β2
ββ U − β2U = ∇ × γα

− 1
U

D 14

The second term on the left-hand side of (D.12) can be written as

γα β ∂

∂ct
× U = γ

∂

∂ct
α β × U = γ

∂

∂ct
β × U D 15

On account of (D.14) and (D.15), (D.12) turns out to be

∇ × γα
− 1

U = −
∂

∂t
γ

c
β × U − α jm D 16

Introducing the new fields

U r, t = γα
− 1

U r , t , D 17

V r, t = χcβ × U r, t , D 18

and the new source

jm r, t = α jm r , t , D 19

in the laboratory system S, (D.16) gives the curl of the vector field U:

∇ × U r, t = − τ
∂V r, t

∂t
− jm r, t , D 20

where τ is defined by τχ = 1/c2. The curl equation (D.10) in the static system S is
now transformed into (D.20) in the laboratory system S. A new field V appears in
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(D.20) due to relative motion, and it will be called the co-vector field of U. The
vector field U will be called the dominant vector field. The source term jm will
be called V-current density, which is caused by the ontological source jm.

Remark D.1 It follows from (D.17) and (D.18) that the ontological field U is
related to U and V by

U r , t = γα
− 1

U r, t + γcτβ × V r, t D 21

By (D.17) and the last equation of (D.8), one may find

U r , t 2 = γ − 2 U r, t 2 + c− 2 v U r, t 2 D 22

□

Second, let us consider the transformation of divergence equation (D.11). Equa-
tion (D.11) can be rewritten as

∇ γU =
1
χ
γρ D 23

On account of the relation

α ∇ γα
− 1

U = ∇ γU + γ γ− 1
1

β2
β ∇ β U

+
1− γ

β2
β ∇ β U + γ− 1

1− γ

β2
β ∇ β U = ∇ γU ,

and ∂U /∂t = 0, (D.23) can be expressed as

α ∇ − γβ
∂

∂ct
γα

− 1
U r , t =

1
χ
ρ r, t , D 24

where

ρ r, t = γρ r , t D 25

is a source in the laboratory system S and will be called U-charge density.
Equation (D.24) can be written as

∇ U r, t =
1
χ
ρ r, t D 26

Therefore, the curl and divergence of the vector field U are fully determined by
the sources and the co-vectorV. The next step is to determine the co-vector fieldV.
According to Helmholtz theorem, one only needs to identify its curl and diver-
gence. From (D.18), the curl of the co-vector field V is given by
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∇ × V r, t = χcβ∇ U r, t − χc β ∇ U r, t

= j r, t − χc β ∇ U r, t ,
D 27

where

j r, t = cβρ r, t D 28

is a source in the laboratory system S, and will be called U-current density. It
follows from (D.5) and ∂U /∂t = 0 that

∂

∂t
+ cβ ∇ γU r , t = 0

Dot-multiplying both sides by γα− 1 gives

∂U r, t
∂t

+ cβ ∇ U r, t = 0 D 29

Combining (D.27) and (D.29) gives the curl of the co-vector field V in the
laboratory system S:

∇ × V r, t = j r, t + χ
∂U r, t

∂t
D 30

To find the divergence of the co-vector field V, one may take the divergence of
(D.20) to get

∇ jm r, t + τ
∂∇ V r, t

∂t
= 0 D 31

Let the divergence of the co-vector field V be denoted by an unknown quantity
ρm(r, t):

∇ V r, t =
1
τ
ρm r, t D 32

Insertion of (D.32) into (D.31) yields

∇ jm r, t = −
∂

∂t
ρm r, t D 33

Therefore, the quantity ρm can be determined by the V-current density jm, and
will be called V-charge density. The curl and divergence of the co-vector field V
are now fully determined. Equation (D.33) will be referred to as V-continuity
equations. The V-charge density ρm arises as result of the ontological source jm.
If the ontological field U is curl free, the V-charge density ρm will not occur
and the divergence of the co-vector field V will be zero.
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In summary, an ontological vector field U in a static system generates a dom-
inant vector field U, and a co-vector field V in the laboratory system S, which sat-
isfy the Maxwell-like equations

∇ × U r, t = − jm r, t − τ
∂V r, t

∂t
,

∇ × V r, t = j r, t + χ
∂U r, t

∂t
,

∇ U r, t =
1
χ
ρ r, t ,

∇ V r, t =
1
τ
ρm r, t ,

D 34

where τχ = (1/c2). From (D.34), it is readily found that

∇ j r, t = −
∂

∂t
ρ r, t D 35

This will be called U-continuity equations. The U-charge contained in space is
defined by

q =

R3

ρdV D 36

Similarly, the ontological charge may be defined by

q =

R3

ρ dV D 37

It is easy to show that charge is conserved in different coordinate systems

q =

R3

ρdV =

R3

γρ r , t
1
γ
dV = q , D 38

where the relation dV = γdV has been used. The solution of the Maxwell-like
equations (D.34) will be called a (U, V)-field. The Maxwell-like equations (D.34)
set up the rules of how the curls and divergences of the vector fields U and V are
determined by each other as well as the sources.

Remark D.2 (Generalized Lenz’s Law)
As stated by the Maxell-like equation (D.34), an increasing vector fieldU will gen-
erate the vector field V according to the right-hand rule (see Figure D.2a) and the
latter will induce a vector field U according to the left-hand rule so that the
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direction of the induced U is opposite to that of the original U that creates V (see
Figure D.2b); a decreasing vector fieldUwill generate the vector field V according
to the left-hand rule (see Figure D.2c) and the latter will induce a vector field U
according to the left-hand rule so that the direction of the inducedU is in the same
direction as the originalU that createsV (see Figure D.2d). Similarly, an increasing
vector field V will generate the vector field U according to the left-hand rule and
the latter will induce a vector field V according to the right-hand rule so that the
direction of the induced V is opposite to that of the original V that creates U; a
decreasing vector field V will generate the vector field U according to the right-
hand rule and the latter will induce a vector field V according to the right-hand
rule so that the direction of the induced V is in the same direction of the original
V that creates U. □

U

(a) (b)

(c) (d)

V

U

V

U

V

U

V

Figure D.2 (a) An increasing U generates V. (b) The increasing V induced by the increasing
U generates a field that is opposite to the original U. (c) A decreasing U generates V.
(d) The increasing V induced by the decreasing U generates a field that is in the same
direction of the original U.
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D.3 Field Equations Derived from an Ontological Scalar Field

A static scalar ϕ in the system S will be referred to as an ontological scalar field.
Suppose that the scalar field ϕ decreases faster than 1/r as r ∞. By means of
the identity

∇2 1
4π r− r

= − δ r− r ,

one may arrive at

ϕ r , t =

R3

ϕ r , t δ r − r dV r

= −

R3

ϕ r , t ∇ 2 1
4π r − r

dV r

=

R3

∇ 2ϕ r , t
4π r − r

dV r

D 39

This indicates that an ontological scalar field ϕ is determined by its Laplacian
∇ 2ϕ. A source function ρ (ontological source) and a constant χ may be introduced
such that

∇ 2
ϕ r , t = −

1
χ
ρ r , t , D 40

with

∂ϕ r , t
∂t

= 0 D 41

D.3.1 Wave Equation Derived from an Ontological Scalar Field

Substituting (D.6) into (D.40) yields

α ∇ + γβ
∂

∂ct
α ∇ϕ r , t + γβ

∂

∂ct
ϕ r , t = −

1
χ
ρ r , t

Expanding the left-hand side, the above equation becomes

α ∇ α ∇ϕ + α ∇ γβ
∂

∂ct
ϕ + γ

∂

∂ct
β α ∇ϕ

+ γ2
∂

∂ct
β β

∂

∂ct
ϕ = −

1
χ
ρ

D 42
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The first, the second, and the third terms on the left-hand side of (D.42) can be,
respectively, written as

α ∇ α ∇ϕ = I + γ− 1
ββ
β2

∇ I + γ− 1
ββ
β2

∇ϕ

= ∇2ϕ + 2 γ− 1
1

β2
β ∇ 2ϕ + γ− 1 2 1

β2
β ∇ 2ϕ

D 43

α ∇ γβ
∂

∂ct
ϕ = ∇ + γ− 1

β
β2

β ∇ γβ
∂

∂ct
ϕ

= β ∇ γ
∂

∂ct
ϕ + γ γ− 1 β ∇

∂

∂ct
ϕ

D 44

γ
∂

∂ct
β α ∇ϕ = γ

∂

∂ct
β ∇ϕ + γ− 1

β
β2

β ∇ ϕ

= β ∇ γ
∂ϕ

∂ct
+ γ γ− 1 β ∇

∂ϕ

∂ct

D 45

Upon substituting (D.43)–(D.45) into (D.42), one may find

∇2ϕ + 2 γ− 1
1

β2
β ∇ 2ϕ + γ− 1 2 1

β2
β ∇ 2ϕ + 2 β ∇ γ

∂ϕ

∂ct

+ 2γ γ− 1 β ∇
∂ϕ

∂ct
+ γ2

∂

∂ct
β β

∂ϕ

∂ct
= −

1
χ
ρ

D 46

To simplify (D.46), one needs to use (D.41), which, after applying (D.5), can be
written as

∂

∂ct
+ β ∇ ϕ r , t = 0 D 47

By use of (D.47), (D.46) reduces to

∇2ϕ + 2 γ− 1
1

β2c2
∂2ϕ

∂t2
+ γ− 1 2 1

β2c2
∂2ϕ

∂t2

−
2γ
c2

∂2ϕ

∂t2
−

2γ γ− 1
c2

∂2ϕ

∂t2
+

γ2 − 1
c2

∂2ϕ

∂t2
= −

1
χ
ρ r , t

D 48

After simplification, one may find that the scalar field ϕ(r, t)≡ γϕ (r , t ) in the
laboratory system S satisfies the wave equation

∇2ϕ r, t −
1
c2

∂2ϕ r, t
∂t2

= −
1
χ
ρ r, t , D 49

where ρ(r, t) = γρ (r , t ) represents the source in the system S.
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D.3.2 Maxwell-Like Equations Derived from an Ontological Scalar Field

Maxwell-like equations can also be derived from an ontological scalar field ϕ .
A vector U (ontological vector field) may be introduced such that

U r , t = −∇ ϕ r , t D 50

The divergence of the ontological vector field is then given by

∇ U r , t =
1
χ
ρ r , t D 51

Similar to the derivation of (D.26), one may introduce the dominant vector field

U r, t = γα
− 1

U r , t , and the U-charge density ρ(r, t) = γρ(r , t ) in the labo-
ratory system S to get the divergence of the vector field U:

∇ U r, t =
1
χ
ρ r, t D 52

Considering (D.6), (D.50) can be written as

α ∇ϕ r , t + γβ
∂

∂ct
ϕ r , t = −U r , t D 53

Multiplying both sides of (D.53) by α
− 1

gives

−∇γϕ r , t − γ2α
− 1

β
∂

∂ct
ϕ r , t = γα

− 1
U r , t D 54

By inserting the field quantities introduced in the laboratory system S:

ϕ r, t = γϕ r , t ,

A r, t =
γ2

c
α

− 1
βϕ r , t =

γ

c
βϕ r , t ,

U r, t = γα
− 1

U r , t ,

D 55

(D.54) can be expressed by

U r, t = −∇ϕ r, t −
∂A r, t

∂t
D 56

Note that

∇ × A r, t =
γ

c
∇ × βφ r , t

=
γ

c
α ∇ − γβ

∂

∂ct
ϕ r , t × β

=
γ

c
∇ ϕ r , t × β =

γ

c
β × U r , t

Appendix D Unified Theory for Fields (UTF) 399



The curl of the vector field U may then be determined from (D.56)

∇ × U r, t = −
∂∇ × A r, t

∂t
= − τ

∂

∂t
V r, t , D 57

where

V r, t =
1
τ
∇ × A r, t =

γ

cτ
β × U r , t = χcβ × U r, t D 58

is the co-vector field of U. It is easy to show that the curl of the co-vector field is
given by

∇ × V r, t = j r, t + χ
∂U r, t

∂t
, D 59

where j(r, t) = cβρ(r, t) represents theU-current density in the laboratory system S.
Evidently, the divergence of the co-vector field zero: ∇ V(r, t) = 0. Equa-
tions (D.52), (D.57), and (D.59) constitute the Maxwell-like equations

∇ × U r, t = − τ
∂

∂t
V r, t ,

∇ × V r, t = j r, t + χ
∂U r, t

∂t
,

∇ U r, t =
1
χ
ρ r, t

D 60

Note that the V-current density and charge do not appear in (D.60) because the
ontological field U defined by (D.50) is curl free.

Example D.1 To show how an ontological vector field U emerges as the dom-
inant vector fieldU and the co-vector fieldV in the laboratory system S, let us con-
sider an ontological charge q located at the origin of the static system S . From the
Helmholtz theorem (D.9), the ontological vector field U generated by the charge
q is given by

U r , t =
q

4πχr 2 ur , D 61

where r = α r− γβct = r + γ− 1 β β2 β r− γβct, with

r 2 = r + γ− 1
β
β2

β r− γβct r + γ− 1
β
β2

β r− γβct

= r2 + γ2 − 1
1

β2
β r 2

− 2γ2ctβ r + γβct 2
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The unit vector along the radial direction is given by

ur =
1
r

r+ γ− 1
β
β2

β r− γβct

Therefore, the ontological vector field U can be expressed as

U r , t =
q

4πχr 3 r+ γ− 1
β
β2

β r− γβct

By definition, the corresponding dominant vector field U in the laboratory
system S is

U r, t = γα
− 1

U r , t

=
q

4πχr 3 γ I + 1− γ
ββ
β2

r + γ− 1
β
β2

β r− γβct

=
qγ

4πχr 3 r−βct ,

D 62

where q has been set to q from (D.38). The co-vector field V is then given by

V r, t = χv × U r, t

=
qγ

4πr 3 v × r−βct =
qγc

4πr 3 β × r
D 63

□

D.3.3 Conservation Laws

So far, no physical meanings have been given to the vector fields U and V. Since
they satisfy theMaxwell-like equations, the conservation laws that hold for the EM
field are also applicable for the (U, V)-field.

D.3.3.1 Conservation of Energy

Let S = U ×V. From the Maxwell-like equations (D.34), one may find

∇ S = −U ∇ × V + V ∇ × U

= − j U− jm V− χU
∂U
∂t

− τV
∂V
∂t

= − j U− jm V−
1
2
∂

∂t
χ U 2 + τ V 2

D 64

The integral form of (D.64) over a finite region V bounded by S is

−

V

j U + jm V dV =

S

S undS +
∂

∂t
V

1
2

χ U 2 + τ V 2 dV , D 65
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where un is the unit outward normal of S. To give (D.65) a physical meaning, let us
assume that the vector S, which is also called Poynting vector, represents the
power flow density of the (U, V)-field measured in watts per square meter
(W/m2). The first term on the right-hand side then denotes the power flowing
out of S.The left-hand side can thus be interpreted as the power supplied by the
current sources j and jm, while the second term on the right-hand side can be
interpreted as the work done per second by the current sources to establish the
(U, V)-field. As a result, one may introduce the total (U, V)-field energy density w:

w = wU + wV , D 66

where wU and wV will be called the U-field energy density and V-field energy
density, respectively, defined by

wU =
1
2
χ U 2, wV =

1
2
τ V 2 D 67

D.3.3.2 Conservation of Momentum

Taking the partial derivative of the Poynting vector Swith respect to time andmak-
ing use of the Maxwell-like equations (D.34) yield

∂S
∂t

=
∂U
∂t

× V + U ×
∂V
∂t

=
1
χ

∇ × V− j × V−
1
τ
U × ∇ × U + jm

This can be written as

1
c2

∂S
∂t

+ τj × V + χU × jm = τ ∇ × V × V + χ ∇ × U × U

By using the vector identity (∇ ×A) ×A = − (1/2)∇ |A|2 + (A ∇)A, the above
equation may be rewritten as

1
c2
∂S
∂t

+ τj × V + χU × jm

= τ −
1
2
∇ V 2 + V ∇ V + χ −

1
2
∇ U 2 + U ∇ U

D 68

It follows from (D.26) and (D.31) that

1
c2
∂S
∂t

+ ρU + τj × V + ρmV + χU × jm

= τ −
1
2
∇ V 2 + V ∇ V + V ∇ V + χ −

1
2
∇ U 2 + U ∇ U +U ∇ U

D 69
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By use of the identities

∇ φ I = ∇φ, ∇ AB = ∇ A B + A ∇B,

(D.69) can be expressed in dyadic notations as

∇ T−
∂g
∂t

= f , D 70

where

g =
1
c2
S,

f = ρU + τj × V + ρmV + χU × jm,

T = χUU + τVV−
1
2
τ V 2 I −

1
2
χ U 2 I

The integral form of (D.70) over a finite region V bounded by S is

S

un TdS−

V

fdV =
∂

∂t
V

gdV D 71

Since the Poynting vector S has been interpreted as power flow density, the vec-
tor g can be interpreted as themomentum density of the field. As a result, f can

be interpreted as the force density acting on the sources by the field; un T can be

interpreted as the force per unit area acting on the surface S. Twill be called stress
tensor.

D.4 Interaction Between Two Systems

Consider two field systems (U1, V1) and (U2, V2), and their composite field will be
denoted by (U, V) with U = U1 +U2, V = V1 +V2. The stress tensor for the com-
posite field can be decomposed into

T = χUU + τVV−
1
2
τ V 2 I −

1
2
χ U 2 I = T1 + T2 + T12,

where T1 and T2 are the stress tensors for the systems (U1,V1) and (U2,V2), respec-
tively, and

T12 = χ U1U2+ U2U1 + τ V1V2+ V2V1 − χU1 U2 + τV1 V2 I

D 72
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is the stress tensor for the interaction between the two systems, called interaction
stress tensor. The interaction force between the two systems can be found by the
integration of (D.72) over a closed surface that encloses one of the systems

F12 =

S

un T12dS

= χ

S

U2 U1 un −U2 × un × U1 dS

+ τ

S

V2 V1 un −V2 × un × V1 dS

D 73

Example D.2 (Derivation of Inverse Square Law)
Consider the interaction between two static vector fields U1 andU2 (the prime for
the ontological field will be dropped in this example), which are generated by the
point ontological charges q1 and q2. The two charges are, respectively, placed at the
origin of the coordinate system r1 = (x1, y1, z1) and r2 = (x2, y2, z2), as illustrated in
Figure D.3. It will be assumed that both U1 and U2 are curl free ∇ ×U1 = ∇ ×
U2 = 0. According to the Helmholtz theorem (D.9), the expressions for the fields
U1 and U2 are given by

U1 =
q1r1
4πχr31

, U2 =
q2r2
4πχr32

D 74

In order to find the interaction between the two charges, the closed surface S in
(D.73) may be selected as an infinitely small sphere that encloses the ontological
charge q1. From (D.73), the force acting on q1 by the charge q2 can be written as

r1

r2

r12

y2

y1
x2

o2

z2
x1

o1

z1

Figure D.3 Two coordinate systems.
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F12 =

S

χ U2 U1 un −U2 × un × U1 dS

=

S

χU2
q1

4πχr21
dS = q1U2 at o1 = −

q1q2r12
4πχr32

D 75

This turns out to be the well-known Coulomb’s law if q1 and q2 are interpreted as
the electric charges and χ is set to ε0, orNewton’s law of gravitation if q1 and q2
are interpreted as masses and χ is set to −1/4πG (G is gravitational constant), both
becoming a derived result instead of an experimental fact. □

According to interaction force given by (D.75), a test charge q in the ontological
vector field U will be affected by a force

F r , t = q U r , t D 76

Since charge is conserved in different coordinate systems, one may set q = q .
Insertion of (D.21) into (D.76) gives

1
γ
F r , t = q α

− 1
U r, t + v × τV r, t

= q U r, t + v × τV r, t + q
1
γ
− 1

β β U r, t

β2

D 77

By use of β β E r, t = β β γα
− 1

E r , t = β β E r , t , (D.77) can be

written as

F r, t = q U r, t + v × τV r, t , D 78

where

F r, t =
1
γ
F r , t + 1−

1
γ

β β F r , t

β2

=
1
γ

F r , t + γ− 1
β β F r , t

β2
=

1
γ
α F r , t

D 79

may be interpreted as the force acting on the charge q, observed in the laboratory
system S. If U stands for a static electric field, (D.78) stands for the well-known
Lorentz force equation.

D.5 Applications

The theory presented above is applicable to any physical field and will be called the
unified theory for fields (UTF). The UTFwill now be applied to the EM field and
gravitational field. Let us first consider the electric field generated by an electric
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charge distribution. An observer, who is stationary with respect to the electric
charge distribution, will observe an electric field but no magnetic field; while
an observer, who is moving at a constant speed with respect to the charge distri-
bution, will observe both an electric field and a magnetic field. This observation
implies that the magnetic field is an effect of relativity caused by the movement
of the charge distribution. It has been experimentally verified (as stated by Cou-
lomb’s law) that there exists an inertial reference system in which an electric field
can be considered static. For this reason, theMaxwell equations are derivable from
a static electric field or a static scalar field via the theory of special relativity. In
other words, the Maxwell equations are implied by the theory of special relativity.
Similarly, Newton’s law of universal gravitation implies the existence of a static
gravitational field, and as a result, a gravitational wave exists and obeys the Max-
well-like equations. It is noted that both the static electric field and the static grav-
itational field are curl free, and it is relative motion that causes curls or rotations.
This explains why the nature has so many circular movements and helical struc-
tures. Figure D.4 shows the typical field pattern for the static (ontological) fields
and the helical structure.

D.5.1 Maxwell Equations Derived from a Static Electric Field

By experiment, there exists a static system S in which the following facts hold

∇ × E r , t = 0,

∇ E r , t =
1
ε0

ρ r , t ,
D 80

(a) (b)

Figure D.4 (a) Field pattern of the ontological field. (b) Helical structure.
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with ∂E /∂t = ∂ρ /∂t = 0. The vector field E is the static electric field measured in
volts per meter (V/m), the scalar field ρ is the electric charge density measured in
coulombs per cubic meter (C/m3) and is real, and ε0 = 8.85 × 10−12 (F/m) is the
permittivity in free space. Corresponding to the static electric field E , the Max-
well-like equations (D.34) can be written as

∇ × H r, t = ε0
∂E r, t

∂t
+ J r, t ,

∇ × E r, t = − μ0
∂H r, t

∂t
,

∇ E r, t =
1
ε0

ρ r, t ,

D 81

where μ0 = 1.26 × 10−6 is defined by μ0ε0 = 1/c2 and

E r, t = γα
− 1

E r , t ,

H r, t = ε0v × E r, t ,

ρ r, t = γρ r , t ,

J r, t = ρ r, t v

The co-vector H is defined as the magnetic field. Equation (D.81) is the
well-known Maxwell equations.

Remark D.3 A heuristic derivation of Maxwell equations starting from Cou-
lomb’s law together with the imposition of Galilean invariance was given in
[16]. In order to obtain the second equation of (D.34), one has to use an additional
assumption that the electric field E must satisfy the wave equation. □

D.5.2 Maxwell-Like Equations Derived from a Static Gravitational Field

By experiment, there exists an inertial system S in which the following facts hold

∇ × Eg r , t = 0,

∇ Eg r , t =
1
εg
ρg r , t ,

D 82

with ∂Eg ∂t = ∂ρg ∂t = 0. The vector fieldEg is the static gravitational fieldmeas-

ured in newton per kilogram (N/kg), the scalar field ρg is the mass density meas-

ured in kilogram per cubic meter (kg/m3) and is always positive, εg = − 1/
4πG = 1.19 × 109 (kg2/N m3), and G = 6.67 × 10−11 (N m2/kg2) is the gravita-
tional constant. For the static gravitational field Eg r , t defined by (D.82), the

Maxwell-like equations (D.34) become
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∇ × Hg r, t = εg
∂Eg r, t

∂t
+ Jg r, t ,

∇ × Eg r, t + μg
∂Hg r, t

∂t
= 0,

∇ Eg r, t =
1
εg
ρg r, t ,

D 83

where μg = − 9.3 × 10−27 is a very small number defined by μgεg = 1/c2, and

Eg r, t = γα
− 1

Eg r , t ,

Hg r, t = εgv × Eg r, t ,

ρg r, t = γρg r , t ,

Jg r, t = ρg r, t v

The co-vector field Hg(r, t) is referred to as gravitomagnetic field, which is
similar to what was first introduced by Heaviside in 1893 as the analog of magnetic
force, more than a decade before the invention of special relativity by Einstein [20].
The linear Maxwell-like equations (D.83) give a field theory for the gravity, which
was either introduced earlier as an assumption [20, 21] or derived from the Ein-
stein field equation using a weak field approximation as will be discussed below.
They clearly indicate that the gravitational interaction propagates at light speed. In
a weak gravitational field, the theory of general relativity also predicts that the
gravitational wave propagates at light speed. Note that the minus sign before μg
and εg can be made to disappear by changing the sign of Eg.

D.6 Maxwell-Like Equations Derived from Einstein
Field Equations

The Maxwell-like equations (D.83) will now be re-derived from the Einstein field
equation. According to the general principle of relativity, all the reference systems
are equivalent with respect to the formulation of the fundamental laws of physics.
In an accelerated system relative to an inertial system, fictitious forces occur and
are interpreted as gravitational forces. Such an interpretation is validated by the
fact that the fictitious forces and gravitational forces all act on the mass particles
and are independent of the mass of particles. The fictitious forces are very much
like the magnetic field caused by relative motion as discussed before. The term
“gravito-electromagnetism (GEM)” has been used to describe the Maxwell-like
equations obtained from Einstein’s famous field equations in the weak gravita-
tional field approximation. The GEM has been discussed by a number of authors
and a review can be found in [27]. For a brief introduction to the theory of general
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relativity and the notations used below, please refer to [28]. The Einstein’s field
equation is nonlinear and given by

Rμν −
1
2
gμνR =

8πG
c4

Tμν, D 84

where Rμν is Ricci tensor, R is scalar curvature, gμν is the metric tensor, and Tμν is
the stress-energy (or energy-momentum) tensor. The tensor Tμν acts as the sources
of the gravitational field and contains all types of mass densities and energy den-
sities except for the energy density of the gravitational field itself. Equation (D.84)
can be used to re-derive theMaxwell-like equations (D.83) based on the weak grav-
itational field approximation. In fact, the metric tensor gμν may be written as

gμν = ημν + hμν, D 85

where ημν = diag(1, 1, 1,− 1) is the Minkowski flat metric. By a weak gravitational
field approximation or linearized gravity, it means that only the terms linear in hμν
are retained when (D.85) is substituted into Einstein’s field equation. The Chris-
toffel symbol Γαμν may be approximated by

Γα
μν =

1
2
gαβ ∂μgνβ + ∂νgμβ − ∂βgμν

≈
1
2
ηαβ ∂μhνβ + ∂νhμβ − ∂βhμν ,

D 86

where ∂μ = ∂/∂xμ denotes the derivative operator associated with the flat metric
ημν, and Einstein summation convention is used. Retaining the linear terms in
hμν, the Ricci tensor Rμν is given by

Rμν = ∂αΓα
μν − ∂μΓα

αν + Γα
μνΓβ

αβ −Γα
μβΓβ

να

≈ ∂αΓα
μν − ∂μΓα

αν

D 87

It follows from (D.86) that the partial derivatives of the Christoffel symbol are
given by

∂αΓα
μν = ∂α

1
2
ηαβ ∂μhνβ + ∂νhμβ − ∂βhμν

=
1
2
ηαβ ∂α∂μhνβ + ∂α∂νhμβ − ∂α∂βhμν ,

D 88

∂μΓα
αν = ∂μ

1
2
ηαβ ∂αhνβ + ∂νhαβ − ∂βhαν

=
1
2
ηαβ ∂μ∂αhνβ + ∂μ∂νhαβ − ∂μ∂βhαν

D 89
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Substituting (D.88) and (D.89) into (D.87) gives the Ricci tensor

Rμν =
1
2
ηαβ ∂α∂νhμβ − ∂α∂βhμν −

1
2
ηαβ ∂μ∂νhαβ − ∂μ∂βhαν

=
1
2

∂β∂νhμβ − ∂β∂βhμν −
1
2

∂μ∂νh− ∂μ∂
αhαν ,

where h = ημνhμν = hββ. The scalar curvature is then given by

R = ημνRμν

=
1
2

∂β∂μhμβ − ∂β∂βh −
1
2

∂ν∂νh− ∂ν∂αhαν

= ∂α∂βhαβ − ∂β∂βh

The Einstein tensor can thus be approximated by

Gμν = Rμν −
1
2
gμνR

=
1
2

∂β∂νhμβ − ∂β∂βhμν −
1
2

∂μ∂νh− ∂μ∂
αhαν −

1
2
ημν ∂α∂βhαβ − ∂β∂βh

D 90

The above expression can be simplified by introducing

hμν = hμν −
1
2
ημνh,

and the Einstein tensor (D.90) becomes

Gμν =
1
2

∂β∂νhμβ − ∂β∂βhμν −
1
2

∂μ∂νh− ∂μ∂
αhαν

−
1
2
ημν ∂α∂βhαβ − ∂β∂βh

+
1
4

∂μ∂νh− ∂β∂βhημν +
1
4
∂μ∂νh−

1
4
ημν∂

α∂αh

=
1
2

∂β∂νhμβ − ∂β∂βhμν +
1
2
∂μ∂

αhαν −
1
2
ημν∂

α∂βhαβ

= −
1
2
∂β∂βhμν +

1
2
∂β∂νhμβ +

1
2
∂μ∂

βhβν −
1
2
ημν∂

α∂βhαβ

D 91

After enforcing the transverse gauge condition

∂αhαβ = 0,

one obtains

Gμν = −
1
2
∂β∂βhμν D 92
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As a result, Einstein’s field equation (D.84) reduces to the wave equation

□hμν = −
16πG
c4

Tμν, D 93

where□ = ημν∂μ∂ν is the flat-space-time wave operator. The wave equation (D.93)
admits the retarded solution

hμν =
4G
c4

V

Tμν r , t−R c
R

dV r , D 94

where R = |r− r |. Note that

Tμν =

ρg0u1u1 ρg0u1u2 ρg0u1u3 ρg0u1u4

ρg0u2u1 ρg0u2u2 ρg0u2u3 ρg0u2u4

ρg0u3u1 ρg0u3u2 ρg0u3u3 ρg0u3u4

ρg0u4u1 ρg0u4u2 ρg0u4u3 ρg0u4u4

=

ρgv1v1 ρgv1v2 ρgv1v3 − ρgcv1

ρgv2v1 ρgv2v2 ρgv2v3 − ρgcv2

ρgv3v1 ρgv3v2 ρgv3v3 − ρgcv3

− ρgcv1 − ρgcv2 − ρgcv3 ρgc
2

,

where ρg0 is the rest mass density in the co-moving system, ρg = ρg0 1− v c 2 is

the mass density in the laboratory system, uμ is four velocity, and v = (v1, v2, v3)
is the speed of the matter distribution ρg0 . One can now introduce the GEM

potentials ϕg and Ag = (Ag1, Ag2, Ag3) defined by

h44 = −
4
c2
ϕg =

4G
c4

V

c2ρg r , t−
R
c

R
dV r ,

h4i =
4Agi

c
=

4G
c4

V

− cJgi r , t−
R
c

R
dV r , i = 1, 2, 3 ,

D 95

where Jg = ρgv = (Jg1, Jg2, Jg3). Thus,

ϕg =

V

ρg r , t−
R
c

4πεgR
dV r ,

Ag =

V

μgJg r , t−
R
c

4πR
dV r , i = 1, 2, 3 ,

D 96
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where εg = − 1/4πG, μg = − 4πG/c2. The scalar and vector potentials satisfy the
Lorenz gauge condition

∇ Ag +
1
c2

∂ϕg

∂t
= 0, D 97

which is equivalent to the continuity equation

∇ Jg +
∂ρg
∂t

= 0 D 98

One can now define the GEM fields through

Eg = −∇ϕg −
∂Ag

∂t
, μgHg = ∇ × Ag

It is easy to show that these fields satisfy the Maxwell-like equations

∇ × Hg = εg
∂Eg

∂t
+ Jg,

∇ × Eg = − μg
∂Ηg

∂t

D 99

Consequently, there is an analogy between EM wave and gravitational wave.
The gravitomagnetic field Hg is usually resulted from the rotation of mass, and
has the dimension of angular velocity. Compared with the gravitational attraction,
the gravitomagnetic field is often too weak to be observed [29].

D.7 Universal Laws of Nature Derived from UTF

Maxwell equations are the crown jewel of physics, and they have a long history and
have accumulated a rich, deep knowledge base that can be borrowed and applied
to the study of the Maxwell-like equations (D.34). The Maxwell-like equations are
not only suited for the EM fields, but also for any physical system of fields which
has a time-independent state. For this reason, many areas have yet to be explored.
The UTF indicates that an observer moving relative to an ontological vector field
U (or a scalar field ϕ ) will detect a dominant vector fieldU and a co-vector fieldV,
the latter being originated from the ontological field U and the relative motion.
The two vector fields U and V satisfy the Maxwell-like equations and constitute
an EM-like field that travels at light speed. It is the relative motion that causes
the ontological vector field U (or a scalar field ϕ ) to emerge as two vector fields
U andVwith respect to amoving observer. This discloses that the light and thus all
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the phenomena that can be observed are originated from relative motion. The UTF
also shows that if the curl of the ontological fieldU is zero or has a scalar potential
function, the V-charge density ρm will not occur relative to a moving observer.
Especially, if the ontological field is the static electric field, this implies that the
magnetic charge will not occur, explaining why the experimental search for mag-
netic monopole particles has been in vain. Since the (U, V)-field in the UTF stand
for any physical system of fields that is generated by an arbitrary ontological (or
static) field, the following universal laws of nature can be derived from the
UTF. They govern all the phenomena that can be observed and are philosophically
important.

1) The Law of “Light”: Relative motions generate “light.” The “light” here
means any field that travels at the light speed relative to the observer, including
the EM field and gravitational wave that have been discovered. If all relative
motions are stopped, there was nothing to be seen.

2) The Law of Attraction and Repulsion: All sources (such as matters or
charges) in nature intend to attract or repel each other due to the interactions
among the fields generated by the sources.

3) The Law of Opposite and Complementary: A phenomenon is defined as a
(U, V)-field, and is composed of two aspects U and V, which are opposite and
complementary to each other. If one of them is getting stronger (or weaker), the
other will start to oppose (or support) it.

4) The Law of Cause and Effect: One phenomenon can cause another if there
exists interaction among them. Essentially, the ontological fields cause all phe-
nomena due to relative motions.

5) The Law of Phenomenology and Ontology: A phenomenon is a manifesta-
tion of an ontological field due to relative motion. Phenomenon and ontological
field are an integral whole, like waves and water, and they are not two distinct
things.

6) The Law of Conservation of Energy and Momentum: Phenomenon has
energy and momentum, both being conserved.

There is nothing in the world except empty curved space. Matter, charge,
electromagnetism, and other fields are only manifestations of the curvature
of space.

– John Archibald Wheeler (American theoretical physicist, 1911–2008)

Reality is merely an illusion.
Albert Einstein
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Index

a
absolute gain 157

Ampère’s law 4

aperture coupling 117

angular prolate spheroidal wave

functions 339

anisotropic medium 6, 13

antenna

aperture 276–280
bowtie 297–299
coaxial aperture 279

crossed-dipole 293–294
dipole near conducting sphere 271

finite length wire 273

horizontal dipole 261

loop 267

microstrip patch 280–290
spherical dipole 269–270
vertical dipole 257–261

antenna parameters 152

antenna efficiency 154

bandwidth 154, 157, 202, 220,

226–227
directivity 156
equivalent area 160
factor 160

gain 157
matching network efficiency 154
open circuit voltage 160–161
quality factor 163, 182–220
radiated power 162
radiation efficiency 154
radiation intensity 156

radiation pattern 156

radiation resistance 162,

203–204, 279
vector effective length 159–161, 259,

264, 268, 270, 273, 283, 288, 306

antenna array

beam shaping in complicated

environment 359

beam shaping in free space 356

binomial array 312–314
broadside array 307, 310, 324–327
circular array 313–314
end-fire array 307, 310

focused on a single point 351

focused on multiple points 354

generalized Yagi-Uda antenna 365

linear array 307–313
multi-beam 361

multi-null steering 374
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antenna array (cont’d)
phased linear array 307

planar array 316–317
smart antenna for handheld

device 366

array factor 305–306
associated Legendre

functions 20–21, 165

b
basis 55

Beltrami flow 61

Bessel equation 17

Bessel functions 17–18, 210, 315
bi-anisotropic medium 6

boundary condition 5

Dirichlet 14, 32

of electric type 45

free 35

of magnetic type 45

natural 35

Neumann 14, 32

Robin 14, 32

c
carrier frequency 185

cavity resonator

with one port 118

with openings 117

radiated fields in 110

with two ports 120

characteristic impedance 83

characteristic mode 2

charge density

electric 3

magnetic 4

surface 5

Chebyshev polynomial 323

circumscribing sphere of antenna

(source) 152, 176, 206

combinatory number 312

co-moving system 389

compensation theorem 251–252
complete 38, 40, 50

completeness identity 42

completeness of associated Legendre

functions 21

completeness of eigenfunctions 38, 51

complex amplitudes 5

conduction current 4

conservation of electromagnetic field

energy 7–12
continuity equation 4

continuous line source 327

Coulomb’s law 4, 387–388, 405–407
co-vector field 393–395, 400–401,

408, 412

curl operator 61

eigenfunctions of 62

current density

electric 3

magnetic 4

surface 5

cutoff wavenumber 72, 75–78, 137

d
depth of focus 340

differential equations with variable

coefficients 39

Dirac delta function 22

Dirichlet problem 32

displacement current 4

dissipated electric field energy

density 11, 184, 192, 193

dissipated magnetic field energy

density 11, 184, 193

Dolph-Chebyshev method 323–327
dominant vector field 393

dyadic 24, 383

418 Index



dyadic Green’s functions 24–27
for cavity resonator 116–117,

133–134
electric 25

magnetic 25

plane-wave expansions for 64–65
for spherical waveguide (free

space) 176, 244

for waveguide 87–88, 91, 141
for waveguide cavity

resonator 133–134

e
effective isotropic radiated power 343

eigenfunctions 16, 29, 32–66
completeness of 38

of curl operator 62–64
orthonormal 39

eigenmode expansion method 2

eigenpair 29

eigenvalue 1–66
eigenvalue problems 1–66

for Hermitian matrix 29

for Laplace operator on scalar field 32

for Laplace operator on vector

field 44

Ritz method for 55

electric field intensity 3

electric induction intensity 3

E-plane 156

enumeration function 37

equivalence theorem 12, 335

Euler-Lagrangian equation 28

extended MMPTE (EMMPTE)

369–373
array with specified energy

distribution 370

array with specified power

distribution 372

extremum theorem 28

f
Faraday’s law 4

far-field pattern 159,

182, 245

electric 159

magnetic 159

far-zone field 159, 181, 306

field energy density 7

electric 8

magnetic 8

field regions 155

far-field 155

Fraunhofer region 155

Fresnel region 155

radiating near-field 155

reactive near-field 155

force density 403

force-free field 61

Foster reactance theorem for

antenna 203

Fourier-Bessel expansion theorem 18

Fourier integral representation 43

Fourier transform method

327–330
free-space path loss 343

Friis transmission formula 343

functional 28–29, 348
fundamental field patterns 88, 141, 176

fundamental solution 22

fundamental theorem of vector

calculus 58

g
generalized constitutive relations 5

generalized Helmholtz theorem 64

generalized Maxwell equations 3–6, 64,
80, 103, 126, 168

generalized Ohm’s law 5

gradient of functional 28

gravitomagnetic field 408

Index 419



guidelines for small antenna

design 226–230
Green’s first identity 33–34, 39, 49
Green’s function 21–24
Green’s second identity 33

guide wavelength 83

h
half power beam width 156

Hankel functions 17

harmonic component 54

harmonic functions 16

Helmholtz equation

scalar 14–27, 81–83
vector 44–54, 72, 89

Helmholtz identity 58

Helmholtz theorem 57–61
in finite region 59

generalized 64

in infinte space 57

for time-dependent field 60

Hermitian matrix 29–31
H-plane 156

Huygens’ principle 13

i
identity dyadic 6, 25, 158, 383, 390

impressed current source 4

impressed electric field 4

induced current 4, 27, 93, 95–97,
246–247, 252, 271, 286

inner product 28, 32–33, 39, 45, 133,
197–198, 223, 291, 337, 345

inner product space 28

impulse response 22

input impedance (admittance)

for antenna 154, 160, 202–203, 270
for cavity resonator 120

for microstrip antenna 284

integral equations

for compoisite structure 252–254
for wire antenna 254–257

interaction stress tensor 404

irrotational component 58–59
isotropic medium 6

k
Klein-Gordon equation 104–105,

142, 145

l
laboratory system 389

Lagrangian equation 28, 29, 348

Lagrangian function 55, 348

Laplace equation 15, 23, 77, 164

Law of “Light” 413

Law of Attraction and Repulsion 413

Law of Cause and Effect 413

Law of Conservation of Energy and

Momentum 413

Law of Opposite and

Complementary 413

Law of Phenomenology and

Ontology 413

Legendre equation 19

Lenz’s law 4, 395

load reflection coefficient matrix

345

Lommel’s polynomial 210,

216–217
longitudinal component 54,

57, 61

Lorentz force equation 405

Lorentz transformation 389

lower bound for antenna quality

factor 218–220

m
magnetic charge density 4–5
magnetic current density 4–5

420 Index



magnetic field intensity 3

magnetic induction intensity 3

Maxwell equations 3–13, 71, 89, 111,
114, 230, 406

method of induced electromotive

force 162

method of Lagrangian

multipliers 55, 348

method of maximum power transmission

efficiency (MMPTE)

343–351
constrained MMPTE (CMMPTE) 347

unconstrained MMPTE

(UMMPTE) 346

weighted MMPTE (WMMPTE) 347

method of separation of

variables 14–21, 75–76, 164
modal current 80

frequency-domain 80–82, 119,
127–130, 153, 170, 172,
235, 250

time-domain 102–104, 142–144
modal expansions

for the dyadic Green’s functions in
cavity resonator 114–117

for the dyadic Green’s functions in free

space 168–182
for the dyadic Green’s functions in

waveguide 79–92
for the fields in cavity

resonator 114–117
for the fields in free space 168–182
for the fields in waveguide

79–92
modal quality factors 206–220
modal voltage

frequency-domain 80–82, 119,
127–130, 153, 170, 172, 235, 250

time-domain 102–104, 142–144
momentum density 403

n
narrow-band analysis 185–193
natural resonance mode

109, 120

Neumann problem 32

Newton’s law of gravitation 405

norm 32, 45

normalized array factor 308

normalized incident wave 334

normalized reflected wave 334

o
ontological charge 395

ontological scalar field 397

ontological sources 391

ontological vector field 391

operator 28

identity 22

Laplace 32

positive-bounded-below 55

self-adjoint 28

surface divergence 166

surface gradient 165

symmetric 33

p
partial derectivities 157

partial gains 157

Pascal triangle 312

pattern multiplication 307

permeability 6

permittivity 6

phasors 5

plane-wave expansion 44, 64–65
Pocklington’s integral-differential

equation 257

power

accepted by antenna 153

input to the matching network 153

radiated 153

Index 421



power (cont’d)
received by the load of antenna 153

reflected back to the source 153

power transmission efficiency

(PTE) 330–343
power transmission formula 331

between two antenna array 344–349
between two arbitrary antennas 331

between two planar

apertures 335–340
Poynting theorem 7, 10, 162, 184,

195, 207

Poynting vector 7–8, 161–162, 184,
283, 402

product of gain and bandwith

(PGB) 152, 220–221, 226–230
product space 45

pulse-modulated sinusoidal signal 189

r
radial prolate spheroidal function 339

radiated field

in cavity resonator 110–117
energy of antenna 195, 199–202
in spherical waveguide 163–182
in waveguide 79–92

radiation pattern 156

back lobe 156

grating lobe 309

half power beam width 156

major lobe 156

minor lobe 156

side lobe 156

ratio of gain over QF 198–199, 206,
220–226

Rayleigh quotient 28, 30, 33, 46, 55,

198–199, 203, 337–338, 345
realized gain 157

received isotropic power 343

reciprocity 13, 160, 332–334, 337

Lorentz form of 13

Rayleigh-Carson form of 13

reference plane 152–153
Rellich’s theorem 37, 49

resonant modal theory 290–301
Ritz method 55–57
RLC circuit 183–184, 194,

203, 205

Robin problem 32

s
scattered field 27, 93, 95–98, 247,

251–252, 272
Schelkunoff-Love Equivalence theorem

(principle) 12, 92, 97,

247–248, 276
Schelkunoff unit circle method

320–322
separation constants 15–21
Silver-Müller radiation condition 159

sinc function 319

singular function expansion 2

singularity expansion method 2

small antenna design 226–230
solenoidal component 58

space factor 318, 327

spectral decomposition 30

spectral representation of the delta

function 42

spherical Bessel functions 19–20,
213–215, 233

spherical Hankel functions 19,

210–214, 273
spherical harmonics 164–165, 169, 180,

200, 270

spherical vector wave functions

(SVWFs) 176, 180–181
spherical waveguide 163

dyadic Green’s functions for 176

field expansions in 168–180
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field expansions in time

domain 230–238
fundamental field patterns in 176

vector modal functions in 166

static system 389

stored field energy density

of antenna 194–197
in general materials 11, 184–193
stored electric field energy density in

general materials 11, 184–193
stored magnetic field energy density in

general materials 11, 184–193
stored electric field energy density of

antenna 194–197
stored magnetic field energy density of

antenna 194–197
stress tensor 403

Sturm-Liouville equation 40

superposition theorem 7

t
TE mode 71

TEM mode 71

TM mode 71

time-domain (transient) fields

in cavity resonator 141–149
in spherical waveguide 230–238
in waveguide 102–107

time-domain spherical transmission line

equations 233

transverse component 54, 57, 61

trial function 34–57

u
unified theory for fields (UTF)

387–413
universal pattern 308, 321

upper bounds

for bandwidth 227

for the product of gain and bandwidth

(directive antenna) 221–224,
226–230

for the product of gain and bandwidth

(omni-directional

antenna) 224–230

v
variational method 27–29
vector modal functions,

for cavity resonators 112–124
divergenceless 109

electric 112

irrotational 109

magnetic 112

for spherical waveguide 164–180,
259, 265

static 109–110
for waveguides 72–107, 277–278

w
wave equations 6, 111, 135, 142, 180

waveguide

circular 76

coaxial 77

conducting obstacles in 95–97
coupling by small aperture 97–101
discontinuities in 92

dyadic Green’s functions for 87–88
excitation of 92–95
fundamental field patterns of 88

radiated fields in 79–92
rectangular 75

transient fields in 102–107
waveguide cavity resonator

circualar 137

coaxial 139

dyadic Green’s functions for 133–134
field expansions in 133–134

Index 423



waveguide cavity resonator (cont’d)
rectangular 136

transient fields in 141–149
waveguide modes

TEM modes 71

TE modes 71

TM modes 71

wave impedance 83, 88, 179,

277, 335

wavenumber 6

Wilcox theorem 169

wireless power transmission

(WPT) 331, 343–375
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