


Artificial Intelligence for  
Capital Markets 

Artificial Intelligence for Capital Market throws light on the application of AI/ML 
techniques in the financial capital markets. This book discusses the challenges posed by 
the AI/ML techniques as these are prone to “black box” syndrome. The complexity of 
understanding the underlying dynamics for results generated by these methods is one of 
the major concerns which is highlighted in this book. 

Features:   

• Showcases artificial intelligence in the finance service industry  

• Explains credit and risk analysis  

• Elaborates on cryptocurrencies and blockchain technology  

• Focuses on the optimal choice of asset pricing model  

• Introduces testing of market efficiency and forecasting in the Indian Stock Market 

This book serves as a reference book for academicians, industry professionals, traders, 
finance managers and stock brokers. It may also be used as a textbook for graduate-level 
courses in financial services and financial analytics.   



http://taylorandfrancis.com
http://taylorandfrancis.com


Artificial Intelligence for  
Capital Markets  

Edited by 
Syed Hasan Jafar 
Hemachandran K 
Hani El-Chaarani 

Sairam Moturi 
Neha Gupta 

https://www.crcpress.com


Front cover image: jamesteohart/Shutterstock  

First edition published 2023 
by CRC Press 
6000 Broken Sound Parkway NW, Suite 300, Boca Raton, FL 33487-2742 

and by CRC Press 
4 Park Square, Milton Park, Abingdon, Oxon, OX14 4RN 

CRC Press is an imprint of Taylor & Francis Group, LLC 

© 2023 selection and editorial matter, Syed Hasan Jafar, Hemachandran K, Hani El-Chaarani, Sairam Moturi, 
and Neha Gupta; individual chapters, the contributors 

Reasonable efforts have been made to publish reliable data and information, but the author and publisher 
cannot assume responsibility for the validity of all materials or the consequences of their use. The authors 
and publishers have attempted to trace the copyright holders of all material reproduced in this publication 
and apologize to copyright holders if permission to publish in this form has not been obtained. If any 
copyright material has not been acknowledged please write and let us know so we may rectify in any future 
reprint. 

Except as permitted under U.S. Copyright Law, no part of this book may be reprinted, reproduced, 
transmitted, or utilized in any form by any electronic, mechanical, or other means, now known or hereafter 
invented, including photocopying, microfilming, and recording, or in any information storage or retrieval 
system, without written permission from the publishers. 

For permission to photocopy or use material electronically from this work, access www.copyright.com or 
contact the Copyright Clearance Center, Inc. (CCC), 222 Rosewood Drive, Danvers, MA 01923, 978-750- 
8400. For works that are not available on CCC please contact mpkbookspermissions@tandf.co.uk 

Trademark notice: Product or corporate names may be trademarks or registered trademarks and are used 
only for identification and explanation without intent to infringe. 

Library of Congress Cataloging-in-Publication Data 
Names: Jafar, Syed Hasan, editor. 
Title: Artificial intelligence for capital markets / edited by Syed Hasan Jafar, Hemachandran K.,  
Hani El-Chaarani, Sairam Moturi, Neha Gupta. 
Description: Boca Raton : Chapman & Hall/CRC Press, 2023. | Includes bibliographical references and index.|  
Identifiers: LCCN 2022051420 (print) | LCCN 2022051421 (ebook) | ISBN 9781032353937 (hardback) |  
ISBN 9781032356303 (paperback) | ISBN 9781003327745 (ebook) 
Subjects: LCSH: Capital market. | Artificial intelligence. | Machine learning 
Classification: LCC HG4523 .A76 2023 (print) | LCC HG4523 (ebook) |  
DDC 332/.0415‐‐dc23/eng/20230111 
LC record available at https://lccn.loc.gov/2022051420 
LC ebook record available at https://lccn.loc.gov/2022051421 

ISBN: 978-1-032-35393-7 (hbk) 
ISBN: 978-1-032-35630-3 (pbk) 
ISBN: 978-1-003-32774-5 (ebk)   

DOI: 10.1201/9781003327745  

Typeset in Minion 
by MPS Limited, Dehradun   

www.copyright.com
mailto:mpkbookspermissions@tandf.co.uk
https://lccn.loc.gov/2022051420
https://lccn.loc.gov/2022051421
https://doi.org/10.1201/9781003327745


Contents  

Preface, vii 

About the Editors, ix 

Contributors, xi 

CHAPTER 1 ■ Artificial Intelligence in the Financial Services Industry 1 
MUNEER SHAIK 

CHAPTER 2 ■ Machine Learning and Big Data in Finance Services 13 
MAHMOUD EL SAMAD, HASSAN DENNAOUI, AND SAM EL NEMAR 

CHAPTER 3 ■ Artificial Intelligence in Financial Services: Advantages 
and Disadvantages 28 
ROLA SHAWAT, ABANOUB WASSEF, AND HEBATALLAH BADAWY 

CHAPTER 4 ■ Upscaling Profits in Financial Market 41 
JAY CHAWLA, ROHIT BAKOLIYA, JITENDRA JAT, JIGNESH JINJALA, MANALI PATEL,  

AND KRUPA N. JARIWALA 

CHAPTER 5 ■ Credit and Risk Analysis in the Financial and Banking 
Sectors: An Investigation 57 
GEETHA MANOHARAN, SUBHASHINI DURAI, GUNASEELAN ALEX RAJESH, AND 

SUNITHA PURUSHOTTAM ASHTIKAR 

CHAPTER 6 ■ Cryptocurrencies and Blockchain Technology 
Applications 73 
YAHYA SKAF 

CHAPTER 7 ■ Machine Learning and the Optimal Choice of Asset 
Pricing Model 91 
ALEKSANDER BIELINSKI AND DANIEL BROBY 

CHAPTER 8 ■ Testing for Market Efficiency Using News-Driven 
Sentiment: Evidence from Select NYSE Stocks 128 
S RANGAPRIYA AND MADHAVI LOKHANDE 

v 



CHAPTER 9 ■ Comparing Statistical, Deep Learning, and Additive 
Models for Forecasting in the Indian Stock Market 141 
VAIBHAV SHASTRI 

CHAPTER 10 ■ Applications and Impact of Artificial Intelligence in the 
Finance Sector 159 

POKALA PRANAY KUMAR, DHEERAJ ANCHURI, SYED HASAN JAFAR,  

DEEPIKA DHINGRA, AND HANI EL-CHAARANI 

INDEX, 169  

vi ▪ Contents 



Preface  

A RTIFICIAL INTELLIGENCE (AI) systems are machine-based systems with varying levels 
of autonomy, that are used to make predictions, decisions or recommendations for 

a given set of human-defined objectives. These systems have gained immense popularity 
in recent times and almost every sector and industry are exploring its application in some 
or another way. With the advent of big data and data analytics, there is an increase in the 
data sources and data volumes which have resulted in search of techniques which can 
help analyse such huge volumes quickly and efficiently. AI techniques such as machine 
learning (thereafter ML) present themselves as a feasible solution that uses massive 
amounts of data from alternative data sources to learn and improve predictability and 
performance through experience. Learning by experience is one characteristic of the AI 
models which caters to its immense popularity, without being programmed to do so by 
humans. 

The global financial sector is also experiencing the deployment of AI models through 
algorithm trading, credit underwriting, blockchain-based financial services, asset 
management and many more. Many financial firms are adopting AI in order to drive 
their competitive advantage by improving the firms’ efficiency via cost reduction and 
productivity improvement delivering higher profitability. And, by enhancing the quality 
of financial products and services, in terms of customization, presented to the customers. 
The AI/ML models help these firms in the optimization of processes, automation of 
functions, enhancing the decision-making processes, and improved risk management and 
regulatory compliance. 

AI in Finance presents and explores the most recent advances in the application of 
innovative and emerging AI/ML models in the financial industry. The main contribution 
of this book is to provide new theoretical and applied AI perspectives to find solutions to 
unsolved finance questions. This volume presents the applicability of various machine 
learning models such as Support Vector Regression, Regression trees and Markov 
Switching Models in asset pricing and portfolio theory, Artificial Neural Networks 
(ANNs) in asset pricing, stock market forecasting utilizing a deep learning model, credit 
and risk analysis of borrowers using Random Forest Algorithms, examining market 
efficiency using news-driven sentiment, employing LSTM and RNNs for technical 
analysis, and price forecasting using deep learning and additive models in financial 
markets. 

Apart from presenting the novel applications in the financial sector, this book also 
offers insights into the challenges presented by the adoption of AI/ ML models. It is 
necessary to talk about AI applications in finance that may create or intensify the 

vii 



financial as well as non-financial risks, leading to consumer and investor protection 
considerations. The complexity in understanding the functioning of these models and 
how they generate results could create possible incompatibilities with existing supervision 
and governance frameworks. The heightened risk of data breach and cyber security is 
accompanied with the lack of proper reasoning behind the results generated by these AI 
models which is one of the major disadvantages of their adoption.  
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1.1 INTRODUCTION 
Four major revolutions have occurred in the history of the world. In 1784, the first 
revolution took place with the launch of the earth’s foremost steam engine. The next 
occurred in 1870, with the invention of electricity. The third was in 1969, when the world 
was first introduced to information technology, and the fourth is the present artificial 
intelligence (AI) revolution. The contemporary revolutionary epoch is characterized by 
high levels of automation and global connectedness, both necessitate the use of AI. 

AI has the potential to radically alter human history, and this is especially true in the 
case of massive data. Global funding to AI companies hit $15.1 billion in Q1 2022, 
according to CB Insights’ State of AI Report 2022.1 The overall number of AI unicorns 
has increased by 10% year over year to 141. The United States accounted for 79% of new 
unicorn births, whereas Europe accounted for 14%. In the first quarter of this year, only 
one new unicorn was born in Asia. In Q1’22, AI contributed for 12% of all fresh unicorns 
created throughout the venture capital landscape. In the first quarter of this year, 
56 Fintech AI startups raised $900 million in 56 agreements. According to the research, 
Asia ($395 million) received the most Fintech AI funding in Q1’22, followed by the 
United States ($334 million), Europe ($112 million), Canada ($37 million), and all other 
areas ($3 million). In Q1’22, the United States and Asia each secured 36% of financial AI 
transactions. AI financing in India has increased by 519% year over year thanks to a $360 
million mega-round. 

The opportunities that AI technologies provide are reflected in their expanding 
acceptance and usage. Because of its potential to allow huge benefits for enterprises, 
individuals, and marketplaces, AI has risen to the top of corporate innovation agendas. 
Academicians and regulators are dedicating time and money to developing governance 
concepts, internal practices, and techniques for responsible and ethical AI, as it has the 
power to reshape financial services in new ways. It is our common responsibility to 
guarantee that this transition is carried out responsibly and also in a manner that 
benefits society. 

The study probes the usage of AI in finance and discusses the questions like: What are 
the challenges of AI in the financial services industry? What function does AI serve in the 
financial sector? What does the future of AI in finance entail? 

The rest of the chapter is organized as follows: section 1.2 discusses about AI and its 
types and subsets. Section 1.3 covers the applications of AI in finance. The issues of AI in 
finance are discussed in section 1.4, and then in section 1.5, we highlight the future trends 
of AI in finance and finally conclude in section 1.6. 
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1.2 ARTIFICIAL INTELLIGENCE 
AI is a huge technological innovation that has us all buzzing about its amazing potential 
in the age of technology. “The application of cognitive tools to perform duties that 
traditionally involve human sophistication is widely referred to as AI” (Financial Stability 
Board, 2017). 

1.2.1 Types of AI 
AI is divided into two types: (1) symbolic AI and (2) statistical AI. Symbolic AI works by 
converting human understanding and rational arguments into rules that may be ex-
plicitly coded. “If a payment exceeds Rs. 10,000, then it should be flagged for review 
process,” for example. Between the 1950s and the 1980s, symbolic AI was the most 
popular approach in AI research. Statistical AI, on the other hand, relates to the creation 
of data-driven, bottom-up systems. AlphaZero is an example of a computer software that 
can play extremely complex games. 

Furthermore, advances in statistical AI enabled by rapid gains in computational 
capabilities, breakthroughs in algorithm methodologies, and considerable improvements 
in existing data can be separated into two subsets: general AI and narrow AI. General AI 
refers to systems that have universal abilities on par with those of the human mind. It is a 
goal rather than a reality. The AI systems that we see in business today are narrow AI 
systems. These systems’ capabilities are constrained by the relatively restricted pre- 
defined tasks for which they were designed. The performance of narrow AI systems may 
possibly exceed that of humans for certain niche activities. Recent achievements in image 
recognition and sophisticated games such as chess demonstrate this. Unless otherwise 
stated, narrow AI is what we mean when we use the term “AI” (figure 1.1). 

1.2.2 Subcategories of AI 
Machine learning (ML) and deep learning (DL) are subcategories of AI applications. 
Although AI is described as a computer’s ability to make intelligent human-like decisions 

FIGURE 1.1 Types of AI.    
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and improve over time, ML necessitates the development of models, primarily statistical 
methodologies that can be developed and provide accurate predictions. ML is a sub- 
category of AI, which is a wide field. ML is a tremendously active study topic that en-
compasses a wide range of methodologies that are constantly evolving. Supervised 
learning, unsupervised learning, and reinforcement learning are the three main meth-
odologies that may be separated at a high level. These three approaches cover a wide 
range of individual ML methods, including linear regression, decision trees (DTs), 
support vector machines (SVMs), artificial neural networks (ANNs), and ensemble 
methods. Further, DL has recently produced impressive results in a variety of domains, 
including image identification and natural language processing (NLP; figure 1.2). 

AI is a broad phrase that refers to all ways of making machines intelligent. ML is a 
subfield of AI that is normally utilized alongside AI. ML pertains to an information 
system that can self-learn using an algorithm. Machines which become better over time 
sans user intercession are referred to as ML. DL is an ML technique for analysing large 
volumes of data. ML is employed in the bulk of AI projects because intelligent behaviour 
needs a vast deal of knowledge. 

1.3 APPLICATIONS OF AI IN FINANCIAL SERVICES 

1.3.1 Robo-Advisory 
Robo-advisors are completely automated digital advising systems that assist investors in 
wealth management by recommending portfolio allocations based on algorithms. Based 
on a study undertaken on a sampling of 2,000 US customers, according to the study by  
Piehlmaier (2022), while financial education appears to reduce robo-advice adoption, 
misplaced confidence in one’s competence causes it to rise. The dramatically increasing 
acceptance of robo-advice among overconfident investors cannot be attributed to a 
willingness to take financial risk. Using risk of financial crime as an instrument variable,  
Chhatwani (2022) discovered that robo-advisory boosts retirement anxiety after adjusting 
for sociodemographic and financial literacy-related variables. According to Bhatia et al. 
(2021), several investors see robo-advisors as merely a substitute for wealth managers for 
research. Furthermore, they feel that human intervention is required to assess investor 

FIGURE 1.2 AI vs ML vs DL.    
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sentiments. The research by Atwal and Bryson (2021) finds that alleged risk, utility, ease 
of use, social factors, and intention to use are the characteristics that influence the desire 
to use AI to invest. According to a study by Rasiwala and Kohl (2021), the rise of robo- 
advisory services in many financial fields has posed a danger to the conventional 
investment and asset supervision industries. 

1.3.2 Predictions 
The use of AI and ML in predicting financial distress, stock market forecasting, portfolio 
administration, big data analytics, anti-money laundering, behavioural finance, and 
blockchain is on the rise (Ahmed et al., 2022). Adekoya et al. (2022) investigate the 
dynamic link between multiple indicators of investor attention and the stock returns of 
AI, Robotics, and Fintech stocks. To forecast the price movement of global financial 
indexes using technical analysis, Seong and Nam (2022) propose a unique DL method 
based on quantitative complex financial networks. Cura (2022) uses the artificial bee 
colony technique to give a heuristic approach to the portfolio optimization problem. The 
methodology developed by Petrelli et al. combines several AI methods to improve per-
formance. Financial markets are increasingly employing AI techniques, such as fuzzy 
logic, which can capture nonlinear behaviour (Jankova et al., 2021). 

1.3.3 Fintech 
Traditional financial services are being transformed by financial technology advancements 
(Fintech). The paper by Vučinić et al. (2022) looks at the most recent advancements in the 
Fintech industry and explains the possible opportunities and concerns. The paper also 
examines cyber risk and “risk-based” thinking in the Fintech sector as the most recent and 
potentially most serious threat emerging during these chaotic and uncertain times. The 
traditional financial industry and banking sector have been impacted by the advancement 
of mobile technologies. Lee and Chen (2022) demonstrate mobile banking apps that 
provide practical advice for banks aiming to employ AI to retain customers. For the 
foreseeable future, risk mitigation necessitates a careful separation between AI and humans 
(Ashta and Herrmann, 2021). Mavlutova et al. (2021) investigate the role of Fintech and 
growth of alternative financial facilities and their parts in the financial segment’s expansion.  
Boustani (2022) explores the use of AI in the banking sector, as well as its impact on bank 
personnel and consumer behaviour while purchasing financial services. 

1.3.4 Risk Management 
AI and ML’s influence on banking risk management has received much interest in the 
aftermath of the global financial crisis. The study by Milojević and Redzepagic (2021) 
focuses on the potential of AI and ML and its application in risk management while 
taking into consideration potential hurdles and problems. It has the ability to help 
mitigate current global business issues, especially those brought on by the COVID-19 
pandemic crisis. The impact of financial fraud on capital markets is significant. It 
deceives investors and the government, and it will stymie capital market growth. Qiu 
et al. (2021) propose an AI-based method to evaluate fraud risk to detect corporate fraud. 
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Governments all over the world have enlisted the help of financial services organi-
zations to help detect and prevent money laundering. Canhoto (2021) investigates how 
ML algorithms’ technical and contextual affordances may enable financial institutions to 
complete the mission. Zhao and Sun (2021) state that the advancement of modern 
information technology allows for the incorporation of AI technologies into credit risk 
evaluation, such as ANNs, genetic programming (GP), DTs, and SVCs. 

1.3.5 Chatbot Technology 
Customer service in financial organizations is predicted to be revolutionized by chatbot 
technology. However, in banking, the use of customer care chatbots is still limited. The 
purpose of Alt and Ibolya’s (2021) article is to find specific categories of future financial 
services chatbot users related to technology user acceptance. The chatbots are significant in 
advertising and distribution automation, boosting conscience service for customers, and 
ensuring financial technology inclusion and economic stability, according to a study by  
Nair et al. (2021). 

Li et al. (2021) offer a shared intelligence system that can abstract and integrate the 
sentiments articulated on the investing platform and build suitable portfolios by ex-
amining other depositors’ expertise. In a variety of financial performance aspects, the 
suggested mechanism beats the market index and other standard methods. The article by  
Monkiewicz (2022) tries to identify and analyse important difficulties confronting 
financial sector oversight as a result of the digitization of securities industry and 
supervisory infrastructure. 

1.3.6 Ethical AI 
Bonson et al. (2021) discover that there is rising attention in the AI technology, despite 
the fact that 41.5% of European listed firms do not account for any AI activity. The 
adoption of ethical AI approaches is still in its infancy, with only 5% of businesses re-
porting on the subject. The paper offers a theoretical framework that integrates certain 
established theories, such as voluntary disclosure theory, signalling theory, and legitimacy 
theory, to analyse AI disclosure practices, which can aid in a more in-depth investigation 
of AI disclosure by merging multiple views. 

1.3.7 Bank Lending Operations 
Financial organizations can use document capture technology to automate their credit 
application evaluation processes. Rather than continuing the time-consuming procedure 
of manually studying invoices, payslips, and other permits, the job can be delegated to AI 
systems, which can impeccably handle these processes, robotically capture document 
information, and lever lending processes with negligible human intervention. 

1.3.8 Credit Scoring 
Financial institutions may employ AI to process credit applications quickly and accu-
rately. AI technologies use predictive algorithms to examine applicants’ credit ratings, 
resulting in lower regulatory costs and compliance, as well as better decision-making. 
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1.3.9 Debt Collection 
Banks and other financial organizations employ AI to address the problem of delin-
quency and provide an effective debt collection system. TrueAccord is an example of AI 
in debt collection. The platform, which was founded in 2013 in San Francisco, promises 
to provide AI-based debt collection explanations to telecom, banks, and eCommerce 
firms. DL algorithms and document capture technology can be used by AI to avoid 
noncompliant expenditure and streamline approval operations. 

1.3.10 Regulatory Compliance 
Compliance with regulatory requirements is critical for all financial firms. AI may use 
NLP technology to scan regulatory and legal papers for any compliance concerns. This 
makes it a cost-effective and wise solution since it allows AI to quickly scan a large 
number of documents for noncompliant concerns without requiring any user inter-
vention. Banks may detect any abnormal forms and identify danger parts in their Know 
Your Customer (KYC) procedures without involving humans. There are various ad-
vantages to using AI in KYC, including reduced mistakes, increased security and com-
pliance, and faster processing. 

1.3.11 Personalized Banking 
With today’s digitally aware consumers, traditional banking isn’t cutting it. AI assistants, 
such as chatbots, use NLP to provide personalized investment assistance and identity- 
based client support. 

1.3.12 Cybersecurity 
Every day, users transfer money, pay bills, deposit checks, and buy stocks using online 
applications. Any bank or financial institution must now step up its cybersecurity efforts, 
and AI is playing a significant part in enhancing online finance security. Human error is 
thought to be accountable for up to 95% of cloud security breaks. AI may help businesses 
increase their security by studying and detecting regular data patterns and trends, as well 
as alerting them to any anomalies or odd behaviour (figure 1.3). 

1.4 ISSUES WITH AI IN THE FINANCE INDUSTRY 

1.4.1 Impact on Trading Based on Algorithms 
Although AI is projected to deliver numerous profits when used in financial activities, 
new challenges have been found for market parties and governments. There are fears that 
high‐frequency trading (HFT) and trading based on algorithms would increase market 
unpredictability, particularly if significant trading is based on the same algorithm, or that 
a probable exodus of market players who are unable to use HFT will reduce the variety of 
the market. As a result, applying AI to HFT and trading based on algorithms may ex-
acerbate these undesirable consequences. In light of these differing viewpoints, policy-
makers should keep a close eye on the potential effects of new technologies on market 
structure and price formation. 
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1.4.2 Assuring “Data Privacy” and “Information Security” 
The potential advantages derived using information linked with financial operations are 
primary incentives for using AI in financial services organizations. As a result, data 
privacy and security of the information will become important in the provision of 
financial services. In this regard, stakeholders’ earnest efforts will be critical in guaran-
teeing consumers’ confidence as well as supporting their development. 

1.4.3 Assuring “Governance” and “Trust” 
Concerns have also been raised regarding whether the widespread use of AI will put 
financial system infrastructure beyond human control. Even though we now have very 
smart and experienced machines, limited people are willing to undergo entirely robotic 
procedures with no human participation, as we cannot eliminate jeopardies. To allow the 
application of AI to financial services, it will be necessary for key companies to build 
dependable frameworks for active governance and accountability in the event of negative 
outcomes, to maintain community confidence. 

1.4.4 Risk of Relevant Laws and Regulations 
Since the financial crisis of 2008, the global regulatory environment has risen in com-
plexity and scale. The AI in the financial arena necessitates the establishment of a legal 
framework. The regulatory boundary is hazy due to the lack of rules and regulations. 
Following the occurrence of a disagreement, the assessment of legal culpability frequently 
lacks a legal basis. The financial regulatory system faces new issues as a result of AI’s 
inventive use and development. The growing use of AI in the financial sector, which is 
leading to changes in financial operations and regulatory copies, as well as how to stay up 
with the times and incessantly enhance the legal system, is a significant problem that 
necessitates attention of key agencies. 

FIGURE 1.3 Some applications of AI in finance.    
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1.4.5 Risk of Data Acquisition, and Leakage 
To begin with, as an information-intensive sector, it frequently needs to evaluate, 
accumulate, and grip a huge quantity of consumer behaviour data in a financial company, 
as well as the extension of data collecting range, to assure the smooth flow of financial 
transactions. There is a legality issue with data collecting in explicit practices due to a lack 
of applicable collection standards and rules. When individuals lose data, whether pur-
posefully or accidentally, there is a danger of data leakage. 

1.4.6 Security Risks 
To begin with, modern AI is still in its early stages of development, which means it will 
surely encounter several technical issues and pose significant hazards. For example, in the 
banking business, AI technology is widely employed, and many banks use facial 
recognition to withdraw money from ATMs. Face recognition technology has not yet 
matured to the point where it can be used effectively. There are various hazards with 
large-scale online face brushing transaction services, if solely facial recognition is used. 
Intelligent investment counselling, which relies on AI technology, also confronts many 
technical obstacles. 

1.5 FUTURE TRENDS OF AI IN FINANCE 

1.5.1 Use of Synthetic Data 
From medical to financial services, businesses are resorting to synthetic datasets, which 
are artificial photos, recordings, or numerical information that imitate primary data 
obtained, in areas where enough actual data to train AI are inadequate or scarce, or where 
security and confidentiality are important problems. Despite the difficulties in effectively 
simulating real-world data, many businesses are depending on technology. In the 
financial sector, J.P. Morgan is training financial AI models with fake data. 

1.5.2 Creating AI Legislation and Regulations 
The smart revolution has ushered in a period of extraordinary crisis and challenge for 
contemporary ethical norms, legal laws, social order, and public management systems. It 
is the need of the hour to establish and enhance AI-related laws and regulations, fine- 
tune particular policies, identify the scope and direction of application, standardize, and 
offer support for AI’s wider and faster adoption in the financial markets. 

1.5.3 Increasing the Effectiveness of Financial Market Risk Mitigation 
It is critical to recognize the relevance of AI, follow its growth trend, actively plan new 
intelligent business forms that match it, raise the degree of financial infrastructure 
building, and boost independent financial technology innovation. We should take steps 
to reduce the danger of financial fraud, develop a scientific and credible estimate of future 
trade trends, implement a security system, and keep technology up to date to prevent 
criminals from using it. According to CB Insights,2 figure 1.4 depicts the future trends to 
watch out for AI in 2022. 
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1.6 CONCLUSION 
One of the most prominent progressive investigations in today’s worldwide financial 
organizations is the adoption of AI into financial services. This chapter examines the use 
of AI in the financial services industry, its applications, challenges, and the present state 
of the technology, and future trends. 

In our current day, technology is so widely used across the world that anybody with a 
basic understanding of finance may apply technology to their daily lives and make the 
most of it. Technology is no longer expensive or difficult to understand; everything is 
now encapsulated in a smartphone that anyone can operate without specialized training 
or experience. However, technical tools and skills are useless without financial under-
standing. AI has painted a clear picture of the role of Fintech businesses in improving 
financial literacy and inclusion. On the one hand, financial technology is advancing in 
banking and financial services, but the issues of AI and ML are also advancing at the 
same time. In this regard, the World Economic Forum has warned that AI would harm 
the financial system in the future by disrupting the employment market and posing 
financial risks. 

Though there are huge opportunities for AI in financial services industry, it is 
important to investigate at the critical challenges as outlined by Ghandour (2021), which 
include job loss, user acceptance anxieties, confidentiality cracks, originality and com-
pliance loss, digital divide, restrictive implementation and operational requirements, 
accessibility of massive quality information, and loss of emotional “human touch.” 
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FIGURE 1.4 Future trends.    
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NOTES  

1 The report can be downloaded from  https://www.cbinsights.com/research/report/ai-trends-q1- 
2022/  

2  https://www.cbinsights.com/reports/CB-Insights_AI-Trends-2022 
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2.1 INTRODUCTION 
Nowadays, the finance industry generates lots of data at a very high rate from dif-
ferent data sources (e.g., financial databases). The financial sector is working on 
improving the classical way of storing data in order to address new issues such as 
customer data management, risk management, workforce mobility and personalized 
marketing [1,2]. Financial organizations can benefit from big data as a long-term 
strategy, since it is now the fastest-growing technology adopted by many financial 
institutions [3]. 

Big data in finance can handle petabytes of data that can be analyzed to predict 
customer behaviors and propose intelligent strategies for financial institutions (e.g., 
banks, insurance companies, brokerage firms). Big data technology offers a set of services 
such as storing, processing and analyzing large amounts of data. These datasets can be 
structured (e.g., relational databases), semi-structured (e.g, XML, data collected from 
websites) or unstructured (e.g., emails, images, audios). These types of data cannot be 
treated by conventional database systems such as relational Database Management 
Systems (DBMS). 

According to a recent survey published by Deloitte [4] in 2019, 64% of organizations 
rely on structured data collected from their internal data sources. Only 18% tackled the 
problem of handling unstructured data such as product images, customer audio files and 
social media comments. A solution to store this type of data, the Hadoop (an open- 
source project), enables handling of some types of unstructured data. The processing and 
analysis of big data plays a vital role in decision-making, forecasting, business analysis, 
product development, customer experience [5]. 

Moreover, big data technology can manage data with respect to the 3 Vs character-
istics: volume, variety and velocity [6,7]. The volume means that the data generated are 
very big and cannot be processed by classical DBMS. The variety means that data can be 
of different types (e.g., structured, non-structured, semi-structured). The velocity means 
that data are generated at a very high speed such as in social medias, or data collected 
from sensors (e.g., Internet of Things). More Vs exist in the literature such as veracity, 
variability and value. Big data seem to be a very attractive solution for enterprises when 
dealing with this complex nature of data. More precisely, the finance industry is inter-
ested in the usage of big data technology in order to profit from its advantages. The 
finance sector covers a range of applications: banking, credit cards, stock exchanges, 
managing loans, stock brokerages and investment funds. Big data are well adapted as a 
solution for the finance field due to the enormous amounts of data generated in trans-
actions in the financial market, whereas data might originate from different financial 
sources in different formats (e.g., stock trading). 

Big data technology in combination with artificial intelligence (AI) (including machine 
learning (ML) algorithms and deep learning algorithms) is a very attractive solution in 
the financial sector since financial data can be collected, managed and analyzed. Recently, 
many studies [6,8–10] have shown the importance of combining big data and ML. ML is 
considered a branch or subset of AI. Intelligent algorithms are mainly applied during the 
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data analysis stage in a big data framework. ML algorithms can also be used in other 
phases such as data collection [6] and data cleaning [11]. 

Consequently, the amalgamation of big data and ML is gaining more prominence in 
the academic and industry field. Many companies are focusing on how to benefit from 
big data and ML to enhance the level of productivity. ML can help to make predictions 
and to extract intelligent decisions. In the finance domain, ML can help to detect fraud, 
forecast trading [12,13], reach new customers, improve institutional risk and provide 
smart decisions [9]. ML relies on historical data collected from different data sources. In a 
nutshell, big data provide access to large volumes of heterogeneous data dispersed over 
the globe while ML enables to extract smart, quick and efficient decisions for financial 
institutions; however, there are still many challenges in this area (e.g., expanding the ML 
algorithms for big data environment). 

The rest of the chapter is organized as follows. In section 2.2, we discuss big data 
technology including its characteristics and some applications in the financial domain. 
Section 2.3 presents ML while focusing on the financial service. Section 2.4 presents the 
current challenges of the integration between big data and ML with a focus on the 
financial sector. Finally, section 2.5 concludes this chapter. 

2.2 BIG DATA CHARACTERISTICS AND CURRENT WORKS IN THE 
FINANCE SERVICES 

2.2.1 Data Management 
Data management can be achieved via centralized, parallel, distributed and big data 
systems. The centralized DBMS systems are classical systems that can handle data for a 
small company (most likely for hundreds to thousands of users). The parallel DBMS are 
used for highly intensive tasks requiring a lot of computations. It is a single machine with 
many processors that is stored in a single location, unlike distributed database system. 
The distributed database systems [14] enable the handling of a high number of users 
managing different data sources distributed geographically. 

With the evolution of the abundance of continuous data, companies can no longer 
rely on traditional technology. These data amounts can be structured (such as rela-
tional database sources) or unstructured data. Unstructured data do not follow pre- 
defined models such as documents, texts, data collected from social media, emails, 
audios and videos. 

Data are traditionally stored in classical relational models that rely on structured 
tables. Relational databases store data in tables with logical links between them. The 
querying of these structured tables is done using the well-known Structured Query 
Language (SQL). In order to query new types of data (i.e., semi-structured and non- 
structured), new techniques exist such as NoSQL (not only SQL). NoSQL is a new 
technique that enables the processing of a wide variety of data including key-value, 
document, columnar and graph formats. Some examples of NoSQL DBMS are 
MongoDB, Casandra and CouchDB. 
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2.2.2 Big Data Characteristics 
Data are the new oil that can lead the development in many fields such as finance, health, 
education, commerce and much more. Big data are characterized by the 4 Vs [7,15]: 
volume, variety, velocity and value. More Vs exist in the literature such as value, veracity, 
visibility, variability and venue.  

• The term Volume refers to the management of huge amount of data that can reach 
Exabyte or even Zettabyte. When dealing with this size of data, we cannot use 
traditional approaches. Furthermore, data are now generated in massive amounts 
from countless data sources (e.g., data generated from online banking, insurance 
companies, stock exchange).  

• The Variety refers to data from different types of formats (e.g., structured, XML, 
NoSQL, SQL files and text files). We can store structured data, semi-structured 
(machine-readable news) and unstructured data (documents on the web, posts on 
Twitter). These data sources can include valuable information to feed algorithm 
trading. More precisely, unstructured data are estimated to account for 70% to 85% 
of the total data [16]. Moreover, some financial data sources (e.g., Bloomberg) 
might be available to download as text files or excel files, while others might be 
stored in database systems.  

• Velocity refers to the speed of data generation. The data generated by financial 
services such as banks, loans, insurance companies need to capture and analyze 
swiftly for better decision-making. For instance, the algorithm trading system [16] 
that can perform automated actions (e.g., buy/sell/hold), directly collects data from 
exchanges and web thus requiring quick decisions to avoid money loss.  

• Veracity focuses on how accurate are the data collected. This term is very critical in 
the finance domain. Relying on inaccurate data can lead to inaccurate decision- 
making. In the finance domain, if we initiate our study based on inexact data, 
decision-makers will make poor decisions; for example, we advise investors to select 
weak stocks for investing. The storage of messy and noisy data can negatively affect 
our system.  

• Value is related to extracting useful decisions for our business. More precisely, the 
idea is to deduct business rules. 

Given this complex data nature, the business finance sector is relying on new big data 
technology as a solution that can enhance the quality of financial services (e.g., bank 
loans, insurance companies, forecasting). The challenge in big data is not only in storing 
and managing large amounts of heterogeneous data but to implement intelligent algo-
rithms (e.g., ML) that can analyze big data to enhance the performance of the overall 
financial system. 

16 ▪ Artificial Intelligence for Capital Markets 



2.2.3 Big Data Processing 
In this section, the main phases needed for big data processing will be addressed. More 
precisely, the implementation of a big data framework should proceed in four main 
phases: (i) data collection, (ii) data processing, (iii) data analytics and (iv) data 
visualization. 

The data collection consists of collecting data from different sources. For example, data 
sources can also be data generated from central banks, commercial banks and insurance 
companies. This phase requires the API (Application Programming Interface) that can 
retrieve data from different data sources. Data sources can be also social media com-
ments, audio retrieved from a chatbot proposing, a loan for a customer. It should be kept 
in mind that data are generated in a very rapid manner when dealing with big data, which 
makes this phase more complex to handle [17]. 

Data processing consists of storing data that emerge from different sources (e.g., rela-
tional model, XML, text files) into one target database such as Hadoop [18]. Hadoop allows 
the distributed processing of high-volume sets of data (structured and non-structured) by 
using Hadoop Distributed File System (HDFS) for storing data efficiently [19]. 

The data analytics is a very important phase since data are analyzed in this phase for 
efficient decisions. This phase is realized, due to ML algorithms and data mining tech-
niques, to produce meaningful value. The objective is to select the most suitable algo-
rithm to analyze large amounts of data. In this phase, we can use MapReduce that allows 
parallel processing in a Hadoop framework. 

The last phase is data visualization that enables visualization of the results; it is 
referred to data analytics at this stage, a trader can visualize, using sophisticated tools, 
which can advise customers to buy or sell share. The data visualization can help 
monitor the overall system. 

2.2.4 Big Data and Financial Applications 
Due to the success of the big data paradigm, many countries are investing in big data to 
help increase profits through financial services. In particular, big data can support the 
easing of access to financial products for economically active low-income families and 
micro-enterprises in China [20]. Moreover, characteristics of big data (e.g., volume, 
velocity, variety) complexity can help in the assessment of the creditworthiness of low- 
income families and micro-enterprises. 

Another example in the banking sector that has relied on big data technology is the case 
in Spain of CaixaBank. CaixaBank is one of the banking leaders in the European region that 
contributes to research projects related to big data. This bank has 5000 branches using big 
data infrastructure with more than 40,000 employees managing 14 million clients. 
CaixaBank is connected to 300 heterogenous data sources reaching more than 4 PetaBytes 
of data. Due to this huge volume and variety of data, CaixaBank is relying on big data 
paradigm. More precisely, big data analytics is adopted to enhance the performance of the 
banking system and to increase the decision-making process. These include (1) analysis of 
relationships through IP addresses, (2) advanced analysis of bank transfer payment in 
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financial terminals and (3) enhanced control of customers in online banking. Another 
example in the banking sector is the study conducted by Doerr et al. [21], who proposed the 
use of big data in combination with ML. In fact, the Banks’ interest in the domain of big 
data and ML has increased by around 80% in the last few years. Many banks are leading 
new projects based on big data and ML to support their financial stability 

When big data are combined with AI, it leads to a new paradigm known as “BDA (Big 
Data Analytic)”. In the financial sector, BDA can forecast stock trading, detect a fraud 
and propose an adapted bank loan by using smart chatbot. BDA is gaining much 
importance [1] for finance services. The BDA utilizes millions of financial data records 
collected from different data sources (e.g., financial databases) distributed in a large-scale 
environment. The most interesting part when using big data technology is the capability 
of making analysis of data [22] coming from different data sources to take smart deci-
sions. Moreover, the new trend is to focus on the customer behavior which is very 
important and critical for data analytics tools and how employees interact with the 
customers, utilizing big-data-as-a self-service [23]. 

2.3 MACHINE LEARNING 

2.3.1 Definition and Characteristics 
Machine learning, a subfield of AI [24], is an old concept that goes back six decades 
[25,26]. The ML concept is built around developing machines ready to execute many of 
the human activities through a self-learning and outside any human intervention. 

Unlike traditional programming where the human role is essential, ML uses algo-
rithms that initiate a self-learning process to repeatedly teach computers, from given data 
or its subsets and from the continuous outcomes of the performed operations, to execute 
several human tasks [24–29]. The ML methods can be categorized into four types each 
one of them used for solving specific problems: supervised, unsupervised, semi- 
supervised and reinforcement learning [25,28,30]. 

The importance of the ML development exists by adding to the machines/computers 
the capability of executing self-learning and self-programing without any human 
involvement [31]. When compared to the traditional computing or automation where the 
system/computer transforms the input (data and program) into multiple forms of out-
puts, ML is the technology that “automates the process of automation” [31]. With ML, 
problem solving will not rely upon a formula derived from human intervention, it relies 
on machine algorithms self-developed by the computer itself based on repeated patterns 
recognized over time when data change [32]. Accordingly, the algorithms are not static 
and do not require human intervention for updates, they are in a continuous self-update 
as long as there is a guaranteed big flow of data to the system to identify new patterns. 

2.3.2 ML Types 
As stated in the previous section, ML methods can be classified into four types, each one 
is applied for solving specific problems: supervised, unsupervised, semi-supervised and 
reinforcement learning [25,28,30]. 
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2.3.2.1 Supervised Learning 
Supervised learning algorithm deals with labeled data starting from the input data and 
reaching out the projected output. The input labeled data are split into various datasets 
including training, validation and test datasets. The supervised learning algorithm will 
identify patterns in the training and validation datasets. This training and validation 
process is repeated several times to improve the performance of the algorithm by 
comparing the training and validation dataset outcomes. Thus, a mapping function is 
created to identifying the relation between the expected output and the initial data. The 
evaluation of the algorithm or model, developed from the repeated training and vali-
dation process, is executed through the testing process that uses the invented algorithm/ 
model on the test datasets determining the level of accuracy. The whole process is 
repeated until the desired level of accuracy is reached [25,27,29]. 

The well-known supervised learning algorithms are the regression (prediction of 
numeric data) and classification (prediction about the category an example belongs to). 
Other less-known supervised learning algorithms include Nearest neighbor, Naïve Bayes, 
Decision Trees, Linear Regression, Support Vector Machines and Neural Networks 
[25,27,29]. 

2.3.2.2 Unsupervised Learning 
The unsupervised learning algorithm deals with unlabeled datasets to detect the existence 
of patterns, similarities or differences existing among the data, without setting initially 
any expected output or target or performing any training process, leaving to the algo-
rithm the mission of determining those patterns, similarities or differences. In this ML 
category, the level of category is not evaluated as there is no predefined labeling or 
targeted outcome [25,27,29]. 

The well-known unsupervised learning algorithms are clustering, association and 
anomaly detection. Other less-known unsupervised learning algorithms include k-means 
algorithm for clustering and Apriori algorithm for association problems [27,29]. 

2.3.2.3 Semi-supervised Learning 
Semi-supervised learning algorithm is considered as the model between supervised and 
unsupervised learning. It is mainly used for datasets combining both labeled and 
unlabeled data [29]. This model is used when we use some labeled datasets to train a 
model to be able after training, validation and evaluation to classify unlabeled datasets so 
that it can reach a trained model surpassing the performance and the accuracy of 
unsupervised models [29]. 

2.3.2.4 Reinforcement Learning 
Reinforcement learning algorithm uses a training technique based on a trial and error 
concept to cumulate learning from self-actions and previous experiences. When 
machines use reinforcement learning algorithms, will get reward feedback when they 
reach the desired outcome based on a right decision [27–29]. The decision taken as well 
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as the sequence of actions and attempts performed will be stored creating cumulative 
lessons learning to be used in the future for the purpose of improving the performance 
and the decision-making. The well-known reinforcement learning algorithms are 
Q-Learning and Markov Decision processes [27]. 

2.3.3 ML in Finance Services 
During the last decade, the adoption of AI and ML in the financial sector has grown 
expeditiously, particularly because of the large financial data, where firms recognize the 
need and interest for continuous better and higher quality of services for their clients at 
affordable prices [33]. 

Financial firms, including trading and fintech firms as well as banks, are considering 
the use of AI/ML models and algorithms within their financial services as they expect, 
when integrated within their services, higher revenues by improving the company pro-
ductivity and user experience, lower operational expenses by automating the processes 
and reinforcing the system security and its compliance with regulations and bylaws. 

And since decision-making in the financial sector is very critical and requires high 
accuracy with reliable information, the ML algorithms improve financial services by 
applying the self-learning method starting from the initial and continuous flow of sup-
plied data, processes and methods. With less human intervention, the ML/big data based 
financial services will benefit from the advanced data analytics performed by the powerful 
ML algorithms that, combined with big data collected from various sources, will capture 
and identify more relationships and patterns within the data and thus, when iteratively 
executed, will improve the accuracy of the results and accordingly reduce the error rate in 
the output data such as analytical data, and financial recommendations [33]. 

Hereunder, we will describe some of the growing AI/ML-based financial services 
before going in-depth with the well-known financial service providers ‘Algo Trading’ 
which is considered as one of the most mature ML-based financial services used widely 
by various financial firms worldwide. 

2.3.3.1 Financial Monitoring Systems 
Using ML algorithms, financial monitoring solution can improve a financial firm’s 
network security, when combined with cybersecurity, it will be able to detect and identify 
various kinds of money laundry transactions even when using advanced techniques [34]. 

2.3.3.2 Investment Prediction Systems 
ML algorithms play a significant role in enhancing the capabilities of financial prediction 
systems by allowing the identification of market changes through the continuous supply 
and analysis of the market insights. Those investment prediction systems will have the 
ability to predict potential trends in the financial market, as well as alerting earlier 
financial companies about potential risks, financial irregularities or any other threats that 
might arise from market changes [35,36] (figure 2.1). 
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2.3.3.3 Process Automation Systems 
ML algorithms improved the effectiveness of the process automation solutions in the 
finance sector by introducing new techniques and capabilities. The objective behind 
automating the repetitive tasks is to enhance companies’ productivity, improve compa-
nies’ services, increase customer’s satisfaction and optimize cost. Accordingly, more 
powerful ML-based tools have been introduced such as document flow automation, 
chatbots, employee training gamification, customer request track and recognition, cus-
tomer behavior interpretation [4]. 

2.3.3.4 Transaction Analysis and Fraud Detection Solutions 
Nowadays, ML algorithms are supporting transaction analysis solutions by detecting 
internet and credit card frauds as well as reducing the false rejections of several clean 
transactions executed in the financial sector. Using huge amounts of data (real-time 
transactions and historical payments), the ML algorithms improve the solution capability 
by training itself for better understanding of the transactions’ behaviors, detecting the 
existing trends within the data and being able to highlight potential frauds thus take 
preventive actions [33,37] (figure 2.2). 

2.3.3.5 Financial Advisory Solutions 
ML-based financial advisory solutions are becoming more powerful and necessity for 
many financial and non-financial firms by giving advisory for the management about 
the overall company budget management, daily spending, identification of spending 
patterns and highlight on some saving tricks. Moreover, the financial advisory solu-
tions can support small- and medium-sized enterprises by managing their funds and 
loans by recommending some financial transactions such as trading, investments [34] 
(figure 2.3). 

FIGURE 2.1 Investment prediction systems. 

[Source:  35].    
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2.3.3.6 Credit Scoring Solutions 
ML algorithms and big data empower credit scoring solutions when used in the banking 
or financing sectors. When traditional credit scoring is performed by humans, it is time- 
consuming especially when employees try to find the most accurate information to create 
an overall picture around clients with the powerful ML-based tool and big data. The loan 
manager will receive the needed and accurate information describing the candidate thus 
expecting the possibility of whether they are going to return or not the loan. Big data, 
such as social media and financial transactions of the candidate, will help the ML-based 

FIGURE 2.2 Security and fraud detection solutions. 

[Source:  37].    

FIGURE 2.3 Credit scoring solutions. 

(Source: [ 38]).    
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tool to analyze the candidate attitude and behavior by predicting and presenting its 
analysis to decision-makers [33,39]. 

2.3.3.7 Customer Service Solutions 
ML algorithms enrich the customer service solutions used in financial and non-financial 
firms. For financial firms, the chatbots are used for many powerful transactions com-
pared to the regular Q/A messaging tool chatbot used in the non-financial firms. The 
chatbots offer advanced services to the clients such as their monthly expenses, propo-
sition of insurance plans, account analysis, money saving and growing plans, personal-
ized investment plans, etc., all based on the customer available data to propose 
customized offers that fit within the client capability and profile [34]. 

2.3.3.8 Marketing Solutions 
ML algorithms with the availability of big data help companies, using ML-based mar-
keting solutions, to make accurate predictions when planning for upcoming years. Those 
ML-based marketing tools will be able to generate a strong marketing strategy using data 
from different sources such as company mobile application usage, company web activ-
ities, previous marketing campaigns and other marketing activities [34]. 

2.3.3.9 Customer Sentiment Analysis Solutions 
ML algorithms do not work only on raw data related to the companies or to the market 
but also to individuals expanding its capabilities by analyzing their social media or 
financial data, to include also individual sentiments expressed either in texting or even 
through voice thus reaching a better understanding of the consumer behavior and 
reacting accordingly to respond to their needs [34]. 

2.3.3.10 Algorithmic Trading System 
The ML algorithms enhance the trading services in multiple areas changing the way of 
trading globally. According to Johnson [39], Algorithmic Trading or Algo Trading (AT) 
is “a computerized rule-based process for placing large orders in the market which almost 
eliminates manual human intervention of a trader”. 

AT analyzes thousands of datasets at the same time collected from various sources, 
giving the traders a unique advantage in the market. The AT brings to the financial 
trading sector several benefits such as speed, competitive transaction cost, backtesting, 
precision and improvement of market liquidity. It allows financial trading firms to en-
hance their decisions by applying a deep observation of the trading results and real-time 
information, thus providing the AT with the capability of identifying the patterns 
affecting direct and indirect stock prices [33]. 

AT increases the trading accuracy which automatically reduces mistakes. AT is simply 
minimizing the human intervention and applying an automated self-learning process 
through a continuous update of the AT algorithms taking into consideration the real- 
time changes in the market conditions. 
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Accordingly, with the increase in system accuracy, decrease in system errors, decrease 
in trading execution time and decrease in human intervention and staff, AT will offer an 
execution of the financial trades at the best possible prices, increase in the trading [33]. 

2.4 CHALLENGES FOR THE INTEGRATION OF BIG DATA AND ML IN 
FINANCE SERVICES 

Given the complex nature of big data, ML algorithms need to be expanded in order to 
deal with different types of data [8,10]. Moreover, many challenges exist in order to 
analyze unstructured and semi-structured data through ML techniques. Financial insti-
tutes such as banks, financial firms, governments and insurance companies should hire or 
take consultancy from data experts to handle the complexity of such environments. 

On the other hand, the implementation of ML technologies in the financial services 
was not an easy decision by financial firms where several challenges have been identified 
by theory and practice [34] as described hereunder:  

• Financial service providers do not have the full picture to understand the real 
capabilities of ML regarding a specific financial domain and thus could fail in 
setting realistic expectations.  

• The fact of having multiple data sources stored in multiple locations and in different 
formats such as in big data frameworks will create greater challenges in data 
management and thus higher cost of research and development with lower return 
on investment when comparing the cost of the project to the value (financial and 
technical) of the proposed ML-based financial services.  

• The need of huge amount of raw data is crucial to execute the process of training 
ML algorithms. Moreover, data supplied or collected cannot be treated equally 
where the need to identify sensitive data (such as financial data) using specific data 
security protocols to protect them from malicious accessibility.  

• The need to have an infrastructure supporting ML algorithm implementation is 
essential considering that, reaching the desired outcomes, will require the avail-
ability of proper infrastructure and environment for testing and experimentation.  

• The integration of ML algorithms in financial services requires the existence of 
potential business idea/case. Furthermore, the business idea should be translated 
into clear, agile and flexible business processes. This does not guarantee the success 
of the initial ML model implementation but will support the company in building a 
new strategy for future ML implementation based on lessons learned in the 
objective of developing a robust ML design.  

• To develop robust ML algorithms in the finance sector, there is a need to have 
enough ML experts with financial services exposure. In general, there is a lack of 
qualified people in the AI industry, challenges will arise when recruiting AI/ML 
experts in the finance field. 

24 ▪ Artificial Intelligence for Capital Markets 



• The implementation of ML in general will not solve the businesses’ problem quickly, 
it is in fact a time-consuming process that requires continuous data gathering, 
algorithm training and algorithm re-engineering to reach the expected model that 
suits business.  

• Finally, the initial question to be addressed by the financial or business firms: is it 
affordable to develop an in-house ML algorithm? And if not, which third-party 
consultancy firm will have the required capability to provide the needed ML 
algorithm within the allocated budget? 

2.5 CONCLUSION 
This chapter presented current works, applications and challenges related to the usage 
of big data and ML in the finance domain. The generation of the massive amount of 
financial data emerging from structured data sources (e.g., finance databases) and 
unstructured data (e.g., XML files, posts retrieved from blogs) is a real challenge since 
the need to expand current ML algorithms to treat this new dimension. Current 
financial institutions are now attempting to benefit from both big data technology and 
ML in order to increase profits and enhance the performance of the overall system. Yet 
there are many challenges in order to implement these technologies such as the Human 
Resource investment (hiring new data scientists in this area); the IT deployment where 
new hardware and software tools are now required to expand the IT infrastructure; the 
expansion of current ML algorithms in big data frameworks. Although we would like 
to cite some studies in this field, the study by Hasan [2] stated that the current works of 
big data in the finance area can be divided into three groups: the big data implications 
for financial markets, the big data implications for internet finance and the big data 
implications for risk management, financial analysis and applications. Another study 
by Cockcroft [40] in the area of big data and accounting and finance offers certain 
benefits; risk and security, data visualisation and predictive analytics, data management 
and data quality. 
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3.1 INTRODUCTION 
The objective of the financial services sector is to offer different financial services to 
individuals and corporations. The financial services sector involves different participants. 
Technology companies that offer advanced and automated services to financial organi-
zations and traditional financial companies that rely on technology in their operations are 
the main participants of such sectors (Hu, 2020). Banks are financial institutions that are 
eligible to receive deposits and offer loans to their customers. 

In general, banks face different types of risks, such as credit risk, liquidity risk, tech-
nology risk, interest rate risk, market risk, operational risk, insolvency risk, and off-balance 
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sheet risk, and they are subject to very strict regulations. Market, credit, and operational 
risks are the primary risks that banks face. Credit risk refers to the borrower’s failure to 
settle his/her obligations and is considered to be the greatest risk that banks face and the 
one that requires the most capital. Market risk refers to the risk that results from the trading 
operations of the bank and it encompasses risks related to changing interest rates, foreign 
currency exchange rates, and so on. Finally, operational risk represents the losses resulting 
from internal system breakdown or external events outside the bank or the financial 
institution. Banks are required to forecast and manage those risks (Leo et al., 2019). 

AI and ML-related applications are broadly used in the financial services industry and 
specifically in the banking industry. The financial services industry is considered to be one 
of the early adopters and implementers of AI technology and its applications (Golić, 2019). 
This industry is one of the most comprehensive industries that rely on AI to a great extent 
(Hu, 2020). According to Hwang and Kim (2021), the investment in the area of AI in the 
financial sector is higher than that in other sectors such as the manufacturing, retailing, and 
non-private sectors. This industry relies on information technology to conduct its opera-
tions and integrate with AI because of the expected benefits resulting from its application. 

There are four spectra for AI. The first one is automation, where programs do not 
think or make any decisions, beyond the pre-developed and programmed rules. The 
second one involves the classical and traditional statistical techniques and programs. 
Here the techniques draw inferences according to the quantifiable probability of a 
relationship. The third one involves ML and Robotic Process Automation (RPA), which 
are the systems that provide more benefits using more time and data. Here ML appli-
cations can detect anomalies to expect and prevent financial crises, like the 2008 financial 
crisis. The fourth and last one is Artificial General Intelligence (AGI), which makes 
computers able to behave and think like humans (Golić, 2019). 

AI and ML applications are used in the financial services sector in different areas such 
as credit risk management, bank failure prediction, and customer services and support. 
Concerning the benefits expected from the integration and application of AI in the 
financial industry, Golić (2019) noted that it is expected that AI applications will enable 
its adopters to offer services of higher quality, at lower cost, and in the shortest time 
possible. The lower cost will result from replacing people in specific positions with 
chatbots, Robo-traders, and cobots that will reduce employment and also human errors. 
In addition, it is expected that the AI technology will change the relationship and the way 
of interaction between the financial services provider (for instance, banks) and the 
financial services user (client), and this will result in offering new products and services 
and new job opportunities. Finally, it is expected that AI technology will lead to better 
transaction security, data protection, and financial fraud prevention. 

The objective of this chapter is to give a general overview of the AI and ML appli-
cations in the financial industry and specifically in the banking industry and discuss the 
advantages and disadvantages of these applications from different perspectives. 

To fulfill the objective of this chapter, the rest of it will be organized as follows: 
Section 3.2 will provide a general overview of AI. Section 3.3 will discuss the AI appli-
cations in different areas in the financial sector. Section 3.4 will discuss the advantages 
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and disadvantages of AI applications in the financial sector. Section 3.5 will summarize 
and present recommendations for future improvement. 

3.2 OVERVIEW OF AI 
To evaluate the AI applications in the financial services sector, it is essential to have a 
minimum understanding of the main terms in this regard. These terms are AI, ML, and 
deep learning (DL hereafter). These terms were used in different previous studies and the 
disagreements over their definitions are still unresolved (Wall, 2018). 

“According to Oxford Dictionary, AI is the theory of the development of computer 
systems to be able to perform tasks normally requiring human intelligence, such as visual 
perception, speech recognition, decision making and translation between languages” 
(Wall, 2018). AI is a study area at the crossroads of computer, human, and social 
technologies. This technology development may help in simulating and expanding the 
applications of human intelligence technology (Khan et al., 2022). The technologies used 
in AI may include ML, expert systems, DL, audio processing, knowledge representation, 
natural language processing, and robotics (Ray et al., 2019). 

ML is a part of AI and is a data analysis tool. It is a way to apply AI by having the 
machine learn directly from previous or training data (Wall, 2018; Wang et al., 2020), 
identify patterns, trends, or distributions of datasets, and make decisions (Wang et al., 
2020). It involves different sciences, which are computer science, engineering, and sta-
tistics, and it becomes a common tool for nearly every task that requires extracting 
meaningful information from data sets (Leo et al., 2019). ML can be used in classifying 
objects, predicting values, and discovering structure and unusual data points (Wall, 
2018). Generally speaking, ML is a system that automates analytical model building with 
the minimum level of human intervention (Wang et al., 2020). 

To understand how machines can learn from data, it is important to discuss the three 
different classes of ML, which differ according to the degree of human involvement 
(Wall, 2018).  

1. The first class is supervised learning. In this class, machines are trained to derive 
desired output from certain data. This class involves several algorithms such as 
Artificial Neural Network, Decision Tree, Random Forest, and K-nearest neighbor 
(Minastireanu and Mesnita, 2019).  

2. The second class is unsupervised learning, where the data is not labeled, as in the 
clustering case. Here, the used algorithms classify the unlabeled data with similar 
attributes, and they are characterized by their lower accuracy level, in comparison 
with the supervised learning algorithms. Examples in this class involve Hidden 
Markov Model, Genetic algorithm, Expert system, Gradient Descendent, and 
Scatter search (Minastireanu and Mesnita, 2019).  

3. The third and last class is enforcement learning, where the algorithm is rewarded for 
every decision taken at each stage. 

30 ▪ Artificial Intelligence for Capital Markets 



Based on this section, it can be noted that AI is a disruptive technology that relies on 
computer, human, and social technologies. There are different AI and ML applications 
that differ according to the degree of human involvement. 

3.3 AI APPLICATIONS IN THE FINANCIAL SECTOR 
AI is now changing the financial services industry. There are different areas where AI 
technology is being used in the financial services industry and specifically in the banking 
industry. These areas might include fraud prediction, where the accuracy provided by AI 
techniques enables banks to predict fraud before it happens, chatbots, which offer 24/7 
customer service and online conversations and help customers to open bank accounts 
and receive customer complaints and direct them to the appropriate unit, and customer 
relationship management, through offering facial recognition to use financial applica-
tions. AI is also used in predictive analytics (such as in revenue forecasting and risk 
monitoring) and credit risk management, as AI models and techniques are used to 
evaluate the creditworthiness of the borrower and predict the default risk (www.deloitte. 
com). In addition, AI applications can contribute toward financial inclusion by reducing 
information asymmetry problems, enhancing risk detection and management, enhancing 
the security of online finance, and improving the coverage, accessibility, and efficiency of 
financial services and credit risk assessment. 

3.3.1 AI and Customer Services and Support 
AI may be used in the customer services and support area. In this area, banks’ use and 
application of AI technology will help them to adopt new customer support and help 
desks, which will result in higher efficiency and lower customer support cost (Mhlanga, 
2020). This application might be in the form of using chatbots, which are increasingly 
adopted by Indian financial organizations to reap their benefits (Ray et al., 2019), and 
Robo-advisors (Belanche et al., 2019). 

According to Hwang and Kim (2021), a chatbot combines the words “chatting” and 
“robot”, and the chatbot is generally used in messaging. Chatbots offer customers pre-
viously prepared answers and other related information that resemble a great extent the 
case in the real world. They can make different functions such as providing contact data 
or information on the features of products and services, making financial recommen-
dations to the customer, keeping track of personal finance, answering user questions, and 
making payments. To provide accurate and customized services, chatbots study 
customer-related information using ML and DL technologies. 

Robo-advisors are online services that involve using computer algorithms to offer 
financial advice and help customers in managing their investment portfolios (Fisch et al., 
2019). Robo-advice is being defined as “an automated investment platform that uses 
quantitative algorithms to manage investors’ portfolios and accessible to clients online” 
(Waliszewski and Warchlewska, 2020, p. 400). 

Robo-advisors are user-friendly. It follows certain steps. First, this automated service 
will assess the customer’s profile based on an initial questionnaire that focuses on dif-
ferent aspects such as the customer’s goal, risk, and expected return. Second, the offered 
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service will make some recommendations or suggestions to the customer about invest-
ment, based on the customer’s responses to the initial questionnaire, as would be the case 
of a human financial advisor (Belanche et al., 2019). 

Robo-advisors are becoming an alternative to human financial advisors on banking 
issues and different cash transactions. They provide great advantages in the area of online 
trading, as they can open an account in real time and process a vast number of trans-
actions immediately (Golubev et al., 2020). Accordingly, it can be expected that robo- 
advisors are in a better position compared to traditional human financial advisors. They 
enable its users to improve the access to financial services, reducing management fees and 
offering a wide range of investment opportunities without experiencing the influence of 
human motives (Faubion, 2016). 

Hwang and Kim (2021) conducted a comparative study to investigate the effect of 
using automated customer service versus chatbots on the bank’s financial performance. 
Based on 351,527 cases generated from banking data in Korea, the authors found that in 
the case of utility bills and loan interest payments, chatbots showed a positive impact on 
bank’s profitability (in comparison to customer service). 

3.3.2 AI and Bank Failure Prediction 
Another area, where AI technology might be used and applied in the banking sector is 
bank failure or bankruptcy prediction. 

Banks’ functions are unique, and they are exposed to several types of risks such as 
market risk, interest rate risk, country risk, technology risk, foreign exchange risk, credit 
risk, liquidity risk, and other risks (Liu et al., 2021). Because of the negative effects of such 
risks on banks and the possible bank failure risk and their negative impact on society as a 
whole, banks are subject to very strict supervision and regulatory requirements in all 
countries. Meanwhile, banks are considered to be the major users of technology, and they 
can use ML techniques in bank failure and bankruptcy prediction. According to Liu et al. 
(2021), ML techniques can be used for bank failure prediction and are proven to be better 
and highly superior in their predictive ability than traditional statistical techniques. 
Examples of these techniques include decision trees, random forests, k-nearest neighbor 
methods, and artificial neural networks. 

Prior studies analyzed the advantages and disadvantages of bank failure prediction 
techniques. It was found that, in general, AI and ML methods and techniques outperform 
the traditional statistical methods (Liu et al., 2021). Also, the ML techniques differ in their 
predictive accuracy. For instance, artificial neural networks and k-nearest neighbor 
methods are the most accurate models (Le and Viviani, 2017) and decision trees are 
superior in terms of their predictive ability to neural networks and support vector 
machine methods (Olson et al., 2012) and are efficient in their computing ability and data 
storage (Siswoyo et al., 2020). 

Le and Viviani (2017) compared the accuracy of traditional statistical and ML tech-
niques, which are used to predict bank failure. Based on a sample of 3000 banks in the 
US, the authors found evidence that ML techniques in general (artificial neural network 
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and k-nearest neighbor) outperform the traditional methods (discriminant analysis and 
logistic regression) in their predictive accuracy. 

In the same context, Siswoyo et al. (2020) developed a bankruptcy prediction model 
using five input variables that are related to total assets, which are working capital, sales, 
retained earnings, income before interest and tax, and market value of equity to book 
value of total liabilities. Using these five variables, the authors developed a hybrid model 
that involves a two-class boosted decision tree and a multi-class decision forest. After 
applying this model to the commercial banks in Indonesia, Siswoyo et al. (2020) found 
evidence that applying this model has proven to achieve higher bankruptcy prediction 
accuracy and can produce three major classifications of bankruptcy, which are bank-
ruptcy, grey area, and non-bankruptcy. 

To analyze the advantages and disadvantages of AI and ML techniques in the area of 
bank failure and bankruptcy prediction, these methods can be compared with the tra-
ditional statistical techniques. Upon this comparison, it is found that AI and ML are 
found to outperform the conventional statistical techniques in terms of their predictive 
accuracy. Also, these methods are flexible and adaptable in comparison with the tradi-
tional statistical methods which require strict assumptions concerning the normal dis-
tribution of the data used and the absence of correlation between independent variables 
(Le and Viviani, 2017). On the other hand, it can be noted that the artificial neural 
network can’t give a justification for the causal relationship between variables, and this 
reduces its applicability to different managerial problems (Lee and Choi, 2013). 

3.3.3 AI and Financial Inclusion 
Financial inclusion refers to the number of individuals who can reach banking or 
financial services (Ray et al., 2019). According to the World Bank, the importance of 
financial inclusion is increasing, as it contributes toward reducing the level of poverty and 
increasing prosperity (How et al., 2020). AI can offer considerable assistance in the area 
of financial inclusion (Mhlanga, 2020). Digital financial inclusion is of considerable 
importance to make sure that people who were at the lower level of the pyramid can now 
have access to different sources of finance (Mhlanga, 2020). AI applications will con-
tribute toward financial inclusion in different aspects, by reducing information asym-
metry problems, enhancing risk detection and management, enhancing the security of 
online finance, and improving the coverage, accessibility, and efficiency of financial 
services and credit risk assessment. 

On one side, AI will help in enhancing the security of online finance and reducing the 
information asymmetry problem between the users and providers of funds, because the 
information offered through the social network, online services, and products will help in 
mitigating this problem between the people and financial institutions (Gomber et al., 2017). 

In addition, the use of AI algorithms in risk detection and management in financial 
inclusion will enable more groups of women, adults, and small businesses such as small 
farmers, who were excluded previously from the traditional financial market because of 
the risk of providing funds to them, to access banking services (Mhlanga, 2020). 
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In the same context, Yang and Zhang (2020) found that digital financial inclusion will 
enhance the accessibility, efficiency, and coverage of financial services and will reduce 
information asymmetry. Accessibility of financial services will be improved as customers 
will be able to access financial services through their mobile phones and computers. The 
efficiency of financial services will be improved by reducing the entry barriers for cus-
tomers and the related transaction costs, as a result of using big data and cloud com-
puting to collect a large amount of customer data. Coverage of financial services will be 
better because financial services will be offered to small and micro enterprises at 
affordable costs and rural and underdeveloped areas will be included in the financial 
inclusion services. Information asymmetry will be mitigated as a result of broadening the 
sources of credit review data for financial institutions. 

Finally, Mhlanga (2021) discovered that the application of AI and ML techniques and 
methods will lead to more accurate credit risk assessments, where alternative data sources 
such as public data may be used. This application will help in reducing adverse selection 
and moral hazard problems that are associated with the information asymmetry problem. 
AI and ML applications, through big data and DL, will enable grantors or funds to make 
accurate credit risk analyses, evaluate the behavior of the customer, and accordingly, 
evaluate the customer’s ability to repay the loans and any related obligation, permitting 
less privileged people to access credit. 

3.3.4 AI and Credit Risk Management 
Banks are seeking more effective credit risk management using efficient credit scoring 
methods with high accuracy levels (Kumar et al., 2021). Traditionally, banks were testing 
the creditworthiness of the borrowers using subjective methods that focus on the 5Cs, 
which are the character of the borrower, his capacity, the collateral he/she is offering, his/ 
her capital, and conditions. This traditional credit testing method is not efficient in case 
the borrower has no loan history or didn’t conduct several banking transactions in the 
past, like those working in rural areas. As a result, banks started to apply digital methods 
to assess the creditworthiness of borrowers. AI and ML-based technologies can help in 
this regard and will enable bank managers to use large datasets and store and appro-
priately interpret them. 

ML methods used in this regard may include generalized linear models, Bayesian 
models, ensemble models, support vector machines, and nearest neighbor models (Ifft 
et al., 2018). AI credit scoring techniques may include Genetic algorithm, decision tree, 
fuzzy logic, random forest, XGBoost, support vector machines, and artificial neural 
networks. Also, linear regression, logistic regression, and descriptive-analytical ap-
proaches are used to calculate the credit scores of the borrowers. Recently, financial 
institutions in general and banks, in particular, are using more innovative approaches, 
such as the hybrid model (whether it is AI-ML with AI-ML-based or AI with any other 
method of credit scoring), which could be the best fit for credit score assessment and 
credit risk management. 

It is worth mentioning that using big data with the application of AI and ML tech-
niques is very important, as they complement each other and will help banks to mitigate 
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the different risks that they face, such as operational risk, individual risk, market risk, and 
individual risk related to rural people and accordingly, they will predict loan default with 
high accuracy (Abuhusain, 2020) (figure 3.1). 

3.4 ADVANTAGES AND DISADVANTAGES OF AI APPLICATIONS IN THE 
FINANCIAL SECTOR 

When applying AI and ML technology in the banking sector, it is worth noting this 
application has its advantages and disadvantages. For instance, ML was adopted because 
it may help managers in cost reduction, productivity improvement, and risk management 
(Leo et al., 2019). In addition, ML is having the potential to deliver the analytical 
capability that financial organizations desire and is capable of affecting every aspect of the 
financial institutions’ business model such as improving insight into client preferences, 
risk management, fraud detection, and client support automation (Leo et al., 2019). 
However, on the other side, it was argued that ML tools are sensitive to outliers, and they 
are a black box and so difficult to interpret their results in some time and they better fit 
for non-linear relationships (Bacham and Zhao, 2017). One of the potential problems of 
ML techniques is that they make assumptions about the structure of the data used in the 
analysis. Because of this problem, other techniques or methods were developed to allow 
the machines to learn from themselves. These methods are called DL (Wall, 2018). 

Based on the discussion in the previous section, the advantages and disadvantages 
related to the AI and ML applications in the banking industry can be summarized as 
follows: 

FIGURE 3.1 AI applications in banking sector.    
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3.4.1 Advantages of AI Applications in the Banking Sector  
• AI technology will increase the capability of small- and medium-sized banks to be 

competitive among the state and quasi-state banks (Golubev et al., 2020). 

• Moving toward the digital financial sector will increase the quality and speed of in-
teractions between financial services providers and consumers (Evdokimova et al., 
2020).  

• Financial innovation will help in reducing intermediaries and intermediating 
activities and will help in decentralizing decision-making, record-keeping, and risk- 
taking (Gąsiorkiewicz et al., 2020).  

• RPA, which is one of the applications of AI and modern technology will allow 
companies to replace humans with software robots to a great extent, free them from 
repetitive, routine tasks, and make them available for more complex and value- 
added tasks. Also, RPA performs tasks faster than humans, without making mis-
takes, and software robots are available to perform tasks all the time, which results 
in the reduction of operating costs from 50 to 70% and this will be reflected in the 
firm’s financial performance. Finally, RPA may be applied through the existing 
systems and applications, and accordingly, they do not require changes in the IT 
infrastructure of the company (Kanakov and Prokhorov, 2020).  

• AI technology will enhance the online security of banks (Golić, 2019; Mhlanga, 
2020). 

• AI in banking and financial services will contribute towards offering better cus-
tomer services, enhancing operational efficiency, and helping in cost saving 
(Srivastava and Dhamija, 2021).  

• AI applications will enhance the bank customer relationship. Chatbots will bring a 
lot of information to the customer without going to a physical local bank branch or 
calling the bank.  

• Banks are facing severe competition from Fintech companies and other non-bank 
institutions. Moving towards applying AI technology in the bank’s operations and 
tasks will help the bank in competing with these institutions (Srivastava and 
Dhamija, 2021).  

• AI has many applications in the banking sector, in addition to the areas being 
covered in these previous sections, which include underwriting, analysis of security 
markets, smart wallets, wealth management, blockchain-based payment, digitali-
zation of documentation, and risk management (Srivastava and Dhamija, 2021). 

• Artificial neural networks can model complex non-linear relations between vari-
ables without setting any previous assumptions regarding the linearity or normality 
of data used (Méndez-Suárez et al., 2019). 
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• The use of big data with AI applications will enable timely data processing and will 
make forecasting and prediction more accurate with data closer to reality (Da Costa, 
2018).  

• AI technology will help banks in making smarter and more accurate credit decisions 
using several factors and a vast amount of data (Golić, 2019).  

• AI technology will help in quantitative trading because AI-powered computers will 
facilitate the analysis of complex and large amounts of data in a fast and efficient 
way that will save valuable time (Golić, 2019). 

3.4.2 Disadvantages of AI Applications in the Banking Sector 
Despite the advantages of applying AI and ML technology-based methods, it is worth 
noting that technology is a double-edged sword. Technology has its pros and cons and 
should be carefully used. The main disadvantages can be discussed as follows:  

• Because financial institutions are relying on digital assets to a great extent, they are 
exposed to higher cyber risks and cyber attacks, especially that the financial services 
sector holds highly sensitive personal data, which makes it very attractive for data 
breaches. Also, it is worth noting that although FinTech is offering new opportu-
nities to customers or financial services users, however, it is also bringing its risks, 
which are related to personal information disclosure, data security, privacy pro-
tection, and breaches (Evdokimova et al., 2020; Gąsiorkiewicz et al., 2020; Li, 2020).  

• Although AI applications will help in forecasting and decision-making with a higher 
degree of accuracy, as in the case where humans are in place, however, AI can’t 
explain the reasoning behind this (Srivastava and Dhamija, 2021).  

• Losing control over big data might be one of the main disadvantages, as hackers 
may flood the data with fake information to affect the AI dynamics of decision- 
making (Srivastava and Dhamija, 2021).  

• A higher level of the unemployment rate might be another side effect of applying AI 
technology in the banking sector, after replacing humans with robots. 

3.5 SUMMARY AND RECOMMENDATIONS 
This chapter aims at analyzing the AI applications in the financial sector and specifically 
in the banking sector. To fulfill this objective, the authors provided an overview of AI and 
ML and discussed the AI applications in the areas of customer services and support, bank 
failure prediction, financial inclusion, and credit risk management. Then, the authors 
summarized these applications’ main advantages and disadvantages. It was found that the 
benefits resulting from the AI applications are quite considerable, as AI technology has 
proven to contribute to higher accuracy prediction, better customer services, bank- 
customer relationships, cost savings, higher operational efficiency, lower errors, and 
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improving financial inclusion. On the other hand, AI applications have resulted in banks 
facing unique risks such as those related to information disclosure and data security. 

As a result, the following recommendations might be considered:  

• More emphasis should be placed on AI applications in the banking sector and more 
research is needed to analyze the positive and negative consequences of these 
applications.  

• To reduce the AI-related risks, it is important to focus on the professional quality of 
financial practitioners (Li, 2020).  

• Banks should invest more in AI technology to make sure that previously financially 
excluded people are now included and can access credit (Mhlanga, 2021).  

• It is necessary to focus on interdisciplinary education, as practitioners should have a 
comprehensive background in computer and information technology. Accordingly, 
universities should pay more attention to the intersection of finance and other 
disciplines in their curriculum design. Meanwhile, it is necessary to include new 
related courses such as big data analysis and financial integration to improve the 
comprehensive ability of graduates and make them ready for practice (Hu, 2020). 
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4.1 INTRODUCTION 
In recent times stock market investment is considered to be a smart and profitable choice 
among other investment options such as fixed deposits, mutual funds, real estate, gold, 
etc., as it offers better long-term and short-term returns, dividend income and hedge 
against inflation. Even though stock trading has seen massive growth compared to the 
past, only 55% of people in the USA, 33% in the UK, 13% in China and 3% in India are 
engaged in the stock market. According to risk attitudes [1], financial knowledge and 
financial self-efficacy can affect stock market prediction. 

Predicting stock prices is a challenging task due to the highly non-linear and volatile 
nature of stock data because it can be affected by many factors such as global crisis, 
political factors, news articles, investor’s psychology [2], etc. The Global Financial Crisis 
of 2008 and COVID-19 outbreak revealed the volatile nature of the Indian stock market 
as well as other developed countries. 
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Stock market forecasting has two well-known analytical approaches: fundamental and 
technical analyses. Fundamental analysis considers a company’s intrinsic value i.e., rev-
enues and expenses, position in the market, growth rate, balance sheets. Technical 
analysis is a study of historical data to predict movement of stock prices by constructing 
various technical indicators [3]. 

Technical analysis is widely used by traders as it helps traders make conclusive 
decisions based on historical data and identify entry and exit points that can minimize 
the risk. Choosing a particular indicator is a subjective choice which reflects the psy-
chology of an investor. By combining various technical indicators we can make more 
accurate predictions and minimize this subjectivity. Based on this observation we have 
proposed a trading strategy using multiple technical indicators which utilizes prediction 
values of deep learning (DL) model. 

Our main contribution is the following:  

• We have applied various DL models to predict the future stock price of companies 
listed on the National Stock Exchange (NSE) of the Indian stock market. 

• A comprehensive analysis is done to choose appropriate DL models and hy-
perparameters such as lookback window and forecasting horizon.  

• A trading strategy is built using multiple technical indicators that can generate 
accurate Buy/Sell signals.  

• The results show that our strategy can upscale the profit with a high return ratio. 

The rest of the chapter is organized as follows: section 4.2 reviews recent methods and 
various technical indicators, our methodology is represented in section 4.3, dataset and 
evaluation metrics are discussed in section 4.4, result and analysis are discussed in section 
4.5 followed by conclusion and future work. 

To avoid any ambiguity, we will use the words forecasting and prediction inter- 
changeably. 

4.2 LITERATURE REVIEW 
Stock market data are treated as time series data that are collected at regular intervals of 
time i.e., hourly, daily, monthly, weekly or annually. Stock market forecasting techniques 
are broadly classified into two types: statistical and machine learning approaches. Statistical 
approaches include various autoregressive methods like Autoregressive Integrated Moving 
Average (ARIMA) [4,5], Seasonal Autoregressive Integrated Moving Average (SARIMA) 
[6], Vector Autoregressive (VAR) [7] and volatility-based Generalized AutoRegressive 
Conditional Heteroskedasticity (GARCH) [8] models. These parametric methods require 
stationary data. In practice, stock market data are non-stationary data that limit the use of 
these methods. 

Various machine learning approaches include Support Vector Machine (SVM) [9,10], 
K-nearest Neighbors (KNNs) [11], Random Forest (RF) [12] and Fuzzy methods [13]. 
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But these approaches require handcrafted features and fail to capture long-range 
dependence of time series data. Apart from this they fail to capture the latent 
dynamics existing in stock data. 

With recent advancement of DL methods in various domains, it has also been applied 
to time series forecasting. These methods are self-adaptive and non-linear function ap-
proximators which make them suitable choices for this task. These methods include 
Artificial Neural Network (ANN), Convolution Neural Network (CNN) and Sequence- 
to-Sequence models based on various architectures. Sun et al. proposed ARMA-GARCH- 
NN model [14] that combined traditional and data-driven approaches to predict intraday 
market shock. Kale et al. [15] trained ANN with Backpropagation Technique to predict 
the next day’s opening price of NIFTY 100 index. Since neural networks are efficient for 
modeling complex interactions, they are not interpretable. 

Recently, there have been attempts to apply CNN and its variants to time series data. 
Chen et al. [16] applied a 1D CNN to predict stock price movement on the China 
Market. Selvin et al. [17] proposed CNN Sliding Window to predict stock prices of 
NSE-listed companies for a short time interval of 10 minutes. Hoseinzade et al. [18] 
proposed 2D- and 3D-based CNNPred models using 82 different technical indicators 
for five markets. The 2D model utilizes markets separately but the 3D model makes 
predictions based on combined information of all different markets. Dai et al. proposed 
and applied Attention-based Temporal Convolution Model [19] on Chinese Shenzhen 
Stock Exchange 100 Index to predict probability of price change category. Although it 
has shown significant improvement, choice of filter size, data arrangement affects its 
performance. Sidra et al. [20] proposed CNN Regression model for multivariate time 
series forecasting on NIFTY 50 dataset. 

Recurrent neural networks are sequence-to-sequence models that can capture tem-
poral dimension of data effectively. It suffers from vanishing and exploding gradients. To 
alleviate this, Long Short-Term Memory (LSTM) and Gated Recurrent Unit (GRU) 
networks are proposed that have the ability to process sequential data and long-range 
dependencies. Qiu et al. [21] proposed Attention-based LSTM model to predict opening 
price of Standard and Poor’s 500 (S&P500), Dow Jones Industrial Average (DJIA) and 
Hang Seng Index (HSI). Fischer et al. [22] applied the LSTM model to predict next day 
movement of the S&P500 index. Ji et al. [23] applied sentiment analysis to forecast stock 
prices of medical companies in China and proposed the Doc-W-LSTM model that uses 
the Doc2Vec algorithm to extract text features. Zhu et al. [24] applied recurrent neural 
network (RNN) network to predict closing price of Apple company using previous ten 
years’ historical data. 

GRU [25] works slightly better than Vanilla RNN and LSTM for commercial banks 
listed on Nepal Stock Exchange. Zulqarnain et al. [26] proposed a hybrid CNN-GRU 
model to predict trading signals. Lu et al. [27] proposed a hybrid CNN-LSTM model to 
forecast future prices of the Shanghai Composite Index. 

In this work, we have implemented GRU model [28] to forecast future prices as it 
requires fewer parameters than LSTM, thus leading to less computational complexity. 
The proposed methodology is discussed in the following section. 
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4.3 PROPOSED METHODOLOGY 
The proposed methodology is divided into two modules: prediction module and trading 
strategy module. 

4.3.1 Prediction Module 
The main objective of this module is to predict daily future closing prices. In this work, 
we have considered only the closing price as an input feature. With GRU model this can 
be extended to include multiple features. The GRU model has two gates: Reset and 
Update gates. The hidden state is updated using following equations: 

z x U h W= ( + )t t
z

t
z

1 (4.1) 

r x U h W= ( + )t t
r

t
r

1 (4.2) 

h tanh x U r h W= ( + ( ) )t t
h

t t 1
h (4.3) 

h z h z h= (1 ) +t t t 1 t t (4.4)  

Here, xt represents input features at timestamp t, Update and Reset gates are represented 
by z and r respectively, whereas U and W are learnable parameters. In our work, two 
GRU layers are used with 50 and 100 units respectively. The model is trained using a 
learning rate of 0.001, ReLU activation function and a look-back period of 120 days, 
batch size of 4. To overcome the overfitting problem, a dropout layer is introduced. The 
complete flowchart of the proposed work is shown in figure 4.1. 

4.3.2 Trading Strategy Module 
The results obtained from the prediction module are used to build a trading strategy that 
can generate Buy/Sell signals. Technical indicators are powerful tools to determine entry 
and exit points for short-term trading. Investors rely on multiple indicators before 
making a trading decision. Based on this observation we have created two strategies 
consisting of three different indicators. By following this strategy, traders can gain 
maximum return compared to Buy and Hold Strategy. These are explained below. 

Strategy 1:  

• Exponential Moving Average(EMA): When short-term EMA moves across long- 
term EMA, Buy signal is generated and Sell signal for vice-versa.  

• Moving Average Convergence Divergence (MACD): When MACD value 
crosses over the MACD signal line, a Buy signal is generated and Sell signal for 
vice-versa. 
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• Relative Strength Index (RSI): When a price of commodity crosses RSI value of 
70 indicates overbought condition, a Sell signal is generated. Likewise, when the 
price falls below RSI value of 30 indicates oversold condition, a Buy signal is 
generated. 

Strategy 2:  

• Stochastic Relative Strength Index (STOCHRSI): When a price of commodity 
crosses over the value of 80 indicates overbought condition, a Sell signal is 
generated. Likewise, when the price falls below the value of 20 indicates oversold 
condition, a Buy signal is generated. 

FIGURE 4.1 Proposed work flowchart.    
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• On Balance Volume (OBV): When OBV value rises above the average line then a 
Sell signal is generated and a Buy signal is given when OBV value falls below the 
average line.  

• Bollinger Band (BB): If the price of commodity crosses over the upper Bollinger 
Band then a Sell signal is generated and if it falls below the lower Bollinger Band 
then a Buy signal is generated. 

Each technical indicator is given weight manually depending on its significance for both 
strategies. Only a Buy/Sell signal with more than 30% signal strength is considered. The 
procedure to generate Buy/Sell signals from the above two strategies is explained in 
Algorithm 4.1. Each strategy is evaluated on the basis of profit earned, which is repre-
sented in section 4.5. 

ALGORITHM 4.1 GENERATE BUY/SELL POINTS USING STRATEGY: 

Input: Data D, Weight W, Signal Strength delta 

Output: Buy/Sell Signals S  

1. Sort data D based upon date  

2. BuySellArray empty list

3. ProbabilityArray empty list

4. Weighted sum SUm of Weight W

5. for all datapoints D  

6. Score 0

7. for all weights Wj do  

8. Score Score D W+ i j

9. end for  

10. Score Score Weighted sum/

11. if Score delta

12. BuySellArray Buyi

13. ProbabilityArray Scorei

14. else  

15. BuySellArray Selli

16. ProbabilityArray Scorei ∗ (−1)  

17. end if  

18. end for  

19. return BuySellArray   
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4.4 IMPLEMENTATION DETAILS 

4.4.1 Dataset 
The dataset used here is of “RELIANCE” company, from 1 January 1996 to 15 March 
2022 as it is the top-ranked Indian firm in the Forbes Global list 2022. The dataset is 
divided into training and testing sets which consist of 80% and 20% of the data, 
respectively. The aim is to predict the next day’s closing price and generate a trading 
strategy. To prove the effectiveness of the proposed model, it has also been applied to 
different NSE-listed companies. 

4.4.2 Tools 
To implement the DL models, Google Colaboratory is used. It provides access to various 
DL libraries such as Tensorflow, Keras. To plot the figures, Matplotlib library is used. 
Finance library from Yahoo Finance is used to extract historical data of RELIANCE 
company. 

4.4.3 Evaluation Metrics 
We have evaluated our model on most commonly used evaluation parameters i.e., mean 
absolute error (MAE), root mean square error (RMSE) and Accuracy. These are calcu-
lated using below formulas: 

1
n

y yMAE = ˆ (4.5) 

y y
n

RMSE =
ˆ 2

(4.6)  

To calculate Accuracy, a confusion matrix is created which is represented by table 4.1 and 
is calculated using equation 4.7. 

TP TN
TP TN FP FN

Accuracy = +
+ + +

(4.7)  

TABLE 4.1 Confusion Matrix     

Predicted Values 

True Values 

Positive Negative  

Positive True Positive False Negative 
Negative False Positive True Negative   
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4.5 RESULT AND ANALYSIS 
We have considered RNN, CNN, LSTM and CNN-LSTM models as baseline models to 
verify our work. The number of prediction days considered is 120 days and the results 
obtained are represented in table 4.2. Statistically, it can be verified from table 4.2 that 
GRU model outperforms all other baseline models on RELIANCE company data. All the 
models are evaluated on the basis of evaluation parameters discussed in the above sec-
tion. For an accurate model, lower values of MAE, RMSE and higher value of Accuracy 
are preferred. From the results obtained, GRU model is outperforming other models. 
Another conclusion is that the sequence-to-sequence models such as RNN, LSTM and 
GRU are outperforming CNNs and hybrid models on RELIANCE company data. This is 
due to the fact that the sequence-to-sequence models are better at capturing the long- 
range dependencies. 

Figures 4.2–4.6 depict the actual and closing price predicted by CNN, RNN, LSTM, 
GRU and CNN-LSTM models, respectively. From this we can verify that LSTM and GRU 
models are giving less deviation from actual prices compared to other models. 

The trading strategies discussed in section 4.3 are applied on prediction results 
obtained from different models and profit is calculated. Figures 4.7 and 4.8 illustrate the 

TABLE 4.2 Analysis on Models for RELIANCE Company Data      

Model RMSE MAE Accuracy  

CNN  113.77  40.74  48.17% 
CNN-LSTM  104.22  84.85  64.29% 
RNN  77.43  65.32  60.67% 
LSTM  37.28  31.54  82.02% 
GRU  17.07  13.79  91.01%   

FIGURE 4.2 CNN prediction results on RELIANCE data.    
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generated Buy/Sell signals from strategy 1 and strategy 2 on GRU-predicted values, 
respectively. It is clear from the figures that the proposed trading strategy is following 
basic “Buy low and Sell high” stock market ideology. It is generating Buy signals on 
lower-side peaks and Sell signals on higher-level peaks with the depicted probabilities. To 
compare both strategies, actual and predicted profits are calculated. 

Table 4.3 represents the profit values calculated for 300 days (30 December 2020 to 
15 March 2022) using Buy/Sell signals generated from the above-mentioned two strategies. 
As CNN-LSTM is not giving satisfactory results on prediction, we have applied strategies 
on CNN, RNN, LSTM and GRU models. It is clear that strategy 2 (STOCHRSI-OBV-BB) 

FIGURE 4.3 RNN prediction results on RELIANCE data.    

FIGURE 4.4 LSTM prediction results on RELIANCE data.    
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is better than strategy 1 (EMA-MACD-RSI) and is giving less deviation between actual and 
predicted profits on the GRU model. This is due to the fact that the strategy 2 consists of a 
volume indicator as well as a volatility indicator that can capture the dynamics existing in 
the data. Applying strategy 2 on prediction values obtained from GRU model shows less 
deviation from the actual profit which proves efficiency of the prediction module proposed. 

To further verify the correctness of the proposed model, various companies from the 
different sectors are selected for the duration from 3 January 2000 to 22 June 2022. 
Table 4.4 represents the analysis on DL models for TATA STEEL company. It can be 
verified that the GRU is again outperforming other models on RMSE, Accuracy values. 

FIGURE 4.5 GRU prediction results on RELIANCE data.    

FIGURE 4.6 CNN-LSTM prediction results on RELIANCE data.    
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FIGURE 4.7 GRU and strategy 1 (MACD-EMA-RSI).    

FIGURE 4.8 GRU and strategy 2 (StochRSI-OBV-BB).    

TABLE 4.3 Analysis on Strategies for RELIANCE Company Data       

Model/Strategy 

Strategy 1 (MACD-EMA-RSI) Strategy 2 (STOCHRSI-OBV-BB) 

Predicted Actual Predicted Actual  

CNN  1620.48  1600.45  1664.09  1379.60 
RNN  1440.36  1600.45  1301.26  1379.60 
LSTM  1345.55  1600.45  2027.21  1379.60 
GRU  1499.32  1600.45  1370.78  1379.60   
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Moreover for MAE, CNNs are giving more promising results but performance of the 
GRU is comparable to the CNN with only 2% error gap. Figure 4.9 represents the actual 
and prediction results obtained for TATA STEEL using the GRU model. Further, it can 
be verified from table 4.5 that strategy 2 is again giving more actual profit compared to 
strategy 1 for TATA STEEL company. From the table, we can observe that the GRU- 
predicted profit is less than the LSTM predicted profit, but it is misleading due to the fact 
that the prediction accuracy of GRU is more promising, proven in table 4.4. 

For further verification from the IT sector, WIPRO is selected and DL model pre-
diction results are represented in table 4.6. Again the GRU model is outperforming other 

TABLE 4.4 Analysis on Models for TATA STEEL Company Data      

Model RMSE MAE Accuracy  

CNN  20.26  15.53  71.19% 
CNN-LSTM  57.5  47.88  63.56% 
RNN  42.01  35.86  74.58% 
LSTM  25.0  20.96  88.98% 
GRU  19.36  17.34  90.68% 

FIGURE 4.9 GRU prediction results on TATA STEEL data.    

TABLE 4.5 Analysis on Strategies for TATA STEEL Company Data       

Model/Strategy 

Strategy 1 (MACD-EMA-RSI) Strategy 2 (STOCHRSI-OBV-BB) 

Predicted Actual Predicted Actual  

CNN  657.76  703.05  639.41  984.5 
RNN  526.1  703.05  880.67  984.5 
LSTM  704.52  703.05  923.17  984.5 
GRU  687.41  703.05  823.02  984.5 
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models. Figure 4.10 represents the actual and prediction results obtained using the GRU 
model. From table 4.7, it can be seen that strategy 2 is giving more profit compared to 
strategy 1 on prediction results obtained from the GRU model. TECH MAHINDRA 
company from automobile sector is selected for an analysis that is represented in table 
4.8. For this company also strategy 2 is giving more returns compared to strategy 1 as 
represented in table 4.9. Figure 4.11 depicts the pictorial representation of actual and 
predicted values. 

From the analysis done on various companies from different sectors, we can confirm 
that our proposed method is outperforming other DL models in most of the cases and         

TABLE 4.6 Analysis on Models for WIPRO Company Data      

Model RMSE MAE Accuracy  

CNN  70.07  63.95  66.65% 
CNN-LSTM  83.28  75.4  67.8% 
RNN  43.18  39.23  69.49% 
LSTM  18.3  16.8  78.81% 
GRU  11.81  10.46  83.39%   

FIGURE 4.10 GRU prediction results on WIPRO data.    

TABLE 4.7 Analysis on Strategies for WIPRO Company Data       

Model/Strategy 

Strategy 1 (MACD-EMA-RSI) Strategy 2 (STOCHRSI-OBV-BB) 

Predicted Actual Predicted Actual  

CNN  246.10  300.79  275.40  312.05 
RNN  272.261  300.79  297.76  312.05 
LSTM  297.16  300.79  326.46  312.05 
GRU  292.51  300.79  321.81  312.05   
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giving comparable results. By incorporating strategy 2 (STOCHRSI-OBV-BB), we can 
upscale the profits. 

4.6 CONCLUSION AND FUTURE WORK 
Technical analysis plays an important role to decide entry and exit points in the market. 
Each investor has its own trading strategy which reflects the psychology of an individual. 
Therefore, choosing an appropriate strategy is a crucial task. Based on this observation 
we have built a model that forecasts future closing prices using DL model and two trading 

TABLE 4.8 Analysis on Models for TECH MAHINDRA Company Data      

Model RMSE MAE Accuracy  

CNN  264.88  249.05  58.47% 
CNN-LSTM  98.53  94.79  47.5% 
RNN  133.04  125.93  69.49% 
LSTM  96.35  92.54  66.10% 
GRU  85.76  52.29  83.39%   

TABLE 4.9 Analysis on Strategies for TECH MAHINDRA Company Data       

Model/Strategy Strategy 1 (MACD-EMA-RSI) Strategy 2 (STOCHRSI-OBV-BB) 

Predicted Actual Predicted Actual  

CNN  940.62  1051.45  1041.92  1061.65 
RNN  1057.61  1051.45  1158.91  1061.65 
LSTM  1058.71  1051.45  1160.61  1061.65 
GRU  1035.35  1051.45  1136.65  1061.65 

FIGURE 4.11 GRU prediction results on TECH MAHINDRA data.    
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strategies (strategy 1: MACD-EMA-RSI; strategy 2: STOCHRSI-OBV-BB) consisting of 
multiple indicators that generate Buy/Sell signals. Both strategies are compared in terms 
of profit earned. The results show that strategy 2 outperforms strategy 1 on predicted 
values obtained using the GRU model on RELIANCE company data. From the analysis 
done on different companies from different sectors, we conclude that sequence-to- 
sequence model GRU is more promising. Trading strategy consisting of accurate tech-
nical indicators can upscale the profits. 

This work further can be extended by considering multiple features. In addition to 
this, sentiment analysis can be included to predict future prices. 
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5.1 INTRODUCTION 
Understanding consumer behaviour is critical for a business organisation’s success. A 
customer’s or a group of customers’ selection, purchase, use, and discarding of ideas 
about products or services is the focus of consumer behaviour. Personalised marketing 
involves analysing a customer’s purchasing habits. Predicting future trends is easy after 
analysing individual behaviour. Problem recognition, information search, alternative 
evaluation, purchase decision, and post-purchase behaviour are the five stages of the 
consumer buying decision process. Consumer behaviour is a broad term. Consumer 
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behaviour is always a hot topic among academics and researchers. However, further 
research into consumer behaviour, such as the factors that influence consumer pur-
chasing behaviour, could be conducted in the future. This study only focuses on the 
consumer buying process. Putting this theoretical process into practice will allow for 
more investigation. Research can be carried out on an entire sector as well as on a 
particular product or brand. The empirical study takes into account other studies that 
will be conducted in the future on this subject. Only the consumer’s purchasing decision 
is being studied in this process; further research into the consumer’s purchasing beha-
viour can be conducted digitally (Hemachandran et al. 2022a). 

One can study many different aspects of consumer behaviour. How, why, and when 
people buy a product or brand are all questions of consumer behaviour. The way 
people buy things is still a mystery because it has so much to do with the mind. But 
with a wide range of analytical software, it is possible to find out more about how 
people buy things on digital platforms like Facebook or Twitter. However, a complete 
understanding of consumer purchasing habits is still a mystery. The act of making 
purchases is known as “consumer behaviour.” Being happy is a universal desire. A 
person’s basic human needs cannot be denied. A person will go to the market in order 
to satisfy a desire by exchanging their money for various goods. Marketers must be able 
to understand the habits and preferences of their customers. In consumer behaviour, 
the focus is on how people make purchases. Pre-purchase and post-purchase behaviour 
can be observed. Businesses can also use it to look for new opportunities because of its 
versatility. 

It is important to know how people buy things. The consumer buying decision 
process is made up of the different steps a consumer goes through before, during, and 
after buying a product or service. It helps the seller or marketer sell their products or 
services to the market. To be successful in selling products or services, a marketer must 
first understand consumer behaviour in relation to the purchasing decision process. 
Customers go through five stages before making a purchase decision: initiation of a 
problem-solving process, collection of relevant data, evaluation of potential solutions, 
selection of a product, and subsequent behaviour. Consumers begin to think about 
purchasing a product when they see it on television. When purchasing a product, a 
customer may proceed through any or all of the five stages of the decision-making 
process. One or more stages may also be skipped by the buyer; it all depends on the 
consumer’s mindset. It is impossible to compare the minds of different people. Every 
time a person needs milk, he or she will go to the store and buy the same brand. As a 
result, when compared to products that are more involved, there is a higher likelihood 
of skipping information and evaluation. We are all flawed in some way. It is different 
when we are buying a car and have a lot invested in it. Each of the five steps in the car- 
buying process must be completed. This method is particularly useful for first-time or 
complicated consumer purchases. The education of the customer, their choice of 
product, their utilisation of that product, and their eventual disposal of it are all aspects 
of the experience that some companies prioritise. 
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5.1.1 Objective of the Study 
To carry out credit and risk analysis in the financial and banking sectors. 

5.2 LITERATURE REVIEW 
Brody et al. (2007) reveal in their research that the novel strategy for modelling credit 
risk sidesteps the need to make use of inaccessible stopping times. The failure of 
obligors to make payments that were contractually agreed upon is directly linked to the 
occurrence of default events. There is a great deal of chatter going on about the up-
coming cash flows that are available to market participants. Within the confines of this 
framework, one or more independent market information processes are assumed to 
produce market filtration. Only a small proportion of the market factors that influence 
future cash flows are communicated by each of these information processes. A model 
parameter is the rate at which market participants are given accurate information about 
a market factor’s expected value. This rate is different for each market factor. Analysis 
that can be easily simulated is presented for defaultable bond price processes with 
stochastic recovery. Other forms of debt instruments, such as multi-name products, 
can be characterised using the terms analogous to those presented here. An explicit 
formula is developed here for calculating the value of a risky discount bond option. 
When more accurate information about the bond’s final payoff is made available, it has 
been demonstrated that the value of such an option will rise. Consistency is a key 
feature of the framework, which makes it suitable for use in practical modelling sit-
uations where frequent recalibration is necessary. 

According to Kumari et al.’s (2022) research, an Online Customer Experience-Attitude 
Behaviour Context model is recommended as a comprehensive model for online grocery 
retailing in a digital world. The study also looks at value co-creation from the perspective 
of a moderated mechanism. A total of 526 people who had purchased groceries online 
were surveyed for the purpose of the study. In order to perform additional analysis, test 
hypotheses, and formulate models, the Analytical Hierarchy Process, SPSS 23, AMOS 22, 
and PROCESS Macro were used. The results showed that the antecedent’s convenience, 
recovery, and delivery experience influenced the attitude significantly. On the other hand, 
at a lower level of value co-creation, the newly emerging concept of value co-creation had 
an impact on the overall relationship between the antecedent of online customer ex-
perience and attitude. It may be beneficial for retailers to periodically involve their 
customers in creating a delightful online customer experience in order to increase the 
attitude and likelihood of repeat purchases among online grocery customers. 

Haralayya (2022) enhances with this summary that we can get an overview of a Ford 
car study among Indian residents of the Bidar district, which looked at the “impact of 
branding on consumer purchasing behaviour.” This summary also includes a quick 
rundown of marketing strategies that can be used to entice customers to look for a more 
youthful Indian vehicle logo. These strategies can be used to draw customers’ attention to 
the fact that the Indian vehicle logo features young people. A brand can guarantee 
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brilliant principles established at the right time and place, but it cannot guarantee inferior 
principles. However, while competing in the product sector, it has an impact on the 
logo’s specific seal but not on the customer’s mind. A brand created from the person-
alities of clients will become inseparable from clients who become acquainted with the 
image. This report seeks to investigate the impact of manufacturers’ products on cus-
tomer purchasing trends. Customers are typically influenced to pay for a logo design 
based on price, brand, or other factors throughout the purchasing process. The record is 
a comprehensive writing outline of suppliers; consideration for logo decency, price, and 
logo photograph dependability. 

Laloan et al. (2022) intend that the phenomenon of the pandemic shows a before and 
after effect, which needed to be taken into consideration regarding the research. During 
the pandemic era, the current situation is highly associated with consumer decision- 
making; there are determinants that needed to be taken into account in order to find the 
current situation of people who want to use car wash service. The goal of this study is to 
discover how the company set up the car wash service with the intent of influencing 
consumer purchasing decisions. This study employs a qualitative approach, with infor-
mants interviewed to learn more about the phenomenon. The service quality of a car 
wash will eventually play a role in a customer’s purchasing decision. It can be seen that 
service quality is closely related because it talks about the quality of service or products 
that will be received by the customers. The service is expected to maintain the current 
quality of service and keep on maintaining the implementation of health protocol. It can 
boost the trust of the customers toward the service given by the car wash and also retain a 
good number of customers as well. 

Millatina et al. (2022) say that many groups are now paying attention to the current 
growth of this industry, which has seen a significant increase in order to attract their 
attention. Islamic finance, halal food and beverages, halal tourism, fashion and en-
tertainment media, and halal pharmaceuticals and cosmetics are just a few of the seven 
industries where halal business trends can be found. Halal food and beverage labels in 
Indonesia need to be better known, and that is why this research is being conducted. The 
quantitative research method that was utilised in this investigation was known as PLS- 
SEM, and it was carried out with the assistance of the Smart-PLS software. In this 
particular research project, a total of one hundred individuals took part in the surveying 
process. Non-probability sampling was combined with the method of purposive sampling 
to select these individuals. It is clear from this study’s findings that halal food products in 
Indonesia are more likely to be purchased if they have the halal label. Alternatively, halal 
awareness has begun to rise in Indonesian society, and halal is now a way of life. 

Jadwal et al. (2022) investigate that their study focuses on segmenting Taiwanese credit 
card customers into optimal groups. When it comes to categorising customers, 
unsupervised learning can be very useful. Machine learning models trained on data from 
customers in optimally clustered groups have higher precision. To compare the predicted 
accuracy of the K-means, hierarchical, and HK Means clustering algorithms to the 
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accuracy obtained by applying these machine learning models to all of our data, we used 
linear discriminant analysis, logistic regression, and random forest. This was done so that 
the accuracy of the predicted accuracy could be compared to the accuracy of the actual 
accuracy. In this particular piece of research, both hierarchical clustering and the 
K Means method are utilised. Customers are divided into optimal groups using the HK 
clustering algorithms, which are applied to the factorial coordinates obtained through 
multiple correspondence analyses. The accuracy of clustering methods is significantly 
influenced by how thoroughly inertia is broken down. According to the findings, the 
most efficient method for clustering customers is to use K-Means in conjunction with 
hierarchical clustering as a clustering technique. This will allow for a better under-
standing of the credit risk associated with each customer. 

Da and Peng (2022) attempt that their research is on the technological innovation, job 
creation, and economic growth, which are important roles played by TMSEs. Due to the 
fact that they are fraught with danger and require a significant number of resources, the 
government of China has set aside funds and encouraged financial institutions to lend 
money to TMSEs. Methods used to evaluate TMSE credit cannot be used because they 
differ from those used for traditional enterprises. Credit risk assessment for TMSEs, a 
new and challenging topic, is difficult to understand. TMSE credit characteristics are 
being studied in order to discover new indicators. According to their findings, TMSE 
credit risk can be identified using innovation capability and business models. Using both 
traditional and novel financial indicators, they established that the latter were indeed 
more accurate. In the case of TMSEs, the findings showed that incorporating innovation 
and business model indicators improved classifier performance significantly. 

Wu (2022) states that there is not a theory that has been sufficiently developed to 
measure credit risk or conduct decision analysis for large amounts of financial data, and 
there is also no evaluation system that is both effective and scientific that has been 
developed. Reading a brief summary of each of the aforementioned subjects and how 
they are connected can be helpful if you are interested in gaining additional knowledge 
about the topics and how they are connected. In addition, this paper suggests four 
directions for research in the areas of measuring credit risk and making financial deci-
sions based on big data. Because of this, anyone who works in the field of making 
decisions based on big data can learn something from reading this paper. This includes 
practitioners, researchers, financial institutions, and government agencies. 

According to Bu et al. (2022), the goal of their research is to look into the different 
ways that individual ratings and credit performance can be used to analyse and monitor 
portfolio credit risk. Rating specific exposure to observable macro variables, industries, 
and a latent mean-reverting macro fragility factor are all taken into account within the 
context of the proportional model that we implement. In order to make an accurate 
estimation of the model’s parameters, an algorithm based on the Markov chain Monte 
Carlo method is implemented. We are able to precisely measure parameter uncertainty 
using this method, which is necessary for forecasting, and it also provides a practical way 
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to update the model. Both of these benefits are essential for accurate prediction. We use a 
large default data set spanning 45 years, including the financial crisis of 2008, to show the 
link between individual frailty and exposure to systematic risk factors on credit ratings. 
This data set contains information from both before and after the 2008 financial crisis. 
According to testing done outside of the sample set, our model has been shown to be 
capable of forecasting the number of defaults across business cycles, particularly during 
the financial crisis. Even though the companies in the CLO were not included in the 
initial calibration of the model, we were still able to demonstrate that our model is 
capable of performing reasonably well in surveillance as long as timely updates are 
applied to it. 

Augustin et al. (2022), inferring as a result of the COVID-19 pandemic, stated that 
they have the extraordinary chance to investigate the connection between unexpected 
increases in economic growth and the risk of default by sovereign governments. They 
discovered a positive and statistically significant relationship between the probability of a 
sovereign default and the extent to which the virus is spreading in a sample of 30 
developed countries with budgetary restraints. In support of the fiscal channel, the results 
of fiscal policy are confirmed for the countries of the Eurozone and the states of the 
United States where monetary policy can be maintained at its current level. As a result of 
their susceptibility to shocks from the outside world, governments with limited fiscal 
space are punished in the global financial markets, as all have learned. 

Roeder et al. (2022) narrate that the non-financial institutions, such as banks, keep a 
close eye on credit risk and perform in-depth analysis of it in order to forestall the 
possibility of counterparty default. There is a diverse collection of financial instruments 
that, when combined, can reveal information about the creditworthiness of a counter-
party. Despite the fact that this metric has the potential to provide essential information, 
the fundamental price dynamics are frequently unknown and require further explana-
tion. Making decisions based on the analysis of data is an important concept that can 
help identify these reasons and support and justify these decisions. The justifications in 
this research paper by using sentiment and topic analysis on financial analyst reports are 
used. Because analysts use their reports to communicate the findings of extensive 
research to the general public, these reports are an excellent source of information for 
experienced investors. From 2009 to 2020, this study examined 3,386 reports on the Dow 
Jones Industrial Average Index’s components. Changes in sentiment, as well as certain 
topics, are correlated with changes in the CDS spread, even when traditional credit risk 
indicators are factored in. This implies that quantitative risk metrics and analyst reports 
are intrinsically linked. It is possible to find CDS spreads in analyst reports, which enables 
us to have a better understanding of our current risk assessments. According to the 
findings, financial institutions and corporate risk managers can improve their existing 
financial metrics and financial news data by making use of new insights gleaned from 
analyst reports. 

Yfanti et al. (2022) investigate on policymakers and market practitioners who are 
concerned about systemic risk are particularly interested in the connections between 
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sectoral corporate credit risk and each other. In this paper, they investigated the mac-
roeconomic factors that have an effect on the dynamic correlations between the sectoral 
credit default swaps (CDS) markets in Europe and the United States. The CDS condi-
tional equicorrelations can be explained using macro-financial and news proxies, 
respectively. Their research indicates that the behaviour of sectoral CDS interdependence 
is counter-cyclical. Higher sectoral correlations are linked to increased economic policy 
and financial uncertainty, a stronger impact of infectious disease news on stock markets, 
tighter credit conditions, a slowdown in economic activity, and negative sentiment. One 
of the primary factors that contribute to the integration of the CDS market is economic 
policy uncertainty (EPU), which, according to our findings, amplifies macro effects across 
credit risk correlations. Other significant factors, such as crisis events, exacerbate the 
time-varying effects of correlation macro drivers. It is possible for macro factors to have a 
significant influence on the development of credit risk relationships, which can lead to 
credit risk contagion and pose a potential threat to financial stability. For operational 
research applications involving risk and portfolio management, a solid understanding of 
the mechanisms underlying credit contagion is essential. 

Wang et al.’s (2022) work on machine learning and data mining algorithms to improve 
credit risk assessment accuracy is well known. However, only a few methods can meet 
both its universal and efficient demands. A new multi-classification assessment model of 
personal credit risk based on the theory of fusion of information (MIFCA) employs six 
machine learning algorithms. This paper suggests the MIFCA model can reduce the 
interference of uncertain information by combining the benefits of multiple classifiers. 
MIFCA was tested with data from a Chinese commercial bank and found to be accurate. 
Research shows that MIFCA has a number of outstanding points across various eva-
luation criteria. Both its multi-classification accuracy and its universal applicability make 
it ideal for a wide range of risk assessments. The first is that it is more precise. Banks and 
other financial institutions can use the findings of this study to improve risk prevention 
and control, as well as their ability to identify credit risk and avoid financial losses. 

Yu et al. (2022) enhance in their research that in credit risk assessment, a small sample 
size makes it difficult to build a reliable machine learning model; so many methods of 
virtual sample generation (VSG) for sample augmentation based on sample distribution 
have been proposed. For financial institutions, predicting a customer’s creditworthiness 
becomes more difficult when the data sets they use contain a small sample with low 
dimensionality. An ELM-based VSG method with feature engineering for credit risk 
assessment with data scarcity is proposed to address these issues. First, the ELM-based 
VSG methodology is used to generate virtual samples and solve the data scarcity (i.e., 
small sample) problem. There are two ways to deal with the problem of data attribute 
scarcity (i.e., low dimensionality). The predicted performance of generated virtual 
samples is then predicted using various classifiers. When data are scarce, two public 
credit data sets are used for credit verification in credit classification. The experimental 
results show that the proposed methodology significantly improves classification per-
formance for credit risk assessment using limited data. 
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Abdesslem et al. (2022) underwent research using data from 2006 to 2017. The impact 
of credit and liquidity risks, as well as the role of managerial ability, on the likelihood of 
European commercial banks defaulting is investigated in this study. According to data 
envelopment analysis and to bit modelling, bank efficiency and default risk are measured 
with a z-score while the endogeneity and model specification robustness tests are used to 
evaluate the performance of the banks. Their findings demonstrate that both of these 
risks have a significant impact on the likelihood of bank failure, and that managerial skill 
has no effect on this effect. Management ability, on the other hand, mitigates credit risk. 
Arrogance and a lack of empathy could be to blame for what happened. This could be 
explained by the fact that senior managers who are likely to be compensated on the basis 
of performance are more likely to keep bad news under wraps. The likelihood of a bank 
failure would rise in such a scenario. 

In Zhang et al.’s (2022) research, supply chain finance (SCF) SMEs’ credit risk is 
defined as the probability that the SME will default on loans derived from financing for 
the SCF platform. There are currently no models that can accurately predict the cred-
itworthiness of small- and medium-sized enterprises (SMEs) in SCF using only static data 
from the businesses themselves. However, these models do not take into account the 
dynamic financing behaviour of SMEs in SCF, limiting their ability to predict credit risk. 
SCF SMEs’ credit risk can be predicted using Deep Risk, a new approach that integrates 
enterprise demographic data with financing behaviour data. Using a multi-modal 
learning strategy, we are able to combine the two different sets of data. A feed-forward 
neural network is fed the concatenated vectors produced by data fusion in order to 
predict the credit risk of SMEs. On a real-world SCF data set, experiments show that the 
proposed Deep Risk approach outperforms the baseline methods in credit risk prediction 
for precision, recall, F1, AUC, and economic loss. SCF SME’s credit risk can now be 
predicted with greater accuracy thanks to the combination of two previously unrelated 
data sources. It is essential to have both static and dynamic data on SMEs in order to 
better predict their credit risk. It is still better to look at financial behaviour than com-
pany demographics when it comes to making predictions. Decision makers involved in 
SCF should be aware of the managerial implications for maximising the benefits of SCF 
while minimising credit risk. 

From 2003 to 2018, Bannier et al. (2022) conducted research on the relationship 
between corporate social responsibility and credit risk for US and European businesses. 
Only environmental aspects of corporate social responsibility, according to a study, have 
a negative impact on various measures of credit risk for US companies. Credit risk is 
affected by a number of external and internal factors for European businesses. Credit 
ratings, to their dismay, do not reflect the same contemporaneous relationship between 
corporate social responsibility and financial performance. Different estimation tech-
niques have no influence on reliability. 

According to Chen et al. (2022), the attention of ordinary people has shifted from the 
professional term of credit risk in the financial world to the social focus. Credit risk is a 
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significant factor in determining a country’s social and economic stability. The fact that 
society as a living environment and credit between individuals in each network will 
invariably lead to relevance, infection, and relevance risk issues, regardless of the shape or 
structure of the economic system, is one of these. To conduct a visual comparison of 
relevant research on credit risk contagion in the United States and elsewhere from the 
year 2000 to 2020, the WOS and CNKI databases are used as data sources, CiteSpaceV is 
used as a tool, and scientific measurement and knowledge map analysis methods are 
used. Despite the fact that China began late and progressed slowly in comparison to 
related research both at home and abroad, key words in the related literature show that 
China has begun to discuss both the universality and the particularity of each credit risk 
network individual; domestic research is rather fundamental. However, China has been 
attempting to catch up with and surpass the United States. Current efforts are focused on 
determining how the network’s credit risk data are organised, what types of connections 
are made between the nodes, and who exactly belongs where. Related networks and 
individual responses to those networks are currently under consideration. According to 
these findings, research into credit risk contagion and related topics is increasing. It also 
looks at the research framework from the standpoints of fundamental knowledge, core 
expertise, and applied expertise, both domestically and internationally. 

Hemachandran et al. (2021) made a performance analysis of K-nearest neighbour 
machine learning algorithm for bank loan sector. It is mainly used to identify the good 
customers for sanctioning loans. The accuracy of this model is 70%. Whereas the per-
formance metric Jaccard is 0.70 and F1 Score is 0.68. 

In Hemachandran et al.’s (2022a) research, an attempt was made to analyse the per-
formance of the different machine learning models such as K-nearest neighbour, decision 
tree, support vector machine, and logistic regression for identifying the good customer 
for sanctioning bank loans. Comparing the accuracy of all these models, support vector 
machine model performs well with an accuracy of 79.6%. 

5.3 METHODOLOGY OF RESEARCH 
This study uses the data set available online in kaggle.com. The data set name is “bank 
loan.” The data set has been downloaded for the website which can be used for any type 
of data analysis. The data set consists of nearly 1,500 data of customers who had availed 
bank loan. From these only 700 customer data were considered for data analysis as there 
were no data for “default” available for other customers except the first 700 customers. 
These data consist of the customers demographic details such as age, education, income, 
and details of credit or debt availed by the customers having variable name “debtinc,” 
“creddebt,” and “otherdebt.” To calculate the total debt of the customers, all the debt 
value are added together and named as “totaldebt.” Also, there is another detail named 
“default” where it is stated “0” for no default to pay loan amount availed and “1” for those 
who default to pay back the loan availed from the bank. 

Credit and risk analysis has been performed using this data set. For performing this 
analysis, basic MS excel and SPSS have been used to analyse whether there is any 
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significant difference among the group of the demographic variables and default made by 
the customers (figure 5.1). 

5.4 DATA ANALYSIS 

5.4.1 Interpretation 1 
It is observed that 43% of the respondents belong to the age group of 25–35 years. Most 
of the respondents have completed their undergraduate education. Nearly 93% of the 
respondents were having the income less than $100 and 74% of the respondents were 
having total debt of less than $25 (figure 5.2). 

5.4.2 Interpretation 2 
It is observed that 73.9% (517) of the respondents have no default to pay the debt, 
whereas 26.1% (183) of the respondents have default to pay the debt (figure 5.3). 

5.4.3 Interpretation 3 
It is noted that 6.6% (46) of the respondents of age group less than 25 years have no 
default of loan and 5.7% (40) are default to pay the bank loan. When it comes to the 
age group of 26–35 years, it is noted that 31.6% (221) have not default and 11.6% (81) 
are default to pay loan. With regards to the age group of 36–45 years, it is seen that 
27.0% (189) are not default and 5.9% (41) are default. And among the age group of 

FIGURE 5.1 Demographic profile of the respondents.    
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46–55 years, 8.6% are not default and 3.0% are default. Overall, it is seen that 73.9% 
(517) of all the age groups are not default and 26.1% (183) are default to pay the loan 
amount (figure 5.4). 

5.4.4 Interpretation 4 
It is noted that 41.9% (293) of the respondents of UG education have no default of loan 
and 11.3% (79) are default to pay the bank loan. When it comes to the education of PG, it 
is noted that 19.9% (139) have not default and 8.4% (59) are default to pay loan. With 

FIGURE 5.3 Age * default of loan payment.    

FIGURE 5.2 Default to pay the debt by the respondents.    
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regards to the education group of diplomas, it is seen that 8.1% (57) are not default and 
4.3% (30) are default. Among the education group of professionals, 3.4% (24) are not 
default and 2.0% (14) are default. And among the education group of others, 0.6% (4) are 
not default and 1% (1) are default. Overall, it is seen that 73.9% (517) of all the education 
groups are not default and 26.1% (183) are default to pay the loan amount (figure 5.5). 

5.4.5 Interpretation 5 
It is noted that 68.9% (482) of the respondents of income less than $100 have 
no default of loan and 25.0% (175) are default to pay the bank loan. When it comes 
to the income of $100–$200, it is noted that 4.4% (31) have not default and 0.7% 
(5) are default to pay loan. With regards to the income of $300–$400, it is seen that 6% 
(4) are not default and 3% (2) are default. And for the income group more than $400, 
only one person has default to pay the loan back. Overall, it is seen that 73.9% (517) of 
all the education groups are not default and 26.1% (183) are default to pay the loan 
amount (figure 5.6). 

FIGURE 5.4 Education * default of loan payment.    
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5.4.6 Interpretation 6 
It is noted that 72.6% (508) of the respondents of debt amount to less than $25 have no 
default of loan and 25.6% (179) are default to pay the bank loan. When it comes to the debt 
amount to more than $25, it is noted that 1.3% (9) are not default and 6% (4) are default to 
pay loan. Overall, it is seen that 73.9% (517) of all the education groups are not default and 
26.1% (183) are default to pay the loan amount (table 5.1). 

5.4.7 Interpretation 7 
It can be inferred that the default status of the respondents significantly influences 
various age groups of the respondents (F value = 14.684, p value = 0.000), respondents’ 
educational attainment (F value = 9.301, p value = 0.002), which is represented by the 
significance level for each of these variables less than 5%, which means that the p values 
are less than 0.05. 

Default status of the respondents do not significantly influence various groups of 
income (F value = 0.025, p value = 0.874), and total debts of the respondents (F value = 
0.146, p value = 0.702), which is represented by the p values of less than 0.05 at a level of 
significance of 5% considered significant for each of these variables. 

FIGURE 5.5 Income * default of loan payment.    

Credit and Risk Analysis ▪ 69 



FIGURE 5.6 Total debt * default of loan payment.    

TABLE 5.1 Difference Between Groups of Demographic Variable and Default to Pay the Debt by the 
Respondents         

ANOVA  

Sum of  
Squares 

df Mean Square F Sig.  

Age Between groups  10.561  1  10.561  14.684  0.000  
Within groups  502.037  698  0.719   
Total  512.599  699    

Education  Between groups  7.92  1  7.92  9.301  0.002 
Within groups  594.315  698  0.851   
Total  602.234  699    

Income  Between groups  0.003  1  0.003  0.025  0.874 
Within groups  72.135  698  0.103   
Total  72.137  699    

Total debt  Between groups  0.003  1  0.003  0.146  0.702 
Within groups  12.756  698  0.018   
Total  12.759  699      
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5.5 CONCLUSION 
With regards to the age of the respondents, the bank has to concentrate more on the age 
group of 26–35 years as the default is more with this age group. Also, the bank has to 
concentrate on the age group less than 25 years and 36–45 years. When it comes to the 
education group, both who have completed their undergraduation and post-graduation 
are default to pay the debts. So the bank has to concentrate more on these groups. 
Respondents with income less than $100 have more default to pay the debts and people 
having their debts less than $25 have more defaults in paying the debts. Thus, it is 
concluded that the bankers need to do more analysis on the credit and risk analysis 
before providing the loan to their existing and new customers. Based on this study, it can 
be concluded that the bankers should be more careful when they provide further loan to 
the aforementioned age, education, income, and total debt groups. And it is important to 
consider these results before providing new loans and additional loans to their customers. 
Thus, the analysis helps the decision makers to take appropriate decisions in case of 
providing loans and also take some necessary steps to avoid delays in repayment of loans 
and defaults. 
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6.1 INTRODUCTION 
The recent technology advancements and the related customers’ dependence have incited 
financial institutions to offer e-finance services such as e-banking and trading platforms 
[1]. The latest technological advancements have changed financial services drastically in 
the past decade [2]. Financial institutions have now recognized the importance of 
adopting information technology in terms of increasing efficiency, security, and cost 
reduction [3]. Furthermore, customers’ increased reliance on the internet and smart-
phones has prompted financial organizations to offer e-finance services [1]. E-finance is 
the delivery of financial services to clients through the Internet, thus representing a shift 
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from the physical delivery of financial services to the virtual world [4]. E-services 
incorporate all types of financial services including e-banking, market trading, brokerage, 
and so on. Despite the different benefits of E-finance services, security remains the major 
concern and barrier to its adoption. Trust and security of transactions in trading are key 
elements for business success [5]. Furthermore, when dealing with the digital world, 
critical data representing rights and ownership of assets faces serious cyber threats [6]. 
Thus, data must be protected against any fraudulent activities, and Blockchain tech-
nology is a relatively great tool to address the issue [7]. The Blockchain is a new 
architecture of data governance that is essentially based on the creation of linked blocks 
identified with cryptographic hashes [8]. Data is stored in blocks after the confirmation of 
all participants in the network through the consensus mechanism with no need for a 
central authority. Data stored using Blockchain technology is immutable and unalterable 
due to the distributed ledger technology and any fraudulent activity to alter the data can 
be detected by the consensus mechanism [9]. Bitcoin can be referred to as the first en-
actment of Blockchain technology to the world, and it was first restrained for the 
development of Bitcoin and its related transactions [10]. Blockchain technology is ex-
pected to change the way people do business and to rapidly develop financial technol-
ogies [11]. 

However, recent years witnessed increased propagation of Blockchain technology [12]. 
The application of Blockchain has extended from Cryptocurrencies with Blockchain 1.0 
into other financial areas with the second generation (Blockchain 2.0) and extended to 
other industries with Blockchain 3.0 [13]. The market of the Blockchain is growing 
quickly as a result of its many key features such as transparency, trust, efficiency, and so 
on [14]. Revolutions in industrial and commercial sectors are expected to ignite with this 
technology (Underwood, 2016). Based on recent studies, the market of Blockchain would 
be worth more than eight billion dollars by 2025 with increased popularity in many 
sectors such as governmental services, healthcare, media, industrial sector, and so on 
[15]. The exponential growth of this technology urged many scholars to conduct various 
studies on the potential usage of the Blockchain [16]. For instance, reference [17] studied 
smart contracts as an underlying technology for Blockchain. 

Therefore, this chapter demonstrates an overview of Blockchain technology and fo-
cuses on the application of Blockchain technology in the financial markets. We aim to 
present comprehensive literature on Blockchain technology, how it works, and its current 
and potential applications in the financial markets. Additionally, we hope to provide 
some recommendations for businesses willing to implement the technology and offer 
some directions for future research. The rest of the chapter is structured as follows: 
Section 6.2 introduces the working mechanism of Blockchain, and its evolution and 
provides a comparison between permissionless and permissioned Blockchain. Section 6.3 
explains how this technology is applied in the financial industry and focuses on three 
main areas: Cryptocurrencies, financial markets, and the banking sector. Section 6.4 
discusses the main benefits of adopting the Blockchain as well as the challenges of its 
implementation. Finally, section 6.5 provides a conclusion, recommendations, and future 
scope of research. 
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6.2 BLOCKCHAIN TECHNOLOGY, EXPLAINED 
In recent years, finance and technology were strongly associated, and this marriage 
between both fields is now known under the name of FinTech [18]. FinTech requires the 
use and integration of technology for financial firms [19]. Fintech is also the upgrade of 
the services of the traditional financial enterprises by using technology, it also refers to 
the use of technology to develop new financial services [5]. Fintech includes the inte-
gration of many technologies in finance such as artificial intelligence, Data Science, 
mobile payment, and smart contracts but the most popular is the Blockchain [20]. 

Blockchain technology is a new and improved approach to database architecture 
compared to the traditional design of databases [21]. Traditional databases are organized 
in several ways but most traditional databases organize and store data in tables for fast 
search, update, and retrieval [22]. The traditional databases are relational and centralized 
where a master copy of data is stored and controlled by a central authority. Thus, the 
users of traditional databases must have confidence in the central authority that should 
safeguard the data by maintaining the necessary infrastructure to prevent data loss from 
equipment failure or cyber attacks. Therefore, the major threat to a traditional database is 
the loss of data due to the failure of the central authority. 

Hence, Blockchain technology is a new architecture for data management that offers a 
decentralized design of data due to the distributed nature of the leger with no control of 
central authority, the immutable character of transactions, and the use of a consensus 
mechanism to store the data [23]. While the development of Blockchain technology is 
still in its infancy stage, the application of this technology is highly promising in the 
financial markets [24]. 

6.2.1 How Does It Work? 
Blockchain technology is based on three main elements: a Network of Node Operators, a 
Consensus Mechanism, and a Digital Ledger with immutable character. 

The Network of Node operators is a group of connected users. Each user stores an 
identical copy of the data, thus giving birth to another term for the Blockchain tech-
nology “Distributed Ledger Technology (DLT)” [25]. This technology referred to as a 
peer-to-peer (P2P) distributed database is based on the creation of unalterable records 
of transactions that each user in the network can read and write into the database [26]. 
If the transaction appears the same in all users’ ledgers, these transactions are con-
firmed by the agreed-upon consensus mechanism and each user’s copy of data is then 
updated to reflect the change, thus all users will update their version of the ledger, and 
the records are validated and final [27]. After a transaction is added to the Blockchain, 
it cannot be modified or deleted. Thus the only option is to add data to a Blockchain 
but not to delete or modify any record [28]. On the other hand, when a user submits a 
transaction to the network and this new transaction is in conflict with the state of other 
users’ ledgers, the network discovers this transaction and the consensus mechanism 
breaks. As a result, the consensus mechanism forces the other users to reject the new 
update of the ledger. 
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A transaction represents a change in an asset’s ownership, thus a confirmed trans-
action registered on a Blockchain is simply a change in the ownership of an asset. Now 
for a transaction to be added to the blockchain, it passes through determined processing 
indicated in figure 6.1. Primarily, for a person to transfer the ownership of an asset to 
another person, it is mandatory to assure that the first person has the rightful owner of 
that asset. This can be performed by checking the past transactions in the Blockchain and 
finding that the first person acquired the asset at a point and has not yet sold it. Once the 
ownership of the asset is confirmed, the two persons agree to the transaction. Next, the 
system creates a block including the details of the agreement, and then both parties 
confirm the contract by adding their unique digital signature. After both persons have 
digitally signed the contract, the system calculates a string of characters called a “cryp-
tographic hash” that is used to link the new transaction to the chain of previous trans-
actions [30]. Each block with time-stamped digital data; enclosing at least one 
transaction; is then associated with a cryptographic hash that is easy to verify but difficult 
to calculate, and protected with a unique identifier or public key infrastructure (PKI). 
The cryptographic hash includes the contract details, the digital signatures of the con-
tract’s parties, and the previous block or transaction’s details. Thus, it is easy to verify a 
legitimate transaction or a block but difficult to design and add an illegal transaction or 
block to the chain. At this point arrives the role of the consensus mechanism that 
confirms the transaction and adds it to a new or a block with recent transactions. It is 
worth noting that the consensus mechanism requires substantial computing resources to 
confirm the validity of the transactions. The updated Blockchain is then transmitted to all 
users of the network so that every participant has an updated and identical copy of the 
master ledger. The immutable and undone transactions and blocks are then accessible by 
all the members of the Blockchain network (figure 6.2). 

FIGURE 6.1 How does a transaction get into the Blockchain? 

Source: From [ 29].    
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Based on the above discussion, the Blockchain enjoys many characteristics. Firstly, the 
DLT provides a technology of decentralized data management and storage and eliminates 
the requirements of a centralized authority [31]. Consequently, the decentralized aspect 
removes the necessity to trust any party to confirm, record, and secure transactions. 
Furthermore, the security of the data in a Blockchain comes from many protocols such as 
the public key infrastructure PKI, the time-stamped transactions, the consensus mech-
anism, and the immutability of transactions. The Blockchain allows also us to visualize all 
confirmed transactions in the ledger. Moreover, the Blockchain is a P2P network that 
allows for transactions between addresses. The address is comprised of alphabets and 
numbers and represents an operator in the network. The operator can share or keep 
secret his address; thus preserving the user’s anonymity and private data are no longer 
saved by a central authority [32]. However, some blockchain constraints prevent total 
privacy protection. 

6.2.2 The Evolution of Blockchain 
The development of Blockchain is marked by three technological generations: Blockchain 
1.0, Blockchain 2.0, and Blockchain 3.0 [33]. The first generation of Blockchain was used 
to develop the first and most prominent digital currency, Bitcoin. Apart from Bitcoin, 
Blockchain technology is used to develop thousands of digital currencies and tokens 
known as altcoins such as Ethereum, Ripple, Cardano, and Monero (figure 6.3). 

Generation 2.0 goes beyond the development of digital currencies and transactions to 
include bonds, smart contracts, futures, and other financial instruments and applications. 
This stage is marked by the integration of smart contracts in the Blockchain process. 

FIGURE 6.2 Key characteristics of blockchain, author’s compilation.    
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Blockchain 2.0 includes also decentralized autonomous organizations, decentralized 
applications as well as decentralized autonomous corporations [34]. 

While the second generation deals only with the financial application of Blockchain, 
the third generation extends the application of the Blockchain to other industries. 
Blockchain in this stage is being used as a universal platform by different sectors such as 
governmental, medical, and cultural. By way of illustration, this technology is could be 
used in preserving individual credit records in banks, maintaining medical data in 
hospitals, and tracing the flow of products in manufacturing [35]. Blockchain 3.0 is also 
the back-end technology of a new era, the integration of tokens. Tokens represent evi-
dence of a right to a unique digital asset such as academic diplomas, event tickets, and 
personal identity. The non-fungible tokens (NFTs) represent an important evolution of 
this era, each NFT represents a unique digital asset like a piece of art or digital content. 
The most admired Blockchain for NFTs is currently Ethereum and its standard 
ERC20 [7]. 

6.2.3 Permissionless and Permissioned Blockchain 
The first use of the Blockchain application was in 2009 with the implementation of the 
famous digital currency “Bitcoin” [36] and expanded later to include varied industries 
[37]. The Blockchain used in developing Bitcoin is an illustration of a public network that 
is open to all users wishing to transact and any member of the network can see all the 
blockchain’s transactions. In this meaning, this type of Blockchain is called permis-
sionless because transactions are added to the Blockchain through the consensus 
mechanism explained earlier without the need for a central authority’s confirmation or 
denial. Because every member on the Bitcoin Blockchain has access to see all the 
transactions recorded on the ledger, users can confirm the validity of the transaction by 
assuring that the member who spent the Bitcoin has received it earlier and not yet spent it 
[32]. Thus, the accuracy of the ledger is secured by the automated consensus mechanism 
where all transactions are recorded on a master ledger and every user has an identical 
copy of it leaving no way for failure or a need for further reconciliation. As a result, the 
Blockchain gained its immutable character [38]. The Blocks are chained together with a 

FIGURE 6.3 Evolution of blockchain, author’s compilation.    
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“cryptographic hash” making it difficult for fraudulent activity to change a block of a 
transaction [39]. Moreover, the older a block is, the more it becomes difficult to 
manipulate it. For instance, changing a block on a Blockchain requires replacing that 
block with a new one and reproducing all the subsequent blocks with their complete 
information. Thus changing a block requires time and energy to regenerate the same 
chain of subsequent blocks while overcoming the oversight of the consensus mechanism. 
Thus, the older a block is, the more confident a user will have that it will not be 
fraudulently changed. 

However, the use of Blockchain technology in the financial markets requires special 
attention. The permissionless aspect of the Blockchain contradicts some peculiarities of 
the financial markets such as the existence of intermediaries, the sometimes-undesirable 
transparency, and the need to comply with regulations [6]. Thus, private and permis-
sioned Blockchain is used instead in the financial markets. A permissioned Blockchain is 
only accessible by the member of the network who met the membership’s criteria to join. 
The confirmation of transactions in a private Blockchain is controlled by certain mem-
bers who are provided with a certain level of control depending on the network’s design. 
These members called also consensus authorities may have the authority to explicitly 
approve or reject a transaction. They may also be the sole users who have the access to 
participate in a consensus mechanism. Consequently, the trust in transactions in such a 
network is maintained due to the trust in the permissioning members. The permissioned 
Blockchain may have lost a key advantage of a Blockchain technology that allows the 
creation of a decentralized “peer-to-peer” network with no control of authority such as a 
government or a central bank [22]. However, it still enjoys the benefits of decentralized 
storage of the ledger with the timely assured reconciliation of all users’ copies of the 
master database. Furthermore, the private Blockchain may present some solutions to 
problems encountered by permissionless Blockchain such as the need for large com-
puting power to confirm transactions. Along the same line, a permissionless Blockchain 
that is open and anonymous fails to comply with some regulatory requirements such as 
know your customer (KYC) which requires pre-approval and trust in those who par-
ticipate in a network. Nevertheless, private networks allow different levels of access to the 
information on the Blockchain. By way of illustration, controlling authorities may have 
access to view all transactions without permission to add any while other users may have 
access to view specific information depending on their role. 

6.3 BLOCKCHAIN TECHNOLOGY APPLICATIONS 
Blockchain is a promising technology that has the potential to provide many benefits and 
gains if applied in the financial markets. Reducing intermediation and reconciliation costs 
due to this technology are among many efficiency gains in the financial markets. This 
innovation has ignited a lot of interest in the FinTech industry [40]. The application of 
Blockchain in the financial markets refers to applying this technology in the different 
functions and operations in this sector. Blockchain applications are, for example, con-
sidered in the insurance industry to improve fan of internal operations. [33], discusses the 
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role of the Blockchain and smart contracts in insurance to prevent fraudulent claims from 
beneficiaries. They also add that the DLT contributes to eliminating the requirement for 
brokers or other intermediaries, streamlining payments, and optimizing other function-
alities. Thus, the following discussion illustrates three important applications of the DLT in 
the financial industry: digital currencies, financial markets, and the banking sector. 

6.3.1 Cryptocurrencies 
Satoshi Nakamoto, a pseudonym, created Bitcoin in 2008, the first digital and leading 
currency predicated on Blockchain technology with a limited supply of 21 million units 
[41]. The Bitcoin Blockchain uses cryptography for its creation and proof of work 
mechanism to confirm transactions away from the control of central authority [42]. 
Blockchain uses a decentralized technology that keeps records for every single transaction 
and the transactions are confirmed by all nodes in the network through the consensus 
mechanism. Individuals known as “miners” accumulate these transactions into blocks. 
The miners confirm the validity of the transaction and race to solve complicated com-
puter work [43]. The first miner who comes to solve the problem adds the transaction to 
the Blockchain and gets rewarded with a certain number of Bitcoin in return. Scalability 
is the major concern for Bitcoin due to the size of each block (1 MB per block) and the 
number of transactions that can be accommodated by this block [44]. The Bitcoin system 
can provide only seven transactions per second compared to more than 12 transactions 
per second for Ethereum. 

Since the launch of Bitcoin, thousands of digital currencies are issued and many have 
been adopted for real-world transactions [45]. For instance, the Ethereum project that 
was launched in 2013 using Blockchain technology is considered the second most 
important digital currency after Bitcoin and the most prominent altcoin [46]. An altcoin 
is any cryptocurrency other than Bitcoin. Ethereum addresses different limitations of the 
Bitcoin system and allows for the integration of smart contracts in the Blockchain. 
Ethereum is considered also the most popular system for tokens, especially for NFTs [7]. 
Dash is another digital currency that shares some similar properties with Bitcoin. 
However, Bitcoin faces critics that its value is unfounded since no one overlooks the 
whole system. In contrast, Dash is a permissioned Blockchain that is controlled by a 
decentralized network of nodes referred to as Masternodes [42]. Therefore, Dash 
Blockchain has the advantage of real-time confirmation of transactions since the 
Masternodes are separate from miners with no overlapping functions between both 
parties. In the same line, many other digital currencies were created based on the Bitcoin 
system with adjustments made to overcome some discrepancies. Lite coin, for example, is 
similar to the Bitcoin system but enjoys a higher speed of transaction confirmation, the 
same goes for Dogecoin, Ripple, Monero, MadeSafeCoin, and many other currencies 
[42]. Cryptocurrencies use Blockchain technology and are free of any central bank 
oversight (permissionless). However, many central banks are studying the issuance of a 
digital currency, called fiat currency that is backed and monitored by the government/ 
central bank (permissioned) [6]. 
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Digital currencies can be stored in an electronic wallet that can only be accessed using 
a private key. The key feature of Cryptocurrencies is that they can be utilized to transfer 
value between two persons without the interference of a third party with the necessity of 
using the private key [47]. They can be traded on electronic platforms such as Coinbase, 
WazirX, Unocoin, and Binance. The acceptance of Cryptocurrencies as a payment 
method for purchases is still very limited. Some stores started to accept payment using 
Cryptocurrencies, they can be used to buy ice cream from Baskin Robbins or pizza from 
Dominos. On the other hand, the price of a digital currency is highly volatile, it can spike 
very high and rapidly can crash very low. Speculation is the main reason for prices’ 
dizziness in the crypto market. Another problem related to Cryptocurrencies is the weak 
regulations in the field allowing crypto exchange for criminal purposes such as money 
laundering. 

Individuals involved in the Cryptocurrency market are of four types according to [48]. 
The first type is the fortune hunter who invests for capital gain and seeks speculation. The 
second type is the freshman depicting the general public with little knowledge whereas 
the third type is the idealist that invests in knowledge gain. Lastly, the last type is the 
trailblazer which illustrates the professionals and experts in the field. The 
Cryptocurrencies market is marked by instability and legal uncertainty [49]. However, 
this market with all its complexities is progressively going to resemble the traditional 
financial markets as Cryptocurrencies are starting to be new alternatives for investment 
and portfolio diversification [50]. 

6.3.2 Financial Markets 
The financial markets are divided according to their functions into primary and sec-
ondary markets [51]. The primary market refers to selling new shares and bonds for the 
first time to the public such as in the initial public offering (IPO) whereas the trading of 
shares after the IPO happens in the secondary market. At present, trading securities in 
both markets are still guaranteed and controlled by a centralized authority [52]. However, 
the application of Blockchain in exchange markets is timidly adopted with a focus on 
over-the-counter market securities. IBM for example developed a trading system based 
on Blockchain technology for the London Stock Exchange market LSE [53]. In the same 
line, the Australian securities exchange is planning with the Hong Kong exchange to 
implement Blockchain to ease some services similar to post-trade services and 
clearing [54]. 

The implementation of Blockchain in the financial industry has resulted in the rise of 
decentralized finance known also as DeFi [1]. Blockchain utility in the financial markets 
is a current and rich subject for scholars. For instance, [55] explained that the first use of 
Blockchain in the financial sector was to handle back-office tasks. NASDAQ has used 
Blockchain technology in issuing and transferring shares for non-listed companies 
through the launch of a securities trading platform named Linq [56]. The examples in 
this context are many, Korean stock exchange uses DLT to develop over the counter- 
trading system for non-listed companies [53]. In the same line, reference [57] discussed 
the usage of this technology in the capital markets for the payments of notes and bonds, 
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they also illustrate its use in stock issuance in the primary and the trade in the secondary 
market. Another great application of the Blockchain is the use of smart contracts. Smart 
contracts are digital computer-coded contracts that execute automatically once the 
agreed-upon conditions specified in the contract are met such as stop-buy or stop-loss 
orders. When added to a Blockchain, smart contracts allow for the automation of many 
transactions and processes, thus reducing manual intervention and the time and cost of 
execution [1]. Digital assets are also other results of the application of Blockchain. The 
trade-in of physical assets such as real estate requires many verifications for each 
transaction, thus prolonging the execution of the transaction and its settlement. 
However, Blockchain technology has the potential to digitalize these assets for re-
cordkeeping and transactional purposes [6]. Thus, DLT serves to safeguard or change the 
ownership of this asset. Furthermore, reference [58] points out that the Blockchain 
characteristics greatly fit the infrastructure of the financial market and will have a 
remarkable impact on several functions such as the payment system and securities set-
tlement. Reference [52] explains that Blockchain technology can be applied to securities 
trading in three ways. It can be applied before the transaction to fulfil the requirements of 
KYC for example. It also might be applied during the transaction to store all related 
information. Lastly, its application can extend after the transaction for purposes of 
registration, settlement, data sharing, dividend payment, and so on. 

Similar to the secondary market, the integration of Blockchain in clearing houses 
brought the attention of scholars and has also many applications [52]. A clearing house is 
an intermediary in a financial market that ensures that the buyer and seller honour their 
contractual requirements for a given transaction. Reference [58] explains that the key 
features of Blockchain can resolve the limitations of the traditional clearing house such as 
complicated workflow, low speed of information transfer, and asymmetry of information 
between exchanges and or banks. In the same context, reference [59] reveals that the 
use of Blockchain in clearing houses enlarges the volume of transactions. For instance, 
a clearing house named Guangdong performed experimentation using this model for 
2 months, and the findings reveal that these 2 months are equivalent to 16 months of 
trading at NASDAQ. Also for illustration, the American Securities Depository and 
Clearing Corporation (DTCC) has recently implemented a Blockchain project in the 
name of Project Whitney to increase the transaction volume. This project permits to 
perform 115 million transactions per day which is equivalent to 6300 transactions per 
second. This speed represents more than dozens of times the speed of the original 
process [60]. 

The primary market, compared to the secondary market and clearing house also has 
many limitations that can be resolved with the use of Blockchain technology [7]. The use 
of Blockchain in primary markets has many practical cases. The SEC approved for 
Overstock.com to issue its newly listed stock using the Blockchain [52]. Similarly, the 
World Bank used for the first time the Blockchain to issue bonds under the name of 
“Bondi” in 2018 [61]. Reference [62] states that the application of Blockchain in the 
primary market can eliminate the need for a third party which can result in more 
accurate tracking, reduced costs, increased speed of issuance, and as result improved 
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liquidity. Relatedly, the use of Blockchain also reduces information asymmetry and thus 
decreases the risk of fraud [63]. 

6.3.3 Banking Sector 
The application of Blockchain technology in the banking sector is very auspicious. Garg 
et al. (2020) explain that Blockchain technology can be used to maintain bank-end uti-
lities. Furthermore, they argue that this technology is efficient in performing fund 
transfers and registration as well as advancing clients’ experiences. Reference [64] 
revealed that the application of Blockchain in the banking sector could help in elim-
inating some tiring protocols and requirements inherent in the banking sector just like 
know your customer (KYC). Furthermore, they argue that Blockchain will contribute to 
reducing transaction costs while at the same time speeding them up. They add that this 
technology increases security and leads to the automation of some processes using smart 
contracts, thus saving labour review. Furthermore, the incorporation of Blockchain in 
banks helps to understand financial movements such as transferring money and credit 
swaps, it also improves small businesses’ experience in receiving and sending money [65]. 
Reference [38] argues that the implementation of Blockchain technology in local and 
international banks is driven by cost efficiency and value transfers, effective control of 
risk, the development of new services for innovative profit, and reducing duplication of 
audit work. They also explain that the Blockchain is applied in different services in banks 
such as supply chain finance and bill settlement. Furthermore, Blockchain technology is 
found to be an effective tool when it comes to fighting anti-money laundering, the 
application of DLT allows the tracking of suspicious transactions and customers’ 
fraudulent activities in real time [66]. 

6.4 BENEFITS AND CHALLENGES 
Blockchain technology enjoys great potential but many challenges are still stopping the 
wide utilization of Blockchain. The decentralization and P2P aspects are the foundation 
of this technology, which may have limited the utilization of Blockchain [67]. 

6.4.1 Benefits of Blockchain 
One of the key benefits of a DLT is the creation of immutable records. Immutability is a 
main key feature of the DLT, a confirmed transaction is permanent and immutable. 
Another benefit is the traceability of transactions, the Blockchain keeps detailed infor-
mation for each transaction and gives the users easy accessibility to see all the transac-
tions in a chain [68]. Furthermore, Blockchain technology allows for time efficiencies in 
the transaction itself and the settlement period post-transaction [69]. The settlement 
period is the time between the execution of a transaction and the fulfilment of the 
transaction’s requirements towards all parties in the contract (change of ownership and 
payment). The transaction on a blockchain can happen at any time or on any date in a 
few seconds and is a certain legal finality [57]. However, trade-in of most financial assets 
can happen only when financial markets and banks are open. Thus, the use of Blockchain 
in trading fosters liquidity availability in the hands of investors which may result in better 
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capital usage and return. In the same line, Blockchain usage in settling the transactions 
may shorten settlement times for many types of trades, especially in intermediated 
markets such as the foreign exchange industry which requires long settlement cycles and 
the involvement of many banks. Relatedly, reference [68] conducted a systematic liter-
ature review on the state of play the Blockchain in the financial sector. The results 
revealed that the benefits are many such as increased transparency, traceability and speed 
of transactions, cost efficiency, and increased safety. These results are aligned with those 
of reference [70] who found that the use of the Blockchain in the banking sector im-
proves customer experience, enhances transparency, increases traceability, and reduces 
cost and probability of fraud (figure 6.4). 

6.4.2 Challenges Faced by Blockchain 
On the other hand, the implementation of a good-quality Blockchain is quite challenging. 
For instance, achieving the consensus mechanism requires the approval of all network 
members for any change in the ledger, especially in permissionless networks [6]. 
Moreover, the Blockchain designs differ among developers, thus the lack of standard-
ization causes major challenges in implementing the Blockchain for businesses and 
organizations [64]. The different designs, as well as the discrepancies between the 
Blockchain structures and the existing internal systems within organizations, makes it 
challenging to implement the Blockchain [6]. Such a problem can also arise in external 
aspects such as the interoperability between a firm’s Blockchain and other businesses’ 
existing systems or with their different Blockchain designs [26]. Another challenge that 
may face Blockchain implementation, especially permissionless networks is scalability 
[38]. The DLT requires vast computing power to solve to confirm a transaction, resulting 
in lowering the speed of transactions’ confirmation [71]. Furthermore, permissioned and 
permissionless networks require a large volume of storage resources as each user in the 
network is keeping an identical copy of the whole ledger [6]. Nonetheless, the Blockchain 
is still in its developing stage, making some ambiguity in the applications of the laws and 

FIGURE 6.4 Benefits and challenges, author’s compilation.    
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regulations in cases of disputes such as bankruptcy [72], fraud, or other technical 
problems, a problem that is bigger for firms operating in multiple jurisdictions. Relatedly, 
the security of data provided by the distributed ledger is faced with another security 
concern [73], the more users in a Blockchain network, the more points there are for 
hackers to attack [31]. Another concern for some users is the lack of confidentiality and 
privacy of a network’s participants and their transactions as all members can see the 
whole ledger [74]. Consequently, some organizations may be reluctant to participate in a 
DLT to avoid leakage of information that may affect their competitive advantage for 
example [6]. However, reference [38] conducted a qualitative study based on professional 
interviews and concluded many critical factors to overcome the challenges of adopting 
the Blockchain in the financial industry such as having enough capital availability, suf-
ficient energy, reliable computational power, and well-trained personnel. 

6.5 CONCLUSION, RECOMMENDATIONS, AND FUTURE WORK 
While much effort remains to be done, DLT bestows a promising technology for future 
innovation. If implemented in the right way, the Blockchain possesses the potential to 
improve the efficiency and security of operations in the financial markets [6]. Thus, the 
purpose of this chapter is to conceptualize Blockchain technology and its implication in 
the financial markets. The study provides enough description of this technology and its 
working mechanisms. It also illustrates its evolution from being only used as digital 
currency (Bitcoin) to its applications in finance and many other industries. This research 
provides also an important differentiation between permissionless and permissioned 
blockchain technologies. Furthermore, the chapter outlines the primary applications of 
Blockchain technology in finance. The literature revealed many implementations of this 
technology, for example, Cryptocurrencies, digital assets, smart contracts, the baking 
sector, financial markets, and the insurance sector. The Blockchain is found to have many 
benefits as it is an efficient technology that reduces the time and cost of transactions. The 
unique technical characteristics of Blockchain have the potential to safeguard the records, 
increase traceability and transparency and reduce the threat of fraudulent manipulations. 
However, the Blockchain is still in its early stages with various challenges to overcome 
[38]. For instance, achieving consensus is technically a challenging process to confirm 
transactions. Additionally, the lack of standardization that results in interoperability 
problems is another problem facing firms willing to implement the technology. 
Furthermore, scalability, legal uncertainty, security, and privacy are also challenges to 
address when implementing Blockchain technology. 

The design of the Blockchain technology lacks standardization, leaving different 
designs and protocols for developing the network. Thus, it is recommended to develop 
and establish generally accepted technical standards such as those imposed by the 
European Union regarding C-type USB chargers for mobile. In the same line, the 
developers in this industry are increasingly patenting DLT-related technologies. Thus 
making the firms working in this field vulnerable to legal disputes and preventing other 
firms from entering the market and resulting in limiting innovation. Therefore, existing 
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regulating authorities must work together with firms involved in Blockchain research as 
they are working on improving or developing this technology. Nonetheless, the mining 
activities that are related to Cryptocurrencies result in huge energy consumption and 
carbon emission [75]. Thus, with the increased motivation to mine, developing appro-
priate regulations to reduce the impact of mining on the environment appears to be a 
necessity. This could be done by dictating laws to induce reliance on renewable sources of 
energy such as solar or wind power. Additionally, to overcome the challenges of 
achieving the consensus mechanism, it is recommended to allow trusted network 
members the authority to make protocol changes such as in permissioned Blockchain 
networks. For illustration, the permissionless network requires huge computational and 
storage power to confirm and store the transactions as each node in the chain has to 
confirm each transaction and maintain a copy of the ledger. However, permissioned 
networks are more efficient in this context with the consensus mechanism entrusted to a 
trusted permissioning authority. The DLT is also promising in developing the relation-
ship between the public sector and the private sector [6]. Thus, it is recommended to 
develop specific applications of Blockchain to enable better cooperation between both 
sectors through improved transparency and information sharing. Moreover, these ap-
plications increase the trust between both parties and allow for improved audit trials 
especially, for example, tax filing. In the same context, regulatory bodies should work to 
prohibit the use of Blockchain for criminal objectives such as the transfer of assets and 
money for terrorism. 

The economics and financial benefits of the DLT have been widely investigated in 
previous literature [7]. However, future research can be conducted to explore the key 
success factors in implementing Blockchain in the financial industry. In the same line, it 
would be interesting to assess the utility of this technology in specific services such as the 
initial public offering, bond issuance, or stock trading or in reducing the information 
asymmetry in the financial markets. Additionally, further research can look at the 
adoption of Blockchain technology along with artificial intelligence in certain areas such 
as the insurance sector. Moreover, it is salient to study the effect of Blockchain imple-
mentation on the organizational structure or managerial efficiency of firms. Finally, 
understanding the influence of the Blockchain on businesses and finances will require 
further academic investigations. 
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7.1 INTRODUCTION 
Asset pricing is a major area of interest within the field of quantitative finance. The 
forecasting of the asset price is one of the main fundamental challenges for quantitative 
finance practitioners and academics alike. With the rapid development of technology, the 
computing power increased, thus making more investment firms and managers point 
their attention to machine learning techniques. Data are central to the modern digital 
economy and with humans generating and capturing more and more of it each year, 
there was a need to apply modern computer science techniques to deal with such a large 
volume of this resource. 

Machine learning is defined as a mechanism used to train machines to perform a 
specific task while handling the data in the most efficient way. Machine learning tech-
niques are designed to handle highly dimensional, large volumes of data, which make 
them a great tool for estimating asset prices. While traditional asset pricing models are 
largely linear, machine learning techniques allow to utilize the new data sources and 
incorporate non-linear interactions among variables in making the predictions. With a 
large body of documented stock-level factors (Green, Hand and Zhang, 2013; Harvey, Liu 
and Zhu, 2016), the question remains which ones to use and how to best capture the 
ongoing relationships between them and expected return. Furthermore, Harvey and Liu 
(2021) argue that traditional statistical techniques used in evaluating the explanatory 
power of these factors are redundant given the multiplicity issues arising from such 
methods. Machine learning techniques offer a wide range of approaches to deal with the 
evaluation of the predictive power of factors, which were proven to be more effective 
compared to traditional statistics methods. 

In this chapter, we will discuss the issues with traditional factor models and identify 
the main constraints when designing an asset pricing model. From explaining the main 
principles of machine learning methods described to showing their practical application 
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in the asset pricing field, we will show the disruptive potential of machine learning 
techniques in finance. Moreover, the discussion will also highlight the role of neural 
networks (NNs) in asset pricing as they have been one of the fastest-growing sub-fields of 
machine learning recently. NNs have been successfully applied in many fields of study 
and their ability to capture complicated non-linear relationships in a variable-rich en-
vironment makes them a perfect tool for designing an asset-pricing factor model. 

7.2 EMPIRICAL ASSET PRICING MODELS 
In this section, we will focus on examining the most popular empirical asset pricing 
models in financial markets. These models are the Capital Asset Pricing Model (CAPM), 
the Arbitrage Pricing Theory (APT) model and Fama-French 3 and 5 factor model. 

7.2.1 Overview and Rationale 
Traditionally, investors were referring to income statements, balance sheets and other 
publicly available information on a company to perform their investment choices. With 
the increased access to high-quality fundamental data, investors and academics have 
begun employing statistical, behavioural and machine learning techniques to facilitate the 
asset pricing methods, which gave birth to systematic value investing, first mentioned by  
Graham and Dodd (1951). The fundamental property of empirical asset pricing models is 
that not all risks should affect the performance of an asset; therefore, it is important to 
distinguish key factors influencing asset price (Pástor and Stambaugh, 2000). Investors all 
over the world continue to use such models to aid their investment decisions. 

7.2.2 The CAPM 
Developed independently by Treynor (1961), Sharpe (1964), Lintner (1965) and Mossin 
(1966), CAPM is considered the first comprehensible asset pricing model (Perold, 2004). 
CAPM builds directly on Markowitz’s Modern Portfolio Theory (MPT) in which 
achieving higher yields is possible only though taking on more risky investments 
(Markowitz, 1952), which is addressed by including market risk premium in the model’s 
equation. According to MPT, the risk of an asset consists of systematic (market) and 
unsystematic risk (company-specific). Since non-systematic risk can be fully diversified 
away, though reducing correlation between returns of the assets, CAPM assumes that the 
only relevant metric in determining the expected return on the asset is market risk, 
commonly referred to as beta. Therefore, the CAPM can be described as follows: 

R R R R e= + ( ) +i f i m f it (7.1)  

where 

Ri = the expected return on the investment 

Rf = the risk-free rate 
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βi = the market risk of the investment 

Rm = the expected return on the market 

eit = the standard error of the linear regression. 

7.2.2.1 CAPM Limitations 
Although CAPM is one of the most widely taught theories on MBA (Master of Business 
Administration) (Womack and Zhang, 2005) and financial economics courses (Dempsey, 
2013), the model has its limitations, mostly resulting from its unrealistic assumptions and 
difficulties in beta estimation. Roll (1977) argued that the CAPM model cannot be tested as 
creating a market portfolio would require collecting all of the information about the market 
from many different industries and sectors which in practice is impossible. Moreover, Banz 
(1981) found that the average yields are contingent on the size capitalization of the com-
panies, which is especially visible among small-cap stocks with higher average returns than 
large-cap ones, further highlighting the ineffectiveness of CAPM. However, surveys such as 
that conducted by Partington et al. (2013) have shown that empirical test performed on 
CAPM has not so much proved its validity but rather highlighted the important correla-
tions among variables with respect to the cross-section of realized returns. 

7.2.3 Multifactor Models 
7.2.3.1 APT 
Developed by Ross (1977), APT was created as an alternative to CAPM. It is a multifactor 
model that builds on the existence of a linear relationship between an asset’s expected 
return and multiple possible factors influencing systematic risk. In APT, the return of an 
asset is influenced by a range of macroeconomic factors such as unemployment, GDP 
growth, inflation or interest rates. If the APT holds, there would be no arbitrage 
opportunities (i.e., creation of riskless profits by taking positions that are based on 
security “mispricing”). The more efficient market is, the quicker the arbitrage opportu-
nities will disappear. The model, due to its simplicity and flexibility, is commonly used in 
asset management, cost of capital estimation, portfolio diversification as well as evalua-
tion of collective investment schemes (e.g., ETFs, mutual funds, hedge funds) perform-
ance (Huberman, 2005). The mathematical representation of the model is 

r b F b F b F e= + + + … + +i j i i in n it1 1 2 2 (7.2)  

where 

ri = the total return of individual asset i 

Fs = the factors affecting the asset’s return 

bik = the sensitivity of the ith asset to the factor k 

eit = the standard error of the linear regression. 
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7.2.3.1.1 The Limitations of APT The main weakness with this theory is the fact that it 
does not specify what factors should be chosen. However, the analyst can decide on what 
factors to choose by regressing historical portfolio returns against the chosen range of 
macroeconomic factors. By doing so, they can identify the statistical significance of any of 
these factors, thus tailor the model to the specific asset or group of assets. Nevertheless,  
Dhrymes, Friend and Gultekin (1984) found that with the increasing number of securities, 
the number of determining factors increases making it gruelling to distinguish between 
“priced” and “non-priced” risk factors. 

7.2.3.2 Fama-French 3 and 5 Factor Models 
Following Roll’s and Banz’s critique of CAPM, Eugene and French (1992) developed a 
new asset pricing model, which introduced two new variables in explaining the expected 
asset returns. The size factor adapted from Banz and book equity/market equity (BE/ME) 
ratio building on Chan, Hamao and Laonishok (1991) who found that book-to-market 
(BE/ME) plays a huge role in explaining the cross-section of average returns. The formula 
for Fama-French 3 factor model can be described as follows: 

R R R R SMB HML e= + ( ) + + +it Ft i i Mt Ft s t h t it (7.3)  

where 

Rit = the total return of individual asset i 

RFt = the risk-free rate 

RMt = the total market portfolio return 

Rit − RFt = the expected excess return 

Rit − RFt = the excess return on a market portfolio index 

SMBt = the difference between the return of a diversified portfolio of small and big 
stocks (size premium) 

HMLt = the difference between the returns on a diversified portfolios of high and low 
BE/ME stocks (value premium) 

βi,s,h = factors’ coefficients 

αi = Fama-French three-factor alpha 

eit = the standard error of the linear regression. 

To evaluate the effectiveness of their model, Fama and French used a sample of monthly 
stock returns from July 1963 until December 1991. Using the data from the Center for 
Research in Security Prices (CRSP), they have created 25 separate equity portfolios based 
on the size (i.e., Small, 2, 3, 4 and BIG) and BE/ME (i.e., Low, 2, 3, 4 and High) factors 
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with Treasury Bill rate as the risk-free rate. The results have shown the negative corre-
lation between size factor and average yields as well as a positive relationship between 
BE/ME indicator and average returns, with the latter being persistent in all 25 portfolios. 
Their research showed that this three-factor model was capable of explaining a significant 
portion of stock return variation, eventually becoming a basis for evaluation of other 
asset classes and different markets. 

In 2015, having investigated the profitability and investments of the companies, Fama 
and French developed their model by adding two more factors: 

R R b R R SMB HML RMW CMA e= + ( ) + + + + +it Ft i i Mt Ft s t h t r t c t it (7.4)  

where 

Rit = the total return of individual asset i 

RFt = the risk-free rate 

RMt = the total market portfolio return 

Rit − RFt = the expected excess return 

RMt − RFt = the excess return on a market portfolio index 

SMBt = the difference between the returns on a diversified portfolio of small and big 
stocks (size premium) 

HMLt = the difference between the returns on a diversified portfolio of high and low 
BE/ME stocks (value premium) 

RMWt = the difference in returns between the most and least profitable companies 
(profitability risk factor) 

CMAt = the difference in returns between conservatively and aggressively investing 
firms (investment factor) 

βi,s,h,r,c = factors’ coefficients 

αi = Fama-French five-factor alpha 

eit = the standard error of the linear regression 

Similar tests were performed to evaluate the effectiveness of the model, with additional 
22 years of return data from the same source. Although the five-factor model was 
superior to the three-factor model when it comes to forecasting asset prices, the re-
searchers have highlighted the redundancy of value premium factor as it was largely 
explained by profitability risk and investment factors (Fama and French, 2015). 
Additionally, their study showed that, within the sample used, small-cap stocks showed 
performance similar to low profitable but highly investing firms. 
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7.2.3.3 Fama-French 3 and 5 Models Limitations 
Despite satisfactory results of Fama and French models in their research and the wide 
adaptation of them among both academics and investment professionals, according to Blitz 
et al. (2016), the models fail to account for low-volatility and momentum premiums and do 
not attempt to address robustness issues. Even though Fama and French claim that in long 
run, the low beta anomaly is addressed by their five-factor model (Fama and French, 2016), 
there is a lack of significant evidence confirming that higher market beta exposure is 
rewarded with increased returns. Moreover, later studies by Dichev (1998) and Campbell, 
Hilscher and Szilagyi (2008) have demonstrated the negative relationship between distress 
risk and return, confirming the existence of low-risk premium. Fama-French models do 
not attempt to account for the momentum premium and with momentum profits 
becoming increasingly more important in asset pricing, many researchers began adding 
momentum factors resulting in four- (Carhart, 1997) and six-factor variants (Roy and 
Shijin, 2018). In addition to the lack of robustness of two newly added factors, the economic 
rationale for their addition to the updated model is also unclear. While size and value 
factors in the three-factor model were justified from the risk-based perspective (Fama and 
French, 2021), in the five-factor model it is unclear whether the observed return premiums 
are associated with systematic risk or behavioural anomalies. 

7.2.4 Discussion 
Although multifactor models are commonly used by investment managers, there is a 
discussion regarding their performance with respect to machine learning methods. 
Despite multifactor models being able to explain the historical correlation matrix rela-
tively well (Chan, Karceski and Lakonishok, 1999), they deliver poor predictions (Simin, 
2008). Understanding the behaviour of risk premium is crucial in asset pricing. 
Traditionally, differences in expected returns were estimated using cross-sectional 
regressions, which in addition to the Ordinary Least Squares (OLS) method involved 
sorting assets into individual portfolios based on their underlying characteristics 
(Lewellen, 2014). However, time-series forecasts of returns were obtained using time- 
series regressions of entire portfolio returns, with few macroeconomic predictors tested 
(Rapach and Zhou, 2013). While such methods are relatively simple and easy to 
implement, they pose substantial limitations in contrast to modern machine learning 
solutions. Evidence suggests that the main weakness of such methods is their inability to 
handle a large number of predictors (Gu, Kelly and Xiu, 2018), which considering the 
large body of currently documented possible predictor variables is not desirable. 

7.3 MACHINE LEARNING IN ASSET PRICING 
In this section, we will explore the potential use of machine learning techniques in asset 
price forecasting. We will show the rationale behind the application of machine learning 
techniques in asset price forecasting. By synthesizing the machine learning methods with 
modern empirical asset pricing research, we will show why this particular financial field 
has the potential for a successful machine learning application. 
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7.3.1 Machine Learning: Overview 
Although the definition of machine learning can vary from one scientific field to another, 
according to Dey (2016), machine learning is generally used to train machines to perform 
a specific task while handling the data in the most efficient way. Regardless of the defi-
nition used, the fundamental property of machine learning is its high-dimensional 
nature, which is the main reason why its suitable for asset pricing. Machine learning 
techniques provide more flexibility compared to traditional econometric methods, thus 
allowing to better capture the complexity of the asset pricing problem. However, the 
increased flexibility offered by machine learning comes at the cost of a higher probability 
of overfitting (Mullainathan and Spiess, 2017). Therefore, it is important to perform 
adequate refinements while applying machine learning that would reduce the chance of 
overfitting (Cawley and Talbot, 2010). 

The machine learning algorithms work by extracting the patterns from historical data, 
in the process known as “training” and therefore applying these findings to accurately 
predict new data. After the process is completed, the created predictions need to be 
tested, allowing for their performance evaluation. 

7.3.2 The Case for Machine Learning in Asset Pricing 
As shown in the first chapter, the prevailing question in forecasting a future price of an 
asset was to predict the risk premium. The tests performed by Fama-French on their 
5 factor model showed the R2 ranging from 0.91 to 0.93 (Fama and French, 2015). 
However, even when the model can almost perfectly observe the expected results, the 
remaining issue is how well it explains its behaviour, which requires additional testing. 
Additionally, with market efficiency making the risk premium estimation limited to news 
headlines response, there is a need to update traditional asset pricing methods by ex-
ploring new predictor variables. Nevertheless, calculating the risk premium remains the 
conditional function of future expected excess return. Therefore, thanks to its predictive 
capabilities resulting from combining forces of statistics and computer science (Das and 
Behera, 2017), machine learning makes a perfect tool for this task. If applied correctly, it 
has the chance to revolutionize the asset pricing (Arnott, Harvey and Markowitz, 2019). 

Another issue with traditional approaches to factor models, as highlighted by Harvey, 
Liu and Zhu (2016), is the way the explanatory power of the factors is evaluated. Typically, 
the statistical significance of the factor explanatory power is reported as the 
t-statistics, with factors scoring t-statistics of at least 2.0 considered significant. Although 
when testing a single factor it is unlikely for the t-statistics of 2.0 or greater to occur by 
chance, with the number of factors and therefore the number of tests increasing, the 
probability of t-statistics achieving such levels by chance is significantly higher. The issue 
has been also investigated by Harvey and Liu (2014) and Bailey et al. (2015), both raising 
concerns regarding the use of traditional significance criteria for newly discovered factors.  
Harvey and Liu (2021) argue that given the test statistic multiplicity in a numerous factors 
environment, some of the factors found to be significant have only be deemed so because of 
luck rather than their actual predictive power (i.e., “Lucky Factors”). The authors of the 
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paper suggest that to evaluate the significance of the factor it is important to perform the 
out-of-sample testing procedure which will prove whether the examined factor or group of 
factors are explaining the risk premium well enough to be included in the asset pricing 
model. Moreover, they propose a new method for evaluating the significance of tested 
factors based on the number of the variables that have been tested. 

Moreover, since the creation of CAPM, researchers and academics alike were testing 
various financial and economic predictors that show forecasting capabilities, with more 
than 300 stock level factors used to describe return on the asset (Green, Hand and Zhang, 
2013; Harvey, Liu and Zhu, 2016). Although identifying the whole array of factors with 
high predictive power is relatively simple, traditional methods break down when the 
number of predictors is close to or higher, compared to the number of observations. 
Additionally, such models are also subject to failure resulting from high multicollinearity, 
which considering the similar nature of many possible predictors is inevitable. Thanks to 
the broad availability of dimension reduction tools (i.e., Principle Component Analysis, 
Random Forest, Factor Analysis), machine learning offers degrees of freedom optimi-
zation and condenses the variance among predictors (Fodor, 2002). 

As mentioned before, in traditional asset pricing models the interactions among the 
predictors were linear, more precisely modelled using the OLS method, possibly due to its 
simplicity of application. However, the relationship among the independent variables can 
be also non-linear. The lack of documented guidance regarding the functional form of 
the predictors poses a huge problem when designing an asset pricing model. Luckily, 
machine learning offers a broad range of unique techniques from generalized linear 
methods, through regression trees to NNs, offering high diversity in creating the model 
(i.e., high number of functional forms). Together with highly controllable parameter 
penalization and strict criteria for model selection, the created models are less likely to 
overfit or be subject to false discovery. Moreover, some of the machine learning algo-
rithms can help to eliminate unnecessary factors from the model and extracting the 
underlying relationships that are likely to be true in the future, thus reducing the esti-
mation error. 

To summarize, there are four main challenges when it comes to designing a factor 
model:  

• Predicting the Risk Premium  

• Determining the Functional Form  

• Variable Selection  

• Managing the Estimation Error. 

7.3.2.1 Machine Learning and MPT 
According to MPT, it is possible to construct an “efficient frontier” that would consist of 
optimal portfolios, offering the maximum possible expected return for a given level of 
risk. To determine optimal weights for the portfolio, MPT suggests using mean-variance 
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analysis. However, the main issue with using this approach is the large numbers of es-
timates required even for a smaller portfolio (Hirschberger, Qi and Steuer, 2010). The 
high number of estimates leads to high estimation error, effectively making it impossible 
to compute 100% accurate efficient frontier. While multi-factor models such as these 
described in section 2 address some of the MPT issues by including multiple sources of 
risk, thus in theory reducing the estimation error and improving the quality of the es-
timates. Nevertheless, as mentioned in the previous section, traditional approaches to 
factor models pose some limitations as well. We believe that by applying machine 
learning techniques, it is possible to design an effective factor model that, by solving the 
issues highlighted in section 3.2, would more accurately estimate the risk premium. With 
the quality of the estimates improved, investors could make better investment decisions 
(i.e., superior portfolio allocation, better stocks picks etc.), hence moving the efficient 
frontier above the optimal level (figure 7.1). The final result would be the portfolio with a 
higher Sharpe ratio (3.1) (i.e., figure 7.1): 

FIGURE 7.1 The improved efficient frontier. We believe that incorporating machine learning 
techniques into the portfolio creation process would shift the efficient frontier up and improve the 
Sharpe ratio.    
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SharpeRatio
E Ri Rf

=
[ ]

a
(7.5)  

where 

Ri = the expected return on the asset i 

Rf = the risk-free return 

σi = standard deviation of an asset i 

Ri − Rf = the risk premium. 

7.4 MACHINE LEARNING METHODS IN ASSET PRICING 
There is a growing body of literature that recognizes the importance of machine learning 
in asset pricing (Ayodele, 2010). This results in a wide assortment of machine learning 
algorithms that can be applied to the asset pricing problem, which we will further explore 
in this section. Due to the nature of an asset pricing problem, most academics classify it 
as a supervised learning problem (Henrique, Sobreiro and Kimura, 2019; Krollner, 
Vanstone and Finnie, 2010). In supervised learning, parameters used for prediction need 
to be user-defined (i.e., labelled data), with both input and output data provided for 
training, whereas unsupervised learning requires only input data with the purpose of 
finding the unknown patterns. 

This chapter will describe the possible machine learning methods that are best suited 
to address issues from section 3.2 in two fundamental areas. From providing a statistical 
background for each of the machine learning methods that can be used in risk premium 
estimation to discussing its possible application in the financial field through real-world 
applications. 

7.4.1 Penalized Linear Regression 
7.4.1.1 Statistical Overview 
Although a simple linear model becomes inefficient when the number of predictors is 
close to or larger than the number of observations, by using penalization techniques 
the number of parameters can be limited. Considering that a large percentage of stock 
data consist of noise, an unmodified linear model with a large number of parameters 
will often overfit such noise rather than extracting valuable information. To avoid such 
a situation, machine learning proposes the introduction of a regularization parameter 
that will adequately penalize each factor by reducing the variance of the estimated 
regression parameters (Bruce, Bruce and Gedeck, 2020). However, while this solution 
minimizes the error term, it also reduces the complexity of the model eventually adding 
the bias to the final estimation. The OLS regression finds the optimal value of the 
coefficients by minimizing the residual sum of squares (RSS) through finding the 
adequate coefficients: 
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i i p ip

=1
0 1 1

2 (7.6)  

where 

RSS(β) = residual sum of squares for coeffcient β 

Yi = the response variable 

Xis = the predictor variables 

βs = coefficients. 

To prevent less contributive variables from impacting the forecast, penalizing methods 
reduce the coefficients’ values towards zero, hence excluding such variables from the final 
model. There are several regularization methods that can be applied to the linear models. 
The general form of the penalization methods for linear models can be described as 

arg min y X P¯ = ( ( ) ) + ( )
i

N

i i
=1

2 (7.7)  

The solution for the vector of the regression coefficient, ¯, is calculated through mini-
mizing the RSS function based on the established penalty on the regression coefficients 
(λP(β)). The parameter λ, known as the shrinkage parameter, sets the shrinkage on the 
regression coefficients. It is a non-negative number and the bigger it gets the more 
penalty is applied to the regression coefficients. However, current academic research 
proposes a wealth of penalization methods; the most popular ones are LASSO 
(Tibshirani, 1996), Elastic net (Zou and Hastie, 2005) and Adaptive LASSO (Zou, 2006). 
The main difference between these methods lies in the form that penalty takes (table 7.1). 

7.4.1.2 Application in Asset Pricing 
In their paper, Kelly and Pruitt (2015) propose a method called three-pass regression 
filter (3PRF) in asset price forecasting using many predictors. By applying regularization 
techniques to OLS regression, 3PRF separates the factors that highly influence the target 
variable, while discarding irrelevant ones. While high percentage of methods dealing with 
problems involving many predictors relied on Principal Component Regression (PCR) 
(Stock and Watson, 2012; Bai and Ng, 2006; Boivin and Ng, 2006), Kelly and Pruitt 
(2015) argue that 3PRF method delivers better performance. The main difference 
between 3PRF and PCR is that the former condenses the cross-section size in accordance 
with covariance with the forecast target, while the latter does it using covariance within 
the predictors. As a result, the 3PRF process estimates only relevant factors, hence 
making it more efficient while dealing with a large number of predictors. The superiority 
of 3PRF compared to other regularization methods is especially noticeable when dealing 
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with small samples. Moreover, Kelly and Pruitt (2015) provide empirical results that 
prove superiority of 3PRF estimating market returns compared to PCR from Stock and 
Watson (2002), Lest Absolute Residuals (LAR) proposed by De Mol, Giannone and 
Reichlin (2008) as well as Quasi–Maximum Likelihood Approach developed by Doz, 
Giannone and Reichlin (2012). It is important to mention that all of the tests, evaluating 
the effectiveness of their method, were performed out of sample, demonstrating the 
competitive forecasting performance compared to other method tested. 

Regarding the issues stated in section 3.2, the 3PRF method effectively addresses four 
issues with the designing factor model listed in section 3.2. Apart from being an effective 
tool for risk premium estimation, it allows to improve models of a linear functional form, 
helps to isolate the most influential variables which translate to fewer estimations 
required, thus decreases the estimation error. Furthermore, as the model is evaluated 
using out-of-sample forecasting, the probability of tested factors being “lucky” is rela-
tively small. However, Kelly and Pruitt (2015) have applied 3PRF only to linear models; 
therefore, its performance when dealing with non-linear models is yet to be tested. 

7.4.2 Regression Trees 
7.4.2.1 Statistical Overview 
Although we previously showed how regularization techniques can improve the linear 
forecasting models, parameters penalization fails to deliver desirable results when the 
number of estimators is larger than the sample size. Considering a large number of 
documented possible predictors as highlighted in section 3.2, the issue lies not only in 
choosing the most appropriate factors but also to account for interactions among them. In 
statistics, the interaction effect refers to a situation in which the effect of the predictor on 
the dependent variable is subject to changes in one or more other regressands. Traditional 
statistics methods offer variance analysis (i.e., one-way and two-way ANOVA) to capture 
interaction effects among independent variables. However, creating a model using ANOVA 

TABLE 7.1 Popular Regularization Methods     

Regression Regularization Methods 

Method Penalty Equation Description  

LASSO | | <j
p

j=1 The penalty is placed on the L1 norm of the regression 
coefficient, indicating it reduces overfitting by 
estimating the median of the data. Each factor is 
adequately penalized. 

Elastic net | | < and <j
p

j j
p

j=1 1 =1
2

2 It combines the L1 penalty with the L2. The L2 penalty 
tries to estimate the mean instead of the median of the 
data to avoid overfitting. The method uses two 
shrinkage parameters (i.e., λ1 and λ2), which allows for 
more flexibility compared to the LASSO method. 

Adaptive 
LASSO | |/| <j

p
j j=1

Similar to the LASSO, the penalty is placed on the L1 
norm of the regression coefficient; however, in the 
adaptive LASSO, the user can assign different penalty 
weights to different coefficients.   
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methods, considering a large body of available factors, would be infeasible as all combi-
nations of parameters would have to be tested. The machine learning alternative to 
incorporate multi-way predictor interactions are regression trees. Given their intelligibility 
and simplicity, they become one of the most popular machine learning techniques in data 
mining1 (Wu et al., 2008). The regression tree starts by identifying the groups of obser-
vations that show some similarities to each other. Therefore, through a process of binary 
recursive partition, that splits the data into partitions (i.e., branches), the tree is built until 
the split that further reduces impurity cannot be found. In the Classification and Regression 
Tree (CART) algorithm, proposed by Breiman et al. (1984), when it comes to regression 
trees the impurity methods that can be used are:  

• Mean Square Error (MSE) where the split is based on the minimized value of the 
RSS between the observation and the mean in each node.  

• Least Absolute Deviation (LAD) in which the mean absolute deviation is minimized 
from the median within a node. 

Figure 7.2 shows the basic regression tree example with two variables (i.e., size and 
investment factor) in accordance with the CART algorithm. The yellow rectangles are the 
factors used in the regression tree, with different rectangles representing the terminal 
nodes (i.e., leafs) of the tree. In this case, the sample of individual stocks is divided into 
three categories based on the value of only two characteristics. Each terminal node is 
defined as a simple average of all observations within the subset. Before each split the 
algorithm would minimize the impurity, using the equation that can be written as 

minimise J k t
m
m

G
m

m
G: ( , ) = +k

left
left

right
right (7.8) 

FIGURE 7.2 The diagram of the regression tree using two variables. The categories 1, 2 and 3 
rectaFngles are the terminal nodes (i.e., leafs). In this case, the algorithm divided the sample of 
stock data into three categories based on the values of size and investment factors.    
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where 

k = the feature in a subset 

tk = the threshold for a split 

Gs = the impurity of a subset s 

ms = the number of instances in each subset. 

Note that k and tk are chosen as to produce the purest subsets. 
Ideally, we would grow the tree until the best predictor variable and its value is found 

so that the forecast error is minimized. However, as Bramer (2007) points out, the 
decision trees are prone to overfitting, as excessive growing could lead to each of the leafs 
containing only one instance. For that reason, regression trees need to be highly regu-
larized so that the final model will also be optimal, apart from being accurate. As Wolpert 
(1996) suggests without assumptions about the data, there is no reason to prefer one 
model from another. Instead of relying on the results of one algorithm, it is desirable to 
aggregate the results of multiple models in the technique known as Ensemble Learning. 

7.4.2.1.1 Regression Tree Boosting First proposed by Schapire (1990), as a way to improve 
the performance of weak learners for the classification problem, boosting techniques were 
extended to the concept of gradient boosted regression tree by Friedman (2001). The 
operating principle behind “boosting” is to combine forecast from multiple over-simplified 
trees. In theory that should lead to the creation of a “strong-learner” that would not only be 
superior to the single complex tree in terms of predictive power but also will be 
characterized by greater stability and less computational cost. The algorithm starts by 
fitting the shallow tree with only two branches. Therefore, the second shallow tree is used 
but this time to fit the residuals from the first regression tree. The procedure is repeated by 
adding other trees fitting the residuals from previous models, however, at each step the 
estimated values from the new tree are penalized by a tuning parameter to prevent 
overfitting the residuals. The algorithm stops when the pre-specified number of trees is 
reached. The final model can be described as 

g B v L z vf( , , , ) = ( )B
b

B

b
=1

(7.9)  

where 

gB = the final ensemble predictor 

b = the step of the algorithm 

z = data used for the regression 
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B = the total number of trees in a ensemble 

L = the depth of each tree 

v = the tuning parameter 

fb = the single over-simplified regression tree function. 

7.4.2.1.2 Random Forest Regression Similar to regression tree boosting, random forest is an 
ensemble method used to improve the accuracy of the model by aggregating the forecasts 
from many different trees. However, unlike the boosting, the random forest method builds 
on bootstrap aggregating, commonly known as bagging. In bagging, the regression tree is 
trained on various subsets of data, which are sampled with replacement (i.e., multiple 
subsets can include the same instance). Random forests build on bagging, however, instead 
of searching for the best feature when splitting a node it tries to find among the random 
subset of features (Breiman, 2001). By doing so, it addresses the limitations of simple 
bagging by producing more diverse trees with weaker correlation among bootstrap 
samples. Moreover, the method trades higher bias for a lower variance (figure 7.3), 
which addresses the biggest drawback of regression trees which is overfitting. Bias refers to 
errors resulting from simplifying assumptions made by the model to make the target 
function easier to approximate (i.e., underfitting). Variance error comes from too much 
sensitivity to the fluctuations in data (i.e., overfitting). The bias-variance trade-off refers to 
the inability to reduce both variance and bias at the same time, hence the most optimal 
solution is to minimize the total error, which is roughly at the intersection of bias and 
variance (Von Luxburg and Schölkopf, 2011). 

FIGURE 7.3 This figure is the graphical representation of the bias-variance trade-off. The optimal 
model will be the one that minimizes the bias error (i.e., underfitting) and at the same time 
minimizes the variance error (i.e., overfitting). At that point, further minimization of either bias or 
variance errors will cause one of them to increase significantly as they are negatively correlated.    
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The final output of random forest is the average output of all trees used for the en-
semble, which can be described as 

g L B z
B

f( , , ) = 1 ( )B
b

B

b
=1

(7.10)  

where 

gB = the final ensemble predictor 

b = the current number of bootstrap sample 

B = the total number of trees in a ensemble 

z = the data for the regression 

L = the depth of each tree 

fb = the single regression tree. 

7.4.2.2 Application in Asset Pricing 
Fama and MacBeth (1973) introduced the multivariate regressions to address the issue of 
cross-predictor interactions. Their model allows exploring the marginal effect on each 
predictor by controlling other variables. However, the issue arises when variables are 
considered jointly (i.e., multi-way interactions). For example, even in a 50-variable 
model, accounting for only two-way interactions would result in 1275 regression coef-
ficients, which is significantly larger than sample sizes splits proposed by Fama and 
French (2008). Moreover, the results from their model can be extremely vulnerable to 
outliers (i.e., extreme returns) in the data. To address these issues, Moritz and 
Zimmermann (2016) proposed the random forest regression approach to establish 
portfolio sorts and therefore combined all estimates from each tree into final prediction. 
As shown in section 4.2.1, random forests allow producing de-correlated trees, which in 
that respect allow spotting many different, yet related predictors. Additionally, the 
problem of overfitting is addressed as each tree is trained only on the subset of data. 
Apart from classic accounting variables (i.e., book-to-market ratio), they also test their 
framework using return-based variables, arguing for the importance of momentum 
factors. By testing 126 return-based factors from many different time horizons on various 
company sizes (i.e., large, small and micro firms according to Fama and French, 2008), 
they conclude that more recent past returns are more relevant than intermediate past 
returns in return forecasting. Therefore, they combine the most influential return-based 
indicators into the one model using random forest method with a total of 200 inde-
pendent trees (i.e., 200 different portfolio sorts) each using 8 out of 25 possible regressors 
(roughly 30%) as suggested by Breiman (2001). To test their method, they employ a 
simple strategy of going long on the stocks with the highest decile of predicted returns 
and shorting the lowest decile of predicted returns, using the CRSP data from 1963 to 
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2012. To test the out-of-sample performance of their model they employ a pseudo-out- 
of-sample procedure, which works by training the model using the data only available at 
a given time t and then computing all of the forecasts outside of the training set (i.e., t + 1, 
t + 2, …, t + n). Additionally to confirm the importance of momentum factors they sup-
plement their model with 86 different accounting factors such as book-to-market, leverage, 
gross profitability, etc. with the momentum factors continuing to be the most influential. 
Their result shows that, when applied to the tested data, their strategy would deliver a 
positive annual return for the past 45 years from 1967 to 2012 (figure 7.4). Moreover, 
despite most of the momentum strategies delivering negative returns during the Global 
Financial Crisis (GFC), their strategy would not lose money in that period either. Their 
algorithm was able to detect the reversal in momentum factors soon enough, thus avoid the 
drawdown in 2009. Overall their strategy delivered a superior information ratio2 compared 
to the standard Fama-Macbeth framework (2.9 vs 1.3 per month). However, its perform-
ance begins to deteriorate from early 2000, suggesting that the algorithm was not able to 
capture momentum movements soon enough to match its previous performance. 

With respect to the issues highlighted in section 3.2, Moritz and Zimmermann (2016) 
model does generally a good job at predicting the risk premium and managing the es-
timation error. Furthermore, the effectiveness of their method is supported by the out-of- 
sample testing, limiting the probability of “lucky factors”. However, as regression trees 
are non-linear models, the issue of functional form remains as the model cannot be 
simply summarized in a linear equation, thus complicating the interpretation of the 
results. Additionally considering the decrease in performance of the model from the early 

FIGURE 7.4 The annual percentage return of researchers strategy. The algorithm used to create 
an investing strategy was random forests based on momentum factors. It delivered positive 
returns, even during the 1980s crisis. However, its performance deteriorated noticeably from 
the beginning of the 21st century and failed to match the previous performance in a given time 
period. 

Source:  Moritz and Zimmermann (2016).    
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2000s onward, the question remains whether the momentum factors proposed by them 
will continue to have high predictive power in the future. Nevertheless, with the 
framework constructed around tree-based conditional portfolio sorts, they hope for an 
increased level of scientific discovery regarding asset pricing in the years to come. 

7.4.3 Support Vector Regression 
7.4.3.1 Statistical Overview 
According to Efficient Market Hypothesis (EMH), it is impossible to consistently achieve 
above-market returns. However, the theory has been questioned since its introduction 
(Malkiel, 2003). Moreover, considering the computational advancements over the past 
decade, the use of machine learning techniques in asset pricing is constantly growing 
(Gerlein et al., 2016). Studies by Ballings et al. (2015) or Nayak, Mishra and Rath (2015) 
show the successful application of support vector machines (SVMs) in asset pricing. 
However, as SVM are primarily used for classification problems, the methods above were 
focusing on determining only the direction of asset prices, rather than estimating their 
exact value. The goal of support vector regression (SVR) algorithm is to find function 
f (x), with at most -deviation from the target y. The problem can be written as 

min w
s t y w x b

w x b y
. . : ;

+
i i

i i

1
2

2

1

1

(7.11)  

where 

yi = the target variable 

ws = the weighted coefficients 

b = the intercept 

xi = the factor used for the regression 

= the precision (tolerance) level. 

The graphical representation of linear SVR in a two-variable environment can be seen in  
figure 7.5. The SVR tries to fit as many instances within the decision boundaries, as 
possible, while limiting the number of margin violations. The middle line is the final 
equation used to predict continuous output (i.e., hyperplane). Errors are ignored as long 
as they are within the earlier set decision boundaries. The decision margin can be either 
soft or hard. While the soft decision boundaries allow for some margin violations, hard 
margins strictly impose that all instances have to be within decision boundaries. The hard 
decision boundaries are infeasible where data consist of a large number of outliers. 
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However, SVRs are not only limited to describe linear relationships. Using the so- 
called kernel trick allows for the data to be transformed into a higher dimensional space 
without the need for data transformations. By doing so, the explicit mapping needed for 
linear algorithms to capture non-linear interactions is avoided. Kernels allow finding a 
hyperplane in the higher dimensional space without a huge increase in computational 
cost. Table 7.2 shows three most commonly used kernels along with their mathematical 
functions and brief descriptions. 

7.4.3.2 Application in Asset Pricing 
According to Awad and Khanna (2015), one of the main advantages of SVR is that its 
computational complexity does not depend on the dimensionality of the data. Thanks to 
the earlier described kernel trick, SVRs can easily deal with a large number of variables, 
maintaining high prediction accuracy. Henrique, Sobreiro and Kimura (2018) used SVR 
to predict stock prices for firms of various sizes coming from different markets. Similar to 
the methods described in section 4.2.2, the authors focus on momentum-based factors. 
Using the SVR’s ability to capture high-dimensional non-linear interactions among the 
variables, they evaluate the significance of technical analysis (TA) indicators including 
Simple Moving Average (SMA), Weighted Moving Average (WMA), Relative Strength 
Index (RSI), the Accumulation/Distribution Oscillator (ADO) and the Average True 
Range (ATR). They employed their model on Brazilian, American and Chinese stocks 
with three bluechip and three small-cap stocks for each country, resulting in 18 assets 
total. The model was tested in three different scenarios. The first one considered daily 
price changes over 15-year period (2002–2017). Second used up-to-the-minute price 
changes from three months (03/2017–05/2017). Lastly as three-month period is unlikely 
to include all possible market conditions, they evaluated their model using two-year up- 

FIGURE 7.5 This figure is the graphical representation of how support vector regression works. 
The dots are the data points and the algorithm tries to find the optimal hyperplane that will 
predict the final output while keeping the number of margin violations outside of the decision 
boundaries to the minimum.    
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to-the-minute prices, this time using solely Brazilian stocks. Although the second en-
vironment might seem too short to determine the effectiveness of any asset pricing 
model, note that as the test considered one-minute price data, there are over 33,000 
observations, making it computationally expensive even for SVR. For the up-to-the- 
minute data sets, the prediction model starts 10 minutes after the beginning of the 
trading session. First, they run multiple SVRs using normalized TA indicators to 
determine the optimal degree of polynomials for the polynomial kernel as well as the 
optimal λ parameter for the radial kernel. Therefore, by applying the optimal parameters, 
they run the test in each of the earlier defined environments using three different kernels 
(i.e., linear, polynomial and radial). To determine test and training sample they used k- 
fold cross-validation. This process differs from boot-strapping as resampling is done 
without replacement; hence, surrogate data sets are smaller than the original. One of their 
key findings was that the linear kernel performed the best across all three tests with the 
smallest Mean Absolute Percentage Error (MAPE). They compared their method with 
the random walk theory of Fama and Malkiel (1970). Although in a fixed training period 
their SVR model delivered worse predictions than random walk model, when periodically 
updated3 up-to-the-minute models predictions, using the linear kernel, were more 
accurate than random walk model ones for the majority of the stocks. They claim that 
missing data were the main obstacle to their models achieving better results, especially in 
the one-minute data sets. 

Considering the issues listed in section 3.2, the models proposed by Henrique, 
Sobreiro and Kimura (2018) do not address any of the four issues well enough. Although 
the authors showed their models have some predictive power, considering the small 
sample period it is impossible to validate that claim. Moreover, the variables proposed 
were strictly momentum-based and the fact that their model failed to deliver consistent 
outcomes across all of the stocks remains a huge issue especially if the model was to be 

TABLE 7.2 Popular SVR Kernels     

Types of Kernels for SVR 

Kernel Mathematical Function Description  

Linear Kernel K x y x y( , ) = ( )T With x and y as the vectors computed from 
training the model 

Polynomial Kernel K x y x y( , ) = ( + 1)T d With d being the degree of the polynomials. In 
addition to examining the features of the given 
sample, the polynomial kernel allows for 
exploring their combinations, known as 
interaction features. 

Radial Basis Function 
(RBF) Kernel 

K x y x y( , ) = exp( )2 With λ being a free parameter, that cannot be 
calculated precisely and must be estimated and 
x y 2 being the squared euclidean distance 

between the two feature vectors. The RBF kernel 
works by transforming the data in accordance 
with the similarity between instances in the range 
from 0 (far away) to 1 (identical). 

Machine Learning and Asset Pricing ▪ 111 



used by other investors. Finally, the fact that their model uses TA indicators in estimating 
asset price poses the concern as TA methods lack substantial empirical evidence. Overall, 
while SVRs have the potential to be utilized in asset pricing, thanks to their numerous 
advantages; in this case, it is impossible to determine whether the models discussed are 
indeed good asset pricing tools. 

7.4.4 Markov Switching Models 
7.4.4.1 Statistical Overview 
Traditional factor models assume that the comovement among the variables is constant 
over time. In other words, regardless of the state of the economy or business cycle, factors 
within these models are assumed to have the same effect on the estimated asset price. 
However, in reality, markets fluctuate between regimes of growth characterized by low 
volatility as well as periods of economic downturn often accompanied by high volatility 
and negative returns. Therefore, it is crucial to not only be able to identify these regime 
changes but also be able to adequately adjust the asset pricing models to exploit such 
events. Clarke and Silva (1998) showed that by adjusting the investment exposure in 
accordance to the present regime, investors can improve their efficient frontier. To model 
these state changes, the Markov model assumes that the future state depends solely on the 
current state (Gagniuc, 2017). Following that assumption, one can estimate the proba-
bility distributions of future shifts in non-stationary predictor variables and adequately 
update their coefficients with respect to the regime identified. In 1989, Hamilton intro-
duced Markov switching model (MSM) of regime change in which he recognized the 
presence of periods of faster and slow economic growth in the US economy. Therefore, 
using autoregressive process 1 (AR1), he modelled long-term economic trends incor-
porating the transition between the states. The transition between the states is governed 
using a first-order Markov chain in which the probability of a subsequent state (St+1) is 
based only on the immediately preceding state (St) (section 4.7). Note that there are 
higher order Markov chains in which the probability of the transition depends on more 
than one preceding states. 

P S S S P S S( , | , …, ) = ( | )t t t t+1 0 +1 (7.12)  

The Markov chains own their popularity mainly thanks to their simplicity. Apart from 
providing a model that is easy to specify, they also allow for network extension. Each of 
the modelled future states can be used to perform the additional test in data considering 
various environments. 

7.4.4.2 Application in Asset Pricing 
Building on the model of Hamilton (1989), Chen and Kawaguchi (2018) applied Markov 
Regime Switches on multi-factor asset pricing models. The two states they recognized 
were bull and bear market and they used Hamilton’s framework to model the transition 
between these states. The rationale for their model was the fact that as size factor (SMB) 
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and value factor (HML) originate for the stocks in the market and return series come 
from the market itself, it is sensible that these factors may vary over time. Therefore, they 
extend the Fama-French three-factor model shown in section 2.3.2 with Markov 
Switching, creating the MR-FF3 Model. They assume that the betas for the three factors 
in the model are regime-dependent and adequately estimate them for bull and bear 
markets using Markov chains. To test their model, they use Chinese stock market data 
from 1995 to 2015. One of their key findings was that in the bear market the risk pre-
miums of SMB and HML factors are higher than in the bull market. Such phenomenon is 
possible since, during bear periods, investors seek a higher return on size- and value- 
related risks (Cochrane, 2009). Additionally, they found that in a bear market, betas for 
SMB and HML4 factors increased. It not only highlights the ability of the size factor to 
capture the risk-return relationship but also the capacity of the value factor to explain the 
return dispersions between low and high BE/ME stocks in a bear market. Furthermore, 
their tests using time-series regression on stocks proved the presence of the regime- 
dependent risk exposure pattern in the data. Finally, to confirm their findings, they 
performed one-step-ahead out-of-sample forecasting on all of the tested portfolios. The 
average root means squared error (RMSE) in out-of-sample tests was 0.0188, indicating 
the high predictive ability of the MR-FF3 model across the Chinese stock market. 

This particular model not only explains risk premiums well but also is clear on its 
functional form and the variables required. By building on the already existing Fama- 
French three-factor model, MR-FF3 creates a powerful and relatively simple to imple-
ment method for asset price forecasting. It allows capturing bull and bear cycles effects on 
asset price while providing the explanation between investigated relationships. Moreover, 
by keeping the number of factors low, the estimation error is kept at an acceptable level. 
However, to ultimately confirm the predictive ability of the model, further tests are 
required. Possibly testing it on different markets and using bootstrapping procedure 
would allow to test its effectiveness and also highlight other regime-dependent re-
lationships between the variables. 

7.5 ARTIFICIAL NEURAL NETWORKS IN ASSET PRICING 
While NNs are an indispensable part of machine learning, their extraordinary ability to 
deal with a large number of variables makes NNs potentially very useful in asset pricing. 
There are many types of NNs; however, in this section, we will discuss what we believe 
are the two most prominent types when it comes to asset price forecasting. 

7.5.1 ANNs: Overview 
The main idea behind artificial neural networks (ANNs) is to teach computers to process 
data the way humans do. Traditionally, potential predictors in a factor model were tested 
on the basis of the hypotheses, which results determined whether to include given 
variables in the final model. In contrast, the ANNs’ output is algorithmically engineered, 
meaning that thousands of different combinations of trainable parameters are tested to 
finally maximize the explanatory power of the network. Thanks to their ability to model 
non-linear processes, NNs5 have been successfully applied in medical diagnosis (Jiang, 
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Trundle and Ren, 2010; Sengupta, Sahidullah and Saha, 2016), automated trading (Azzini 
and Tettamanzi, 2008), speech (Abdel-Hamid et al., 2014) and handwritten text (Maitra, 
Bhattacharya and Parui, 2015), recognition as well as finance (French, 2017), to name a 
few. According to Hornik, Stinchcombe and White (1989), NNs are one of the most 
powerful modelling techniques in machine learning. 

There are four main components of every ANN:  

• Neurons – The main component of all NNs. Neurons are divided into input and 
output neurons. The former consists of either feature from the training set or 
outputs from the previous layer of neurons, while the latter is simply a successor of 
input neurons.  

• Connections and Weights – Each NN consists of connections that connect input 
with output neurons. Every connection will have assigned weight based on the 
algorithm’s learning.  

• Propagation Function – It is used to compute the input of a neuron based on its 
predecessor neurons. It establishes the initial connections’ weights by minimizing 
the observed errors considering sample observations.  

• Learning Rule – It is used to adjust the connections’ weights, by compensating for 
each error found during the learning process. It uses stochastic gradient descent or 
other optimization methods to compute gradient descent with respect to weights, 
thus improves the accuracy of the NN. 

The ANN consists of input and output neurons, connected by weighted synapses.  
Figure 7.6 shows the simple ANN with only one output layer (i.e., one-layer NN). NNs 

FIGURE 7.6 This figure is the graphical representation of a simple neural network in which the 
inputs are transformed into the outputs in accordance with weights, (Ws), associated with each 
neuron.    
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are usually divided into shallow networks with 1–3 layers and deep networks with more 
than three layers. The learning process involves adjusting the weights of the synapses in 
accordance to minimized observed errors. Usually the more data available (i.e., bigger 
data sets), the better NN will learn, thus more accurate predictions. The learning process 
starts from forward propagation in which data are transformed from the input to the 
output layer, with each of the neurons adequately processing the input data. The next 
step is backpropagation in which the weights of the connections are adjusted so that the 
errors will be minimized. 

7.5.2 Feed-Forward Neural Networks 
The feed-forward neural networks (FFNs) are considered one of the simplest type of 
NNs. In addition to the input layer of raw predictors, they also have one or more 
hidden layers that interact with each other and perform non-linear transformations of 
the data. The output layer in FNNs is aggregating hidden layers into the final pre-
diction, hence capturing more predictive associations within the data set. Figure 7.7 
shows a simple FNN with only one hidden layer between inputs and outputs. The 
hidden layer consists of additional neurons that take the set of weighted inputs and 
returns the output through the activation function. For example, the second neuron 
from the hidden layer in figure 7.7, (S2), is the weighted sum of all of its input 
neurons: 

X w x w x w x w x= + + +S2 1 1 2 2 3 3 4 4 (7.13) 

FIGURE 7.7 The neural network with a single hidden layer. Each of the hidden layer’s neurons 
has an activation function upon which the algorithm decides whether to activate the neuron. The 
final output is the weighted sum of all active neurons.    

Machine Learning and Asset Pricing ▪ 115 



where 

XS2 = the output variable for S2 

wis = the weight for each of the input neurons 

xis = the inputs from input neurons. 

Therefore, the final output forecast consists of results from aggregated neurons, similar to 
formula (5.1), however, this time using all active neurons. Using the example from figure 7.7 
there are a total of 31 = (4 + 1) ∗ 5 + 6 parameters, with five parameters to reach each neuron 
and six different weights used to aggregate the neurons into the single forecast. 

The person responsible for structuring the FNN has to decide the number of hidden 
layers, the number of neurons within each layer and finally how the neurons are con-
nected. The results from Eldan and Shamir (2016) show that deepening the FNNs (i.e., 
more hidden layers) is more valuable than increasing width (i.e., adding more neurons in 
the layer), with algorithms achieving similar accuracy using fewer parameters. It is 
important to mention that each of the hidden layer’s neurons is subject to the activation 
function which determines whether it is used for the final prediction or not. If the 
activation function is not applied, the output would be a linear function, thus the more 
complex non-linear interactions would not be captured. Table 7.3 shows three main 
activation functions along with their mathematical functions and brief descriptions. 

TABLE 7.3 Popular Activation Functions for FNNs     

Penalized Regression Methods 

Activation Function Mathematical 
Function 

Description  

Rectified Linear Activation 
Function (ReLU) 

max x(0.0, ) If the input value x is negative the value 0.0 is returned (i.e., 
dead neuron) if not, the value x is returned. The main 
advantage of ReLU is that it does not activate all neurons at 
the same time being more computationally efficient. 
However, during the backpropagation process, the weights 
of such neurons will not be updated, resulting in never 
activated neurons. 

Sigmoid Hidden Layer 
Activation Function e

1.0
(1.0 + )x

The e is the mathematical constant, which is the base of the 
natural logarithm. The sigmoid activation function returns 
the output between 0 and 1; therefore, it is especially useful 
when predicting probability. However, for large negative or 
positive numbers, the function flattens, resulting in a small 
gradient. If the local gradient becomes too small, the 
backpropagation process will not work properly. 

TanH Hidden Layer 
Activation Function 
(TanH) 

e e
e e
( )

+ )

x x

x x
The function takes and real value and returns the output 

value between −1 and 1. The main advantages of TanH are 
that strongly negative inputs will be mapped strongly 
negative and near-zero inputs will be mapped near zero. 
However, similar to the sigmoid function, it is subject to 
the vanishing gradient problem.   
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The choice of activation function is data specific and will determine the learning rate 
of FNN. The higher the learning rate, the shorter the training time, however, at the cost 
of diminished accuracy (Bai, Zhang and Hao, 2009). 

7.5.3 Recurrent Neural Networks 
While FNNs allows for the signals to travel only one way (i.e., from input to output), 
recurrent neural networks (RNNs) can have signals travelling in both directions. It is 
possible through the introduction of loops in the network. The main assumption of 
forward NNs is that the input and outputs are independent of each other. By introducing 
self-loops, the RNNs have the capability to memorize the data. The memorized data are 
affecting the activation of other neurons within the hidden layer, therefore affecting the 
ultimate forecast. Figure 7.8 shows the simple RNN, with the recurrence process high-
lighted. Note that recurrence can involve all neurons from the hidden layer. 

RNNs can be viewed as multiple copies of the same network, each time with the signal 
passed onto the successor. To define values of hidden units, RNNs often use the following 
equation: 

h f h x= ( , ; )t t t( 1) (7.14)  

where 

ht = the state of current neuron in a hidden layer at the time step t 

xt = the variable value at time step t 

FIGURE 7.8 The recurrent neural network with two hidden layers. In RNNs, the signal can travel 
in both directions, therefore allows for the network to capture underlying relationships over time. 
This allows for the NN to build up memory which can affect the activation of other neurons, thus 
the final output.    
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θ = the weight parameter for current synapse determined by the activation function 
and learning process. 

As explained in section 4.4, many macroeconomic variables are non-stationary. Thanks 
to its ability to recognize past sequences of data, RNNs can find the adequate stationary 
transformation of the variables so that their dynamics can explain asset prices (Chen, 
Pelger and Zhu, 2020). In contrast to Markov model, RNNs can learn important variable 
interactions across different states using information from both current and past states. 
Additionally, RNNs can detect changes over time, which is impossible with FNN (Gencay 
and Liu, 1997). Nevertheless, all that extra information used in RNNs makes them more 
computationally expensive and often complicates the training as such NNs are prone to 
problems of gradient vanishing (Li et al., 2018). 

7.5.4 Ensemble Neural Networks 
One of the major drawbacks of NNs, similar to other non-linear models, is that they are 
prone to high variance. Recall section 4.2 in which we discussed the use of ensemble 
methods to deal with excessive over-fitting. Such methods can also be applied to NNs. By 
combining the predictions from numerous NNs, the variance can be reduced, thus a 
smaller chance of over-fitting. Table 7.4 shows the three main ensemble types used in 
ANNs. However, the choice of ensemble method is problem dependent. Usually, the 
constants of the problem can help in determining the optimal ensemble method. 
For example, if we were dealing with low amounts of data, the varying models or 
combinations methods would be probably a better choice than varying training data. 

TABLE 7.4 Popular Ensemble Methods for Neural Networks     

Neural Network’s Ensemble Methods 

Ensemble Type Popular Methods Description  

Varying Training 
Data 

Bootstrap Aggregation (bagging), 
K-fold Cross-Validation, 
Random Training Subset 

Varying Training Data ensembles, as the name 
suggests, use different techniques to divide the 
data into different subsets and then use these 
subsets to train the model. The final output is 
the weighted sum of all the single networks’ 
forecasts. 

Varying Models Multiple Training Run, Snapshot, 
Horizontal Epochs, 
Hyperparameter Tuning 

This group of ensembles is used to train the 
same data set using different variations of the 
neural network. Everything from the 
activation function to the number of neurons 
in the hidden layer. 

Varying 
Combinations 

Model Averaging, Stacked 
Generalization (Stacking), 
Boosting, Weighted Average 

In this family of ensemble methods, the way 
the forecasts from single models are 
combined is altered. These methods are used 
to update the weights from each prediction 
model.   
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7.5.5 NNs in Asset Pricing 
In traditional factor models, each factor is tested in terms of its explanatory power of the 
target variable (i.e., expected return). When it comes to NNs, especially the ones with an 
extensive amount of hidden layers (i.e., deep NNs), the trainable parameters used are 
adjusted through the learning process to maximize the explanatory power of the net-
work’s forecast. Constructing a factor model requires testing various combinations of 
variables, NNs are effectively performing multiple hypotheses at the same time, thus 
facilitating the entire process. NNs allow the discovery of the important relationships 
within the data, without the need for extensive feature engineering. Moreover, recurrent 
NNs allow to model these relationships using the data from various points in time or 
even incorporate the changes in the structure of the specific variables over time. In other 
words, NNs are capable of finding qualities and sequences of a company’s data that have 
the most predictive power. 

The factor model can be used to construct portfolios, sort stocks and produce a cross- 
section of return analysis. Messmer (2017) uses a deep feed-forward neural network 
(DFN) to predict the US cross-section of stock returns. Using the data from the CRSP 
database from 1970 to 2014, he tested 68 individual firm characteristics, which are 
believed to possess information to explain differences in expected cross-sectional returns 
as suggested by Harvey, Liu and Zhu (2016) or Green, Hand and Zhang (2017). He 
recognizes the problem of over-fitting as the main concern when training the NN to 
predict excess returns. To deal with the excessive variance, he employs various regu-
larization techniques such as bagging6 or early stopping.7 Additionally, he performs 
stochastic gradient descent on mini-batch of data which decreases computational cost 
and proved to have regularization benefit (Wilson and Martinez, 2003). On the other 
hand, to control under-fitting he evaluates the created model on independent data sets, 
derived using k-fold cross-validation, similar to methods shown in section 4.3.2, however, 
given the large time period of data, k-fold splits are more likely to bring desirable out-
come. To find optimal hyper-parameters for his network, such as number of neurons per 
layer, number of hidden layers, activation algorithm, etc. he employs random-search in 
which the hyper-parameters are drawn randomly. To determine which hyper-parameters 
to choose, he tested them on a sub-sample of data from 1970 to 1981 and therefore 
combines the random set of 75 predictions (from 150 available) as well as all 150 pre-
dictions for each stock to construct value-weighted portfolios for mid- and large-cap 
stocks separately. The performance of the value-weighted portfolio is compared to the 
equally weighted one, Fama-French 5 factor model and Fama-French 5 factor model plus 
momentum factor, using the remaining time period (from 1981 to 2014). Finally,  
Messmer (2017) tests his strategy results in terms of the Sharpe ratio using a linearly 
computed benchmark. Overall, 16 different median, max, min, linear, value-weighted and 
equally weighted portfolios are compared. Figure 7.9 shows the results from his tests 
across large- and mid-cap stocks. 

The difference between the best- and worst-performing DFN portfolio reflects the 
uncertainty arising from model estimation. Although the DFN used delivered a higher 

Machine Learning and Asset Pricing ▪ 119 



return than linear-based benchmark and other tested methods, the fact that there is a 
huge difference between worst- and best-performing DFN model’s deciles highlights the 
uncertainty arising from model estimation. Additionally, when testing the impact of 
trading cost on strategies’ return, he found that every month rebalancing prevents any of 
the DFD’s strategies from achieving a positive mean return. Reducing the rebalancing 
frequency to every five months yields the best results when accounting for transaction 
costs. Nevertheless, the superior performance of DFN compared to the linear benchmark 
highlights the importance of non-linear relationships between firm characteristics and 
expected return. Furthermore, Messmer (2017) identifies the short-term reversal and the 
twelve-month momentum factors as the main drivers of expected return. 

The model created by Messmer (2017) performs well, considering the issues stated in 
section 3.2. It is not only in line with finance theory but also showed high explanatory 
capability in estimating excess returns of the stocks. It clearly specifies what factors, along 
with their predictive power, are to be implemented to the model and employ modern 
regularization techniques to ensure the most optimal structure of his network. As the 
model is still being improved, we expect that in the near future it could become a useful 
tool that will aid investment professionals in portfolio creation. 

FIGURE 7.9 The return from mid- and large-cap stocks using the strategy based on a deep 
forward network. The results are compared with the linear benchmark and the Fama-French 
5 factor model with a momentum factor. The DFNs-based strategy delivers on average superior 
returns compared to other methods. However, the fact that there is a significant difference 
between the best- and worst-performing DFN portfolios represents the uncertainty arising from 
the model estimation. 

Source:  Messmer (2017).    
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7.6 LIMITATIONS 

7.6.1 Limitations of Machine Learning 
In this chapter, we showed multiple applications of machine learning in asset price 
forecasting. Although some of the methods discussed showed promising results in 
practical application, designing an asset pricing model requires more than accurate 
predictions. The machine learning algorithms are designed to improve the way the model 
can fit the data; however, they do not disclose underlying economic mechanisms or 
equilibria. In addition to the data scientist responsible for designing and adjusting the 
model, there is a need for economists who can provide an underlying structure for 
the estimation problem. Only that way the created models can be implemented into the 
finance theory and further contribute to the asset pricing field. 

7.6.1.1 Machine Learning and Regulatory Environment 
Apart from concerns regarding the model’s predictive power and constraints coming 
from traditional econometric and financial theory, investors have to also consider the 
legal implications while using machine learning in asset pricing. Although algorithmic 
forecasts are on average 10% more accurate than human forecasters, across numerous 
domains, people continue to have a very low tolerance to machine learning’s errors (i.e., 
algorithm aversion) (Dietvorst, Simmons and Massey, 2014). Since the 2008-GFC, reg-
ulators undertook a more proactive approach when designing a financial regulation. For 
example, 2018s E.U. General Data Protection Regulation (GDPR) grants investors the 
right to ask companies about their machine learning practices. Such a decision prompted 
private institutions to make their machine learning algorithms more transparent as well 
as ensure they are in line with finance theory (Kou et al., 2019). Furthermore, the Markets 
in Financial Instruments Directive (MiFID) II, also introduced in 2018, allows regularity 
authorities to have detailed information about the machine learning algorithm company 
uses, including the details of trading strategies or limits of the systems employed 
(Sheridan, 2017). 

7.6.2 Limitations of This Study 
The main purpose of this chapter was to explain the potential use of machine learning 
techniques in asset pricing. Although the results from individual studies were discussed, 
it is impossible to determine the effectiveness of any of the models presented in sections 4 
and 5, without performing additional tests. Possibly all of the discussed methods would 
have to be evaluated over the same time period using the same data set. Only such test 
would allow evaluating the predictive power of each model in comparison to the other 
methods including traditional factor models discussed in section 2. 

Moreover, some of the investigated models such as these described in section 4.2.2 or 
4.3.2 diverge from traditional finance theory by leaving the estimation of the stock prices 
only to the momentum-based factors. However, more recently, finance practitioners and 
academics have focused on making the loss functions of machine learning algorithms 
more in line with the finance theory. For example, modern machine learning techniques 
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are being used to reduce the number of features in the model (Feng, Giglio and Xiu, 2020;  
Kelly and Pruitt, 2015). Additionally, the implementation techniques used for model 
explainability, such as LIME (Ribeiro, Singh and Guestrin, 2016) or SHAP (Lundberg and 
Lee, 2017) into the programming languages, allow researchers to explain their algorithms 
better. 

7.7 CONCLUSIONS 
In conclusion, this chapter first provided the theoretical framework for traditional asset 
pricing methods and highlighted their limitations, which we believe can be addressed by 
machine learning techniques. The current machine learning techniques show promising 
results in dealing with high dimensional data of large volumes, such as today’s financial 
data. Although in this chapter we have not performed any tests that would allow for 
evaluation of machine learning models described, identifying main obstacles in designing 
a factor model served as the main discussion point in the assessment of the models. From 
showing the statistical overview of each examined methods, to discussing their current 
application in asset pricing, we were able to show the disruptive power of machine 
learning in the financial field. Machine learning methods such as penalized linear models, 
regression trees, SVR or MSM can be used to model expected return with respect to 
finance theory but also aid its development thanks to innovative solutions they provide. 
Traditionally, the modelling process involved testing numerous predictor variables in 
terms of their t-statistics and therefore combine findings into the linear regression model. 
Machine learning techniques can handle large amounts of data relatively easily, thus 
allowing for more possible factors to be tested. Moreover, they also introduce more 
appropriate evaluation methods such as bootstrapping or cross-validation, which let 
researchers assess their models more deeply without the significant increase in compu-
tational cost. Additionally, some of the methods that are able to capture non-linear in-
teractions among variables are yet to be fully documented when it comes to financial 
data. Furthermore, we believe that as one of the most rapidly developing subsets of 
machine learning, NNs are especially fit for the asset pricing problem. Thanks to their 
ability to deal with a massive amount of variables and highly adjustable properties, NNs 
make a great tool for estimating excess returns of stocks. NNs can learn from data and 
use the knowledge to adjust their structure. In that respect, the output from the ANNs 
can be viewed as a factor itself, mainly because of the fact that it can be used to construct 
portfolios, sort the stocks or perform a cross-section of return analysis. The issue remains 
with carefully constructing a network itself, deciding on its width and depth as well as 
other hyperparameters. It is crucial for the network effectiveness to structure it the best 
way possible. However, the task is highly problem dependent, thus calls for experts from 
the desired field to contribute. Luckily, the recent developments in the open-source 
software community open doors for many researchers outside of the data science field to 
exploit the use of NNs in other disciplines. The finance theory has not yet confirmed 
whether the NNs are indeed a good tool in estimating asset price. Nevertheless, 
increasing availability of NN frameworks will help to address this question. 
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NOTES  

1 Data mining – the process of finding anomalies, patterns and correlations within large data sets 
to predict outcomes.  

2 Information ratio is the metric used to compare excess active return (i.e., above the benchmark) 
of the investment, considering the overall volatility of those returns in a given time period.  

3 Each of the tested models was updated in accordance to the periodicity of its data, e.g., for up- 
to-the-minute observations the model was updated every minute, every time with next minute’s 
closing price serving as a test observation.  

4 Only for the high BE/ME firms.  
5 For the purpose of this chapter, the terms neural networks (NNs) and artificial neural networks 

(ANNs) will be used interchangeably.  
6 Bagging is the ensemble method that aggregates the multiple predictions from various models to 

provide a final weighted forecast. 
7 Early stopping is another regularization strategy that stops the training process after the vali-

dation error is not improved for a certain amount of iterations. 
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8.1 INTRODUCTION 
The advent of data analytics has enabled the financial industry to ascertain, understand 
and establish market characteristics and dynamics comprehensively. This study at-
tempts to determine if the classical market efficiency theory continues to hold ground 
when superimposed by sentiment analysis which falls within the realm of behavioural 
finance. The Efficient Market Hypothesis (EMH) establishes that the share prices 
always reflect all publicly available information, making it impossible to generate alpha 
consistently. The other central tenet of this theory is that the stock trades at fair value 
at all periods, thus negating the ability of individuals to invest in undervalued stocks or 
short stocks which are trading at inflated valuations. The theory rejects the entire effort 
of expert stock selection or market timing and suggests that they are futile. It is also 
imperative to note that this theory considers the investors’ community or market 
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participants to be rational beings. This theory establishes that market dynamics drive 
the prices and investors have no role to play in determining the stock price hence, 
market stochasticity is purely market-driven [1,2]. This theory has stood the test of 
time and academic works continue to draw upon this classic theory in their works. 
Despite revolutionizing the investment world and bringing rigour to the system, the 
theory failed to address the many lacunae that continue to exist in the capital markets. 
The growing dissent among academicians towards standard finance paved the way for 
behavioural finance, a diametrically opposite postulate which puts the investor senti-
ment and their psychological biases to the forefront. Behavioural finance is the 
interaction of psychology with financial decision-making and the actions of market 
participants. The premise of behavioural finance normalizes the irrational behaviour of 
investors and behavioural biases and perceptions to justify bouts of market 
inefficiencies. According to Statman (1995) psychology, behaviour and semantics 
market participants, particularly risk assessment and processing of available informa-
tion, hence, have a telling impact on the market dynamics. There is no cohesive theory 
for behavioural finance as yet; however, there have been many academic works 
acknowledging the essence of investor psychology influencing financial decision- 
making. Industry practitioners are also in a constant endeavour to build investment 
strategies and financial products which include and align with the heuristics of 
investors [3,4]. 

AI as a tool is enabling market participants to make informed decisions by providing 
both qualitative and quantitative insights about the market. From the perspective of 
information accessibility and processing, AI tools facilitate uniform access across varied 
sources, reducing biases, and increasing informational efficiency. A study that evaluated 
the approach towards information between machines and humans observed that both 
looked for timely and complex information. The research work also pointed to the 
human tendency to be more susceptible to negative sentiment [5,6]. There has been an 
increased interest in sentiment analysis over the past few years, the earlier techniques of 
research in this area of evaluation of sentiment were based on the frequency of termi-
nology, and usage of phrases for semantic orientation. The AI techniques involved today 
are of the finest grade where the research is granular, the sentiment polarity is assessed at 
the word level within each sentence, and word disambiguation is also processed effec-
tively using Natural Language Processing (NLP). 

This study intends to evaluate the sentiment of news headlines for select stocks from 
the NYSE and assess the correlation and causality of such sentiment with returns gen-
erated by the stocks. Python 3.10, an open-source data analytics tool, has been used to 
conduct the analysis. The rest of the study covers a literature review in section 8.2, 
research methodology in section 8.3, findings and discussion in section 8.4, implications 
in section 8.5 and conclusion in section 8.6. 

8.2 LITERATURE REVIEW 
Many literary works evaluate sentiment around financial news, specific stock-related 
news, press releases and earnings updates. The intent is to enable ascertainment of their 
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impact on investor psychology and risk perception. Identifying the trend or pattern 
between factors affecting investor behaviour and the k prices enables better risk eva-
luation and mitigation. One such study evaluated the predictability of investor buying 
behaviour in the futures market using supervised sentiment analysis. The study uses net 
buying pressure to ascertain the market sentiment, real-time news events are automat-
ically captured and labelled as interesting market events. A certain lag was assumed 
between market information and the impact of news on the buying behaviour of traders. 
The study concluded that news had a significant impact on buying behaviour of S&P 
NIFTY index futures with a lag of 5 minutes [7]. 

The existence of sentiment makes the prices waver from equilibrium, which is 
otherwise justifiable by fundamental valuation. To ascertain the impact of sentiment on 
stock returns, many proxies for the sentiment were studied. Based on literary evidence 
the following were used as proxies for sentiment analysis: VIX, share turnover, number 
of IPOs, first-day IPO returns, closed-end fund discount rate, dividend premiums, 
consumer attitudes and expectations, the future outlook of stock and motive for 
holding the stock. Based on causality tests that were undertaken it was deduced that 
there was evidence of a strong relationship between sentiment and stock returns, VIX 
was identified as the favoured measure of sentiment that demonstrated better ex-
planatory power. It was also observed that the sentiment and stock return relationship 
was heavily influenced by macro-environmental factors, particularly recessionary 
trends [8]. 

Amidst the claims that stock market boards can move markets, a study analysed over 
1.5 million messages from Yahoo! Finance and the Raging Bull platform across 45 stocks 
listed on DJIA and DJII. Basing the analysis of the computational linguistics method and 
using news stories published in Wall Street Journal as control measures, it was empiri-
cally established that stock volatility can be predicted using messages. Although the effect 
on stock returns was statistically significant, the economic effect was insignificant. 
However, this study observed that there was no basis for related trading volumes to stock 
messages [9]. 

To ascertain the premise of under-reaction and over-reaction to news, a database of 
headlines about individual companies, the dataset spans 1980–2000 and the stocks 
analysed ranged from 766 to 1500 from the CRSP index over the horizon under con-
sideration. The objective of this research work was to identify the movement in returns of 
stocks consequent to any prominent news item and juxtapose such movement in returns 
with other stocks which have moved in a similar direction despite no prominent news. 
The findings established that stocks with bad news exhibit a strong drift, the authors 
conclude that this is evidence of under-reaction and slow absorption of information. 
Extreme fluctuations observed in stocks which have no prominent news show signs of 
mean reversal. The paper concludes that some of the integrated market theories were 
established using this study [10]. 

Another study suggested a sentiment analysis model inferring the polarity of news 
items related to specific companies with the intent to predict the stock market. The 
dataset constituted the news items from Wall Street Journal and stock data from 
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NASDAQ. Five companies were selected from the DJIA, these were the top gainers on 
the day the data collection was initiated; the analysis was conducted for 30 days. The 
stock market predictability under the test runs using the logistic regression indicated 
that the ability to predict stock market volatility was weak, thus aligning with the EMH 
tenet which iterates that all publicly available information is factored into the stock 
prices [11]. 

Based on the literature review that was conducted, there is a need to evaluate senti-
ment around stock-specific news concerning stock returns movement within the premise 
of EMH. This theory emphasizes the utility of stock price prediction and the non- 
existence of the impact of public news (including sentiment) on stock market fluctua-
tions. To ascertain this, here the attempt is to assess the correlation between stock- 
specific news-related sentiment and stock returns and evaluate its statistical significance. 
Causality subsumes prediction, most predictive models have the premise of consistent 
behaviour in the future; however, in the real world, the constant evolution of the en-
vironment and human interactions is apparent. There is a need to build causal models to 
address the ever-changing perspectives of investors and the volatility of markets. This 
should be done with a relevant established causal relationship between independent 
variables and the dependent variables [12,13]. Approaching the stock market risk-return 
paradox with an etiological perspective will facilitate answering ‘what if’ questions and 
enable better risk mitigation. 

8.3 RESEARCH METHODOLOGY 
To conduct this study, the top 25 stocks from S&P500 based on the market capi-
talization were selected. The stocks within the Universe of the S&P 500 remain the 
benchmark for the depth of the market which is measured by the frequency and 
volume of transactions. A stock’s liquidity is a leading factor that is indicative of its 
ability to absorb intermittent volatilities without excessive price disruptions from the 
fair value. The daily transaction volume of stocks correlates positively with the fre-
quency of the number of mentions in financial news, liquidity of stocks increases the 
informational content for share prices [14–16]. The period of study was for a window 
of 6 months (31 December 2021 to 31 May 2022) which includes one round of 
quarterly earnings-related news articles. Headline news feeds are important and 
the earliest form of communication to industry practitioners and market participants. 
The headline is considered the most important aspect of the news article 
using headlines alone provides good data analytics results. The usage of headlines 
improves the results, especially while considering analysis using NLP tools [7,17]. The 
news headlines were web scraped from the Finnhub website alongside manual ex-
traction from Seeking Alpha based on data availability across stocks, and the prices of 
the stocks understudy for the corresponding period were scraped from Yahoo! 
Finance. The scraped data was converted into a pandas data frame to facilitate 
analysis. The analysis was conducted on Python 3.10, an open-source analytical 
software. 

Sentiment Analysis for Market Efficiency ▪ 131 



For analysing the headline data from the perspective of drawing insights, we use the 
NLTK (Natural Language ToolKit) considered a go-to API for NLP in Python. This tool 
offers a bouquet of programs and libraries for statistical NLP, the toolkit is considered a 
prominent tool in computational linguistics in Python. The VADER (Valence Aware 
Dictionary and sEntiment Reasoner) sentiment analysis enables computational deter-
mination of the polarity of the news headlines. This is a rule-based, lexicon tool meant for 
sentiment analysis specifically attuned to sentiment conveyed on public platforms 
including, but not limited to stock-specific news aggregators. VADER not only classifies 
the sentiment based on their semantic orientation into Positive, Neutral and Negative, 
but it also provides a score for such positivity or negativity which ranges between −1 
(extremely negative) and +1 (extremely positive). Neutral sentiment is when the com-
pound sentiment score falls between – 0.05 and + 0.05 [18–20]. The daily stock returns 
are arrived at based on log returns, it has been a standard practice to model stock prices 
using ‘log returns’. Log returns are preferred in financial calculations due to their 
assumption of log-normal distribution and the property of time-additive. From the 
perspective of computation of correlation, log returns are used, as it ensures that the 
higher moments are negligible [21]. 

The sentiment scores and daily stock price returns are converted to a data frame in 
pandas for further analysis. In case, there is no stock-specific news on any date, then the 
previous day’s sentiment score is passed forward. The sentiment scores for any news 
during non-trading days are carried forward to the subsequent trading day, unless there 
is stock-specific news for that day, in which case the most recent sentiment score has 
been retained. This rule is aligned to the recency bias which is one of the prominent 
information processing behavioural biases found in investors. Recency bias is the pre-
disposition of investors to weigh in on the experiences that are freshest in their 
memory [22]. 

8.3.1 Correlation Coefficient 
The correlation coefficient is used to ascertain the existence and strength of the rela-
tionship between the two variables, namely sentiment score from news articles and daily 
returns of the specific stock. Pearson’s correlation coefficient is commonly used for linear 
regression, the value returned lies between −1 and +1 indicating the strength of the 
relationship. The statistical significance of the test has also been ascertained. The cor-
relation coefficient is given by: 

r
S

S S
=xy

xy

x y

where rxy is the correlation coefficient, Sx Sy is the sample standard deviations of variables 
x and y, Sxy is the covariance of variables x and y. 

Source: [23]. 
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8.3.2 Granger Causality Test 
The Granger Causality test is a statistical hypothesis test for assessing if one time series 
enables the prediction of the other. This test remains neutral to instantaneous and non- 
linear causal relationships. For this test, the lag has been considered at 1 day, as the news 
is likely to have an extreme reaction within a 24-hour timeframe. Below is the depiction 
of X1 & X2 variables where y(t) Granger-causes x(t): 

X t A jX t j A jX t j E t
X t A jX t j A jX t j E t

1( ) = 11, 1( ) + 12, 2( ) + 1( )

2( ) = 21, 1( ) + 22, 2( ) + 2( )
j
p

j
p

j
p

j
p

=1 =1

=1 =1

where j is the lag being considered for each iteration, p is the maximum number of lagged 
observations, matrix A contains the coefficients of the model, E1 and E2 are residuals for 
each time series. This test has two important assumptions about the time series: (1) 
stationarity of the time series; (2) described adequately by a linear model. As required, the 
Augmented Dickey-Fuller test is conducted prior to the implementation of the Granger 
Causality test. ADF tests the existence of unit root in a time series. 

Source: [24,25]. 

8.4 FINDINGS AND DISCUSSION 
The descriptive summary of the data used is as mentioned in table 8.1, the overall mean 
daily returns across the 25 stocks are – 0.03% for the period under study. The average 
standard deviation for the dataset is 2.21% with a maximum standard deviation, a 
measure of risk being apparent in stocks including Tesla Inc, NVIDIA Corp and Meta 
Platforms Inc, with greater than 4.2% standard deviation. Kurtosis and Skewness are 
important descriptive statistical data, Skewness measures the symmetry of the distribu-
tion and Kurtosis measures the heaviness of the distribution towards the tails. Kurtosis is 
considered a pseudo measure for financial risk, stocks with higher Kurtosis are often 
considered highly volatile, so it is best to study Kurtosis in conjunction with standard 
deviation. Kurtosis, a measure of the distribution of the dataset, when greater than +1, is 
considered to be too peaked and when lower than −1, distribution is considered too flat 
[26,27]. Meta Platforms Inc. and Walmart indicate that the observations have heavy tails 
or outliers. The skewness that assesses the extent of variability of distribution from being 
symmetrical, for the below dataset, was notably negatively skewed for Meta Platforms, 
Walmart and Costco Wholesale Corp and positively (and prominently) skewed for Eli 
Lilly and Co. 

As a next step, the sentiment scores based on the news for each scrip are assessed using 
the SentimentIntensityAnalyzer framework within the NLTK Vader module. The sen-
timent scores across dates are populated to align with the daily returns of the stock. The 
necessary adjustments are made for those fields without a sentiment score or with 
multiple sentiment scores as indicated in the research methodology section. The date, 
daily returns and sentiment scores are converted to a data frame to facilitate correlation 
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analysis and further tests. In table 8.2, the correlation value and their statistical signifi-
cance have been indicated. In this study, the null hypothesis for the correlation test and 
the alternate hypothesis are as stated below: 

Ho: No correlation exists between sentiment scores and daily returns of stock 
H1: Correlation exists between sentiment scores and daily returns of stock  

Only in two instances, namely, Coca-Cola Inc and Mastercard, the correlation between 
the sentiment scores and daily returns of the stock were statistically significant. In all 
other instances, it was established that there was no statistically significant correlation. 
Interestingly, the correlation between the sentiment scores and daily returns of specific 
stocks ranges from −0.09 to 0.19 with an average of 0.046, this also iterates that there is 
no strong correlation between news-based sentiment scores and daily returns of the 
stock. The results align with the earlier studies where content analysis to quantify the 
document tone was conducted to ascertain correlation and predictability of IPO pricing, 
the study concluded that the correlation was negative and very low. A such low 

TABLE 8.1 Descriptive Summary         

Stock Ticker Name Count Mean Standard Deviation Kurtosis Skewness  

AAPL Apple Inc  123  (0.0008)  0.0219  0.2201  0.0358 
ABBV AbbVie Inc  123  0.0021  0.0138  4.2856  (1.3319) 
AMZN Amazon.com, Inc.  123  (0.0033)  0.0315  5.0960  (0.4642) 
AVGO Broadcom Inc  123  0.0004  0.0257  (0.1441)  0.1622 
BAC Bank of America Corp  123  (0.0014)  0.0208  0.6581  0.2379 
BRK Berkshire Hathaway  123  (0.0003)  0.0086  (0.2246)  0.1130 
COST Costco Wholesale Corp  123  (0.0010)  0.0221  9.7072  (1.5631) 
CVX Chevron Corporation  123  0.0038  0.0190  1.5974  (0.7240) 
FB Meta Platforms Inc  123  (0.0038)  0.0422  21.3367  (2.5925) 
GOOG Alphabet Inc Class C  123  (0.0018)  0.0221  0.2302  0.1295 
HD Home Depot Inc  123  (0.0021)  0.0203  2.2771  (0.9152) 
JNJ Johnson & Johnson  123  0.0011  0.0116  1.5770  0.6628 
JPM JPMorgan Chase & Co  123  (0.0015)  0.0193  0.7220  (0.0582) 
KO Coca-Cola Co  123  0.0017  0.0134  7.2038  (1.3815) 
LLY Eli Lilly And Co  123  0.0021  0.0187  4.9188  1.2255 
MA Mastercard Inc  123  0.0013  0.0226  1.1993  0.3033 
MSFT Microsoft Corporation  123  (0.0015)  0.0217  (0.5382)  (0.0876) 
NVDA NVIDIA Corporation  123  (0.0042)  0.0426  (0.5905)  0.2614 
PFE Pfizer Inc.  123  (0.0001)  0.0199  0.0098  0.1844 
PG Procter & Gamble Co  123  0.0001  0.0142  3.1496  (0.6139) 
TSLA Tesla Inc  123  (0.0030)  0.0450  0.1935  (0.1100) 
UNH UnitedHealth Group Inc  123  0.0011  0.0150  0.4005  (0.4527) 
V Visa Inc  123  0.0009  0.0219  2.9659  0.6922 
WMT Walmart Inc  123  (0.0005)  0.0179  16.4936  (2.8190) 
XOM Exxon Mobil Corp  123  0.0040  0.0209  2.4146  (0.7584)   
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correlation could not potentially assist in the predictability of IPO pricing. Another study 
indicates that there is specific news such as earnings announcements which have better 
predictive value and garner deeper investor reactions than generic stock-specific news 
articles [28,29]. 

As a pre-amble to conducting the Granger causality test, to establish stationarity of the 
time series the ADF test is conducted, and the results are tabulated in table 8.3. The null 
hypothesis being tested and the alternative hypothesis is as stated below: 

Ho: Unit Root exists in time series or time series is non-stationary 
H1: Unit Root does not exist in time series or time series is stationary  

The check for stationarity must be conducted for both the time series at hand, namely the 
sentiment analysis and daily returns of each specific stock. 

Having established the stationarity of both time series across stocks, the Granger 
Causality test is initiated. The results which are tabulated in table 8.4, the null and 
alternative hypotheses for this test is as indicated below: 

TABLE 8.2 Correlation Test      

Stock Ticker Correlation P-value Conclusion  

AAPL  0.0077  0.9325 Not enough evidence to reject the Null Hypothesis 
ABBV  0.0584  0.5212 Not enough evidence to reject the Null Hypothesis 
AMZN  0.0358  0.6943 Not enough evidence to reject the Null Hypothesis 
AVGO  0.1017  0.2628 Not enough evidence to reject the Null Hypothesis 
BAC  0.0568  0.5323 Not enough evidence to reject the Null Hypothesis 
BRK  0.1346  0.1378 Not enough evidence to reject the Null Hypothesis 
COST  0.0017  0.9849 Not enough evidence to reject the Null Hypothesis 
CVX  (0.0047)  0.9591 Not enough evidence to reject the Null Hypothesis 
FB  0.0712  0.4338 Not enough evidence to reject the Null Hypothesis 
GOOG  (0.0222)  0.8072 Not enough evidence to reject the Null Hypothesis 
HD  (0.0622)  0.4945 Not enough evidence to reject the Null Hypothesis 
JNJ  0.0714  0.4323 Not enough evidence to reject the Null Hypothesis 
JPM  (0.0640)  0.4821 Not enough evidence to reject the Null Hypothesis 
KO  0.1883  0.0370 Enough evidence to reject the Null Hypothesis 
LLY  0.0386  0.6713 Not enough evidence to reject the Null Hypothesis 
MA  0.1876  0.0377 Enough evidence to reject the Null Hypothesis 
MSFT  0.0024  0.9790 Not enough evidence to reject the Null Hypothesis 
NVDA  (0.0253)  0.7811 Not enough evidence to reject the Null Hypothesis 
PFE  0.0779  0.3916 Not enough evidence to reject the Null Hypothesis 
PG  0.1582  0.0805 Not enough evidence to reject the Null Hypothesis 
TSLA  0.0501  0.5820 Not enough evidence to reject the Null Hypothesis 
UNH  (0.0710)  0.4350 Not enough evidence to reject the Null Hypothesis 
V  0.1697  0.0606 Not enough evidence to reject the Null Hypothesis 
WMT  (0.0927)  0.3077 Not enough evidence to reject the Null Hypothesis 
XOM  0.0839  0.3563 Not enough evidence to reject the Null Hypothesis   
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Ho: News-led sentiment does not cause daily returns in stocks and fluctuations 
thereof (change in price) 

H1: News-led sentiment causes daily returns in stocks and fluctuations thereof 
(change in price)  

Granger causality test cannot be conducted with zero lags, hence, a T+1 lag has been 
considered in line with other literary works which establish that the recall indicators of 
news have the highest probability on T+1 day [30]. 

Except for Broadcom Inc., there is no evidence of news-led sentiment causing the 
quantum of daily returns in stocks or fluctuations thereof. This aligns not only with 
the basic premise of market efficiency, one of the works which evaluate the extent of 
variance in aggregate stock returns that can be attributed to various kinds of news, 
evaluated the impact of macro-economic news, other stock-specific news, major political 
and world events on stock returns. The study evidenced that despite major news releases, 

TABLE 8.3 ADF Test        

Stock Ticker 

Time Series 

Conclusion 

Daily Returns Sentiment Scores 

ADF Test Statistic P-value ADF Test Statistic P-value  

AAPL  −10.966 –  −11.206 – Both time series are stationary 
ABBV  −10.294 –  −5.113 – Both time series are stationary 
AMZN  −12.137 –  −8.698 – Both time series are stationary 
AVGO  −12.3 –  −10.373 – Both time series are stationary 
BAC  −10.761 –  −6.979 – Both time series are stationary 
BRK  −11.968 –  −4.045 – Both time series are stationary 
COST  −10.019 –  −5.166 – Both time series are stationary 
CVX  −6.672 –  −10.684 – Both time series are stationary 
FB  −11.584 –  −5.406 – Both time series are stationary 
GOOG  −11.715 –  −8.446 – Both time series are stationary 
HD  −10.837 –  −4.096 – Both time series are stationary 
JNJ  −12.165 –  −8.876 – Both time series are stationary 
JPM  −9.689 –  −12.231 – Both time series are stationary 
KO  −7.659 –  −4.892 – Both time series are stationary 
LLY  −9.657 –  −8.586 – Both time series are stationary 
MA  −10.142 –  −5.06 – Both time series are stationary 
MSFT  −12.758 –  −8.557 – Both time series are stationary 
NVDA  −11.903 –  −5.927 – Both time series are stationary 
PFE  −10.773 –  −8.282 – Both time series are stationary 
PG  −8.533 –  −3.816 0.003 Both time series are stationary 
TSLA  −3.811 –  −8.294 – Both time series are stationary 
UNH  −10.947 –  −4.38 – Both time series are stationary 
V  −11.087 –  −14.992 – Both time series are stationary 
WMT  −7.865 –  −4.02 0.001 Both time series are stationary 
XOM  −10.781 –  −10.444 – Both time series are stationary 
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there were relatively insignificant market responses and on days with large market moves, 
there was no identifiable key news pertaining to the stock, economy or world events in 
general. The work concluded that stock price volatility was inexplicable by the news and 
future cashflows/discount rates pertaining to stock prices were not related to publicly 
available news articles [1,31]. 

8.5 IMPLICATIONS AND FUTURE RESEARCH 
This study iterates through evidence of the authenticity of the EMH, that all public 
information is already factored in the price of the stock and hence, does not lead to any 
untoward volatility. The study superimposes investor sentiment upon such publicly 
available information, which forms a part of the behavioural finance framework. The 
findings are imperative from the perspective of building a holistic asset pricing model, to 
acknowledge the factors within the environment of the capital markets assessing their 
influence is critical to building a realistic and accurate pricing model. The study is also 
significant, for it highlights, albeit subtly that attempting to decipher market dynamics by 
considering one factor as a silo may not provide optimal insight. As a future research 

TABLE 8.4 Granger Causality Test      

Stock Ticker F-Test statistic P-value Conclusion  

AAPL  0.3973  0.5297 Not enough evidence to reject the Null Hypothesis 
ABBV  0.1027  0.7492 Not enough evidence to reject the Null Hypothesis 
AMZN  1.3752  0.2433 Not enough evidence to reject the Null Hypothesis 
AVGO  4.3979  0.0381 Enough evidence to reject the Null Hypothesis 
BAC  0.0030  0.9566 Not enough evidence to reject the Null Hypothesis 
BRK  0.7790  0.3792 Not enough evidence to reject the Null Hypothesis 
COST  0.4194  0.5185 Not enough evidence to reject the Null Hypothesis 
CVX  0.0120  0.9128 Not enough evidence to reject the Null Hypothesis 
FB  0.0528  0.8187 Not enough evidence to reject the Null Hypothesis 
GOOG  1.3691  0.2443 Not enough evidence to reject the Null Hypothesis 
HD  2.3132  0.1309 Not enough evidence to reject the Null Hypothesis 
JNJ  0.1648  0.6855 Not enough evidence to reject the Null Hypothesis 
JPM  1.2596  0.2640 Not enough evidence to reject the Null Hypothesis 
KO  1.4735  0.2272 Not enough evidence to reject the Null Hypothesis 
LLY  0.9276  0.3374 Not enough evidence to reject the Null Hypothesis 
MA  0.9211  0.3391 Not enough evidence to reject the Null Hypothesis 
MSFT  0.0020  0.9643 Not enough evidence to reject the Null Hypothesis 
NVDA  –  0.9956 Not enough evidence to reject the Null Hypothesis 
PFE  0.6732  0.4136 Not enough evidence to reject the Null Hypothesis 
PG  0.1279  0.7213 Not enough evidence to reject the Null Hypothesis 
TSLA  0.0327  0.8568 Not enough evidence to reject the Null Hypothesis 
UNH  0.4272  0.5146 Not enough evidence to reject the Null Hypothesis 
V  0.4279  0.5143 Not enough evidence to reject the Null Hypothesis 
WMT  3.4656  0.0651 Not enough evidence to reject the Null Hypothesis 
XOM  0.1720  0.6791 Not enough evidence to reject the Null Hypothesis   
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activity, the study should include multiple factors including sectoral news, regulatory 
framework changes and social media discussion points apart from macro indicators to 
study the influence of these aspects on investor sentiment and subsequently on market 
returns. 

8.6 CONCLUSION 
This research work evaluates the impact of stock-specific news-led sentiment on stock 
market movement. While the study tests the market efficiency hypothesis, it super-
imposes sentiment analysis which falls within the realm of behavioural finance. The study 
leverages sophisticated tools available within data analytics and uses AI-led techniques to 
assess the sentiment score for stock-specific news. The sentiment scores are juxtaposed 
with daily returns from the stocks to ascertain the correlation if any and their statistical 
significance. While there is a subtle correlation between the sentiment score and daily 
returns, it remains unanimously and statistically insignificant. This work further con-
ducts the Granger Causality to assess the popular belief that ’news causes reaction’; 
however, on most counts, it is evidenced that news-led sentiment does not cause market 
movement. Thus, establishing the market efficiency principle yet again, the publicly 
available information in the form of stock-specific news has already been factored into 
the prices, hence, there is no untoward/irrational market movement observed within the 
dataset studied. The findings facilitate a better understanding of the market dynamics and 
provide deeper insight into the influence of this factor on asset pricing. The research can 
be deepened by studying the intra-day movement of stocks and their reaction to stock- 
specific news [32,33]. 
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9.1 INTRODUCTION 
Proponents of the efficient market hypothesis (EMH) believe that it is impossible to 
systematically predict the movement of stock prices in the long run [1]. However, the 
presence of counter-arguments in the literature [2] and success of many hedge funds 
challenges this basic premise. Regardless of the position of researchers on the EMH, 
financial asset forecasting remains one of the most researched topics in finance. 
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Classical efforts to predict future values of stocks revolved around two types of 
analyses: fundamental as well as technical analyses. Fundamental analysis seeks to 
evaluate a stock determined upon its intrinsic fair or book value, while technical analysis 
relies on historical price movements using charts and trends. Technical analysis has seen 
resurgence lately as many studies in recent years have used technical indicators derived 
from historical chart analysis as input features for AI models. 

After the saturation of fundamental and technical analyses, more math-savvy re-
searchers began using statistical time-series models to study and predict price move-
ments, giving rise to popular models which include the ARIMA (autoregressive 
integrated moving average) [3] and the GARCH (generalized autoregressive conditional 
heteroskedasticity) models [4]. 

In recent years, driven by a seismic growth of computational power and the easy 
availability of data, researchers and investment firms have shifted their focus on tech-
niques found in the field of Machine Learning (ML) which is inspired by the quest to 
create intelligent software or Artificial Intelligence (AI). ML and its sub area Deep 
Learning (DL) contain models which have been specifically developed to deal with 
unstructured and high volume, large dimensional data making them ideal for solving 
problems encountered in numerous fields [5]. In finance especially, in contrast with the 
(mostly linear) traditional models, AI algorithms (if adapted properly) may generate 
accurate predictions utilizing not only the traditional data sources but also previously 
unavailable “alternative data” sources [6]. 

For asset price forecasting, many research papers in literature report notable empirical 
performance demonstrated by ML algorithms when compared with traditional models 
[7–11]. Although the classical methods of time series such as ARIMA have been used for 
many decades, they have certain limitations, such as not being able to deal with missing 
or corrupt data, only able to map linear relationships, and focus on univariate data 
[12,13]. The latest innovation in the field of AI, deep neural networks have a strong 
capacity to learn the non-linear relationships between input features and prediction 
targets and have shown improved performance over both linear statistical and traditional 
supervised ML models on many tasks including stock market prediction. DL algorithms 
can be applied to large datasets and are able to learn arbitrary non-linear mapping 
functions. Moreover, they do not require scaling of inputs and can support multiple 
inputs and outputs. RNNs (recurrent neural networks) and CNNs (convolutional neural 
networks) are two most fundamental types of deep learning algorithms used in literature. 
CNNs are more suited to the task of modeling cross-sectional dependence whereas RNNs 
have been designed to deal with tasks requiring modeling of temporal characteristics [14]. 
LSTM (long-short term memory) neural networks, a type of RNN, have shown tre-
mendous promise in the field of financial asset price forecasting [15–18]. 

Another class of ML models, called the additive models, have been gaining traction in 
recent years. A prime example of the additive models is the FbProphet algorithm 
developed by Meta for performing time-series analysis at scale. The FbProphet algorithm 
has been applied to many domains which require forecasting. This study uses the additive 
FbProphet algorithm as the third model for forecasting. 
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The main goal of this study is to compare the efficacy of both ARIMA and LSTM- 
based time-series models for making predictions on real data. For additional comparison, 
the study also employs the FbProphet model as the third forecasting model. Though 
some previous studies have compared the performance of these models either individ-
ually or in pairs, this study employs all three models for the same dataset over same time 
period. For empirical testing, a dataset containing daily closing prices of an ETF based on 
the NIFTY 50 Index has been chosen since ETFs are able to mimic the performance of its 
underlying almost perfectly and have the liquidity of common stocks. This provides a 
sense of realism to the study as a practitioner intending to trade in the market would 
follow a similar procedure for testing trading strategies. As representative fundamental 
techniques all three models, ARIMA, LSTM, and FbProphet show good performance for 
the dataset used; however, the results indicate that both LSTM and FbProphet far out-
performs ARIMA in terms of out-of-sample forecasting. Among LSTM and Prophet, 
LSTM still shows superior results, demonstrating the power of AI models over other 
techniques. 

The rest of this chapter is structured as follows. First, the literature review where 
recently published previous years’ studies which have applied DL for the task of financial 
market forecasting are discussed. Next, the methodology section provides the theoretical 
and mathematical details of the models used. Finally, the analysis and results section 
shows the results obtained by both models followed by the conclusion of the study. 

9.2 LITERATURE REVIEW 
The literature on stock price forecasting is large. Most literature can be sorted into three 
main directions based on the choice of techniques and variables used for analysis and 
forecasting. The first and the oldest direction of studies uses mostly cross-sectional data 
analysis through regression-based techniques. Some of the notable works in this area can 
be epitomized through the works of Ma & Liu (2008), who use multivariate analysis for 
prediction of stock prices in the Shanghai Financial Market; Ivanovski (2016), who uses 
regression analysis for modeling stock returns for forecasting; and Khan et al. (2018), 
who use a robust framework for stock exchange forecasting based on regression analysis 
[19–21]. The second direction of research in the literature makes use of time-series 
models for forecasting stock returns using statistical techniques such as ARIMA, ARDL 
(autoregressive distributed lag model), and Granger causality test. Some representative 
works in this direction include Ariyo et al. (2014) and Mondal et al. (2014), who use 
the ARIMA model for stock price prediction [22,23]. Similarly, Jarrett and Kyper (2011) 
use the ARIMA model to forecast and analyse stock prices in the Chinese market [24]. 
The third and latest direction of research in stock price forecasting includes work using 
ML and DL models. 

Some early examples in the third direction of research include Phua et al. (2001), who 
use a neural networks framework optimized with genetic algorithms for forecasting 
movements of stock price in the Singapore market achieving an accuracy of 81% [25]. 
Chen et al. (2003) proposed robust forecasting models for predicting the direction of 
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returns by building a probabilistic neural network (PNN) based on historical stock 
market data from the Taiwan Stock Exchange and compared it with the output of two 
models: a random walk model and a parametric generalized method of moments (GMM) 
model. Their results showed that the highest returns were generated by investment 
strategies based on the output of the PNN model [26]. Zhang et al. (2007) used a 
multilayer backpropagation (BP) network for forecasting the data of data of the Shanghai 
composite index and generated buying and selling signals achieving about three times 
returns than a simple buy-and-hold approach [27]. Wu et al. (2008) proposed an en-
semble model for predicting stock prices combining support vector machines (SVM) and 
Artificial Neutral Network (ANN). The ensemble approach followed by the authors 
produced more accurate results than the other two models applied individually [28]. 
Dutta et al. (2006) was one of the first studies to apply ANN models for forecasting 
Bombay Stock Exchange’s SENSEX weekly closing values in the Indian stock market [29]. 
They illustrated how two neural networks with three hidden layers each could be applied 
to the forecasting problem and computed the performance of the two neural networks 
using root mean square error (RMSE) and mean square error (MSE) from January 2002 
to December 2003. Hanias et al. (2012) conducted a study on the Athens Exchange (ASE) 
to predict the daily index price using a backpropagation neural network and reported an 
extremely low MSE value (0.0024) [30]. Some other examples in this area include Xiao 
et al. (2014) who use ARIMA and ANNs for forecasting market volatility [31]; Porshnev 
et al. (2013) who use machine learning for stock prediction using historical indicators 
and data from Twitter for sentiment analysis [32]; similarly, Tang and Chen (2018) use 
historical prices and news data for sentiment analysis to predict future stock prices [33]. 
Wang et al. (2018) in their work use both news data as well as social media sentiment 
data along with past prices for forecasting [34]. An extensive, comprehensive survey of 
machine learning techniques used in stock price forecasting can be found Obthong et al. 
(2020) [35]. 

Recently, the application of DL has gained prominence in the field of time-series data 
forecasting which is of particular application in many areas such as weather forecasting 
[36] and electricity load and price forecasting [37,38] among others. Most recent refer-
ences in the literature report strong support for DL algorithms as they are a more 
powerful time-series forecasting tool compared to simple ANNs from earlier studies. DL 
models can accommodate both fundamental and technical frameworks and have the 
ability to adapt to non-linearity of datasets and do not requiring any static a priori 
assumptions [39]. Some of the work employing DL in financial data forecasting is dis-
cussed next. For example, Hossain et al. (2018) created a hybrid LSTM-GRU (Gated 
Recurrent Unit) model for forecasting the S&P 500 stock prices and found their hybrid 
model was able to outperform all other algorithms compared in the study [40]. Siami- 
Namini et al. (2018) compared the performance accuracy of ARIMA and LSTM for 
financial time series and showed that LSTM has much better performance to ARIMA for 
all metrics [15]. Fisher and Krauss (2008) found that LSTM model performed better than 
other algorithms used except during the 2008 financial crisis where the random forest 
model was performing better than LSTM. Overall, they showed how LSTMs can model 
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useful signals from chaotic financial time series and are highly applicable for financial 
forecasting [16]. Chen et al. (2015) applied the LSTM network model on Chinese Stock 
Market data for stock return classification and found that compared to random pre-
dictions, the LSTM model showed much-improved performance [17]. In the Indian 
financial market, Mehtab et al. (2020) demonstrate how LSTM networks can be used for 
accurately forecasting the closing value of NIFTY 50 index stock price movements on a 
time horizon of one week and reported very promising results [18]. 

More recently, additive models have also been gaining popularity for time-series 
forecasting. These models may be termed as auto ML models where the parameters are 
auto-adjusted by the algorithms based on the data. The most popular representative 
example of additive model is the open-source FbProphet algorithm designed by Meta 
[41]. Since its introduction, it has been used in many tasks of forecasting and has also 
been applied in the field of finance. Indulkar (2021) uses deep learning and FbProphet for 
analysis and forecasting of cryptocurrencies [42]. Raheem and Nihla (2021) use 
fbProphet for foreign exchange rate forecasting [43]. Saiktishna et al. (2022) use it for 
stock market forecasting [44]. 

It is clear from the literature that time series forecasting literature has evolved from the 
use of traditional statistical techniques such as the ARMA and ARIMA models to the use 
of simple ANN (Artificial Neural Network) and ML models and finally, towards the 
direction of deep learning where the LSTM network models seem to be the most pow-
erful technique. Therefore, in order to demonstrate the power and effectiveness of deep 
learning, this study compares the performance of the three representative techniques 
from the literature: the ARIMA model, the LSTM model, and the FbProphet model. The 
technical details of the models are discussed in the next section, followed by the results of 
the empirical analysis. 

9.3 METHODOLOGY 

9.3.1 Statistical Time-Series Models 
Over the years, many classical time-series methods such as the ARMA, ARIMA, and 
exponential smoothing models have been proposed which readily achieve impressive 
results for time-series forecasting. These methods are easy to understand and their ease of 
implementation has contributed to their popularity over the years. ARIMA is arguably 
one of the most popular models in time series analysis [45]. Like many classic models, the 
ARIMA model is based on assumptions of linearity of time-series and assumes a known 
statistical distribution. It models a time series as a combination of three base processes: 
the autoregressive AR (p) process, the Integrated I (d) process (using the differencing of 
raw observations to induce stationary into the time series) and lastly the moving average 
MA (q) process. Mathematically, the ARIMA (p, d, q) model using lag polynomials is 
defined as follows: 

L l y l( )1 = ( )d
t t (9.1) 
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Box and Jenkins generalized the ARIMA model to handle seasonality by proposing the 
Season-ARIMA or SARIMA model [46]. The SARIMA model uses seasonal differencing 
to remove non-stationarity from the time series. This model is mathematically formu-
lated as: 

l l l l y l l l l l l( ) ( )(1 ) (1 ) = ( ) ( ) i.e. ( ) ( ) = ( ) ( )p
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d D

t Q
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q t p
s
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where, Zt is the time series differenced seasonally. 

9.3.2 Long-Short Term Memory Networks 
An ANN is a computational structure which is inspired from the same principle as the 
workings of the human brain [47]. It is designed to extract patterns and identify un-
derlying trends in arbitrary data. ANNs are particularly suitable for handling incomplete 
and messy datasets. They do not need prior knowledge or assumptions about the dis-
tribution of the data and are capable of mapping approximate functions onto any data. 
Statistically, ANNs are considered as non-linear models. Usually, a standard ANN 
consists of three layers of connected processors called neurons: one input layer, a couple 
of hidden layers in the middle, and one output layer. Each neuron produces a sequence of 
real-valued activation functions. Input layer neurons get activated when data are passed 
into them, and other neurons activate as they are connected through weighted links 
passing data from previous layers. The output of the network is controlled by the weight 
assignments for each connection and the tuning procedure to achieve the desired output 
through weights adjustment is called ‘learning’ [48,49]. 

Figure 9.1 shows an artificial neuron. The neuron has ‘m’ inputs (xi) and each 
input is connected to the neuron by a weighted link (wi). The weights and inputs are 
all real numbered values. In this case, the neuron adds the inputs using the following 
equation: 

A x w b= +i i (9.4)  

where A is the net sum and b is the threshold value. 
The output is produced using the net sum A using an activation function F(A): 

FIGURE 9.1 An artificial neuron. 

Source: [ 48].     
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output F A= ( ) (9.5)  

A special class of deep neural networks known as RNNs are highly useful for all types of 
sequential data making them perfect for modeling time series [50]. RNNs can also 
capture temporary dependencies over variable time periods. Unlike feed-forward net-
works, RNN structures have unique internal states whose output is looped back into the 
input using a feedback mechanism. Generally speaking, when feedback loops are present 
in a network, it is called an RNN. The famous back-propagation algorithm can be used to 
train any RNN by training the network in a way that it is able to encode prior infor-
mation into hidden layers effectively capturing patterns in time series. Figure 9.2 depicts 
the conceptual structure of a standard RNN model. 

A RNN can be said to have a memory. The information from each input sequence is 
kept in the hidden state of network, and this hidden information is inputted back re-
cursively into the network as it moves forward to read new inputs. The input to hidden 
layer can be described by the following equation: 

h g W X W h b= ( + + )t n xh t hh t h1 (9.6)  

where, ht is the hidden layer at time t, gn is the function, Wxh is the weight matrix for 
input to hidden layer, Xt is the input at time t, ht–1 is the hidden layer at time (t–1), and 
bh is the threshold value. 

The equation for the output layer is given as: 

Z g W h b= ( + )t n hz t z (9.7)  

where, Zt is the output vector, Whz is the weight matrix for hidden to output layer, and 
bh is the threshold value. 

LSTMs, a special category of RNNs, were introduced by Hochreiter and Schmidhuber 
in 1997 to deal with the long-term dependency problem associated with conventional 
RNNs. Conventional RNN structure contains a simple feedback loop, while LSTMs 
contain memory blocks or cells instead. Each memory cell comprises three gates and one 
cell state which regulates the information flowing through the cells. 

FIGURE 9.2 Recurrent neural network (RNN). 

Source: [ 50].     
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In figure 9.3, the line passing through the top is known as cell state (Ct−1, Ct) which 
runs through the entire network and transfers information between cells. The sigmoid or 
forget gate layer (ft) decides how much information will be stored in a cell state. A point- 
wise multiplication operation is used to assemble the output from forget gate to cell state. 
Next is input gate which combines the sigmoid layer (it) and tanh layer outputs into the 
cell state. In the diagram C˜t is the new value created by tanh layer. The memory cell gets 
two inputs: the output ht−1 of the previous moment and the external information xt of the 
current moment and combines them in a vector [ht−1, xt] through sigmoid (σ) trans-
formation. Mathematically it is expressed as 

f W h x b= ( . [ , ] + )t f t t f1 (9.8)  

where Wf is the weight matrix, bf is the bias of the forgotten gate, and σ is the sigmoid 
function. The main function of the forgotten gate is to record the amount of state Ct−1 

from the previous time to be reserved for the current time cell state Ct. The gate gives an 
output value between 0 and 1, with 1 indicating complete information reservation and 
0 indicating no reservation. The input gate determines the amount of the input xt 

information from the current network is reserved into the cell state Ct, thus, preventing 
non-significant information from getting into the memory cells. It has two main func-
tions first, to find the cell state which must be updated using the sigmoid layer. 

i W h x b= ( . [ , ] + )t i t t i1 (9.9)  

The second function of the input gate is to update the information to be loaded into the 
cell state. The tanh layer in the middle controls how much new information is added. 
Mathematically, 

FIGURE 9.3 A typical LSTM cell. 

Source: [ 17].    
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C tanh W h x b= ( . [ , ] + )t c t t c1 (9.10)  

Finally, the state of the memory cells is updated using the following equation: 

C f C i C= +t t t t t1 (9.11)  

Next, using the point-wise multiplication of sigmoid gate and tanh gate, the output (Ot) 
information is formed by: 

O W h x b= ( . [ , ] + )t o t t o1 (9.12)  

The final output (ht) of the cell is defined as: 

h O tanh C= ( )t t t (9.13)  

Overall, the unique structure of LSTM model makes it an excellent tool for time-series 
forecasting. LSTMs have comparatively lower cost to train and have emerged as the 
representative deep learning architecture for sequential data processing. 

9.3.3 The FbProphet Algorithm 
Facebook/Meta open-sourced its Prophet forecasting tool for the public in early 2017. 
FbProphet can be considered an ‘auto’ machine learning tool which helps to predict time- 
series data using the seasonality information present within a time series. It is an additive 
regression-based model where non-linear trends are fit using piecewise linear or logistic 
growth curve trends. It can detect changes in trends by automatically selecting change 
points from the data. The Additive equation for the FbProphet forecasting model is given 
by equation (9.14) which shows different components of the equation: 

y t g t s t h t t( ) = ( ) + ( ) + ( ) + (9.14)  

where, y(t) is the Additive Regressive Model, g(t) is the Trend Factor, h(t) is the Holiday 
Component, s(t) is the Seasonality Component and et is the Error Term. 

9.3.4 Evaluation Measures 
For evaluation of the results, two standard metrics are used: the MSE and the RMSE. 
MSE is the average of squared difference between the target and the actual output value 
while RMSE is the square root of the MSE. RMSE is usually employed to find error in the 
model on the same scale as the original data. The use of these evaluation metrics is 
common in literature and they make excellent general purpose error metrics for 
numerical prediction problems. 
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MSE
N

y y= 1 ( )i
N

i i=1
2 (9.15) 

RMSE
N

y y= 1 ( )i
N

i i=1
2 (9.16)  

where, N is the number of samples, ŷi is the model prediction value, and yi is the actual 
value. 

9.4 EMPIRICAL ANALYSIS AND RESULTS 

9.4.1 Data 
To demonstrate the effectiveness of AI-based DL models over traditional statistical 
techniques for price forecasting, this study uses the SBI ETF NIFTY 50 fund, an ETF 
based on the NIFTY 50 Index as the test bed for empirical testing. The data contains a 
uni-variate series of daily closing price of observations spanning from 11 February 2019 
to 2 May 2022. 

For forecasting the time series, representative models from each class are chosen, the 
ARIMA model from traditional statistical models; the LSTM (long short-term memory) 
network model from deep learning; and the FbProphet model from additive models. The 
implementation of these models is discussed in the following part (figure 9.4). 

FIGURE 9.4 SBI NIFTY 50 ETF price chart in INR from 11 February 2019 to 2 May 2022. 

Source: Author’s construction.    
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9.4.2 Augmented Dickey Fuller Test and Stationarity 
Before using any statistical model for time-series forecasting, it is important to 
determine the stationary of the time series and how many steps of differencing will 
be required for making the series stationary. Though, it is clear from looking at the 
price series that there is a presence of trend and the series is clearly not stationary, 
visual analysis is not the most robust method of finding out the stationarity of a time 
series. One of the best methods to test for stationarity is the Augmented Dickey 
Fuller Test. It is a type of Unit Root test with the null hypothesis (H0) that there is 
presence of unit roots in the series. The presence of unit roots determines stationary 
of a time series and the number of unit roots determines the number of differencing 
steps required for making it stationary. Looking at the ADF Test results in table 9.1, 
it is clear that for the analysis, the First-Differenced Closing Price should be used 
(figure 9.5). 

TABLE 9.1 Results of ADF Test      

Closing Price Series First-Differenced Closing Price  

ADF Test Statistic −0.7287 −11.04498 
p-value 0.83917 5.250469309479673e-20 
Null hypothesis(H0) Accept Reject 
Stationarity Non-stationary Stationary   

Source: Author’s construction  

FIGURE 9.5 First difference closing price series from SBI NIFTY 50 ETF from 11 February 2019 
to 2 May 2022. 

Source: Author’s construction.    
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9.4.3 Training and Testing Splits 
In any statistical or ML model, the data is generally divided into two parts, the training 
period and the testing period. The models are trained using the training period where 
they learn to identify intrinsic patterns in the data and the validity of the trained model is 
evaluated on the testing period. This confirms the out-of-sample powers of the models. 
This study follows the same principle and divides the dataset into two parts using an 
80/20 split where 80% of the data is used for training and the remaining 20% is used for 
testing purposes. Figure 9.6 shows the training and testing splits for the data used for 
both forecasting models. In order to keep the analysis consistent all three models are 
applied on the first-differenced closing price series. 

9.4.4 Model Specifications 
Any ARIMA (p, d, q) model requires the three parameters to be specified by the users 
where p is the number of lags chosen, d shows the number of steps required for 
differencing to make the series stationary, and q is the number of times the differencing 
is done. Since in this case only one differencing step was required, the value of d has 
been chosen as 1. The previous day’s value is used for autoregression and, thus, a value 
of 1 has been assigned for p parameter and since only one differencing step was 
required and was performed on the series before putting it into the model, the value of 
q has been taken as 0. 

LSTM requires two main parameters to be chosen by the users: the number of nodes 
and the number of layers. There are no particular rules that determine these values and 
they are chosen based on the particular intricacies of problems involved such as the 
number of time steps being taken and the number of future values being forecasted. Too 
big a value would lead to overfitting of the model on training data and too small a value 
would fail to learn the patterns adequately. Thus, keeping this in mind the model 

FIGURE 9.6 Training and testing splits. 

Source: Author’s construction.    

152 ▪ Artificial Intelligence for Capital Markets 



parameters have been chosen for this study. Figure 9.3 shows the architecture of the 
LSTM model used in this study. 

The model contains one input layer which provides data to the two LSTM layers each 
with 60 nodes as inputs 50 nodes as the Output. The LSTM layers’ output is further 
passed into two dense layers with linear activation functions. MSE is used as the loss 
function and ADAM algorithm is used for optimization. Finally, the information from 
the dense layer is passed to a fully connected output layer (figure 9.7). 

9.4.5 Results 
The three models—ARIMA (1, 1, 0) model, the LSTM model, and the FbProphet 
model—are trained on the same training set data. The results of models are summarized 
in table 9.2 where the MSE and the RMSE values are compared for the three above- 
discussed approaches. 

As evident from the results, both FbProphet and LSTM models are performing very 
well for the task of univariate time series forecasting much better than ARIMA. However, 
the performance of LSTM model with a 0.350 RMSE is clearly much superior to the 2.330 
RMSE value given by the ARIMA model and 1.478 value given by Prophet. For ease of 
replication of analysis the study uses open source data taken from Yahoo Finance and for 
analysis uses the Python 3 programming language. ARIMA model has been implemented 
using the statsmodels package; the LSTM model has been implemented using the Keras 

FIGURE 9.7 The architecture of LSTM Model. 

Source: Author’s construction.     

TABLE 9.2 Forecasting Results of Both ARIMA and LSTM Models      

MSE RMSE  

ARIMA  5.428  2.330 
LSTM  0.122  0.350 
FbProphet  2.245  1.478   

Source: Author’s construction  
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DL library, the FbProphet algorithm has been implemented using the open source 
package by the same name, figures 9.8, 9.9, and 9.10 denote the graphical representation 
of results from both models. From the graphs it can be seen that the predictions made by 
the ARIMA model are more volatile than the other two models although the other 
models are able to predict the direction of movements quite well. 

FIGURE 9.8 ARIMA model forecasting results. 

Source: Author’s construction.    

FIGURE 9.9 LSTM model forecasting results. 

Source: Author’s construction.    
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FIGURE 9.10 FbProphet results. 

Source: Author’s construction.    

9.5 CONCLUSION 
The development of AI and increased usefulness of DL models have inspired researchers 
to successfully apply these models for stock market prediction. This study reviews some 
of the most recent progress made in literature in the past few years for stock market 
prediction. Next, the theoretical underpinnings of the two representative models from 
statistical and DL are discussed in detail. The models are applied to a dataset containing 
closing prices of an ETF with NIFTY 50 as the underlying benchmark showing a practical 
example of how these techniques fare against each other when applied to real-world data. 
The forecasting results: MSE and RMSE clearly indicate the superiority of LSTM model 
over the ARIMA model and also over the FbProphet additive model. 

Though this study provides a fairly detailed general overview and empirical example 
which can be understood and followed by beginners, there are certain limitations of the 
study. For example, this study only looks at univariate forecasting where the only input 
given to the model is the historical price information. Since stocks are generally affected 
by movements of other stocks as well as the whole market, future research in this area 
should consider adding more inputs (for example, market volatility, fundamental or 
technical indicators) to the models and make them more comprehensive. There is also 
another strand of research not covered in this study which uses alternate data sources 
such as the news and social media sentiment data [33]. Readers are advised to look into 
these directions of research for further exploration into how these state-of-the-art 
techniques could be further used to make better predictions. Overall, AI techniques have 
proven to be highly useful in the field of finance and will most definitely play a pivotal 
role in the future of finance research. 
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10.1 INTRODUCTION 
The finance industry turned into a centre to incorporate the developments of artificial 
intelligence (AI) and using this cutting-edge innovation technology, companies ensure to 
protect their data by building hack-proof protection shields [1]. AI execution all through 
the financial industry is dictated by market factors such as monetary strategy, compet-
itiveness with other companies, and profitability prerequisites, just as supply factors, for 
example, finance industry innovations and information accessibility and specialized 
progressions [2]. AI is an innovative emerging technology which makes machines think 
and act like a human. Several branches, such as machine learning (ML), robotics, deep 
learning, are a part of expert systems such as ML, genetic algorithms, natural language 
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processing, and so forth. [3]. This chapter discusses various applications in the finance 
industry using AI as well as its branches. 

10.2 LITERATURE REVIEW 
In this chapter, the authors explored how neural networks were used in various patterns 
between 1990 and 1996. The audit of the complete chapter focused on some particular 
fields in the finance field like the distribution year, utilizations of different areas, an 
ultimate conclusion measure, the board structure, IT/training improvement, techniques 
that are actualized in different areas, and so forth. The authors examined different 
procedures recommended by numerous analysts and researchers for the future extent of 
the work. The authors directed this by taking many example spaces of how the neural 
networks are utilized and how much precision these networks gained utilizing these 
neural organizations. For instance, in a similar investigation segment, they led a study on 
37 articles that depicts the uses of neural networks. They utilized measurable strategies to 
break down the exhibition of neural networks in these 37 articles. The following model is 
a relative investigation in the joining of advancements where they coordinated various 
calculations such as genetic algorithms, expert systems, and a lot more with neural 
networks to examine the presentation of calculations and increase the exhibition which 
could be used to address issues in the financial sector. By probing these integrations they 
found that on the off chance that one innovation fizzled in execution, we can coordinate 
with another innovation to expand the presentation just as defeated the blunders. In their 
review of the examination, they noticed the reconciliation by taking 8 applications in 
which 7 are incorporated with the expert systems and one with the fuzzy logic. In this, 
they expounded by clarifying the tests led by different specialists, as Markham and 
Ragsdale advanced with their exploratory outcomes which examine the integration of 
neural networks with the Mahalanobis distance measurable method which is utilized for 
insolvency forecast of banks. The end depicts the progression of innovation and a 
combination of various advancements that could diminish and improve the proficiency 
of the calculations which helps in building various applications to tackle true issues in 
finance [4]. 

This chapter exposes the survey results conducted by the authors on what are the 
techniques used in financial market analysis and what are the best algorithms that 
are used in the prediction of market values. In this, the data studied is collected from the 
North American Market. The main objective of the introduction elaborates on the 
importance of stock market prediction. In this, he elaborated a review of ML techniques 
such as Support Vector Machine (SVM), Artificial Neural Networks (ANN), and 
Random Forest (RF). Exploratory research using AI generally falls into two main cate-
gories. The first determines the key factors and patterns of the environment, separates the 
informative part of the model’s preparation and approval, and refreshes them. The next 
section uses the sophisticated model in the proposed information for testing, with a 
modest assessment of past performance. The SVM arrangement model can be adjusted as 
a regression to foresee values in monetary time arrangement for this situation, it is 
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known as Support Vector Regression (SVR). Most monetary business sectors’ expectation 
papers initially recognize the troublesome job needing to be done. Monetary business 
sectors’ costs are impacted by a horde of elements and there has been an enormous 
number of propositions for their expectation. A few models convert into exchanging 
methodologies. For instance, heading expectation can be deciphered as a purchase/sell 
signals technique, contingent upon the bearing of the conjecture. Nonetheless, a few 
creators cease from educating a particularly viable utilization regarding their models, 
focusing on the report of results utilizing measures other than returns. In the event that 
monetary returns are utilized to assess models and systems, it is prudent to incorporate 
other down-to-earth measures, for example, drawdown and instability as danger 
boundaries [5]. 

Deep learning has been widely used in machine vision, natural language processing, 
and image recognition. The remarkable success of deep learning as just an information- 
handling procedure also boosted the value of an analysis domain. With the recent growth 
of Fintech, the use of deep learning in banking and finance departments has become 
much more popular. Nonetheless, throughout the present writing, an itemized analysis of 
the uses of deep learning in business and economics is insufficient. The whole research 
assessed and deconstructs the writings on the use of deep learning models within core 
finance or business environments to attempt to provide a thoughtful evaluation of system 
classification, inputs, or model assessment. Finally, they discuss three perspectives that 
could have an impact on the outcomes of financial deep classification algorithms. This 
study provides academics and experts with information and training about how to use 
deep learning models of business and economics to achieve the main objective. This 
study provides a comprehensive analysis of the literature on the application of Deep 
Learning (DL) in the finance and banking industry. A rational selection of scholarly 
knowledge bases is needed for both the research and refining. This article evaluates 
7 F&B sections and establishes relations between the spaces and their commonly used DL 
models. Under our structure, they examine the complexities of each post. They often split 
down methodologies into concrete spaces and render suggestions based on the validity of 
various models. As a result, they summarize three main points: data preprocessing, data 
sources, and evaluation laws. They go on to look at the troubling consequences of 
computational complexity and supportability by using DL templates, as well as some 
possible solutions. This examination adds to the writing by introducing a significant 
gathering of information on related investigations and giving valuable suggestions to 
monetary investigators and analysts [6]. 

There has been escalated research from scholastics and experts in regards to models 
for anticipating insolvency and default occasions, for credit hazard the executives. The 
fundamental scholastic examination has assessed insolvency utilizing customary insights 
strategies and early man-made brainpower models. In this chapter, creators tried AI 
models, such as help vector machines, sacking, boosting, and arbitrary woods, to foresee 
insolvency one year preceding the occasion, and contrast their exhibition and results 
from the discriminant examination, strategic relapse, and neural organizations. The vital 
knowledge of the investigation is a significant improvement in expectation exactness 
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utilizing AI methods, particularly when, notwithstanding the first Altman’s Z-score 
factors. Contrasting the best models, with every single prescient variable, the AI proce-
dure identified with irregular woods prompted 87% exactness, though calculated relapse 
and straight discriminant examination prompted 69% and half-precision, separately, in 
the testing test. Liquidation forecast is related to credit hazard, which has been pushed 
into the spotlight because of the new monetary emergency. AI models have been ex-
tremely effective in account applications, and numerous investigations analyze their 
utilization in insolvency expectations. The Altman and Ohlson models are as yet 
applicable, due not exclusively to their prescient force yet in addition to their basic, 
down-to-earth, and reliable systems. Hardly any examinations can enhance their out-
comes concerning determining the exactness or the straightforwardness of the models. 
This current examination’s results are intriguing in that they uncover how utilizing 
computational learning strategies can improve the prescient force of credit hazard 
models. Banks and danger chiefs can explore these AI models, which could improve their 
credit hazard investigation and consequently assist them with accomplishing better 
productivity with lower credit hazard openness [7]. 

The key advantage of using ML in the financial sector is that it encourages the 
development of information examination. AI (ML) could be useful in a variety of da-
tabases, including organized, semi-structured, and unstructured information. AI could be 
used precisely across the business process to differentiate risk, events, and company 
operations using cutting-edge precognition techniques. By identifying limitations, AI 
estimates will exclude errors and different hidden fraud schemes. Insurance companies 
rely on predictive models which take into account past incidents of skewed conduct. The 
AI estimates with new information also resulted in much more extraordinary fraud 
findings. Simulated intelligence-controlled scholarly frameworks should be prepared in a 
space. The nature of the information used to prepare prescient models is similarly sig-
nificant as the amount, on account of AI. The datasets should be delegated and adjusted 
with the goal that they can give a superior picture and stay away from predisposition. 
This is critical to prepare prescient models. Present-day advances are moving very 
quickly making their way into different fields of business. Throughout this context, the 
security industry should not require the assistance of anyone. The application of 
knowledge to security does have a strong history. As a result, the approach insurance 
companies use in computational mathematics analysis was not particularly impressive. 
The aim of using data science analysis insecurity is the same as it is in other industry 
sectors: to simplify marketing procedures, improve revenue, raise pay, and reduce costs. 
They presented a few AI techniques throughout this article to accurately evaluate security 
assurances and evaluate their exhibits using various measures [8]. 

The private protection area is perceived as one of the quickest-developing busi-
nesses. This quick development has powered unfathomable changes over the previous 
decade. These days, there exist protection items for most high-esteem resources such as 
vehicles, adornments, wellbeing/life, and homes. Insurance agencies are at the front 
line in receiving forefront activities, measures, and numerical models to augment 
benefits while overhauling their client’s cases. Customary strategies that are only 
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founded on human-on top of it displays are tedious and off base. In this chapter, we 
build up a protected and computerized protection framework system that diminishes 
human collaboration, gets protection exercises, cautions and advises about hazardous 
clients, identifies fake cases, and diminishes money-related misfortune for the pro-
tection area. After introducing the blockchain-based structure to empower secure ex-
changes and information sharing among various cooperating specialists inside the 
protection organization, we propose to utilize the limit slope boosting (XGBoost) AI 
calculation for the previously mentioned protection administrations and think about 
its exhibitions with those of other best-in-class calculations. The acquired outcomes 
uncover that, when applied to an accident protection dataset, the XGboost accom-
plishes superior additions contrasted with other existing learning calculations. For 
example, it arrives at a 7% higher exactness contrasted with choice tree models when 
identifying fake cases. They got results to uncover that, when applied to an accident 
coverage dataset, the XGboost accomplishes elite increases contrasted with other ex-
isting learning calculations. For example, it comes to 7% higher exactness contrasted 
with choice tree models when identifying deceitful cases. Besides, we propose a web- 
based answer for naturally managing ongoing updates of the protection organization 
also, we show that it beats another online best in the class calculation. At last, we join 
the created AI modules with the hyper record texture writer to carry out and imitate 
the counterfeit knowledge and blockchain-based structure [9]. 

Financial supporters place a high value on precise stock trade expectations; however, 
finance exchange becomes influenced through volatile variables such as weblogs or 
reports, making it impossible can forecast stock trade lists based solely on factual 
information. The extremely unpredictable nature of financial markets emphasises the 
importance of thoroughly examining the role of external variables in stock forecasting. 
Equities markets could be predicted using AI estimates based on data from online 
media and financial news since this knowledge can influence the behaviour of financial 
supporters. They use statistics from online media and financial media data in this 
chapter to determine the impact of such data upon the accuracy of stock market 
forecasts for the next 10 days. Include options and reduce negative messages on the 
datasets to improve implementation and quality of predictions. They also conduct tests 
to identify stock markets that are difficult to predict and those that are more influenced 
through Internet advertising and financial media. With the aim of finding a stable 
classifier, they compare the aftereffects of different measures. Finally, deep learning is 
used to achieve the highest level of expectation accuracy, and several classification 
algorithms are ensembled. Our trial results show that the most noteworthy forecast 
correctness of 80.53% and 75.16% are carried out using internet media and financial 
news, respectively. They also reveal that the New York and Red Hat stock markets are 
difficult to predict, that internet media has a greater impact on New York and IBM 
stocks, and also that financial reporting has a greater impact on London and Microsoft 
stocks. The subjective classifier has been found to be accurate, with its troupe achieving 
the highest precision of 83.22% [10]. 
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10.3 APPLICATIONS OF AI IN FINANCE 

10.3.1 Personal Finance 
Personal finance is managing your money as well as investing and savings. The user 
wants this facility to be user-friendly which they want to manage their activities in single 
applications. This thought created a revolution of creating AI-powered mobile applica-
tion of personal finance. PRM is an application software which makes user manage their 
transactions. This software builds using AI, ML, intelligent automation, smart analytics, 
and so forth. The market size of this PRM will reach 343 million dollars [11]. There are 
many personal finance AI-powered applications. The following are the top five appli-
cations according to Analytics India Magazine [12].  

1. Cleo: This is certainly not a customized versatile application. This is likewise an 
AI-powered informing application that gives all-day, everyday client care support. It 
functions as a partner to oversee exchanges with monetary exercises. This appli-
cation furnishes the network of managing an account with a versatile application 
and gives the office to send cash through web-based media. This likewise furnishes 
the month-to-month banking proclamations with the use of cash utilizing graphical 
portrayal which assists with comprehension. 

2. Eva money: It was made by Fintel labs which is a customized AI portable appli-
cation intended to help IOS and android. The most recent component work in this 
application was the voice and chat collaborator which assists with lowing class 
individuals, they can undoubtedly control the application utilizing the voice aid. 
This application gives responses to inquiries identified with an individual budget 
and gives tips on the best way to utilize this application. This insight assists with 
improving financial administrations with security. This application gives the office 
to associate ledger with this versatile application and gives the most recent patterns, 
monetary news, current monetary market investigation, and so on.  

3. MintZip: This application began in 2001 which gives a start to finish money-related 
arrangements. This application assembles an AI aide named ’misa’ which assists 
clients with tackling their monetary issues. This is furnished with conversational AI 
and AI-based monetary help to clients. It is coordinated with social science and 
monetary insight chatbots which give all day, every day back to clients. This is an 
ML application that prepares the information consistently that is utilized to give 
forecasts monetary help to clients.  

4. Olivia.ai: This was made by two business people from Silicon Valley in 2015. The 
additional benefit of this application is utilizing social financial aspects with AI. This 
application discovers examples of monetary patterns and gives guidelines on the 
best way to go through cash. These examples likewise assist clients with spending 
less sum. Be that as it may, the impediment of this application is this is rigorously 
upheld to IOS and confined to areas such as Brazil and the United States. 
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5. Wizely: This is a cash investment funds application that assists clients with setting 
aside their cash and permits them to go through less measure of cash. This gives an 
adaptable cash investment funds plan which is India’s first computerized bank 
application. This gives limitless references and pre-appointments for wished buys. 
This application utilized ML and AI tech to embrace the most recent patterns and 
make them more intuitive to clients and customers. 

10.3.2 Consumer Finance 
Customer account helps individuals in their business. In this, clients seek a bank for credit for 
their business or their utilization. Be that as it may, the information is secure or not, how 
might we know? For this financial area, adjusted AI was their essential innovation to con-
struct hack-verification machines and stop extortion exercises in the bank. In this field, JP 
Morgan Chase is the biggest bank that uses AI in various areas of financial exercises. For 
instance, they are utilizing natural language processing for the contributing values and uti-
lized for remote helpers, and so forth. They utilize predictive analytics for keen documen-
tation estimating. At long last, they are utilizing these innovations for fraud detection [13]. 

10.3.3 Corporate Finance 
In this, AI has been used to anticipate the danger factor while giving credits. ML sub-
module to AI is utilized for hazard forecast of credits and used to spot bizarre exercises. 
Many US banks utilize this innovation in customer check to give loans. They utilize deep 
learning strategies to discover the danger factors and assist with distinguishing the ex-
tortion examination. After these innovation frameworks, reconciliation banks got high 
benefits and the fraud rate likewise decreased [14]. 

10.4 RISK ASSESSMENT 
In this utilization of AI and ML, individuals are distinguishing Visa extortion subtleties. In 
this day and age, a credit score is vital to get a qualification for a credit card. To examine the 
individual’s advance information and advance exercises, instalment records examination, 
the number of idle charge cards, and so forth. This data we need to examine to give a credit 
card just as a financial assessment to an individual. In any case, generally, an individual 
needs to check the information. A solitary individual or a group couldn’t check lakhs of 
client information for examination, here AI is incorporated where shrewd frameworks 
break down the information utilizing ML and train the models with a lot of information 
which gives us the aftereffect of forecasts. The probability of mistakes is less while utilizing 
this ML and gives the best accuracies. This AI mechanization likewise assisted with building 
chatbots which are utilized to gauge consumer loyalty. There is another application in 
hazard evaluation is fraud detection. In this Citibank attached with an information science 
organization named Feedzai to investigate the information and anticipate the mis-
representation assessments. They planned the OpenML motor which assists engineers with 
making new ML models that help in improving accuracies. This ML programming 
investigates all exchanges and instalment history to foresee the extortion assessments which 
helps in making trustable exchanges to clients just as bank customers [15]. 
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10.5 INSURANCE CLAIM 
Claim automation is a cycle that utilizes AI innovation protection is asserted without 
human support. In this Lemonade, the organization began a portable application that 
utilizes AI as their significant programming. This application is a chatbot that is utilized 
for enrolling on insurance and guaranteeing the insurance is straightforward and simple 
advances. The advance sum will be credited in practically no time. This application 
utilizes facial acknowledgement, natural language processing and AI to examine the 
records. Lemonade utilizes the chatbot for the check of the reports and harmed property 
with video processing innovation. This framework works in a manner it begins with a 
fraud identification algorithm utilizing AI and afterwards it gauges the misfortune is right 
or not. In light of the information guarantee, cash will be attributed straightforwardly to 
the client’s record. Another application in claim retainment is the decrease of excessive 
charges, for instance, Tractable is a software organization that gives software that will 
examine the given pictures of damaged items and anticipate the cost of the damaged 
parts. This product additionally gives the level of damage and recommends supplanting 
that damaged part with another one or supplant with cash to clients. This product utilizes 
predictive analytics and computer vision innovation to the assessment of cost dependent 
on the pictures. The cycle goes in a manner like specialists will upload the pictures into 
the software, at that point the product dissects the photos. For instance, if we have 
inserted a damaged car vehicle, then the AI framework will foresee it as a car and show us 
each part where the damage occurs and how much rate it damaged. This software relates 
the data points of prepared information and chooses to give an instalment or not [16]. 

10.6 TRADING AND SHARE MARKET 
ML is the technology where statisticians are looking to utilize this technology in the 
prediction of share values based on previous stock data. The predictions-based approach 
is known as predictive analytics. Some companies are using this technology in trading 
and foreign exchange, investing in shares, and so forth. Many analysts predicting the 
market with better accuracies as well as trading companies are trying to find the risk 
factors in the market using this technology. Trading technologies which use ML and big 
data to find the patterns in the current market for forecasting and integrate AI systems in 
their platform which helps to make quicker decisions by clients based on the predictions. 
Green key technologies use NLP and voice recognition systems for trade search and are 
used to note the data analysis of trading. Kavout is a predictive analytics company that 
offers an intelligence platform that processes the previous history and gives predictions in 
the stock market. Auquan is an AI-developed trading company that uses the latest 
technology and gives suggestions to the investors as well as it provides trading investing 
companies. AI trading company uses this AI to analyse the patterns in the market and 
predict the changes in the trading market [17]. 

There are a few applications where numerous organizations are utilizing this AI as 
their key innovation which makes their business more productive and aiding them in 
expanding their worth on the lookout. 
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10.7 DISCUSSION AND FUTURE SCOPE 
This finance area raises distinctive imaginative methodologies utilizing this AI. In future, 
there is a chance of foreseeing deals and offer worth, however, it could likewise anticipate 
the misrepresentation of organizations dependent on the information. The digitalization 
of archives made less responsibility for the representatives which helps in making the 
asset reports and other monetary records of the associations. The GPT-3 algorithm works 
with lakhs of layers which got well known in the late time where researchers and sci-
entists utilize this algorithm to make machine-based accounting reports, similar ex-
amination articulations, make records, and so forth without labour and with precise 
computations. Numerous most recent calculations are building various examples in the 
offer market to foresee the exact offer worth. These calculations will be utilized in 
tracking down the budget summaries’ extortion identification with digitalized docu-
mental verifications. The future of the finance industry going to change where fraud 
instalments and excessive charges will be decreased while protection asserting. 

10.8 CONCLUSION 
This article examined numerous applications that manage AI and its sub-innovations in 
different areas in the account business. The innovation gave numerous benefits to the 
account business which helps in overseeing cash-related issues to customers just as 
organizations. The most recent advancements improved portable banking and comput-
erized banking instalments which makes human work simple. This creative and agreeable 
errand was fabricated utilizing AI just as it had given the trust to customers and clients by 
getting their information. 
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