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Preface

This book was written, for the most part, during the COVID-19 pandemic between
March 2020 and December 2021, although it has had a gestation period of more
than 10 years. It is intended to be a radically different treatment from the usual one
adopted in books that deal with quantum physics from a pedagogical standpoint.
The choice of subject matter and approach adopted here have been motivated by
a number of considerations, but the overriding one is a conviction that, given that
quantum mechanics is regarded as the most accurate and successful theory of the
physical universe yet devised, then it ought to be possible to find a straightforward
explanation of the natural world that is fundamentally quantum in character and that
does not rely on any preconceived notions associated with classical physics.

The usual way of introducing quantum mechanics at an undergraduate level is
to follow Dirac’s tried and tested prescription of quantizing the classical physics of
Newton, particularly in its Hamiltonian guise. This is done by replacing the familiar
algebra that represents numbers in classical physics with something a little less di-
rect, the algebra that represents operators, in the quantum version. This quantization,
as it is referred to, is a rather mysterious process that puzzles most physicists, even
after a lifetime of familiarity with it, let alone undergraduates exposed to it for the
first time.

It is arguable that we are doing things the wrong way round if we start with pre-
conceived notions of what makes up the physical universe from the viewpoint of a
classical theory that we know is at best incomplete, and get, what must be, a bi-
ased quantum theory that has all the baggage of the classical relationships between
dynamical variables. After all, we know that classical physics is unable to explain
many important phenomena on the atomic scale, hence the need for quantum physics
in the first place. Dirac quantization seems to be very much a case of pulling a quan-
tum mechanical rabbit out of a classical hat. This is the magic of quantization. Its
main justification is that it works, but at what intellectual cost? It is arguably a key
reason for quantum mechanics having a reputation of being weird and counterintu-
itive. It is the contention of this book that quantum mechanics is, on the contrary, a
perfectly natural way to think about the universe, as long as we think about it in the
right way and identify what is of primary importance.

It was with these long held reservations that I thought it worth trying an alterna-
tive approach, starting with quantum concepts alone, rather than with the observed
behaviour of the macroscopic world, albeit one that has such a seductive appeal to
our senses. However, we should not forget that we only perceive the world via senses
that rely on optical, electrical and chemical processes that are themselves controlled
by quantum physics.

With this in mind, I began to re-examine the ingredients of quantum theory with
a view to finding a conceptually simple way into it, that avoided preconceived phys-
ical notions. Early ideas along these lines were presented, in embryonic form, in a
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talk I gave at a meeting organized by the Institute of Physics, at the University of
Warwick in 2009. That meeting was aimed at improving the teaching of quantum
mechanics to undergraduates. However, these ideas only reached maturity with the
publication of a paper1 in the European Journal of Physics in early 2021, entitled,
Natural number dynamics: reconstructing physics from generalized atomicity [107].
The fundamental premise here is that the only information one needs about any sys-
tem is that it comprises a number of items. Thus it is characterized by the natural
numbers alone. The description of a system in this way is intrinsically quantum,
since the natural numbers are discrete by their very nature. No structure needs to
be attributed to the items in this primitive system, nor any properties other than that
there are a countable number of them. The items themselves, rather like letters in
an alphabet, need not even be material objects at all. Above all, this description of a
system is independent of any scale, macroscopic or microscopic. Indeed, configura-
tion space does not appear at all in the initial considerations, but emerges naturally.
This primitive description of a system is conceptually simple and can surely be re-
garded as familiar, since we are surrounded by examples of the multiplicity of nature.
This conjecture may possibly seem too familiar and too meagre for it to be able to
facilitate the derivation of the laws that determine the behaviour of the physical uni-
verse. Remarkably, recognizable equations of physics do emerge. This book is built
on these foundations.

Further thoughts and developments have lead to several new ideas in the ensuing
months since publication of the EJP paper and have found their way into the present
book, but the basic premise has remained. Put simply, this means that we identify
quantization with itemization and counting. Historically, itemization and counting
obviously precede both Planck’s quantization of energy that emerged at the dawn of
the twentieth century and also the ideas of Leucippus and Democritus, who proposed
the quantization of matter in the form of atomism in the fifth century B.C. Counting
was known for many millennia before either Planck’s quanta or Greek atoms were
thought of.

By a happy coincidence, as I was formulating this quantization as itemization
idea, I came across a reference to the discovery in the 1950s of an artefact, the Is-
hango bone, that was at least 20,000 years old [93]. The bone had lines scored on
it with a regularity that indicated it was a kind of tallying stick used for counting.
The Ishango bone, which is now in the Royal Belgian Institute of Natural Sciences
in Brussels, was unearthed at a site on the shores of Lake Rutanzige (Edward), close
to the borders of the Democratic Republic of the Congo, Uganda, Rwanda and Tan-
zania, in the western arm of Africa’s Great Rift Valley. That such a monumental
achievement in human intellectual progress had occurred so long ago in the centre
of Africa was not better known, is astonishing. Everyone knows that the Great Rift
Valley and its surrounding regions are the cradle of humanity, but here was evidence
that the region was also part of our early mathematical and scientific heritage too.
After all, according to the great German mathematician, Gauss, mathematics is the

1The paper was written after work on the book had started and was a modified extract from an early
draft of the book. The paper was really aimed at testing the water for its central idea.
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Queen of the sciences and arithmetic (number theory according to some sources) is
the Queen of mathematics. Counting is arguably the Empress of them all2.

The book is set out as follows. We begin with a descriptive prologue that deals
with a number of background issues that presage the unorthodox approach to quan-
tum mechanics developed in the rest of the book. Next, the quantum mechanics
proper begins with an extremely short chapter, the only purpose of which is to intro-
duce the universal quantum equation from which emerges all of the physics covered
in the rest of the book. In this fundamental equation, the natural numbers are as-
sociated with the eigenvalue spectrum of an operator, namely the (natural) number
operator. This is a very natural way of explaining why operators enter the theory,
something which remains puzzling in conventional approaches to quantum mechan-
ics.

The essential mathematical properties of operators and Hilbert space represen-
tation are then introduced in Chapter 2. The mathematical core of the whole book
is treated in Chapter 3. This shows how the universal quantum equation leads to the
properties of the natural number operator and also automatically brings into play
the creation and annihilation operators that have such a key role in developing the
dynamical theory. This aspect is referred to as natural number dynamics. Chapter
4 extends the formalism to multi-category systems and explains why we need a
universal variable that ultimately is associated with time. From this, in addition to
bosons, fermions also emerge and their spinor properties are revealed without any
preconceived notions about rotation or spin. Chapter 5 is concerned with the repre-
sentations of the natural number operator in single category systems and shows how
quantum mechanics emerges from natural number dynamics. Time and a dimension
of configuration space also emerge as part of the dynamical picture. The importance
of duality in the representation of the natural number operator by a pair of Hermitian
operators is discussed, in the context of the wave-particle controversy. By general-
izing the representation of the natural numbers, general potentials and bound states
emerge, without any need for classical mechanical analogies.

Chapter 6 deals with two category systems and shows how interactions arise.
This is the beginning of the idea of scattering of particles that leads to time de-
pendent population numbers in many-body systems. Chapters 7 and 8 then examine
the special cases of degenerate two- and three-category systems. From this analysis
we discover a Goldilocks principle of three dimensions in which the properties of a
self-consistent three-dimensional space emerge, with three components each of con-
figuration space, linear momentum and angular momentum. Also, by generalizing
the three sets of canonical commutation relations, the electromagnetic field together
with the Maxwell equations that govern its behaviour emerge quite naturally, without
any additional assumptions. Electromagnetic waves then provide a blueprint for the
idea behind the itemization of a field and we encounter photons.

2After completing the manuscript of the present work, the author came across a recently published
book [57] by one of the authors of ref. [93] that deals in greater detail with the archaeological history and
analysis of the Ishango bone. This new book sheds further light on the view that the Ishango bone is the
oldest of known mathematical artefacts and will hopefully lead to its being more widely known about in
the future.
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Chapter 9 deals with interactions in general multi-category systems and develops
the equations of many-body interactions that lead to the theory of superconductivity
and ultimately to an explanation of fermionic mass. Chapter 10 shows how by treat-
ing field amplitudes as the amplitudes of a density, then fields can be itemized. This
essentially provides an introduction to the concept of a quantum field. Chapter 11
then takes invariant properties of the space-time dependent phase of quantum fields
as the starting point for the development of both the theory of special relativity and
relativistic quantum mechanics, that is completely independent of the light signal
approach commonly found in elementary explanations of special relativity. This ap-
proach also yields Dirac’s relativistic equation for the electron, without the need to
quantize the relativistic theory of classical particle motion.

Chapter 12 deals with some examples of the use of natural number dynamics
to model a variety of populations in ecology, microbiology as well as physics. Of
particular interest here is the first quantum operator model of the cell division dy-
namics, which predicts the onset of unstable growth that mimics the behaviour of
cancer cell populations. The chapter concludes with a remarkably simple but pro-
foundly revealing model of zitterbewegung that is associated with the excitation of
electron-positron pairs from the vacuum. The contents of this chapter are intended to
illustrate something of the breadth and universality of the quantum nature of things.
This in some ways mirrors the famous atomist poem, On the nature of things, written
in the first century B.C. by the Roman, Lucretius, in which the poet attempted to ex-
plain a whole range of natural phenomena, based on the atomistic ideas of the earlier
Greek philosophers, Democritus and Leucippus. The final chapter is an epilogue that
serves as a brief summary of the ideas developed in the book and touches on what
further physics might be developed. The final section contains a discussion on how
classical physics arises by de-quantizing quantum theory. Clearly, the quantum start-
ing point must lead to a correct description of the macroscopic classical world, but it
is appropriate that this comes at the end of the journey rather than at the beginning.

This book is above all an exploration of an idea that attempts to encourage a way
of thinking about quantum mechanics and physics in general, that is different from
that usually taught to undergraduates in physics departments in most universities.
It is aimed at inquisitive final year undergraduates and research students who have
already had some exposure to a standard university course in quantum mechanics. It
may even be of interest to open minded professionals who will not find the contents
of this book too objectionable. In my experience, after several decades of teaching
quantum physics, I have found that many students find it stimulating and exciting to
be exposed to unconventional ideas. The intension is not to replace standard quantum
mechanics, but to show that there are alternative ways of thinking about it, that may
facilitate an acceptance of just how natural is the quantum nature of things. Indeed,
the book might be deemed to have been successful if students return to the standard
texts with renewed enthusiasm, but with many, many, more questions, after reading
it.

Quantum mechanics is, after all, a controversial subject and I make no apologies
for adding this little contribution to the mix. Peter Rowlands [108] has remarked that
investigating the foundations of physics is a risky business, without status and career
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prospects. So, the endeavour is only likely to be attempted by the foolhardy and those
of us who have already entered the Grey Havens.

T. R. Robinson
Leicester, 2022
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Prologue

QUANTUM ORIGINS

This book is concerned with the central role that quantum mechanics plays in our
understanding of the natural world. It is conventional to think of quantum theory as
beginning around 1900 with Planck, who, in order to explain the black-body radia-
tion spectrum, postulated that energy had to be considered as consisting of discrete
chunks called quanta and so may be said to be quantized. The mathematical frame-
work of the quantum theory, which has remained largely unchanged, was then for-
mulated by Heisenberg, Schrödinger, Dirac and others5 in the 1920s. This work was
organized into definitive form in a classic text by von Neumann [84].

Prior to Planck’s revolutionary idea of energy quanta, energy had been consid-
ered to be a continuum. However, this was not the first instance when something that
had been considered as smoothly continuous was then suggested to be, in fact, made
up of discrete units. Some two and a half millennia earlier than Planck’s hypothe-
sis, Leucippus and Democritus proposed that matter itself, which to our eyes and
sense of touch seems so obviously continuous, was in fact made up of discrete units
or atoms [90, 120]. This earlier conception is rightly regarded as one of the most
momentous achievements of the human mind [129]. It was arguably even more rev-
olutionary and outrageous than Planck’s hypothesis, since it was made by the power
of the intellect alone, without any direct experimental evidence, whereas Planck had
detailed experimental data on which to base his hypothesis [72].

It is interesting to note that the idea of the atomic nature of matter was still being
questioned as late as the 1890s. Planck himself had supposed that matter must be
continuous. Here he was following Helmholz who had rejected atomism in favour of
an elastic continuum picture of matter [72]. The newly developed electromagnetic
theory of the time seemed to reinforce this view, since the electromagnetic field ap-
peared to fill space without any discrete features. It was not until 1905, when Einstein
showed that the electromagnetic field must have discrete features in order to explain
the photoelectric effect, that the quantum nature of the physical world started to be
taken seriously. Up until that time, Planck had not only doubted the reality of the
atomic view of matter, but also of his own quantum theory of energy [37]. It was
Einstein of course who, through his theory of special relativity, had shown the equiv-
alence of matter and energy, so there should be no surprise that if one was discrete
then so could be the other.

The two giants of the quantum revolution, Erwin Schrödinger [113] and Werner
Heisenberg [51] both acknowledged the influence of early Greek thought on modern
quantum ideas. Of course, what the ancient Greek atomists meant by atoms was not
what we think of today as atoms, and indeed Schrödinger and Heisenberg were not
trying to attribute any modern atomic physics to the earlier age. However, the idea

5Some of the key papers from this period may be found in ref. [124].
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that matter consisted of discrete units, without any direct experimental evidence,
inferred by shear force of intellect, stands even today as an incredible achievement.
Moreover, the Roman poet, Lucretius [76], writing in the first century B.C., in his
famous De rerum natura (On the nature of things), was able to offer remarkably
accurate explanations, based on these early atomic ideas, for a wide variety of natural
phenomena. The title of the present book is an obvious allusion to Lucretius’s poem,
and it too sets out to do something similar in explaining the behaviour of the physical
Universe in terms of a kind of generalized atomicity [107] and completely accepting
that after more than a 100 years of quantum theory, it is about time that we really did
acknowledge the reality of the quantum nature of things.

PHYSICS BY NUMBERS

It is the fact that nature appears to favour the existence of energy and matter in dis-
crete forms that raises the possibility that discreteness itself may be fundamental to
the way the Universe works and that there is a kind of generalized atomism that
characterizes the underlying nature of things. It is this underlying and universal dis-
creteness that underpins the ideas explored in this book. More exactly, it is the idea
that discreteness leads to countability and that this allows the discreteness to be en-
coded mathematically, as we shall see shortly. The fundamental premise here is that
the only information one needs about any system is that it comprises a number of
atoms. The description of a system in this way is intrinsically quantum, since the
natural numbers are discrete by their very nature. No structure needs to be attributed
to the atoms in this primitive universe, nor any properties other than that there are
a countable number of them. Thus it is characterized by the natural numbers alone.
The term atom here is meant in a very general way, i.e., not specifically in its modern
usage, nor in the sense meant by ancient Greeks, but simply as the basic unit of a
system. Then item might be a more appropriate term than atom.

It is interesting to note that the words, atom and item, although they sound very
similar in English, and only differ in their vowels, have very different etymological
roots. Atom is of Greek origin and means cannot be cut and hence indivisible. It came
to mean the smallest part of matter and so became associated with the atomic theory
of matter. Item, on the other hand is of Latin origin and is related to iteration and
has to do with repetition and sequencing, or listing. It therefore has less of a material
connotation than atom does and also, unlike atom, has no particular connection to
size. However, given the idea that the properties of the physical world arise simply
from this itemization, without any need to presume particular structure at the prim-
itive level of items, we take a cue from the originators of atomism, Leuccipus and
Democratus who famously said ‘just atoms and the void’ [120], in order to emphasis
that the properties of material things arose not from any specific property at a macro-
scopic level, but rather from a simple, fundamental microstructure. So, here we begin
with ‘just items’ and see where that takes us. This view is what will be referred to as
the quantum nature of things, from which emerges much of the conventional physics
that we are familiar with, as we shall see in later chapters of this book. The idea is
that we remove all preconceived notions about the physical nature of the universe
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apart from the itemization conjecture, and so begin with a clean slate and then just
see what emerges. This is very much an Ockham’s razor approach.

The items themselves, rather like letters in an alphabet, need not even be ma-
terial objects at all. The early Greek atomists themselves were aware of this more
abstract definition of atomism [63]. Because this description of a system is indepen-
dent of any scale, macroscopic or microscopic, configuration space does not appear
at all in the initial considerations, but emerges naturally. This is contrary to the idea,
adhered to in Newtonian physics and Kantian [65] philosophy alike, that configura-
tion space is a prerequisite for an understanding of physical reality, a kind of theatre
in which dynamical processes are played out. Here, this is regarded as an unneces-
sary presumption. As we shall see, configuration space emerges from the itemization
premise, along with quantities like linear momentum, angular momentum and en-
ergy.

The idea that we might build a fundamental theory of physics on the basis of
counting numbers alone takes the foundations of quantum physics further back in
time, beyond Planck’s discovery, beyond even ancient Greek atomism, to the discov-
ery of counting itself and of the existence of what we now call the natural numbers.
This remarkable stage in human intellectual development is known to have happened
at least 20,000 year ago, as is evidenced by the discovery at Ishango, in the interla-
custrine region of East Africa6, of a bone [93, 57, 134] that was scored with well
defined marks in the form of parallel lines. The neatness and distribution of these
marks show an understanding of the natural numbers for counting and that the bone
was probably used for tallying in a variety of number bases. There is also a sugges-
tion that it might have been used as some kind of lunar calendar [57]. A photograph
of the Ishango bone is illustrated in Fig. 0.1. There is no suggestion that, at this
early stage, number and arithmetic were necessarily understood in any formal sense,
but tallying seems to imply at least an awareness of one-to-one correspondence as a
method of recording a number of items.

It is obviously highly unlikely that Ishango was the only place where early hu-
mans leaned to count. Indeed, artefacts have been found outside the immediate inter-
lacustrine region, within Africa, and also in Europe [57], that indicate they were used
at least as aide-memoires for recording a number of items. However, the degree of
organization of the patterns of scored lines on the Ishango find mark it out as the ear-
liest mathematical artefact. There is probably a large degree of uncertainty about the
exact age of these artefacts, but what is certain is that, at a time long before Greek
mathematicians developed geometry to the sophisticated level that we still use to-
day, long even before Egyptian engineers made their preparatory measurements and
calculations that enabled them to construct the pyramids, far away from the Mediter-
ranean sea, in the centre of Africa, numerate Africans were counting the contents of
their universe. Counting and number are the cornerstones of modern science and so
here is an early example of the beginning of humanity’s endeavour to understand the
natural world in a quantitative way. It is the association between counting and the

6The interlacustrine region of East Africa is bounded by Lakes Kyoga, Albert and Rutanzige(Edward)
in the west, and Lake Tanganyika in the east.
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shores of Lake Rutanzige(Edward) in the western arm of the Great Rift valley in East Africa
and is known to be at least 20,000 years old. This image was made available by the kind
permission of the Royal Belgian Institute of Natural Sciences, Brussels.

natural numbers that provides the mathematical basis for the way in which physical
theory is going to be reconstructed in the ensuing chapters of this book. Actually,
counting strategy games continue to be an important element of modern African cul-
ture. This is typified by the game known as bao that is played widely throughout
East Africa. Fig. 0.2 is part of a bao board in which the five cups contain respec-
tively, 0,1,2,3 and 4 counters representing the first five natural numbers7. This is a
hint to the way that the states of a system may be represented in occupation number
formalism that we will meet later.

7Although the concept of nothing was understood by the ancient Greeks and Egyptians, zero as a
numeric symbol like one, two or three, is thought to have been invented towards the end of the seventh
century A.D., in India [114].

Figure 0.1 Four views of the Ishango bone. This artefact was unearthed at Ishango on the
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is played widely in East and Central Africa. The first five natural numbers (including 0) are
represented by counters in the cups of the bao board.

THE TROUBLE WITH QUANTUM MECHANICS?

There are a number of reasons for considering an unconventional approach to de-
veloping what is the already well established body of knowledge that is quantum
theory. One reason is that it is intrinsically interesting to look at something as fa-
miliar as quantum mechanics in a new light. Richard Feynman made a case for this
in his Nobel prize acceptance lecture [32]. His view was that this could lead to new
theoretical paths. However, he also cautioned that it could, and often did, lead up
blind alleys. Even if this turns out to be so, sometimes, the trip may be interesting,
instructive and worth taking.

Another important reason for trying to find a new perspective on quantum me-
chanics is to counter the common perception that quantum mechanics is weird,
counterintuitive and beyond normal comprehension and experience. Even among
physicists there is no universally accepted agreement about its meaning. What is uni-
versally agreed about quantum theory is that it is the most fundamental and accurate
method we have of describing the natural world. However, it is remarkable that over
a hundred years after the inception of modern quantum physics, it remains highly
controversial. Famously, Richard Feynman observed that no-one really understands
it [34].

In many ways, quantum theory remains the wilful and unruly child that first made
an appearance at the beginning of the twentieth century with Planck’s energy quanta.
Rather like a Peter Pan, that child refuses to grow up and to behave itself in the
physics classroom and do the bidding of the masters of classical physics like New-
ton, Faraday, and Maxwell. Even Einstein, who made one of the early important con-
tributions to quantum theory, with his explanation of the photoelectric effect, could
not fully condone the young child’s behaviour, as is evidenced by his famous remark
that God doesn’t play dice. Indeed, Planck himself was reluctant to admit the reality
of his discovery for several years, until persuaded to do so by eminent colleagues
[72].

Part of the reason for the apparent incomprehensibility of quantum mechanics
may be due to where we begin when introducing quantum ideas and that is typically
by letting classical physics set the agenda. For example, quantum mechanics inherits
the concepts of space, time, energy, and linear and angular momenta etc., from clas-
sical physics. Most students of physics spend their school years learning classical

Figure 0.2 This figure illustrates part of a bao board. Bao is a counting strategy game that



i
i

i
i

i
i

i
i

xxiv Prologue

physics, understandably so. That is the physics that appeals directly to our senses. It
grew out of the observations made by Galileo, among others, of the behaviour of tan-
gible, visible objects in the macroscopic world around them. Detailed observations
of less tangible, but still directly observable macroscopic bodies, such as the planets,
made by Copernicus and Kepler, also contributed to this knowledge. These observa-
tions were given mathematical form as quantitative rules of behaviour by Newton,
whose work was further developed in the following centuries by Lagrange, Hamil-
ton, D’Alembert and others. It took some time after the early observations to decide
what quantities were important. There was, for example, some confusion about the
definitions of momentum and kinetic energy in terms of mass and velocity of moving
bodies, but once that had been settled, Newton’s famous laws of motion became the
cornerstone of our understanding of the dynamical behaviour of the physical Uni-
verse, at all scales from tiny atoms to gigantic planets.

Newton himself unravelled the mysteries of planetary motion under the influ-
ence of gravity and somewhat later, Bernoulli, building on the work of Renaissance
atomists like Gassendi [64, 90], applied Newton’s laws to the motion of atoms and
molecules in gases. Bernoulli’s kinetic theory explained Boyle’s law of gases in terms
of molecular collisions and momentum exchange, precisely as Newton had decreed.
Around the same time electrical phenomena were investigated. Coulomb gave math-
ematical rules for the behaviour of static charge, while Ampère and Ohm investigated
electrical currents, and Øersted discovered the connection between current and mag-
netism. Faraday took matters further and discovered electromagnetism. This was put
into a beautiful mathematical form by Maxwell. Eventually the source of the electric
field, the electron, was discovered by J. J. Thomson.

The physics edifice looked unassailable in its phenomenological and mathemat-
ical certainties at the end of the nineteenth century. Then along came Planck and
the problem of understanding the electromagnetic radiation that was emitted by a
hot body. He found that the resulting black-body radiation spectrum could only be
correctly understood if he assumed that the energy of the radiators was made up
of discrete quanta. As a result of this momentous discovery, the physics world was
thrown into turmoil and controversy that is still disturbing us today. The contro-
versy concerning the interpretation of quantum mechanics still rages in the pages
of international journals, in prestigious conferences and in physics departments in
universities and research institutes the world over. Do we live in a multiverse? Does
the wavefunction collapse when we measure something? Do wave functions actu-
ally represent physical waves? Is wave-particle duality a reality? Is Schrödinger’s cat
dead or alive? One can get the impression that this debate is akin to that in medieval
Christendom over how many angels may be found on the head of a pin [47]. There is
a plethora of popular science books that delve into these conjectures (see ref.[11], for
a recent, informative example). Quantum mechanics, by its very nature, invites spec-
ulation about its interpretation. From its very beginning it has attracted philosophers
interested in the nature of reality and what can be known about it [48, 51].

So why is quantum mechanics so controversial and apparently so weird? The
problem cannot lie with quantum mechanics itself, since it is how the natural world
actually works. Rather, the problem must lie with the way we think about quantum
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mechanics. It is arguable that physicists generally tend to over rely on ideas from
classical physics to set the basic framework of the discussion about natural phenom-
ena. Thus, we already have in mind the main parameters of physical theory, like
energy, momentum, velocity, space and time, waves and particles etc., from the start.
Not only that, when it comes to the basic ingredients of matter, the fundamental par-
ticles, such as the electron, which obviously are not directly accessible to our senses,
then it is difficult not to think of them as miniature versions of the macroscopic ob-
jects that we see around us. It is no surprise then that when quantum mechanics tells
a different story, that what we think of as little lumps of matter can be in two places
at once, or that electrons can spread out like waves or be localized particles or both,
it is quantum mechanics that we regard as pathological, when we should rather be
questioning our mental image of what the fabric of the Universe might be. A full dis-
cussion concerning the ontological questions that arise from the quantum mechanical
description of nature is beyond the scope of this book, but in the next section we will
just dip into a few points that are connected to the way we think about and visualize
the physical world, in particular, the role of images and the imagination.

THE TREACHERY OF IMAGES

Images are an essential part of the way we visualize the world around us. If someone
we meet mentions a cat, then the image of a cat might well spring to mind. It does
not have to be a particular cat we are thinking of, but the word cat, may conjure
up a catlike image. Your acquaintance may show you a photograph of an actual cat
and then the image in your mind’s eye may be brought into co-incidence with the
photograph. When it comes to macroscopic cats we have no problem distinguishing
between an actual cat, a photograph of a cat and the thought of a cat. Educational-
ists often deliberately use images in the form of pictures to illustrate examples of
what they are talking about. These images often take the form of diagrams and in
many instances, especially when trying to illustrate conceptual points, these do not
always correspond to actual objects. They may also be illustrations of what we might
think of as actually being objects, but which are not directly accessible to our senses.
The quantum world is necessarily an imagined world, although it is definitely not an
imaginary one. Elkins [31] refers to quantum mechanics as being literally inconceiv-
able. Arguably, it is important to acquire a quantum imagination, in order to think
about quantum phenomena in a way that takes us beyond the classical surface.

Take, for example, the atom. One suspects that every student who has been taught
about atoms in physics or chemistry lessons, in secondary school, has been shown
a picture something like that in Fig. 0.3, but without the warning, Ceci n’est pas
un atome, underneath it. The key point about this picture is that the viewer recog-
nizes it as an atom. Of course the picture is not an atom, but is it a picture of an
atom either? Before Rutherford’s famous scattering experiments, the picture of an
atom was very different. The atom was imagined to be a tiny pudding-like structure
that was made up of a mixture of positive and negative charge, spread evenly inside
the atomic volume. Rutherford’s experiments, in which a gold foil was bombarded
with alpha particles, showed that the atom mainly consisted of empty space with
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Ceci n’est pas un atome 

a massive positively charged nucleus occupying a tiny fraction of its volume. The
imagined pudding turned into an imagined miniature solar system. The illustration
of the hydrogen atom in Fig. 0.3 is just such a model. However, this picture is still
something imagined, since we cannot see it directly. What it looks like is inferred
from experiment. This gives us only indirect information, from which we assemble
the image. It looks like it does because we imagine the atom comprises Rutherford’s
positive nucleus and an equally small electron that somehow surrounds it. The orbit-
ing possibility comes from incidental knowledge that a Coulomb force of electrical
attraction is expected between two idealized points of charge. The Coulomb force
has an inverse square law, just like gravity has in planetary motion, making the plan-
etary model of the atom that much more plausible. However, classical physics tells
us that the planetary model of the atom is unstable. Quantum mechanics contradicts
the classical instability with quantum stability. Neither classical physics nor quan-
tum physics actually tells us what an atom looks like. The image in Fig. 0.3 is liter-
ally a figment of our imaginations. Although this naive planetary model of the atom
has been superseded by more elaborate constructions involving orbitals and electron
clouds, which are also figments of the imagination, it still appears in compendium
texts that are used in first year science and engineering courses in universities (e.g.
[122]), typically in the context of the Bohr theory of the hydrogen atom. It can also
be found in standard quantum mechanics text books (e.g.[3]), as a way of establish-
ing the Coulomb potential in the Schrödinger equation for hydrogenic atoms. Every
physicist knows that Coulomb’s law describes the force between two point charges,
just like the ones in Fig. 0.3. Coulomb’s law then enters the Schrödinger equation

Figure 0.3 This is not an atom.
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in the form of a potential experienced by a negative point charge (the electron) as a
function of the distance to a central positive nucleus. This reinforces the planetary
picture of the atom, even if it is only by implication. The problem is that it is hard
to get this image out of our minds when we think of the atom, even after working
through the Schrödinger theory. The image is convincing; looks plausible; looks fa-
miliar; gives us a satisfactory feeling about what the atom is. This undermines our
ability to accept quantum reality. An alternative treatment of hydrogenic atoms, that
does not rely on assuming Coulomb’s law for the force between point charges to get
the Schrödinger equation, is developed in Section 8.3.

The atom in Fig. 0.3 is an obvious analogy with what the Belgian artist, René
Magritte was alluding to in his famous painting, The treachery of images8, which
depicts a smoker’s pipe that has underneath it the caption, Ceci n’est pas une pipe.
This, of course, translates as, This is not a pipe. The easy interpretation is that of
course it is not a pipe; it is a painting of a pipe. However, there is a deeper point, that
the picture itself was imagined, a visualization by the brain after a complex chain
of processes involving the eye, the brain, electromagnetic radiation, photoelectric
phenomena and electrolytic charge exchange. The pipe itself gives up its image via
electromagnetic scattering from an incredibly complex assemblage of atoms, so what
was Magritte even looking at when he painted his famous pipe, assuming he actually
had a pipe in front of him at all when he painted the picture? It is interesting to
note that Magritte painted the pipe in 1928, at the very time that the foundations of
quantum mechanics were being laid by Heisenberg, Dirac, Schrödinger and others
[124].

Given that, even with some clues from scattering experiments about their notional
structure, it is impossible to know what an atom really looks like, or even if contem-
plating such a notion makes any sense, the task of knowing anything about what we
think of as individual particles like electrons may be, looks even more futile. Parti-
cle theorists believe that fundamental particles like the electron are singular points,
despite their having intrinsic angular momentum. String theorists believe otherwise.
It is even possible to find an entirely classical model of the electron as a singularity
in a combination of Newtonian gravity and the Coulomb electric field [102]. Again
these models are constructs of the imagination. Eddington, in his book, Fundamen-
tal Theory, that was published postumously in 1946, made the following comment
concerning fundamental particles:

The term ‘particle’ survives in modern physics, but very little of its classical meaning
remains. A particle can best be defined as the conceptual carrier of a set of variates
[29].

In other words, a particle is just an item to which one attaches some labels in
order to categorize it, or, more accurately to define the state it happens to be in.
An electron then should not be thought of as a little lump of matter, but only as
an item that is labelled with, say, a mass, a momentum, a charge and a spin. We
shall see that these labels emerge as part of the itemization process itself. However,

8The word, trahison, in the French title, Le trahison des images, is variously translated as treason[55]
and betrayal[16]. Here, treachery is preferred.
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there is no getting over the fact that despite the intellectual knowledge that electrons
are best treated as Eddington suggests, it is almost impossible to rid oneself of the
image of a miniaturized lump of matter whizzing through space under the influence
of force fields and occasionally crashing into other little lumps of matter. It is hard to
break the habit. Here again a quantum imagination is needed to overcome classical
superficiality.

We can actually see this situation repeated in the macroscopic world. Take the
pound for example. We often refer to the national currency of the UK as The pound.
The electron is also referred to in a similar way. It is as if there were really only one
of them, but that we make many copies for practical purposes. It’s a bit like asking
how many ones there are. Are there lots of ones or just a single, one, that we use
many times over? This probably amounts to the same thing and our problem is a
semantic one. In the case of electrons, their very properties depend on the fact that
they are all identical and indistinguishable. It is hard to imagine that electrons can
be things at all, if they are completely indistinguishable. It is easier to think of them
like notes in a musical scale. We can repeat middle C on the piano as many times as
we like, but there is, in a sense, only one middle C.

Fig. 0.4 is an image of three one pound coins. We may regard this as an image of
three physical objects in the classical physics sense. It is just possible to distinguish
between them by careful examination of the small blemishes and signs of wear on
their surfaces. They occupy positions in configuration space. Transactions involving
coins like these consist of movement along well-defined trajectories in space and
time, in pocket or purse, from an initial location to where they are handed over in
exchange for goods.

Fig. 0.5 is also an illustration of three pounds, but in a schematic way, using the
pound symbol. These pounds are truly identical to one another, in a sense that those
in Fig. 0.4 are not. There is really only one pound here, but the symbol appears three

tions of the idealized perfection that is depicted schematically in Fig. 0.5.
Figure 0.4 Three pounds in the classical world. This illustrates three imperfect representa-
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times. Nor do the three pound symbols in Fig. 0.5 exist in any configuration space.
It would be pointless to rearrange these symbols. Unlike the coins in Fig. 0.4, this
would not lead to a new arrangement. We can imagine that Fig. 0.5 represents three
pounds in a bank account. They are then clearly not material objects at all. However,
they are no less real than the pound coins in their ability to allow us to purchase
three pounds worth of goods, which is the point of pounds, after all. A transaction
involving a pound like those in Fig. 0.5 consists of an electronic instruction to delete
one from the total in one account and an instruction to add one to a second transacting
account. The electronic instructions may travel along well-defined paths in wires or,
more likely, in fibre optic cables, but the pounds themselves do not travel. This is one
of the closest analogies we have in the macroscopic world of something akin to the
nature of objects in the quantum world. The deletion and addition of each pound is
analogous to the annihilation of a particle in a quantum state and the creation of one
in another. This is carried out using so-called annihilation and creation operators
in quantum theory. It is as pointless to ask if it is the same particle that is both
annihilated in one state and then created in the other, as it is to ask if it is the same
pound that is both deleted from one bank account and then added to the other.

    £ £ £ 
    £ £ £ 
 
 

The idea that things may not be what they seem, that we experience reality sec-
ond hand, has long been a feature of how philosophers see the world. This notion,
that there may be something beyond our senses is probably as old as human con-
sciousness itself. It is famously epitomized by Plato’s allegory of the cave. In his
Republic, Plato envisaged humans as inhabitants of a cave, whose knowledge of the
world was confined to shadows cast on the walls of their cave. Plato tried to develop
concepts of reality based on what he called Forms. This is rather an illusive concept
that Plato developed over a long period. The evolution of this concept over Plato’s
lifetime makes its exact meaning hard to pin down [99]. Platonic forms appear to be
a kind of idealized essence, like the pound symbol in Fig. 0.5. However, for Plato
these forms were the reality, the real world beyond the cave, whereas everyday expe-
rience was the illusion of the shadows on the cave walls, like the imperfect tokens in
Fig. 0.4. There are parallels here with the relationship between the illusory nature of
the everyday classical world and the fundamental reality of quantum nature, which
we can only grasp through the idealized concepts of quantum forms. If we regard
classical physics as the shadow on the wall of Plato’s cave, then what we seek is the
cause of the flickering images, in a reality beyond the cave [133]. This is quantum
reality.

Figure 0.5 Three pounds in the quantum world. This is a completely abstracted and ideal-
ized representation, bearing in mind the limitations due to the treachery of images.
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Given that classical physics is incapable of explaining key phenomena like the
photoelectric effect, electron interference, atomic line spectra, the Compton effect
and many other, essentially quantum, phenomena, it would seem unwise then, to use
classical physics as a starting point when considering how to construct a quantum
theory. However, using classical physics as a blueprint for developing quantum me-
chanics is more or less what physicists do. Mathematical theories of the classical
world are formulated in terms of scalar valued functions that represent quantities
like location coordinates, linear momentum, energy and so on. Quantum mechan-
ics is then obtained by exchanging the scalar valued functions of classical physics
for operators. These operators land like cuckoos in the classical nest. The relation-
ships between these cuckoo operators is taken to be the same as those between their
classical scalar counterparts. For example, the relationship between the momentum
operator and the kinetic energy operator in quantum mechanics is taken to be the
same as that between the classical momentum and classical kinetic energy that are
familiar to physics students in secondary school [95]. The procedure is referred to
as quantization of a classical theory. This quantization process is rather difficult to
justify, apart from saying that it works. The quantization of a classical theory was
strongly endorsed by Dirac [25], who was greatly influenced by Heisenberg’s work.
In one of his early papers on quantum mechanics that was also published in 1925,
Dirac [24] made the following comment:

“In a recent paper Heisenberg puts forward a new theory which suggests that it
is not the equations of classical mechanics that are in any way at fault, but that
the mathematical operations by which physical results are deduced from them
require modification. All the information supplied by the classical theory can
thus be made use of in the new theory.”

The quantization of classical mechanics remains the most common way of de-
veloping quantum theory, particularly in a pedagogical context (see for example,
[3, 19, 22, 80, 95, 126]), which is where physicists invariably encounter quantum
mechanics for the first time. The problem with this approach is that it engenders a
puzzled response among physics undergraduates, which may fail to resolve into ac-
ceptance and understanding, even after a whole career in physics. Drawing again on
Plato’s allegory, but in a modern context, one might say that using classical physics
as a blueprint for the way the physical universe works is a bit like watching a video
game in order to determine its rules. All one winds up with is the rules of the macro-
scopic image on the screen, when one should really be focussing on the computer
programme that is driving the whole thing. The quantum world is that computer pro-
gram and computer programs are not material objects. Hence the need for quantum
imagination in order to appreciate it.

QUANTUM REALITY

The view adopted in this book is that the nature of reality is fundamentally quantum
and that quantum mechanics is not some weird type of physics that it is often claimed
to be, but is entirely natural. After all without quantum behaviour there could be no
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natural world as we know it. We rely on our quantum Sun (Fig. 0.6), for example, for
our very existence. If the electromagnetic radiation from the Sun obeyed classical
rules we would end up with an ultraviolet catastrophe, the so-called Rayleigh-Jeans
catastrophe, that would simply annihilate any living thing. That the Sun’s radiation
actually obeys the quantum rules discovered by Planck, that curtail the high fre-
quency end of the black-body spectrum, is precisely what allows living organisms
to survive. Our solar spectrum, which approximates to the black-body spectrum like
that in Fig. 0.7, is dominated by visible light, but with enough infrared to keep us
warm. It is this spectrum that has driven the whole of evolution on Earth.

Quantum mechanics underpins the chemical and biological processes that are
responsible for everything in our environment, from the simplest chemical elements
to our complex brains. Quantum physics dominates our technological world too,
from electronic communications to lasers and computers. A good example of the
importance of applications of quantum science is modern medical physics. Almost
from the beginning of quantum era, applications were found that had an impact on
human health. Although X-ray technology had a shaky start, and reportedly killed
its discoverer, Röntgen, it now underpins much of the key diagnostic armoury of
modern medicine. So too with magnetic resonance imaging (MRI) which utilizes the
nuclear magnetic resonance in the quantum states of hydrogen atoms in the water
molecules of the human body to provided imaging capabilities for diagnosing the
internal structure of the whole body. Treatments based on quantum processes are

Figure 0.6 Our quantum Sun at dawn, viewed from the western shores of lake Nyanza
(Victoria), Bukoba, Tanzania. The surface temperature of the Sun is around 6000K, which
corresponds to a black-body radiation spectrum that peaks at a wavelength of around 500 nm.
Lake Nyanza is at the heart of the interlacustrine region, that is bounded by the lakes of the
eastern and western arms of the Great Rift valley, where the Ishango bone was found.
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also important, such as the targeted destruction of cancer cells by gamma rays, that
are generated by accelerating electrons. The interaction of the gamma rays with the
cells can only be fully understood as quantum processes. Ultimately, the cancerous
growth of cells, as well as general cell division process itself, are quantum processes.

All of the modern devices used in medical diagnostics and treatment rely on com-
puter control and computer-aided imaging. The semiconductors at the heart of these
computing devices can only be designed and manufactured through knowledge of
quantum physics. Quantum physics is also entering directly into computing devices
though the new science of quantum computing and quantum information [85]. It may
soon be possible to build ultra-powerful computing devices, based on these princi-
ples. If anything can give us faith in quantum reality it is this understanding of the
role that quantum mechanics plays in how life works and how we can intervene in
its processes with the aid of quantum based devices.

The growing interest in applications of quantum methods to topics that have no
direct connection to physics, such as quantum information and quantum computing,
provide further incentives for the development of a more universal approach to quan-
tum theory than that which is traditionally taught to physics undergraduates. As a first
step towards this goal, we present, in the first chapter proper, a universal quantum
equation, based on the itemization idea.

Figure 0.7 Black-body radiation spectrum in schematic form. The dark curve represents a
temperature (in Kelvin) twice that of the grey curve. Higher temperatures increase the total
energy output and also shift the peak intensity to higher frequencies. The dashed curve is the
classical calculation, the so-called Rayleigh-Jeans ultra-violet catastrophe
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1 The universal quantum
hypothesis: Just items

Haba na haba hujaza kibaba1

This book is based on the conjecture, first introduced in ref. [107], that the most
fundamental description of a primitive universe is the number of items that it con-
tains. Such a system is then characterized by a single natural number. As we shall
see in the development of this idea, it is this that ultimately accounts for its physical
behaviour. This idea can be thought of as expressing the graininess or atomicity of
nature, but in a very general way. Initially, we will consider a system in which the
items have no structure associated with them. They need not be thought of as material
objects at all. They should be thought of as intrinsically indistinguishable, since dis-
tinguishable items would require further information about what distinguishes them.
That would require, at least, a second label, which may or may not be a natural
number. We will consider such more structured systems later, but for now our only
information about this primitive system is the natural number we can associate with
it. So we begin with no information concerning configuration space, time, mass, en-
ergy, momentum, neither linear or angular, nor any other characteristic commonly
considered as an attribute of a physical system. Indeed, these qualities do not exist
as prerequisites. If they are to exist, then they must emerge naturally. We must begin
without any physical notions at all about our starkly primitive universe.

The first step towards a quantitative theory based on this itemization conjecture
is to find a mathematical representation of natural numbers. One route would be to
follow the Italian mathematician, Peano, who devised a set of axioms to provide a
sound mathematical definition of natural numbers that are the basis of counting (see
Appendix A). However, these axioms have very limited algebraic structure and do
not allow the development of any dynamical features. Instead, we note that one can
treat the natural numbers, including zero, as the spectrum of eigenvalues of an op-
erator, the natural number operator [107]. This brings into consideration the rich
mathematical structure of operators operating on a Hilbert space. It has the major
advantage of immediately explaining why operators need to be involved in the the-
ory, an assumption that is difficult to justify in conventional quantum mechanics that
is based on quantizing an already extant classical physics, according to Dirac’s pre-
scription. By simply considering natural numbers as the eigenvalues of an operator
that is free from preconceived physical notions allows us to explore the consequences
without prejudice. We can then examine the emergent mathematical structures and
see if we can identify any connection to what we see in nature.

1This is a well-known Kiswahili proverb that roughly translates as, grain by grain fills the measure
[62].
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2 The Quantum Nature of Things

The universal quantum hypothesis is encapsulated in the fundamental equation
[107]

N̂Ψn = nΨn, (1.1)

where N̂ is an operator, Ψn is an eigenfunction and n is a scalar eigenvalue that is
equal to any of the natural numbers, 0,1,2,3,4, . . . , and so on. Initially the only thing
defined in Eq. (1.1) is n. What we intend to show is that a mathematical description
of the physical universe emerges in quite a natural way from the fundamental equa-
tion, Eq. (1.1), which can be regarded as the universal quantum equation. This may
seem an unlikely outcome from such a meagre starting point, but as we shall see,
recognizable equations of physics do emerge. In this regard it is important to note
that, because Eq. (1.1) just involves natural numbers, the equations that emerge are
essentially in dimensionless form and do not automatically involve physical units.
There is no particular problem in leaving the emergent equations in this dimension-
less form, and this is in general how we will proceed. Dimensions and physical units
will only be applied to the emergent equations when absolutely necessary to clarify
their connection to physical systems.

Since the primitive system that is described by Eq. (1.1) is one in which the
only information that characterizes it is the number of items it contains then, any
experiment we could undertake to obtain information about it would simply involve
counting. Then we can represent the states of such a system by tally marks like those
on the Ishango bone in Fig. 0.1, or the number of counters in the cups in a bao board,
like that in Fig. 0.2. It turns out that both of these representations can be used for
quantum systems, as we shall see later. Our next task is to find a representation for
the operator, N̂, and its eigenfunctions, Ψn, in order to interpret Eq. (1.1). This will
require us to learn something about operators on Hilbert spaces, which is what we
will look at next.
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2 An introduction to
operators

2.1 LINEAR OPERATORS

The fundamental role of an operator is to effect a transformation. For example, an
operator F̂ may operate on a function Ψ and transform it into a new function, Φ, a
process which is conventionally represented symbolically as

F̂Ψ = Φ. (2.1)

The circumflex or hat symbol over a symbol like F̂ will be generally used to indicate
that it represents an operator. The algebraic expression in Eq. (2.1) is written like
a product between the operator F̂ and the function Ψ, the product of which is the
function Φ. In practice, the operator in question is represented by a mathematical
object whose properties are known from some algebraic context. A common feature
of all of the operators that we will meet is that they will be linear. This means that if
F̂ is a linear operator then

F̂(Ψ1 +Ψ2) = F̂Ψ1 + F̂Ψ2, (2.2)

where Ψ1 and Ψ2 are functions. Also, if F̂1 and F̂2 are linear operators, then

(F̂1 + F̂2)Ψ = F̂1Ψ+ F̂2Ψ. (2.3)

An example of an operation on a function that transforms it into another function is
differentiation. In this case we can define the operator F̂ such that it operates on a
function Ψ(x), and transforms it into the derivative of Ψ(x), then conventionally F̂
is written symbolically as the differential operator, d

dx , such that

d
dx

Ψ(x) = Ψ
′(x), (2.4)

where Ψ′(x) is the derivative of Ψ(x), with respect to x. We could have written dΨ(x)
dx

instead of Ψ′(x) in Eq. (2.4). Ψ is included in the numerator of the fractional form
of the derivative to indicate that the symbols are not being treated as a stand alone
differential operator, unlike the symbol on the lhs of Eq. (2.4). dΨ(x)

dx is a kind of hi-
eroglyphic symbol that has its origins in the way calculus was developed as a method
of determining the gradient of a curve. Then, the limiting ratio of a change in the
function in response to changes in x was represented by dΨ(x)

dx . The distinction be-
tween dΨ(x)

dx and d
dx Ψ(x) becomes important when a differential operator operates on

the product of two or more functions and the Leibniz rule is involved. An example
of F̂ being defined as differentiate with respect to x is

F̂x3 = 3x2.
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4 The Quantum Nature of Things

Functions themselves can trivially be thought of as operators, so that if Ĝ = x2,
then

Ĝx3 = x5.

Actually we could stretch the definition of an operator even more trivially to include
ordinary numbers as operators, since multiplying the function x3 by the operator 2,
say, results in the function 2x3.

The mathematical objects transformed by an operator do not have to be functions
in the analytical sense. Another typical example that conforms to the rule in Eq. (2.1)
involves matrices. Operators can be represented by square matrices and these operate
on column vectors. For example, take the matrix product(

2 −1
0 1

)(
x
y

)
=

(
2x− y

y

)
. (2.5)

Here the operator is a 2× 2 matrix and this transforms one 2-component column
vector into another one. So in this example

F̂ =

(
2 −1
0 1

)
, (2.6)

Ψ =

(
x
y

)
, (2.7)

and

Φ =

(
2x− y

y

)
. (2.8)

Differential operators and matrices are two important examples of how operators
can be represented in a concrete way that makes quantitative calculations possible
on systems that they represent. Both types of operator play important roles in quan-
tum mechanics and we shall meet them again. While both differential operators and
matrix operators are linear, they differ in their multiplicative properties, and this has
important consequences when it comes issues of representation. Whereas, matrices
obey the associative rule in their multiplication, differential operators do not, since
they have to obey the Leibniz rule for the differentiation of a product and are mathe-
matically referred to as derivations [36] (also see Section 2.9 and Appendix F).

2.2 EIGENVALUES AND EIGENFUNCTIONS

The operator equation, Eq. (1.1), that we used to introduce the concept of a natural
number operator, constitutes an example of an important situation where an operator
operates on a function and the result is the same function multiplied by a number.
This special case represents a key concept where operators are used to investigate
properties of systems of interest, whether the systems be physical or otherwise. When
an operator operates on a function and leaves it unchanged, apart from multiplying
it by a number, then the state of the system is said to be represented by the function
that is operated on and the multiplying factor that results from the operation on it
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Operators 5

represents some quantitative information about that system while it is in that state.
Thus, a special role is played by functions that are transformed into themselves,
apart from a scaling factor. Such functions are termed eigenfunctions1of the operator
involved and the numerical factor is called the eigenvalue of the operator. In a sense
an operator interrogates a system represented by its eigenfunction, which results in a
definite answer given by the eigenvalue. As we shall see, if the operator interrogates
a function that is not among its eigenfunctions then no clear answer results and then
there is a degree uncertainly about the state of the system of interest.

In many important situations, such as Eq. (1.1), a given operator may have more
than one eigenfunction and then that results in a spectrum of eigenvalues. This situ-
ation is generally expressed as an eigenvalue equation of the form

F̂Ψi = fiΨi, (2.9)

where Ψi is an eigenfunction of F̂ , with an eigenvalue of fi. The index, i is a natural
number which may or may not be limited to a finite value. It acts as a label of the state
of the system represented by Ψi. To say the system is in a state represented by Ψi
means that if we know Ψi then we know the eigenvalue associated with the operator.
The eigenvalue can then be regarded as quantitative information about the system.
There is usually some sequential connotation to these natural numbers which can be
regarded as counting the eigenstates and eigenvalues. It sometimes occurs that two
different eigenstates represented by different functions have the same eigenvalue.
Such a state is called degenerate. Degenerate states are often associated with some
kind of symmetry in a system, and play an important role in certain situations that
occur in quantum theory.

The functions, Ψi, play a key role in representing a system. They are used to form
an orthonormal basis,2 F , which is referred to as a Hilbert space. Then the set of
Ψis can be thought of as basis vectors in the multi-dimensional Hilbert space. The
orthonormal basis for F leads to the definition of an inner or scalar product

〈Ψi|Ψ j〉= δi j. (2.10)

Eq. (2.10) is the mathematical expression of the orthonormality condition. There are
several ways of representing the inner product, in Eq. (2.10), the two most common
being an integral over a continuous real variable and as the scalar product of vectors
in a Fock space [126]. Both of these representations are used in standard quantum
mechanics and will be dealt with later.

The inner product in Eq. (2.10) is the basis of a notation, due to Dirac, in which,
〈Ψi|Ψ j〉, is treated as the scalar product of a ket vector, |Ψ j〉 and a bra vector, 〈Ψi|.
This scalar product then constitutes the bracket or bra-ket, 〈Ψi|Ψ j〉. The relationship
between the bra and ket vectors will be developed further, after we have defined
the properties of the inner product in a more formal way. First we must extend the
orthonormal basis idea a little further.

1The German adjectival word eigen has the meaning of own in the sense of belonging to.
2Orthonormal, means both orthogonal and normalized.
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6 The Quantum Nature of Things

The orthonormal basis allows more general functions to be represented as linear
superpositions of the basis functions. Thus a function, Ψ, may be represented as

Ψ =
S

∑
i=1

αiΨi, (2.11)

where the αis are scalar coefficients and S is the number of terms in the sum in Eq.
(2.11), which may be infinite. Because Ψ is a linear superposition of the functions,
Ψi, that act as basis vectors, then Ψ itself can be thought of as a vector in the Hilbert
space.

Notice that, if we substitute Eq. (2.9) into Eq. (2.11), and recall Eq. (2.1), then
we find

F̂Ψ =
S

∑
i=1

αiF̂Ψi =
S

∑
i=1

αi fiΨi = Φ, (2.12)

which implies that Φ is also a vector in F . Note that we can only take F̂ inside the
summation sign in Eq. (2.12) because of its linear property.

The definition of the inner product in Eq. (2.10), can be extended to superposed
vectors, such as, 〈Ψ|Φ〉, but we need some formal rules to enable us to define this
precisely. To do this, we treat the Hilbert space as a normed space, such that the inner
product has the properties of linearity, conjugate symmetry and positivity, which are
respectively [49, 56, 98, 126]

linearity : 〈Φ|α1Ψ1 +α2Ψ2〉= α1〈Φ|Ψ1〉+α2〈Φ|Ψ2〉,

con jugate symmetry : 〈Ψ|Φ〉∗ = 〈Φ|Ψ〉,

positivity : 〈Ψ|Ψ〉 ≥ 0, (2.13)

where α1 and α2 are scalars; Φ, Ψ, Ψ1, and Ψ2 are vectors in F ; and 〈Ψ|Φ〉∗, is the
complex conjugate of 〈Ψ|Φ〉. The conjugate symmetry property above, is consistent
with (|Θ〉)∗ = 〈Θ| and (〈Θ|)∗ = |Θ〉, for any vector, Θ, in F .

Using the positivity condition allows us to define a norm, ‖ |Ψ〉 ‖, of Ψ, by

‖ |Ψ〉 ‖2= 〈Ψ|Ψ〉.

This norm is essentially the modulus of the vector, |Ψ〉.
A combination of the linearity condition and the complex conjugate definition

means that, 〈Ψ|αΦ〉= α〈Ψ|Φ〉, where α is a complex scalar, then

〈Ψ|αΦ〉∗ = (α〈Ψ|Φ〉)∗ = α
∗〈Φ|Ψ〉. (2.14)

Also, substituting Eq. (2.11) into 〈Ψ|Ψ〉 and using the linearity condition and Eq.
(2.14), we get

〈Ψ|Ψ〉= ∑
i, j

α
∗
i α jδi j = ∑

i
|αi|2.

Notice that if ∑i |αi|2 = 1, then 〈Ψ|Ψ〉= 1, which is the condition for Ψ to be normal-
ized. Since, in this case, the sum of all of the coefficients, |αi|2, is 1, then it follows
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that 0≤ |αi|2 ≤ 1 for all i. Thus the |αi|2s satisfy the condition for being interpretable
as probabilities. It is this that allows the choice for a probabilistic interpretation of
quantum mechanics. Furthermore, there is an important probabilistic interpretation
to an inner product 〈Ψ|Φ〉, since3

〈Ψ|Φ〉= 〈Ψ|F̂Ψ〉= ∑
i
|αi|2 fi. (2.15)

Eq. (2.15) is interpreted as a sum of the eigenvalues fi, weighted by the coefficients
|αi|2, which, since these can be interpreted as probabilities associated with the states,
Ψi, may be considered as a weighted average or a mean value of the variable repre-
sented by the operator F̂ , for a system characterized by the superposed state vector,
Ψ. Such a value is usually referred to as an expectation value. The construction in
Eq. (2.15) provides quantum mechanics with its interpretative power in calculations
on physical systems. The functions like Ψ, clearly determine the mean values ob-
tained from operators and are regarded as indicators of the state of the system. For
that reason they are commonly referred to as state functions or state vectors.

2.3 COMMUTATION PROPERTIES

It is often useful to operate with a pair of operators on the same state function, so for
example we could write

F̂ĜΨ.

This expression is well defined as long as ĜΨ is also a vector in F , but it does not
have to be a normalized one, nor does Ĝ have to have the same set of eigenstates as F̂ .
We have to be a little careful in interpreting the above expression. It could mean that
we first operate on Ψ with Ĝ and then operate with F̂ on the result of ĜΨ. We could
have written the above expression as F̂(ĜΨ), where the bracket emphasizes this
interpretation. However it could also mean that we first multiply the two operators
together according to the algebraic rules that govern them to form a new operator and
then operate with this on Ψ. In this case we could write the expression as (F̂Ĝ)Ψ. If
the algebra involved is associative then

(F̂Ĝ)Ψ = F̂(ĜΨ).

We shall encounter operators algebras that are associative as well as those which are
not. Whether the operator algebras are associative or not, in general, the order in
which two operators are applied to a function does affect the outcome, so if

F̂ĜΨ , ĜF̂Ψ,

then F̂ and Ĝ are said not to commute. Even in the associative case the operator
multiplication itself may not be commutative, then

F̂Ĝ , ĜF̂ .
3In standard quantum mechanics Eq. (2.15) is commonly written in Dirac’s bra and ket notation [118],

as 〈F̂〉 = 〈Ψ|F̂ |Ψ〉. Then, the operator F̂ operates on the ket vector, |Ψ〉, rather than just Ψ. We will use
the two forms interchangibly, but the form in Eq. (2.15) is sometimes clearer under certain circumstances.
That is why we will retain it.
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Non-commutation arises with differentiation. For example, if F̂ is the differential
operator defined in Eq. (2.4), and Ĝ = x2, then

F̂ĜΨ(x) , ĜF̂Ψ(x),

since
d
dx

x2
Ψ(x) , x2 d

dx
Ψ(x).

Notice here that the associative rule does not apply in this case, since, in general,
d
dx (x

2Ψ(x)) , ( d
dx x2)Ψ(x).

Matrices also do not generally commute under multiplication, e.g.(
2 −1
0 1

)(
1 1
−3 0

)(
x
y

)
,

(
1 1
−3 0

)(
2 −1
0 1

)(
x
y

)
.

However, unlike differentiation, matrix multiplication is associative. Take for exam-
ple (

2 −1
0 1

)(
1 1
−3 0

)(
x
y

)
.

This may be evaluated either by first multiplying the column vector by the square
matrix just to the left of it, which results in a new column vector(

1 1
−3 0

)(
x
y

)
=

(
x+ y
−3x

)
,

then (
2 −1
0 1

)(
x+ y
−3x

)
=

(
5x+2y
−3x

)
.

Alternatively, first multiplying the two matrix operators gives(
2 −1
0 1

)(
1 1
−3 0

)
=

(
5 2
−3 0

)
and then (

5 2
−3 0

)(
x
y

)
=

(
5x+2y
−3x

)
.

The result is the same either way. So if F̂ and Ĝ are represented by square matrices,
with Ψ a column vector, then F̂(ĜΨ) = (F̂Ĝ)Ψ, but, F̂Ĝ , ĜF̂ .

It is useful to define a commutation bracket or commutator as

[F̂ , Ĝ] = F̂Ĝ− ĜF̂ . (2.16)

This plays a key role in quantum mathematics, as will be seen later. We first note
that, by definition, an operator commutes with any constant scalar, so

[F̂ ,λ ] = 0, (2.17)

where λ is any constant scalar.
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If two operators have the same eigenfunction then they must commute. To see
this, suppose, in addition to Eq. (2.9), we also have an operator, Ŵ that shares the
same eigenfunctions as F̂ , so, ŴΨi = wiΨi, where wi is also an eigenvalue. Then
with the aid of Eq. (2.11) [95]

[F̂ ,Ŵ ]Ψ = ∑
i

αi(F̂Ŵ −Ŵ F̂)Ψi

= ∑
i

αi( fiwi−wi fi)Ψi

= 0,

(2.18)

since the numbers fi and wi always commute. Hence [F̂ ,Ŵ ] = 0, assuming Ψi , 0.
It is also straightforward to show the reverse is true, i.e., if two operators com-

mute then they share the same eigenfunctions. Suppose an operator, Ẑ, commutes
with F̂ , so that [F̂ , Ẑ] = 0. Then

F̂ẐΨi = ẐF̂Ψi = fiẐΨi, (2.19)

where we have used Eq. (2.17) in the last step of Eq. (2.19). This implies that ẐΨi is
an eigenfunction of F̂ with an eigenvalue of fi. So ẐΨi must be proportional to Ψi.
Writing ẐΨi = ziΨi, where zi is a scalar shows that Ẑ has the same eigenfunctions as
F̂ .

Situations will arise where the commutator will contain products of operators
and we will need to know how to simplify them. It is straightforward to show, by
explicitly writing out the brackets that, for any three operators, F̂ , Ĝ and Ĥ, then

[F̂ , Ĝ+ Ĥ] = [F̂ , Ĝ]+ [F̂ , Ĥ]. (2.20)

Another useful result is

[F̂ , ĜĤ] = Ĝ[F̂ , Ĥ]+ [F̂ , Ĝ]Ĥ. (2.21)

Similarly
[F̂Ĝ, Ĥ] = F̂ [Ĝ, Ĥ]+ [F̂ , Ĥ]Ĝ. (2.22)

These last two results can easily be checked by explicitly writing out the commutator
brackets. In the case of the last two expansions the manipulation involves adding in
some terms that sum to zero. For example in the case of Eq. (2.22), the trick is to
write F̂ĜĤ− ĤF̂Ĝ as

F̂ĜĤ− F̂ĤĜ+ F̂ĤĜ− ĤF̂Ĝ.

Strictly speaking, the above explanation relies on the operators involved obeying the
associative rule. However, the expansion rules still work with differential operators,
which, of course, do not obey the associative rule (see Appendix E). This point will
be touched on again in Sections 2.7 and 2.9.
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2.4 ADJOINT AND HERMITIAN OPERATORS

Operators with real eigenvalues also play a key role in quantum theory. This is be-
cause the eigenvalues are interpreted as information about the state of a system and
this information is universally regarded as requiring real values. Operators with real
eigenvalues are conventionally represented by what are termed Hermitian or self-
adjoint operators4. To understand how this works it is necessary to define the adjoint
of an operator. This is done as follows.

Consider two vectors, ϒ and Ψ, defined on the same orthonormal basis such as
F , so that their inner product, 〈ϒ|Ψ〉 is well defined. Then, from the conjugate sym-
metry condition in Eqs. (2.13), the complex conjugate 〈ϒ|Ψ〉∗ of the inner product,
〈ϒ|Ψ〉, is

〈ϒ|Ψ〉∗ = 〈Ψ|ϒ〉. (2.23)

The adjoint, F̂†, if it exists, of an operator F̂ , is then defined via the inner product5,
by

〈ϒ|F̂Ψ〉∗ = 〈F̂Ψ|ϒ〉= 〈Ψ|F̂†
ϒ〉. (2.24)

From this definition we can also see that

〈ϒ|F̂Ψ〉∗∗ = 〈ϒ|F̂Ψ〉= 〈Ψ|F̂†
ϒ〉∗. (2.25)

We can interpret the last equation as meaning F̂ is the adjoint of F̂† or simply, F̂ =
F̂††. Further useful results that follow from the definition are (F̂ + Ĝ)† = F̂† + Ĝ†

and for a complex number α , (αF̂)† = α∗F̂†.
For an Hermitian (self-adjoint) operator6, F̂† = F̂ and so, if F̂ has eigenvalues

and eigenfunctions according to Eq. (2.9), then [126]

fi〈Ψ j|Ψi〉= 〈Ψ j|F̂Ψi〉= 〈F̂Ψ j|Ψi〉= f ∗j 〈Ψ j|Ψi〉. (2.26)

If i , j then first and fourth terms above are zero because of orthogonality. If i = j,
then fi = f ∗i and hence, Hermitian operators have real eigenvalues. By the same
token, if F̂† =−F̂ , then F̂ is termed anti-Hermitian and has imaginary eigenvalues.
If F̂ is Hermitian then it follows that iF̂ is anti-Hermitian, since (iF̂)† =−iF̂† =−iF̂ .

It is also very useful to note that a non-Hermitian linear operator may be written
in the form F̂ = X̂ + iŶ , where X̂ and Ŷ are both Hermitian. One can check this by
noting that if X̂ and Ŷ are Hermitian then F̂† = X̂− iŶ , so

F̂ + F̂† = 2X̂ (2.27)

and
F̂− F̂† = 2iŶ . (2.28)

4It is possible to find non-Hermitian operators with real eigenvalues [12], but these require more com-
plicated Hilbert spaces than those used in conventional quantum mechanics. These considerations do not
contradict any of the results in this book and are not considered here.

5This definition is commonly written as 〈Ψ j|F̂†|Ψi〉 = 〈Ψi|F̂ |Ψ j〉∗, in Dirac notation, as noted in
relation to Eq. (2.15). When adjoints are involved, the notation in Eq. (2.24) is somewhat clearer [126].

6Physicists take the definition of Hermitian and self-adjoint to be identical [19],whereas mathemati-
cians make a distinction between them [45]. For more details see refs. [56, 98].
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Thus

F̂ = X̂ + iŶ =
F̂ + F̂†

2
+ i

F̂− F̂†

2i
, (2.29)

which is clearly the case.
A further useful result concerning adjoint operators that comes from the defini-

tion above is that (ĜF̂)† = F̂†Ĝ†. To prove this from the definition, we first start with
Eq. (2.1), F̂Ψ = Φ. Then we consider the expression, ĜΦ = ĜF̂Ψ. Then

〈ϒ|ĜΦ〉∗ = 〈ĜΦ|ϒ〉= 〈Φ|Ĝ†
ϒ〉. (2.30)

Now the first term in Eq. (2.30) is 〈ϒ|ĜF̂Ψ〉∗ and the last is 〈Φ|Ĝ†ϒ〉= 〈F̂Ψ|Ĝ†ϒ〉.
So we get

〈ϒ|ĜF̂Ψ〉∗ = 〈F̂Ψ|Ĝ†
ϒ〉= 〈Ψ|F̂†Ĝ†

ϒ〉, (2.31)

but the first term in Eq. (2.31) is just 〈Ψ|(ĜF̂)†ϒ〉 by definition, so we can conclude
that

(ĜF̂)† = F̂†Ĝ†. (2.32)

This result implies that even if F̂ and Ĝ are both Hermitian, then their product is not
necessarily Hermitian, since (F̂Ĝ)† = ĜF̂ , which is not the same as F̂Ĝ, unless F̂
and Ĝ commute.

The definition of the adjoint operator facilitates the definition of the norm or
square modulus of a vector like7 F̂Ψ = Φ, as follows. Using the definition of the
norm of a vector from Section 2.2, the norm of Φ is defined by ‖ |Φ〉 ‖2= 〈Φ|Φ〉,
then

〈Φ|Φ〉= 〈F̂Ψ|F̂Ψ〉. (2.33)

The key property of the norm is that it is a modulus squared and as such must be
greater than or equal to zero. Consider a general operator, F̂ which is not Hermitian,
and its adjoint, F̂†, then

‖ |F̂Φ〉 ‖2= 〈F̂Φ|F̂Φ〉= 〈Φ|F̂†F̂Φ〉,

which demonstrates that the expectation values of F̂†F̂ must be non-negative.
Also, the eigenvalues of the combination, F̂†F̂ must be non-negative. To see

this, we note that F̂†F̂ is Hermitian since, (F̂†F̂)† = F̂†F̂ , and so must have real
eigenvalues. Now, if Θ is a normalized eigenfunction of F̂†F̂ , with say, F̂†F̂Θ = λΘ,
then8

λ = 〈Θ|F̂†F̂Θ〉= 〈F̂Θ|F̂Θ〉=‖ |F̂Θ〉 ‖2 (2.34)

and so λ must be non-negative, since the last term in Eq. (2.34) is a modulus squared.
This result is crucial to the interpretation of Eq. (1.1) as we shall see in the next
chapter.

The result in Eq. (2.32) is easily extended to a sequence of operators, e.g.

(ÂB̂Ĉ)† = Ĉ†(ÂB̂)† = Ĉ†B̂†Â†, (2.35)
7Recall that Φ is not generally normalized.
8The fact that Θ is and eigenfunction of F̂†F̂ , does not imply that it is an eigenfunction of either F̂ or

F̂†.
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12 The Quantum Nature of Things

so the adjoint of a sequence of operators is a sequence of their adjoint operators in
reverse order. Notice also that in general, because of Eq. (2.32), then

[F̂ , Ĝ]† = [Ĝ†, F̂†]. (2.36)

Then if F̂ and Ĝ are both Hermitian so that F̂ = F̂† and Ĝ = Ĝ†, then

[F̂ , Ĝ]† = [Ĝ, F̂ ]. (2.37)

However, we note that for any pair of operators, [F̂ , Ĝ] =−[Ĝ, F̂ ], which implies that
for a pair of Hermitian operators

[F̂ , Ĝ]† =−[F̂ , Ĝ], (2.38)

and so [F̂ , Ĝ] is anti-Hermitian. So we could expect that, for Hermitian F̂ and Ĝ, then
[F̂ , Ĝ] has the form

[F̂ , Ĝ] = iĴ, (2.39)

where Ĵ is some Hermitian operator so that iĴ is anti-Hermitian. We will see this form
plays an important role in the quantum theory in later chapters. It also has a key role
in determining the level of uncertainty that is associated with the non-commutation
of operators. This uncertainty is examined in the next section.

2.5 UNCERTAINTY

Non-commutation has important consequences when it comes to information about
two different parameters associated with a system. We have already seen that if two
operators do not commute, then they have no common eigenfunctions and so can-
not simultaneously both have well defined eigenvalues. This gives rise to a level of
uncertainty with regard to the state of a system when interrogated by the operators
associated with the parameters in question. We can obtain a quantitative estimate of
this mutual uncertainty as follows.

Consider the two non-commuting Hermitian operators, F̂ and Ĝ that operate on
a common Hilbert space, H , and let Ψ represent a normalized vector in H . The
mathematical development that follows is greatly simplified if we take the expecta-
tion values of F̂ and Ĝ to be zero, i.e. 〈Ψ|F̂Ψ〉 = 0 and 〈Ψ|ĜΨ〉 = 0. If this is not
the case, then we can simply take the operators, respectively, as F̂ −〈Ψ|F̂Ψ〉 and
Ĝ−〈Ψ|ĜΨ〉, which will achieve the required property.

Now, let F̂Ψ = Φ f and ĜΨ = Φg. As with Eq. (2.12), neither Φ f nor Φg is
normalized and indeed we can see that

〈Φ f |Φ f 〉= 〈Ψ|F̂†F̂Ψ〉=‖ |F̂Ψ〉 ‖2,

so that 〈Φ f |Φ f 〉 is a measure of the square of the modulus or length of the vector,
F̂Ψ. Similarly, we get for Ĝ

〈Φg|Φg〉= 〈Ψ|Ĝ†ĜΨ〉=‖ |ĜΨ〉 ‖2 .
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Now, because F̂ is Hermitian, then F̂2 = F̂†F̂ and so 〈Ψ|F̂†F̂Ψ〉 = 〈Ψ|F̂2Ψ〉. But
〈Ψ|F̂2Ψ〉 is just the variance, Vf , of F̂ , since it has a zero mean. So, Vf is also the
modulus squared of the vector, F̂Ψ = Φ f . We can now define the variance, Vf of F̂
as Vf = 〈Ψ|F̂2Ψ〉 = 〈Φ f |Φ f 〉. Similarly, the variance, Vg = 〈Ψ|Ĝ2Ψ〉 = 〈Φg|Φg〉 is
also the squared modulus of the vector, ĜΨ = Φg.

Since the operators will both map Ψ to new vectors in the Hilbert space, and,
since F̂ and Ĝ are both Hermitian, we can define the inner product 〈Ψ|F̂ĜΨ〉 =
〈F̂Ψ|ĜΨ〉= 〈Φ f |Φg〉. From the Schwarz inequality [19] we know that

‖ 〈Φ f |Φg〉 ‖≤ 〈Φ f |Φ f 〉
1
2 〈Φg|Φg〉

1
2 . (2.40)

Letting [F̂ , Ĝ] = iĴ where Ĵ is Hermitian, as shown in Eq. (2.39), then, after a little
manipulation, we can write

F̂Ĝ =
1
2
(K̂ + iĴ), (2.41)

where K̂ = F̂Ĝ+ ĜF̂ . It is easy to check that K̂ is Hermitian, since

K̂† = (F̂Ĝ+ ĜF̂)† = Ĝ†F̂† + F̂†Ĝ† = ĜF̂ + F̂Ĝ = K̂.

So,

〈Φ f |Φg〉= 〈Ψ|F̂ĜΨ〉= 1
2
(〈Ψ|K̂Ψ〉+ i〈Ψ|ĴΨ〉). (2.42)

Now because K̂ and Ĵ are Hermitian, we know that their respective expectation val-
ues, 〈Ψ|K̂Ψ〉 = k̄ and 〈Ψ|ĴΨ〉 = j̄, say, are real. So 〈Φ f |Φg〉 = 1

2 (k̄+ i j̄) and hence
that the modulus, ‖ 〈Φ f |Φg〉 ‖= 1

2 (k̄
2 + j̄2)

1
2 , from which we can conclude that9

‖ 〈Φ f |Φg〉 ‖≥ 1
2 | j̄|. Thus

‖ 〈Φ f |Φg〉 ‖≥
1
2
‖ 〈Ψ|[F̂ , Ĝ]Ψ〉 ‖ . (2.43)

From the two inequalities, Eqs. (2.40) and (2.43), we can conclude that

∆ f ∆g ≥
1
2
‖ 〈Ψ|[F̂ , Ĝ]Ψ〉 ‖, (2.44)

where ∆ f = V
1
2

f and ∆g = V
1
2

g can be regarded as the uncertainties in the values at-
tributable, respectively, to the operators F̂ and Ĝ. The inequality in Eq. (2.44) shows
that one can only obtain variance free information from two different operators only
if they commute. Otherwise, the product of their variances will exceed some non-
zero limit set by the commutation relation. Eq. (2.44) can be regarded as a gen-
eral uncertainty principle for non-commuting operators. It is the basis of the famous
Heisenberg Uncertainty Principle of standard quantum mechanics, as we shall see
later in Chapter 5.

9The equality implies that k̄ = 0.
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14 The Quantum Nature of Things

Notice that the limiting value of the product of the variances depends, in general
of the state of the system as represented by Ψ, unless the commutator is a number.
So, if [F̂ , Ĝ] = iε , where ε is a real number then

∆ f ∆g ≥
1
2
‖ 〈Ψ|εΨ〉 ‖= |ε|

2
, (2.45)

which is independent of Ψ.

2.6 OPERATOR FUNCTIONS

We are familiar with the idea of a function of scalar variables like x and y. So the
function x2 takes the set of numbers represented by x and maps them into a new set
of numbers obtained by calculating x2. We want to be able to do something similar
for operators. To see how to do this, we begin with an eigenvalue equation for an
operator, F̂ , Eq. (2.9). If we operate with F̂ a second time on this equation we get
thus

F̂2
Ψi = fiF̂Ψi = f 2

i Ψi. (2.46)

Clearly, we could repeat this process to any order, p, and get

F̂ p
Ψi = f p

i Ψi, (2.47)

where p is a natural number. From the above result we can write the following series

(1− F̂2

2!
+

F̂4

4!
− . . .)Ψi = (1− f 2

i
2!

+
f 4
i

4!
− . . .)Ψi. (2.48)

For the terms in the bracket on the rhs of Eq. (2.48), summed to infinity, we would
have no hesitation in writing cos fi. By the same token we write the terms in the
bracket on the lhs side as cos F̂ . By this way of working we can define any analytic
function of F̂ , f (F̂) by

f (F̂)Ψi = f ( fi)Ψi. (2.49)

Given the way the function of an operator is defined then

[F̂ , f (F̂)] = 0. (2.50)

It is obvious that [F̂ , F̂ ] = F̂F̂ − F̂F̂ = 0, but also [F̂ , F̂2] = F̂F̂F̂ − F̂F̂F̂ = 0, and
so on. So, [F̂ , F̂ p] = 0 for any natural number, p. Hence, any analytic function of
F̂ , f (F̂), commutes with F̂ itself. It is also obvious that f (F̂) has the same set of
eigenfunctions as F̂ . This is consistent with the general result we found for two
commuting operators in Eq. (2.18).

The above result has an important and powerful corollary. We can argue that if
some operator F̂ commutes with another operator K̂, then we can infer the possibility
that F̂ is a function of K̂, which also means, by inverting the functional relationship,
that K̂ is a function of F̂ . However this functional dependence is not guaranteed. It is
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perfectly possible that two commuting operators are independent of one another. So,
for example, if

[K̂, F̂ ] = 0, (2.51)

then the most general relationship between F̂ and K̂ is F̂ = f (K̂, L̂,M̂, . . .), where
the argument contains other operators with which F̂ commutes.

Finally, in this section, we note that for a function of an operator, ( f (F))† =
f (F̂†). To see this we note that (F̂F̂)† = F̂†F̂† so (F̂2)† = F̂†2. This clearly can be
extended to any power of F̂ and to any function of F̂ that can be expressed as a power
series.

2.7 SYSTEM EVOLUTION

Changes in a system may be expressed in two superficially different but equivalent
ways. First we assume that the eigenfunctions and hence any superposition of them
are functions of some real continuous variable, ξ , so that as ξ changes, then Ψ(ξ )
evolves in some way. We can take Ψ(ξ ) as an analytic function of ξ so that it is
differentiable with respect to ξ . Then we can define a linear operator, Λ̂ that trans-
forms Ψ(ξ ) into a new function of ξ , Φ(ξ ), just as in Eq. (2.1), but here we want
Φ(ξ ) = Ψ′(ξ ), where Ψ′(ξ ) is a function that is equal to the derivative of Ψ(ξ ). So,
we write [104]

dΨ(ξ )

dξ
= Λ̂Ψ(ξ ), (2.52)

where Λ̂ is a linear operator and we have used the traditional symbol dΨ(ξ )
dξ

to repre-

sent Ψ′(ξ ). At this stage, the operator, Λ̂, is assumed not to depend on ξ .
The form of Eq. (2.52) is important. It is necessary that the differential of Ψ is

equal to an expression that is linear in Ψ, since the operator Λ̂ is linear, so if we
operate on Ψ1 +Ψ2, then we get

d(Ψ1 +Ψ2)

dξ
= Λ̂(Ψ1 +Ψ2) = Λ̂Ψ1 + Λ̂Ψ2. (2.53)

Before proceeding, it is worth commenting on the form of the symbols used in
Eq. (2.52). The rhs of Eq. (2.52) is straightforward. The operator Λ̂ operates on a
function of ξ , Ψ(ξ ), and maps it to the derivative of Ψ(ξ ) with respect to ξ , which
is of course another function of ξ . This is represented on the lhs of Eq. (2.52) by the
differential hieroglyph, dΨ(ξ )

dξ
. We could equally well have used Ψ′(ξ ).

In principle the lhs of Eq. (2.52) could also be written with a differential operator
as d

dξ
Ψ(ξ ). Both forms are found in standard text books on quantum mechanics,

sometimes interchangeably. Here we choose not to use the stand-alone differential
operator form, since not only is the meaning of Eq. (2.52) clear anyway, but also, it
avoids the temptation of regarding d

dξ
as a definition of Λ̂ which it certainly is not,
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16 The Quantum Nature of Things

i.e.10

Λ̂ :,
d

dξ
.

Indeed, Λ̂ may not be a differential operator at all, in the conventional sense, in cer-
tain representations. In other representations it may involve scalar variables different
from ξ and differentials with respect to these variables. Then the distinction between
differentials represented by the hieroglyph form and differential operator forms, as
described above, becomes important. These issues will become clearer when we deal
with specific examples later on. They are also dealt with in more detail in Appendix
E.

Proceeding now with the main issue of this section, i.e., system evolution, we
note that Eq. (2.52) may be formally integrated to give

Ψ(ξ ) = exp(ξ Λ̂)Ψ(0). (2.54)

To see how Eq. (2.54) comes about, suppose the eigenvalue equation for Λ̂ is

Λ̂Ψi = λiΨi. (2.55)

Then from Eq. (2.52) we have

Λ̂Ψi(ξ ) =
dΨi(ξ )

dξ
= λiΨi(ξ ), (2.56)

from which we get
Ψi(ξ ) = exp(λiξ )Ψi(0).

So if we take Ψ to be a vector in a Hilbert space constructed from the eigenfunctions,
Ψi as in Eq. (2.11), then

Ψ(ξ ) =
S

∑
i=1

αiΨi(ξ ) =
S

∑
i=1

αi exp(λiξ )Ψi(0). (2.57)

Recalling the properties of functions of operators from the previous section, we get

exp(Λ̂ξ )Ψ(0) =
S

∑
i=1

αi exp(Λ̂ξ )Ψi(0) =
S

∑
i=1

αi exp(λiξ )Ψi(0), (2.58)

and Eq. (2.54) follows immediately.
Even though Ψ(ξ ) varies with ξ , we insist that it remains normalized so

〈Ψ(0)|Ψ(0)〉 = 〈Ψ(ξ )|Ψ(ξ )〉 = 1. From the definition of adjoint in Eq. (2.24), this
implies

〈exp(ξ Λ̂)Ψ(0)|exp(ξ Λ̂)Ψ(0)〉= 〈Ψ(0)|exp(ξ Λ̂
†)exp(ξ Λ̂)Ψ(0)〉= 1, (2.59)

10The symbol ‘:=’ will be used to mean is defined as. By contrast, ‘:,’ will be used to mean is not
defined as. These two symbols are not always necessary, but will be used where the symbols, =, and, ≡,
are ambiguous.
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where Λ̂† is the adjoint of Λ̂. Eq. (2.59) then implies that

exp(ξ Λ̂
†)exp(ξ Λ̂) = 1.

The Baker-Campbell-Hausdorff formula [130] implies that the product of exp(ξ Λ̂†)
and exp(ξ Λ̂) in this expression cannot immediately be equated to exp(ξ (Λ̂† + Λ̂)),
unless [Λ̂†, Λ̂] = 0, which at this stage is by no means obvious. To proceed, we simply
multiply exp(ξ Λ̂†)exp(ξ Λ̂) = 1 by exp(−ξ Λ̂†) throughout and get

exp(ξ Λ̂) = exp(−ξ Λ̂
†). (2.60)

By expanding each side of Eq. (2.60) and equating terms of the same order in ξ ,
we immediately get Λ̂† = −Λ̂. This result has profound implications for the nature
of the changes to a system whose behaviour is governed by operators on a space of
orthonormal vectors. It first of all implies that Λ̂ must be anti-Hermitian and thus has
the form Λ̂ =−iK̂, where K̂ is an Hermitian operator, which, like Λ̂, does not depend
on ξ . Then, from Eq. (2.54),

Ψ(ξ ) = exp(−iξ K̂)Ψ(0). (2.61)

Thus changes in the system are governed by an equation of the form11

i
dΨ

dξ
= K̂Ψ. (2.62)

It is important to emphasize again that Eq. (2.62) is not a definition of K̂, i.e., i d
dξ

:,

K̂. Independent information is needed to define K̂ as we shall see when we deal,
below, with specific cases.

We will refer to Eq. (2.62) as an S-type equation since it is this form that is taken
by the Schrödinger equation in standard quantum mechanics, although the S could
also be interpreted as being related to Shift, since Eq. (2.61) implies that it transforms
Ψ at ξ = 0 into Ψ at ξ . We can interpret Ψ(ξ ) as the state of the system for a given
value of ξ . The S-type equation treats changes in the system as changes to Ψ(ξ ).
This is the first way of dealing with changes in a system in operator algebra. The
second, but equivalent, way of treating changes to a system is as follows. Suppose
that Ψ(ξ ) is an eigenfunction of some operator Ĝ, such that

ĜΨ(ξ ) = gΨ(ξ ),

where g is an eigenvalue. Then,

Ĝexp(−iξ K̂)Ψ(0) = gexp(−iξ K̂)Ψ(0).

Multiplying this by exp(iξ K̂) we get

Ĝ(ξ )Ψ(0) = gΨ(0),

11Notice that we could alternatively have chosen to make Λ̂= iK̂, which would have introduced a minus
sign to one side of Eq. (2.62). However, the choice made above leads to the conventionally accepted form
for Eq. (2.62).
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where
Ĝ(ξ ) = exp(iξ K̂)Ĝexp(−iξ K̂),

so G(ξ ) has exactly the same eigenvalue that G has12. Recalling that K̂ is indepen-
dent of ξ , explicitly differentiating exp(iξ K̂)Ĝexp(−iξ K̂) with respect to ξ imme-
diately leads to an H-type differential equation for the operator, Ĝ(ξ ) of the form

i
dĜ
dξ

= ĜK̂− K̂Ĝ = [Ĝ, K̂]. (2.63)

Here, H-type refers to the fact that Eq. (2.63) has the same form as the
Heisenberg equation of motion in standard quantum mechanics and Ĝ(ξ ) =
exp(iξ K̂)Ĝexp(−iξ K̂) has the form of a Heisenberg (H-type) operator. Notice also
that dĜ

dξ
in Eq. (2.63) represents an operator that is the differential of Ĝ with respect

to ξ . So we could write
dĜ(ξ )

dξ
≡ Ĝ′(ξ ),

just to emphasis that d
dξ

is not being used as a stand-alone operator symbol, as with
Eq. (2.62). This point will be demonstrated in more detail in Appendix E.

Eqs. (2.62) and (2.63) represent two equivalent ways of expressing changes to
the system represented either by Ψ(ξ ) and Ĝ(0) or equivalently by Ψ(0) and Ĝ(ξ ).
These two representations are equivalent and to a certain extent interchangeable. In
Appendix F it is shown that it is possible to derive the H-type equation entirely from
the requirement for linearity and the Leibniz rule for the differentiation of a product.

An important property of the H-type and S-type representations is that products
of operators obey the same rules as individual operators, since the product of two
operators is itself an operator. For example, suppose an operator F̂ has an S-type
representation, F̂(0), then its H-type form is F̂(ξ ) = exp(iξ K̂)F̂ exp(−iξ K̂). Sup-
pose Ê(0) = F̂(0)Ĝ(0), then we find

Ê(ξ ) = exp(iξ K̂)Ê(0)exp(−iξ K̂) = exp(iξ K̂)F̂(0)Ĝ(0)exp(−iξ K̂)

= exp(iξ K̂)F̂(0)exp(−iξ K̂)exp(iξ K̂)Ĝ(0)exp(−iξ K̂)

= F̂(ξ )Ĝ(ξ ).

(2.64)

An obvious extension of the result in Eq. (2.64) applies to commutator brackets, i.e.

[F̂(0), Ĝ(0)] = Ĉ(0) =⇒ [F̂(ξ ), Ĝ(ξ )] = Ĉ(ξ ). (2.65)

Notice also, that, obviously, [K̂, K̂] = 0, so

i
dK̂
dξ

= [K̂, K̂] = 0,

which implies that, K̂ is independent of ξ , as was originally assumed. Clearly, we
also have, K̂(ξ ) = exp(iξ K̂)K̂ exp(−iξ K̂) = K̂, since K̂(0)≡ K̂.

12Implicitly here, Ĝ means Ĝ(0).
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Eq. (2.63) also implies

i
dF̂Ĝ
dξ

= [F̂Ĝ, K̂] = [F̂ , K̂]Ĝ+ F̂ [Ĝ, K̂]

= i
dF̂
dξ

Ĝ+ iF̂
dĜ
dξ

(2.66)

where the commutator expansion rule, Eq. (2.22) has been utilized. Eq. (2.66) is ex-
actly what is needed for a self-consistent representation. It shows quite clearly that
the expansion rule for the commutator brackets follows the Leibniz rule for differen-
tiation of a product. Mathematically it means the commutator bracket is associated
with the derivation property (see Section 2.9 for further comments on this point).
This puts the emphasis for generating the Leibniz rule on the commutator bracket
itself and not on the differential operator. This is essential in the differentiation of
operators using H-type differential equations, since, as we shall see later, operators
like K̂, F̂ and Ĝ may obey the associative rule under multiplication, so, for exam-
ple K̂(F̂Ĝ) = (K̂F̂)Ĝ. Indeed, under certain conditions, they can be represented by
matrices, which of course, are associative under multiplication. Then they, by them-
selves, cannot satisfy the Leibniz rule for the differentiation of a product. However,
the commutator, because it has the derivation property, ensures that operator products
are differentiated correctly in H-type equations.

The connection between differentiation of a product, the Leibniz rule, and the
commutator bracket, is indicative of the underlying algebraic structure of differen-
tial calculus. This structure does not depend on the traditional method of obtaining
differential calculus by taking limits, in which form it is sometimes referred to as
infinitesimal calculus. It is possible to generate the results of differential calculus
without taking limits by beginning with a non-associative algebra based on the Leib-
niz rule (see Appendix F for a more detailed discussion of this method).

2.8 EVOLUTION OF EXPECTATION VALUES

We have seen that H-type operators are functions of some continuous variable, ξ ,
while the state vectors, Ψ(0), are independent of time. From a practical predictive
point of view we will be interested later in how the expectation values of the oper-
ators, vary with ξ . Take the example of Ĝ(ξ ). Its expectation value, following the
definition in Eq. (2.15), has the form13

〈Ĝ(ξ )〉= 〈Ψ(0)|Ĝ(ξ )|Ψ(0)〉, (2.67)

with respect to the state, Ψ(0). Now, since the state vectors and their conjugates are
invariant with respect to ξ , then, when we come to differentiate the expectation value
of Ĝ(ξ ), we get14

13Conventional Dirac notation works best here.
14Clearly we are treating 〈Ψ(0)|Ĝ(ξ )|Ψ(0)〉 as a product of 〈Ψ(0)|, Ĝ(ξ ), and |Ψ(0)〉.
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d〈Ĝ(ξ )〉
dξ

=
d〈Ψ(0)|Ĝ(ξ )|Ψ(0)〉

dξ
= 〈Ψ(0)|dĜ(ξ )

dξ
|Ψ(0)〉. (2.68)

This means that the rate of change of the expectation value of a H-type operator
is equal to the expectation value of the rate of change of the operator, i.e.

d〈Ĝ(ξ )〉
dξ

= 〈dĜ(ξ )

dξ
〉. (2.69)

It is worth emphasizing the obvious here, that if an operator is a function of a contin-
uous variable like ξ , then so, in general, is its expectation value. This is an important
result that will be used with operator differential equations in the following sections.

2.9 COMMUTATORS AND DERIVATIONS

As we have seen in this chapter, there is a strong relationship between differentiation
and commutators, particularly when it comes to the differentiation of operators that
are functions of a continuous variable, in H-type equations. This is because the com-
mutators themselves have the property of derivations. This property allows operators
from an associative algebra, like matrices, to facilitate differentiation in both S-type
and H-type equations. We can see this explicitly by defining a commutator bracket
between non-commuting operators that are themselves from an associative algebra,
as a product in its own right. To do this, consider three operators, Â, B̂ and Ĉ that
have the associative property in the sense that

Â(B̂Ĉ) = (ÂB̂)Ĉ, (2.70)

for any permutations of Â, B̂ and Ĉ. Now we define a commutator as a product, using
the multiplication symbol, ./, by, for example

Â ./ B̂ = ÂB̂− B̂Â = [Â, B̂]. (2.71)

Then we find that
Â ./ (B̂ ./ Ĉ) , (Â ./ B̂) ./ Ĉ.

This inequality can be checked by noting that

Â ./ (B̂ ./ Ĉ) = [Â, [B̂,Ĉ]] = ÂB̂Ĉ− B̂ĈÂ− ÂĈB̂+ĈB̂Â,

whereas
(Â ./ B̂) ./ Ĉ = [[Â, B̂],Ĉ] = ÂB̂Ĉ−ĈÂB̂− B̂ÂĈ+ĈB̂Â.

It is also straightforward to show that

[Â, [B̂,Ĉ]] = [[Â, B̂],Ĉ]+ [B̂, [Â,Ĉ]], (2.72)

which implies that

Â ./ (B̂ ./ Ĉ) = (Â ./ B̂) ./ Ĉ+ B̂ ./ (Â ./ Ĉ). (2.73)
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Eqs. (2.72) and (2.73) are equivalent statements of the rule for derivations [36]. What
is striking about Eq. (2.73) is that the operator Â behaves like a differential operator.
We can compare Eq. (2.73) to a conventional statement of the Leibniz rule for the
differentiation of a product in the form

d( f (x)g(x))
dx

=

(
d f (x)

dx

)
g(x)+ f (x)

(
dg(x)

dx

)
. (2.74)

However, it is clear that the derivation property in Eq. (2.73) lies with the product
rule, ./, not with the operators, Â, B̂ and Ĉ, which obey the associative rule in the
sense implied by the multiplications in Eq. (2.70), whereas in the case of Eq. (2.74)
the derivation property is associated with the differential, d

dx . So we can conclude
that the derivation property in Eq. (2.72) lies with the algebraic properties of com-
mutators and not with the operators, obeying the associative rule, themselves. This
result explains why the operator, K̂, in the S-type equation, Eq. (2.62) and the H-type
equation, Eq. (2.63), does not have to be a differential operator in the conventional
sense. We also note that rearranging Eq. (2.72) leads to

[Â, [B̂,Ĉ]]+ [B̂, [Ĉ, Â]]+ [Ĉ, [Â, B̂]] = 0, (2.75)

which is a statement of the Jacobi identity [39].
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3 Natural number dynamics
I: The basic formulation

In this chapter we address the key goal of finding a representation of the natural
numbers as a spectrum of eigenvalues of an operator. The set of natural numbers,
including zero,N0,1 is a subset of the set of integers. One of the obvious properties
of this subset is that its members are all real and non-negative. This non-negative
property provides an important starting point for developing a representation of the
operator N̂ in Eq. (1.1). So we begin our task by examining what kind of operator
would guarantee non-negative, real eigenvalues.

3.1 NON-NEGATIVE OPERATORS AND THEIR FACTORIZATION

A possible representation of an operator that would be sure to have non-negative
real eigenvalues would be one that has the form of a modulus, as was demonstrated
in Section 2.4. Such an operator can be written as the product of an operator and
its adjoint. This is analogous to seeing that a non-negative real number could be
factorized into a complex number multiplied by its complex conjugate. To see that
such an operator has eigenvalues that are real and also non-negative, consider the
operator Â†Â. Clearly Â†Â is Hermitian, since (Â†Â)† = Â†Â. Now suppose that Â†Â
has an eigenfunction Φk such that Â†ÂΦk = kΦk, where k is an eigenvalue.

Now 〈Φk|Â†ÂΦk〉= k, so

k = 〈Φk|Â†ÂΦk〉= 〈ÂΦk|ÂΦk〉=‖ |ÂΦk〉 ‖2, (3.1)

which is a modulus squared, then Â†Â, necessarily has real, non-negative eigenval-
ues. Now we can make the operator K̂ in Eq. (2.62) an operator with non-negative
real eigenvalues by letting K̂ = Â†Â. We can think of Â as a kind of operator am-
plitude [104] of the operator K̂. Next we note that K̂ = Â†Â is invariant to a phase
shift in Â, so we can write Â(ξ ) = exp(−iκξ )Â(0), where κ is an arbitrary constant
and ξ is the real variable in Eq. (2.62). Treating Â(ξ ) as an H-type operator and
differentiating it with the aid of Eq. (2.63), we get

i
dÂ
dξ

= [Â, K̂] = κÂ. (3.2)

Applying [Â, K̂] = κÂ from Eq. (3.2) to the eigenfunction Φk yields2

K̂ÂΦk = (ÂK̂−κÂ)Φk = (k−κ)ÂΦk. (3.3)

1The symbolN0 is used to indicate the set of natural numbers that includes zero, whereas the symbol
N is used to mean the set of natural numbers, not including zero.

2Notice that associativity is implied since we have assumed that (ÂK̂)Φk = Â(K̂Φk) = ÂkΦk = kÂΦk .
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Eq. (3.3) tells us that ÂΦk is an eigenfunction of K̂ with an eigenvalue of k−κ , and
so we can assume that

ÂΦk = α(k)Φk−κ , (3.4)

where α(k) is a scalar factor that may depend on k. However, 〈Φk|Â†ÂΦk〉 =
〈ÂΦk|ÂΦk〉=‖ |ÂΦk〉 ‖2, so we must have α2(k) = k.

We can deduce what values k can take by applying Â to Φk, p times. This yields

Âp
Φk =

√
k(k−κ)(k−2κ) . . .(k− (p−1)κ)Φk−pκ , (3.5)

where p is a natural number. Eq. (3.5) implies that if pκ exceeds k in value, then the
eigenfunction Φk−pκ will have a negative eigenvalue, which is not permissible. The
only way we can avoid negative eigenvalues cropping up in the spectrum of eigenval-
ues is if we insist that k = nκ , where n is a natural number. This is because the value
of the square root will be exactly zero for p≥ n, since it will then contain the factor,
nκ−nκ = 0, whenever value of p reaches n. This ensures that there is a state, Φ0, for
which ÂΦ0 = 0, beyond which the system cannot be taken by further applications of
Â. We have now made sure that the system has non-negative eigenvalues. This result
is crucially dependent on the existence of an eigenfunction that has an eigenvalue of
zero. The system is then governed by the equations

K̂Φn = nκΦn (3.6)

and
ÂΦn =

√
nκΦn−1. (3.7)

Note that, from now on we will use n rather than k to label the eigenfunctions.
Next we can look at what Â† does to Φn. We start with

i
dÂ†

dξ
= [Â†, K̂] =−κÂ†. (3.8)

With k = nκ , we then get

K̂Â†
Φn = (Â†K̂ +κÂ†)Φn = (n+1)κÂ†

Φn. (3.9)

From Eq. (3.9) we can infer that Â†Φn is an eigenfunction of K̂ with an eigenvalue
of (n+1)κ . Thus we can assume that

Â†
Φn = β (n)Φn+1, (3.10)

where β (n) is a scalar factor that can depend on n. However, we can also see that

〈Φn|Â†ÂΦn〉= β (n−1)α(n) = nκ, (3.11)

so we must have β (n) =
√
(n+1)κ . As a result we get

Â†
Φn =

√
(n+1)κΦn+1. (3.12)
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Thus
[Â, Â†] = κ. (3.13)

The fact that the commutator in Eq. (3.13) is equal to a constant is significant. κ

represents the step size in the eigenvalues that we obtain when we apply the operators
Â or Â† to an eigenstate. This allows us to get to the natural number operator, as will
be seen next.

3.2 THE NATURAL NUMBER OPERATOR

It is now a simple matter to obtain the properties of the natural number operator,
N̂. To do this we just set κ equal to 1 in Eqs. (3.11)-(3.13), so that the step in the
eigenvalues becomes 1, and then K̂ can be identified with N̂, since from Eq. (3.6),
with κ = 1, K̂ has eigenvalues equal to the natural numbers. We may then write
N̂ = Â†Â and Â† and Â can be identified as natural number operator amplitudes
[104]. We can summarize the properties of N̂, Â† and Â as3

i
dΦn

dξ
= N̂Φn = nΦn, (3.14)

ÂΦn =
√

nΦn−1, (3.15)

Â†
Φn =

√
(n+1)Φn+1, (3.16)

and
[Â, Â†] = 1. (3.17)

Furthermore, as a result of κ = 1, we now have Â(ξ ) = exp(−iξ )Â(0), which satis-
fies

i
dÂ
dξ

= [Â, N̂] = Â. (3.18)

Similarly, with Â†(ξ ) = exp(iξ )Â†(0), we get

i
dÂ†

dξ
= [Â†, N̂] =−Â†. (3.19)

It is important to remember that the differential symbol, d
dξ

in Eqs. (3.14), (3.18) and

(3.19) is not a stand-alone operator, and it certainly is not the definition of N̂, i.e.

N̂ :, i
d

dξ
,

whereas we actually have
N̂ := Â†Â.

3The operators here form what is known as a Heisenberg group and obey an associative Heisenberg
algebra.
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Eqs. (3.14) to (3.19) constitute the equations which represent what we will refer to
as natural number dynamics. These equations are the basis of the development of
equations that govern the behaviour of the physical systems, including the equations
of quantum mechanics that we will explore later in Chapter 5.

The eigenfunction, Φ0 of N̂ can be interpreted as corresponding to an empty
system, i.e., one with no items in it. The fact that ÂΦ0 = 0, from Eq. (3.15), provides
the essential backstop condition that prevents the eigenvalues of N̂ from falling below
0. Φ0, together with multiple applications of the operator, Â† in Eq. (3.16) can be
used to create all of the eigenfunctions of N̂, by noting that

Φn =
(Â†)n
√

n!
Φ0. (3.20)

These eigenfunctions give us the state of the system and when we operate with N̂
on a particular Φn, the resulting eigenvalue gives us all the information we need, or
indeed can have, about this simple system. So we can think of Φn as being the state
function of the system. The set of state functions form an orthonormal set which
constitutes the Hilbert space on which the operators operate and from which linear
superposed states can be formed like those in Eq. (2.11).

Finally, in this section, a note of terminology. Because of their properties, defined
by Eqs. (3.15) and (3.16), Â is called a lowering operator and Â† is called a raising
operator. These terms are widely used in quantum mechanics, though they apply
to more general forms, as we shall see later in Section 3.8. The terms raising and
lowering are a little imprecise, since there is no restriction to whole numbers implied.
Counting back and counting up operators may actually be more appropriate names,
since Â takes one item away from the n, and Â† adds one. These operators may also
be identified, respectively, with the annihilation and creation operators that play an
important role in both quantum mechanics and quantum field theory.

3.3 UNIQUENESS OF N̂ = Â†Â.

At this point, it is worth considering the uniqueness of the representation, N̂ = Â†Â.
Clearly, we could also have chosen to write N̂ = ÂÂ† instead of N̂ = Â†Â, but this
would not have affected the outcome as it would just have lead to the roles of Â†

and Â being interchanged. However, we could more generally have written N̂ as a
linear combination of ÂÂ† and Â†Â, so we will look at this possibility next. The most
general form we need is

N̂ = cos2
θ Â†Â+ sin2

θ ÂÂ†, (3.21)

where θ is some fixed real angle. Generalizations of this type are referred to as
paraquantization [86]. It is important to note that N̂, as defined in Eq. (3.21), is still
both an Hermitian and a non-negative operator.

Now Â(ξ ) = exp(−iξ )Â(0) still satisfies Eq. (3.21), so Eq. (3.18) still applies.
This again leads to ÂΦn = β (n)Φn−1, where β (n) is a scalar factor that may depend
on n, although now this is not generally equal to

√
n. Similarly, Â†Φn = γ(n)Φn+1,
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where γ(n) is a scalar factor that may depend on n. From 〈Φn|Â†ÂΦn〉 = γ(n−
1)β (n) and 〈Φn|Â†ÂΦn〉 = 〈ÂΦn|ÂΦn〉 = β 2(n), we get γ(n− 1) = β (n). Thus,
〈Φn|ÂÂ†Φn〉 = β 2(n+ 1). Substituting these results into Eq. (3.21) and then into
〈Φn|N̂Φn〉, we find, after a little manipulation

β
2(n+1) = ncsc2

θ −β
2(n)cot2 θ . (3.22)

Notice that we still need the backstop condition, ÂΦ0 = 0, to prevent negative eigen-
values, so we must have β (0) = 0. From Eq. (3.22), with n= 0, we then get β (1) = 0.
This is a very significant result because it means that Â†Φ0 = 0 and so this system
remains empty when the creation operator is applied to the empty state. Thus a sys-
tem governed by a number operator in Eq. (3.21) simply cannot be built up from
its ground state of n = 0, unless sinθ = 0 (or cosθ = 0). So we can conclude that
N̂ = Â†Â (or equivalently N̂ = ÂÂ†) is a unique representation of the natural number
operator, at least where linear dependence on the product of Â† and Â is concerned.

3.4 REPRESENTATION OF EIGENSTATES

In this section we look at two ways of representing the eigenfunctions of N̂. These
two representations are broadly characterized by their association with either S-form
or H-form operators. Trivially, we find

i
dN̂
dξ

= [N̂, N̂] = 0,

so that both the S-form and H-form of N̂ are independent of ξ . Thus

N̂Φn(ξ ) = nΦn(ξ ) (3.23)

and
N̂Φn(0) = nΦn(0). (3.24)

Both the S-forms and H-forms of Â satisfy Eq. (3.17), since

[Â(ξ ), Â†(ξ )] = [Â(0), Â†(0)] = 1, (3.25)

and we can formally write the S-form of Eq. (3.15) as

Â(0)Φn(ξ ) =
√

nΦn−1(ξ ). (3.26)

The H-form then follows by writing Φn(ξ ) = exp(−iξ N̂)Φn(0) and multiplying Eq.
(3.26) from the left by exp(iξ N̂) to give

exp(iξ N̂)Â(0)exp(−iξ N̂)Φn(0) = Â(ξ )Φn(0) =
√

nΦn−1(0). (3.27)

Since, in general, N̂Φn(0) = nΦn(0) implies f (N̂)Φn(0) = f (n)Φn(0), then it
follows that

Φn(ξ ) = exp(−iξ N̂)Φn(0) = exp(−inξ )Φn(0), (3.28)
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from which

i
dΦn(ξ )

dξ
= nΦn(ξ ), (3.29)

in agreement with Eq. (3.14).

3.4.1 FOCK SPACE REPRESENTATION

The representation based on H-form operators requires only a trivial modification to
the notation. The orthonormal function, Φn(0), is treated as a unit vector in an infinite
dimensional space, called a Fock space. This is just a special type of Hilbert space in
which the state vector is represented by |n〉. This symbol is sufficient to characterize
the system, since it does not depend on ξ and the only information it carries is the
subscript, n. The symbol |n〉 is the simplest form of what is referred to as occupation
number representation. It simply indicates the number of items occupying the system
and this is then what entirely describes the state of the system. It becomes particularly
useful when describing multi-category systems, as we shall see later. It is particularly
relevant to a situation where the number n is specifically being used to count particles
and is used in many-body quantum physics. In this notation the inner product in Eq.
(2.10) becomes

〈n|m〉= δnm.

with 〈n|m〉∗ = 〈m|n〉. Then
N̂|n〉= n|n〉, (3.30)

Â|n〉=
√

n|n−1〉, (3.31)

and
Â†|n〉=

√
n+1|n+1〉. (3.32)

Eqs. (3.30) to (3.32) can be given a concrete mathematical representation by noting
that

〈m|N̂n〉= nδmn,

〈m|Ân〉=
√

nδmn−1,

and
〈m|Â†n〉=

√
n+1δmn+1,

where δmn is the Kronecker delta matrix. We note that 〈m|N̂n〉 represents the ele-
ments of a diagonal square matrix of infinite dimensions. If we let 〈m|N̂n〉 equal the
matrix with elements4, Nnm, then

Nnm =


0 0 0 0 . .
0 1 0 0 . .
0 0 2 0 . .
0 0 0 3 . .
. . . . . .
. . . . . .

 . (3.33)

4Notice that n and m are numerical labels that run through the natural numbers, starting with 0.
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Similarly with Anm = 〈m|Ân〉 and A†
nm = 〈m|Â†n〉, then

Anm =



0 1 0 0 . .

0 0
√

2 0 . .

0 0 0
√

3 . .
0 0 0 0 . .
. . . . . .
. . . . . .

 (3.34)

and

A†
nm =



0 0 0 0 . .
1 0 0 0 . .

0
√

2 0 0 . .

0 0
√

3 0 . .
. . . . . .
. . . . . .

 . (3.35)

It is a straightforward matter to check that the matrix Nnm is the matrix product of
A†

nm and Anm, i.e.
Nmn = ∑

k
A†

nkAkm. (3.36)

The state vectors, |n〉 are represented by column vectors of unit length and infinite
dimensions. Thus

|0〉=


1
0
0
0
.
.

 , |1〉=


0
1
0
0
.
.

 , |2〉=


0
0
1
0
.
.

 , |3〉=


0
0
0
1
.
.

 , . . . (3.37)

It is easy to check that these vectors are orthonormal by multiplying any one of them
by the transposed (row vector) of itself or any other one.

Notice, the fact that N̂, Â and Â† have a matrix representation emphasizes the fact
that they form an associative algebra.

3.4.2 PHASOR OPERATOR REPRESENTATION

The first step to this approach involves writing the natural number operator ampli-
tudes, Â and Â† in terms of a Hermitian pair, i.e., as

Â =
1√
2
(Û + iV̂ ) and Â† =

1√
2
(Û− iV̂ ), (3.38)

where Û and V̂ are Hermitian operators.
Substituting Eq. (3.38) into Eq. (3.17) yields

[iV̂ ,Û ] = 1. (3.39)
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Obviously Eq. (3.39) is equivalent to [V̂ ,Û ] =−i, which shows that Û and V̂ can be
interpreted as a pair of canonical variables as understood in standard quantum me-
chanics. As we shall see later when we develop quantum mechanics in Chapter 5, Û
is interpreted as the operator X̂ representing the configuration space co-ordinate in
a one-dimensional system, and V̂ is interpreted as the corresponding linear momen-
tum operator P̂. Then Eq. (3.39) is referred to as the quantization condition. However,
whereas in standard quantum mechanics this condition is treated as a postulate that
is the key assumption which generates quantum behaviour, here no such postulate is
needed as the condition comes naturally from the preceding analysis and no assump-
tion is involved. The physical interpretation of these canonical variables will be left
to a later chapter, Chapter 5, when we look at Hamiltonians and time dependence
and see how standard quantum mechanics emerges naturally from natural number
dynamics.

We are now in a position to interpret ξ by regarding Û and V̂ as rotating phasor
operators. To see this we recall that Â(ξ ) = exp(−iξ )Â(0). So writing

Â(ξ ) =
1√
2
(Û(ξ )+ iV̂ (ξ )),

then substituting Â(0) = Û(0)+ iV̂ (0) into Â(ξ ) = exp(−iξ )Â(0) yields(
Û(ξ )
V̂ (ξ )

)
=

(
cosξ sinξ

−sinξ cosξ

)(
Û(0)
V̂ (0)

)
. (3.40)

Eq. (3.40) shows that ξ is a rotation angle and that Û and V̂ are a pair of phasors,
but in the form of operators rather than the usual complex numbers. Notice also that
Eq. (3.40) implies that Û and V̂ are separated by an angle, ξ = π

2 . One can interpret
this as (Û ,V̂ ) acting like a two-dimensional phasor space, with Û and V̂ representing
two orthogonal components.

Substituting Â = 1√
2
(Û + iV̂ ) and its adjoint into N̂ = Â†Â, yields, with the aid

of Eq. (3.17)

N̂ =
1
2
(Û2 +V̂ 2−1), (3.41)

and we can think of Û2+V̂ 2 = 2N̂+1 as the square of the radius of the phasor vector
(Û ,V̂ ). This operator thus has an eigenvalue of 2n+1 and we can treat

√
2n+1 as

the radius of (Û ,V̂ ). This result is depicted in Fig. 3.1. However, a little caution is
needed with regard to Fig. 3.1, since strictly speaking Û(0) and V̂ (0) that are used
to label the axes do not individually have well defined eigenvalues, with respect to
|n〉. The consequences of this will be dealt with in more detail shortly. So, Fig. 3.1 is
merely a schematic representation. With the aid of Eq. (3.41) we find

i
dÛ
dξ

= [Û , N̂] =
1
2
[Û ,V̂ 2] = iV̂ . (3.42)

in the last step of Eq. (3.42) we used the expansion of [Û ,V̂ 2] as

[Û ,V̂ 2] = V̂ [Û ,V̂ ] = [Û ,V̂ ]V̂ = 2iV̂ ,
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-3 -2 -1 1 2 3 U
` H0L
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` H0L

Figure 3.1 Schematic representation of Û and V̂ in phase space. The circles represent,
n = 0,1,2 and 3, in increasing radii and indicate that Û2 + V̂ 2 = 2N̂ +1 is invariant as Û and
V̂ rotate, as the phase space angle, ξ , changes.

together with Eq. (3.39). Similarly we get

i
dV̂
dξ

= [Û , N̂] =
1
2
[V̂ ,Û2] =−iÛ . (3.43)

Substituting Eq. (3.43) into Eq. (3.42) and vice versa yields

d2Û
dξ 2 +Û =

d2V̂
dξ 2 +V̂ = 0. (3.44)

Thus the operators Û and V̂ obey the same equations of motion as classical simple
harmonic oscillators as functions of ξ . These generalized harmonic oscillators play
an extremely important role in quantum physics, as we shall see in later chapters.

3.4.3 ANALYTIC REPRESENTATION

The phasor operator representation leads to second way of representing the states of
the number operator, that relies on functional analysis. We first note that, iterating
Eq. (3.39) implies that

[iV̂ ,Û p] = pÛ p−1, (3.45)

for any natural number p. So, for any function that can be expressed as a power
series, Eq. (3.45) can be generalized to

[iV̂ , f (Û)] = f ′(Û), (3.46)
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where f (Û) is an analytical function with operator arguments and f ′(Û) is its deriva-
tive with respect to Û .

Now at this point it might be tempting to regard iV̂ as some kind of differential
operator and write it as the anti-Hermitian operator D̂u and then

[D̂u, f (Û)] = f ′(Û), (3.47)

so that D̂u has certain characteristics of a differential operator in relation to functions
of Û . However, D̂u = iV̂ cannot be a true differential operator since it obeys the
associative rule under multiplication, just like Û , N̂, Â and Â†. Indeed, D̂u can be
expressed in matrix form, first by combining Eqs. (3.38) to give

D̂u = iV̂ =
1√
2
(Â− Â†), (3.48)

and then using the matrices in Eqs. (3.34) and (3.35). To be a true differential op-
erator, D̂u would have to be a derivation algebraically, and so could not have the
associative property under multiplication, whereas

D̂u( f (Û)g(Û)) = (D̂u f (Û))g(Û),

showing that D̂u by itself does obey the associative rule when it multiplies f (Û)g(Û).
However, using the rules for expanding the commutator we find

[D̂u, f (Û)g(Û)] = f (Û)[D̂u,g(Û)]+ [D̂u, f (Û)]g(Û)

= f ′(Û)g(Û)+ f (Û)g′(Û).
(3.49)

What needs to be understood here is that the derivation rule is associated with the
commutator, as was explained in Section 2.9, and not with the operator D̂u alone. In
spite of this apparent difficulty, it is possible to represent the system and the natural
number operator in a powerful way using differential operators, but care is needed in
setting this up.

One way of doing this is to replace the Hermitian pair Û and V̂ by two new
Hermitian operators û and v̂, where û is represented by a continuous scalar variable,
u and v̂ is defined as5

v̂ :=−i
∂

∂u
. (3.50)

In this case v̂ is a derivation and is not associative when it multiplies functions of û,
so we must be careful how we proceed.

It is important to remember that these new operators still need to operate on
the Hilbert space. The introduction of the continuous variable, u and its derivative
suggests that the Hilbert space basis should comprise functions of the both u and ξ .
So we shall write the Hilbert space eigenfunctions as Φn(ξ ,u).

5Notice the difference here between the definition of v̂ as a differential operator and the situation with
regard to Eq. (3.14). Notice also that the definition, Eq. (3.50), implies that ∂

∂u in anti-Hermitian.
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Notice that the differential operator is written with a partial derivative symbol
because the functions involved depend on both ξ and u. Then, with regard to Eq.
(3.39) we require

[
∂

∂u
,u]Φn(ξ ,u) =

∂

∂u
uΦn(ξ ,u)−u

∂

∂u
Φn(ξ ,u) = Φn(ξ ,u). (3.51)

The question is, can we interpret ∂

∂u Φn(ξ ,u) as Φ′(ξ ,u), where Φ′(ξ ,u) represents
the function obtained by differentiating Φn(ξ ,u) with respect to u? Then the last
equation in Eq. (3.51) would mean

(uΦn(ξ ,u))′−uΦ
′(ξ ,u) = Φn(ξ ,u). (3.52)

The issue here is that we still need to recall that both ∂

∂u and u are operators. So just
as v̂ does not operate on û then ∂

∂u does not, strictly speaking, operate on u. Rather
the product ∂

∂u u operates on Φn(ξ ,u), since we must have

∂

∂u
u = u

∂

∂u
+1, (3.53)

so it must be the case that ∂

∂u u, 1. Swanson [118] uses the term phantom Φ on which
the operators in Eq. (3.53) need to operate to make sense. In some ways it would be
safer always to include the function Φ(ξ ,u) to the right of the operators, as in Eq.
(3.51), but it is usual to see equations between stand-alone operators, without the
functions that are operated on, as in Eq. (3.53), in the literature on quantum theory,
and that convention will be utilized in certain situations in what follows. However,
the phantom Φ must always be bourn in mind.

Notice that Eq. (3.51) is consistent with Eq. (3.52) as long as we insist on the
convention that ∂

∂u uΦn(ξ ,u) means, first operate on Φn(ξ ,u) with u and then operate
on the result with ∂

∂u . This amounts to a relaxation of the associativity condition
that applies with Heisenberg algebra on the Fock space. We can test whether the
representation involving the definition in Eq. (3.50) is valid in the following way.

The first step is to construct a pair of number amplitude operators to replace Â
and Â†, so we let

Âu =
1√
2
(û+ iv̂) =

1√
2
(u+

∂

∂u
) (3.54)

and

Â†
u =

1√
2
(û− iv̂) =

1√
2
(u− ∂

∂u
). (3.55)

The form of Â†
u may be understood by recalling that v̂ is Hermitian and noting that6

(
∂

∂u
)† = (iv̂)† =−iv̂ =− ∂

∂u
, (3.56)

which confirms that ∂

∂u is anti-Hermitian.

6See Appendix E.
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We can now construct a new number operator, using

N̂uΦ(ξ ,u) = Â†
uÂuΦ(ξ ,u). (3.57)

Eqs. (3.54) and (3.55) then lead to

N̂uΦn(ξ ,u) = i
∂Φn(ξ ,u)

∂ξ
=

1
2
(− ∂ 2

∂u2 +u2−1)Φn(ξ ,u). (3.58)

The operators in Eq. (3.58) contains no products of u and ∂

∂u , so issues of associativ-
ity do not arise. Now we can use Eq. (3.58) as a test to see if the assumption that the
representation in Eq. (3.50) is valid. We are basically asking if

∂ 2

∂u2 Φn(ξ ,u) = Φ
′′
n(ξ ,u).

We can do this by solving the eigenvalue equation

1
2
(− ∂ 2

∂u2 +u2−1)Φ(ξ ,u) = λΦ(ξ ,u) (3.59)

and checking that the eigenvalue spectrum is indeed represent by λ = n. The solu-
tions to Eq. (3.59) are well known [95, 118, 126]. They have the form

Φn(ξ ,u) = exp(−inξ )exp(−u2

2
)Hn(u), (3.60)

where Hn(u) is a Hermite polynomial. Notice that Φn(ξ ,u) in Eq. (3.60) is written
as a product of a function of ξ times a function of u. This is to be expected, since
the partial differential equation, Eq. (3.59) has implicitly been solved using the sep-
aration of variables. It is easy to check that the eigenvalues that result are indeed the
natural numbers, n, i.e.

N̂uΦn(ξ ,u) = i
∂Φn(ξ ,u)

∂ξ
= nΦn(ξ ,u)

as required. So we are safe to assume that ∂

∂u Φn(ξ ,u) = Φ′(ξ ,u).
In this analytic representation, the orthonormality conditions for the eigenfunc-

tions are now written in the concrete form

〈Φn|Φm〉=
∞∫
−∞

Φn(ξ ,u)∗Φm(ξ ,u)du = δnm. (3.61)

This orthonormality condition rests on the functions Φn(ξ ,u) being square integrable
with respect to u, i.e., that the integral

∞∫
−∞

Φn(ξ ,u)∗Φn(ξ ,u)du
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is finite. Then the Schwarz inequality ensures that the integral in Eq. (3.61) is finite
for all n and m.

Also we note that the orthonormality condition is independent of ξ as expected.
In particular, Φ∗n(ξ ,u)Φn(ξ ,u) = Φ∗n(u)Φn(u), where we have written Φn(u) for
Φn(0,u). Then the normalization condition satisfies

∞∫
−∞

Φn(ξ ,u)∗Φn(ξ ,u)du =

∞∫
−∞

Φn(u)∗Φn(u)du = 1,

as required.
We also note that the ground state, Φ0(u), satisfies, ÂuΦ0(u) = 0, and may be

obtained by solving
1√
2
(

∂

∂u
+u)Φ0(u) = 0. (3.62)

The result is Φ0(u) = α0 exp(−u2/2), where α0 is an arbitrary constant that can be
chosen to normalize φ0(u). The normalization condition requires

1 =

∞∫
−∞

Φ0(u)∗Φ0(u)du = α
2
0

∞∫
−∞

exp(−u2)du =
√

πα
2
0 . (3.63)

So,

Φ0(u) = (π)−
1
4 exp(−u2

2
).

The set of Φns may be generated by applying the creation operator thus

Φn+1(u) = (
√

n+1)−1Â†
Φn(u) =

1√
2(n+1)

(− ∂

∂u
+u)Φn(u). (3.64)

So, for example, from Φ0 we obtain

Φ1(u) =
1√
2
(− ∂

∂u
+u)((π)−

1
4 exp(−u2

2
)) =

√
2(π)−

1
4 uexp(−u2

2
), (3.65)

which is correctly normalized and in agreement with the results obtained in Eq.
(3.60). The four eigenfunctions corresponding to n= 0,1,2 and 3 are depicted in Fig.
3.2. These results show that the Heisenberg algebra of operators on a Fock space are
entirely equivalent to the partial differential equation representation of the number
operator. These results have important consequences for quantum theory. The two
representations of the natural number operator that we have explored in this section
may be depicted schematically as in Fig. 3.3.

3.4.4 N̂ AND u-v DUALITY

There is a complementary representation to that of the u-dependent representation of
the number operator and the number amplitude operators. This may be obtained by
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Figure 3.2 The squared moduli, |Φn|2, of the first four eigenfunctions of the natural number
operator. The dark solid curve represents n = 0; the dark dashed curve, n = 1; the solid grey
curve, n = 2; and the dashed grey curve, n = 3.

0
1
2
3
4

HbLHaL
Figure 3.3 Two schematic ways of representing the eigenvalues of the number operator.
Panel (a) depicts n as an occupation number representing populations of items of a single cat-
egory, that corresponds to H-type representation. Panel (b) depicts n as a labelled rung on a
ladder which corresponds to S-type representation. The first five eigenvalues, n = 0,1,2,3 and
4 are represented in each case. These two representations are mathematically entirely equiva-
lent. The differences are entirely in the eye and mind of the beholder and can be attributed to
the treachery of images. Notice also the similarities between panel (a) and Fig. 0.2, and panel
(b) and Fig. 0.1.

noting the commutator in Eq. (3.39), implies [V̂ , iÛ ] = 1 and then, using the expan-
sion rule for commutators one finds

[V̂ 2, iÛ ] = [V̂ , iÛ ]V̂ +V̂ [V̂ , iÛ ] = 2V̂ . (3.66)

So, following the same reasoning as in the previous section, we find

[ f (V̂ ), iÛ ] = f ′(V̂ ), (3.67)



i
i

i
i

i
i

i
i

Number Operator 37

which is a reverse of the roles of Û and V̂ that was found previously. So now, when
we replace Û and V̂ by û and v̂, this time we can represent v̂ by a continuous variable
v and û by a differential operator,

û := i
∂

∂v
.

Notice that the sign of i ∂

∂v is reversed compared with that in Eq. (3.50). This has
consequences for the definitions of new v-dependent number amplitude operators.
Now Â may be represented as

Âv =
i√
2
(

∂

∂v
+ v), (3.68)

where the subscript, v, indicates the v-representation. Âv differs from Âu in the factor
i, as well as the interchange of v for u. Notice that now the Hermitian part of Âv is

i√
2

∂

∂v , whereas its anti-Hermitian part is now i√
2
v. Complementing Eq. (3.68) is its

adjoint

Â†
v =

i√
2
(

∂

∂v
− v). (3.69)

The Hilbert space for the system is now in the form of v-dependent functions, Ψ(ξ ,v)
and then

N̂vΨ(ξ ,v) = Â†
vÂvΨ(ξ ,v), (3.70)

and we get, instead of Eq. (3.58)

N̂vΨn(ξ ,v) = i
∂Ψn(ξ ,v)

∂ξ
=

1
2
(− ∂ 2

∂v2 + v2−1)Ψn(ξ ,v). (3.71)

Remarkably, Eqs. (3.58) and (3.71) are identical in form and so we can expect the
eigenfunctions of N̂v to be identical to those of N̂u, apart from the interchange of u
and v. There is an interesting way of connecting the two equations by noting that, if
we define the relation between Φn(ξ ,u) and Ψn(ξ ,v) via the Fourier transform [82]

Φn(ξ ,u) =
1√
2π

∞∫
−∞

Ψn(ξ ,v)exp(iuv)dv (3.72)

and its inverse

Ψn(ξ ,v) =
1√
2π

∞∫
−∞

Φn(ξ ,u)exp(−iuv)du. (3.73)

Then

−i
∂Φn(ξ ,u)

∂u
=

1√
2π

∞∫
−∞

vΨn(ξ ,v)exp(iuv)dv (3.74)
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and

i
∂Ψn(ξ ,v)

∂v
=

1√
2π

∞∫
−∞

uΨn(ξ ,u)exp(−iuv)du. (3.75)

Inverting Eqs. (3.74) and (3.75) gives

vΨn(ξ ,v) =
1√
2π

∞∫
−∞

−i
∂Φn(ξ ,u)

∂u
exp(−iuv)du (3.76)

and

uΦn(ξ ,u) =
1√
2π

∞∫
−∞

i
∂Ψn(ξ ,v)

∂v
exp(iuv)dv. (3.77)

Adding i times Eq. (3.74) to Eq. (3.77) then yields

(u+
∂

∂u
)Φn(ξ ,u) =

1√
2π

∞∫
−∞

i(v+
∂

∂v
)Ψn(ξ ,v)exp(iuv)dv, (3.78)

from which we can see that ÂuΦn(u) and ÂvΨn(v) are Fourier transforms of one
another.

Furthermore, since

−∂ 2Ψn(ξ ,v)
∂v2 =

1√
2π

∞∫
−∞

u2
Φn(ξ ,u)exp(−iuv)du, (3.79)

and hence, from the inverse transform

v2
Ψn(ξ ,v) =−

1√
2π

∞∫
−∞

∂ 2Φn(ξ ,u)
∂u2 exp(−iuv)du, (3.80)

then adding Eqs. (3.79) and (3.80) makes it clear that Eq. (3.71) is just the Fourier
transform of Eq. (3.58).

The function exp(iuv) is not only important in the definition of the Fourier trans-
forms above, but also plays an important role in the interpretation of quantum me-
chanics, as we shall see later. However, we can already conclude that u- and v-
representations of the system are entirely equivalent.

3.5 EIGENFUNCTIONS OF Â,Û AND V̂

As we have seen, the natural number operator, N̂, has well defined eigenfunctions
and eigenvalues, however, the operators, Â,Û and V̂ , that are associated with it, do
not commute with it and so do not share its eigenfunctions. It is of interest to find
out if Â,Û and V̂ have any eigenfunctions and eigenvalues. We will first examine the
operator Â.
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3.5.1 EIGENFUNCTIONS OF Â

First we can seek an eigenstate in the form of a vector in a Fock space by solving

Â|α〉= α|α〉, (3.81)

where |α〉 just means a vector in Fock space that has a eigenvalue of α . Now |α〉
may be constructed from a superposition of the eigenvectors of N̂, such that

|α〉= ∑
n

an|n〉, (3.82)

where the an are constant coefficients. Substituting Eq. (3.82) into Eq. (3.81) then
gives

Â|α〉= ∑
n

anÂ|n〉= ∑
n

an
√

n|n−1〉 (3.83)

and also
Â|α〉= ∑

n
αan|n〉. (3.84)

Equating the coefficients of |n〉 in Eqs. (3.83) and (3.84) gives

an+1 = an
α√
n+1

. (3.85)

Iteration of Eq. (3.85) leads to

|α〉= a0 ∑
n

αn
√

n!
|n〉. (3.86)

Normalizing |α〉, then leads to

〈α|α〉= |a0|2 ∑
n

(α∗α)n

n!
= |a0|2 expα

∗
α = 1, (3.87)

so |a0| = exp(−α∗α
2 ). It might be thought that a similar procedure could lead to an

eigenvalue equation for Â†. However this leads to a sum over the Fock space vectors,
|n〉 that does not converge, so there is no equivalent eigenstate for Â†.

We can further investigate the eigenstates of Â by using its u-representation. The
appropriate eigenvalue equation is then

Âuα(u) =
1√
2
(u+

d
du

)α(u) = λα(u), (3.88)

where α(u) and λ are the eigenfunction and eigenvalue, respectively. Notice that,
because Âu is not Hermitian, then λ is in general a complex number. Eq. (3.88) is
easily integrated to give

α(u) = α(0)exp(
√

2λu− u2

2
), (3.89)
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where α(0) is a constant of integration. This is a well-behaved function that is square
integrable, and so can be normalized because the integral over the whole of u-space
is finite. Recalling that λ is in general complex, then |α(0)| may be determined by
normalization i.e.,

∞∫
−∞

α
∗(u)α(u)du = |α(0)|2

∞∫
−∞

exp(
√

2(λ ∗+λ )u−u2)du (3.90)

= |α(0)|2
√

π exp(
1
2
(λ ∗+λ )2) = 1, (3.91)

so |α(0)|= π−
1
4 exp(− 1

4 (λ
∗+λ )2).

As we found using the Fock space representation, if we try to find an eigenfunc-
tion for Â†

u in the form in Eq. (3.88) we find that it is proportional to

exp(−
√

2λu+
u2

2
),

which tends to infinity as u→ ∞ and is not square integrable, so cannot be normal-
ized. As a consequence of the lack of an eigenvector for Â† in either the Fock space
or the u-representations, we cannot expect to find eigenvalue spectra for Û or V̂ since
the depend on the sum and difference, respectively, of Â† and Â. However, one can
find eigenfunctions of sorts, for û and v̂, in a rather ad hoc manner. We will examine
these next, although the results will need to be treated with some caution.

3.5.2 EIGENFUNCTIONS OF Û AND V̂

The eigenvalue equation for u is

uΦ(u) = λΦ(u), (3.92)

where λ is a scalar constant. There is no square integral function, Φ(u) that can be
found to satisfy Eq. (3.92). However, by inspection one can see that [45]

uδ (u−u0) = u0δ (u−u0), (3.93)

where u0 is a constant and δ (u− u0) is a Dirac delta function. Although δ (u− u0)
is not square integrable and so cannot be normalized, it does prove useful in certain
contexts and is relatable mathematically to the eigenfunction of v̂, which we will
look at next.

In the u-representation, the eigenvalue equation for v̂ is

v̂Ψ(u) =−i
dΨ(u)

du
= v0Ψ(u). (3.94)

The differential equation is easily integrated to give

Ψ(u) = Ψ(0)exp(iv0u), (3.95)
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where Ψ(0) is a constant of integration. Unlike the eigenfunction of û, the eigen-
function Ψ(0)exp(iv0u) is analytic, but it is still not square integrable. Indeed,
Ψ∗(u)Ψ(u)=Ψ∗(0)Ψ(0) is a constant. So once again, as with û, the eigenfunction of
v̂ is somewhat problematic, from the point of view of its identity in the Hilbert space
formalism. It may be unsurprising that the eigenfunctions for û and v̂ are problematic
in the analytic representation, since their Fock space representations involve the sum
and differences of Â and Â†, and we have seen that although Â has an eigenstate, Â†

does not. This means that neither Û nor V̂ have eigenstates in Fock space. However,
expectation values for functions of Â†, Û and V̂ may be calculated, so they still are
important and useful operators as will be demonstrated in the next section. Similarly,
the operators û and v̂ play such an important role in standard quantum mechanics, as
we shall see, that some allowance is made for their shortcomings with regard to their
eigenfunctions.

One of the reasons why û and v̂ are so useful is that there is an interesting connec-
tion between their eigenfunctions, in that they have the form of Fourier transforms
of one another. So, for example

exp(iuv0)√
2π

=
1√
2π

∞∫
−∞

δ (v− v0)exp(ivu)dv, (3.96)

and

δ (v− v0) =
1√
2π

∞∫
−∞

exp(iuv0)√
2π

exp(−ivu)du. (3.97)

So, just as with the u and v representations of the number operator, the eigenfunctions
of the operators û and v̂ are related via Fourier transforms. This relationship turns out
to be quite general.

3.6 EXPECTATION VALUES INVOLVING Â,Û AND V̂

3.6.1 FOCK SPACE REPRESENTATION

As pointed out in Section 2.2, the expectation value of an operator depends on the
state it is in and so on the state function or state vector in the Hilbert space repre-
sentation. We begin by examining expectation values of operators with respect to the
basis vectors, |n〉 in a Fock space. Because, Â|n〉=

√
n|n−1〉 then the orthonormal

properties of |n〉 lead to
〈n|Â|n〉= 0. (3.98)

Similarly one finds, for this space, that, 〈n|Â†|n〉= 0.
From Eqs. (3.38) we obtain

Û =
1√
2
(Â† + Â) (3.99)

and
V̂ =

i√
2
(Â†− Â). (3.100)
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Then it is easy to show also that 〈n|Û |n〉= 〈n|V̂ |n〉= 0. Now although it follows that
〈n|Âp|n〉 = 〈n|Â†p|n〉 = 0, for any natural number p, 〈n|Û2|n〉 and 〈n|V̂ 2|n〉 are not
zero. Actually

〈n|Û2|n〉= 1
2
〈n|(Â+ Â†)2|n〉= 1

2
〈n|ÂÂ† + Â†Â|n〉= n+

1
2
. (3.101)

It is a straightforward matter to show that 〈n|V̂ 2|n〉 is equal to 〈n|Û2|n〉.
It is also useful to examine expectation values on the state, |α〉, the eigenstate of

Â, in Eq. (3.81). Obviously 〈α|Â|α〉 = α , but more interestingly we can determine
〈α|N̂|α〉. One finds

〈α|N̂|α〉= 〈α|Â†Â|α〉=‖ Â|α〉 ‖2=‖ α ‖2, (3.102)

so we can interpret ‖ α ‖2 as the mean value of the number operator for the state α .
The state |α〉 has another interesting property. It is easy to check that

〈n|N̂|n〉2 = 〈n|N̂2|n〉= n2.

However

〈α|N̂2|α〉= 〈α|Â†ÂÂ†Â|α〉
= 〈α|Â†Â†ÂÂ|α〉+ 〈α|Â†Â|α〉
=‖ Â2|α〉 ‖2 + ‖ Â|α〉 ‖2

=‖ α ‖4 + ‖ α ‖2 .

(3.103)

So, in this case 〈α|N̂|α〉2 , 〈α|N̂2|α〉. In fact we can see that, from Eqs. (3.102) and
(3.103), then the variance of N̂ with respect to the state |α〉 is given by

∆
2
n(α) = 〈α|N̂2|α〉−〈α|N̂|α〉2

=‖ α ‖4 + ‖ α ‖2 − ‖ α ‖4

‖ α ‖2= 〈α|N̂|α〉.
(3.104)

So we end up with ∆n(α) =
√
〈α|N̂|α〉, which is effectively the statistical result

that characterizes classical Poisson statistics. We will explore the consequences of
this statistical behaviour in the context of u-v uncertainty later in the chapter.

Although the operator Â† does not have an eigenstate and its expectation value
with respect to |n〉 is zero, it does have a non-zero expectation value with respect to
|α〉, since, by Eq. (2.24)

〈α|Â†|α〉= 〈α|Â|α〉∗ = α
∗, (3.105)

from which we can also conclude that

〈α|Û |α〉= 1√
2
〈α|(Â+ Â†)|α〉= 1√

2
(α +α

∗) (3.106)

and
〈α|V̂ |α〉= i√

2
〈α|(Â†− Â)|α〉= i√

2
(α∗−α). (3.107)
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3.6.2 u-REPRESENTATION

It is straightforward to obtain the results in Section 3.6.1 by using the u-
representation or the v-representation. For example, Eq. (3.101) becomes

〈u2〉=
∞∫
−∞

Φn(u)∗u2
Φn(u)du, (3.108)

where the Φn(u) are the eigenfunctions defined in Eq. (3.60). Clearly, for values of
n other than the lowest few, the integrals become increasingly tedious to evaluate.

Expectation values for states represented by α(u) in Eq. (3.89) are simpler to
deal with. So for example,

〈α(u)|u|α(u)〉= π
− 1

2 exp(− (λ ∗+λ )2

2
)

∞∫
−∞

exp(
√

2(λ ∗+λ )u−u2)du

= π
− 1

2

∞∫
−∞

uexp(−(u− (λ ∗+λ )√
2

)du.

(3.109)

A change of variable of u− (λ ∗+λ )√
2
→ y then leads to

〈α(u)|u|α(u)〉= 1√
2
(α +α

∗),

which is identical to that obtained with the Fock space representation in Section
3.6.1.

The most general form that expectation values can take in the u-representation
involves state functions, Φ(u) that are normalized linear combinations of the eigen-
states as defined by Eq. (2.11). Then for example, the expectation value of some
function, f (u) is just

〈 f (u)〉=
∞∫
−∞

Φ(u)∗ f (u)Φ(u)du. (3.110)

The special case of the expectation of u,

〈u〉=
∞∫
−∞

Φ(u)∗uΦ(u)du =

∞∫
−∞

uΦ(u)∗Φ(u)du, (3.111)

shows that the product Φ(u)∗Φ(u) acts like a probability density and can be inter-
preted as the probability of finding the system in a state with a value of u between u
and u+du. So Φ(u)∗Φ(u) represents a probability density distribution of the system
in terms of the variable u. Then Φ(u) is referred to as the corresponding probability
density amplitude.



i
i

i
i

i
i

i
i

44 The Quantum Nature of Things

3.6.3 u-v FOURIER DUALITY

We have already seen that switching between the u- and v-representations in the case
of the number operator, the number amplitude operators, and the eigenfunctions of
û and v̂ are connected via Fourier transforms. This connection may be generalized
by construction the Fourier transform of the general normalized state function in Eq.
(3.111), i.e.

Ψ(v) =
1√
2π

∞∫
−∞

Φ(u)exp(−iuv)du. (3.112)

We can check that Ψ(v) is normalized, using the definition of the delta function from
Eq. (3.97), and then, with the aid of Eq. (3.73) we get

∞∫
−∞

Ψ
∗(v)Ψ(v)dv =

1
2π

∞∫
−∞

∞∫
−∞

∞∫
−∞

Φ
∗(u′)Φ(u)exp(i(u′−u)v)du′dudv

=

∞∫
−∞

∞∫
−∞

Φ
∗(u′)Φ(u)δ (u′−u)du′du

=

∞∫
−∞

Φ
∗(u)Φ(u)du = 1,

(3.113)

since Φ(u) has already been defined as being normalized.
We can take the Fourier inverse of Eq. (3.112) and apply the u-representation of

operator v̂ to give

v̂Φ(u) =−i
∂Φ(u)

∂u
=

1√
2π

∞∫
−∞

vΨ(v)exp(iuv)dv. (3.114)

Using the same procedure as we did in the derivation in Eq. (3.111), we find

〈v̂〉=
∞∫
−∞

Φ
∗(u)v̂Φ(u)du =

∞∫
−∞

vΨ
∗(v)Ψ(v)dv. (3.115)

So both integrals in Eq. (3.115) represent the expectation value of v̂. This means that,
from the integral over v, we can interpret Ψ∗(v)Ψ(v) as the probability of finding the
system with v between v and v+ dv. So, just as Φ(u)∗Φ(u) is the probability den-
sity distribution for the system in u-representation, Ψ(v)∗Ψ(v) is the corresponding
probability density distribution in v-representation. It means that for any probability
distribution in u-representation, there is a probability distribution in v-representation
and that these two distributions are related through a Fourier transform. This has
profound implications for the interpretation of quantum mechanics as we shall see
later.
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3.6.4 Û-V̂ UNCERTAINTY

The commutation relation between Û and V̂ in Eq. (3.39) has a consequence with
regard to the expectation values for these operators. Clearly, Û and V̂ do not com-
mute and so they have no common eigenstates. As was shown in Section 2.5, there
is a relation between the expectation value of the commutator and the product of un-
certainties associated with the expectation values of the two operators involved, with
respect to a a given state. This is given by the inequality in Eq. (2.44), which in the
present case can be written

∆u∆v ≥
1
2
|〈Ψ|[Û ,V̂ ]Ψ〉|. (3.116)

So in the present case, since Eq. (3.39) implies [Û ,V̂ ] = i, then

∆u∆v ≥
1
2
. (3.117)

We will call the inequality in Eq. (3.117) the u-v uncertainty principle. Notice that
since [Û ,V̂ ] is just a number, then the product of the uncertainties is independent
of the state, Ψ. However it is useful to evaluate the product ∆u∆v for some specific
cases. For example, if the state is represented by the Fock space, |n〉, then, from Eq.
(3.101) we get

〈n|Û2|n〉= n+
1
2

with the same result for 〈n|V̂ 2|n〉. Now if we define the uncertainty in Û with respect
to the Fock state, |n〉 as ∆u(n), then by definition

∆
2
u(n) = 〈n|Û2|n〉−〈n|Û |n〉2, (3.118)

with a corresponding definition for V̂ . Then, recalling that 〈n|Û |n〉 = 〈n|V̂ |n〉 = 0,
we find

∆u(n)∆v(n) = n+
1
2
. (3.119)

We can also compare the result in Eq. (3.119) with the corresponding result for
the state |α〉 that was defined in Section 3.6.1. First we define

∆
2
u(α) = 〈α|Û2|α〉−〈α|Û |α〉2, (3.120)

with a corresponding definition for V̂ . The first term in Eq. (3.120) is

〈α|Û2|α〉= 1
2
〈α|(Â+ Â†)2|α〉

=
1
2
〈α|(Â2 + Â†2 + ÂÂ† + Â†Â)|α〉

=
1
2
〈α|(Â2 + Â†2 +2Â†Â+1)|α〉

=
1
2
(α2 +α

∗2 +2α
∗
α +1) =

1
2
(α∗+α)2 +

1
2
,

(3.121)
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where we have used 〈α|(Â2|α〉 = α2 and 〈α|(Â†2|α〉 = 〈α|(Â2|α〉∗. So, with the
result from Eqs. (3.121) and (3.106) we have

∆
2
u(α) =

1
2
(α∗+α)2 +

1
2
− 1

2
(α∗+α)2 =

1
2
. (3.122)

Following a similar procedure for V̂ , one finds that ∆2
v(α) has exactly the same value

as ∆2
u(α) so that

∆u(α)∆v(α) =
1
2
, (3.123)

which, remarkably is independent of α . It means that whatever value α has the prod-
uct of the uncertainties in the expectation values of Û and V̂ are the minimum possi-
ble allowed by the u-v uncertainty principle. The state |α〉 is referred to as the coher-
ent state [2]. As we saw earlier, the expectation values of the number operator obey
classical Poisson statistics and it is of importance in quantum optics [38, 78, 89].

3.7 IS THERE A N̂-ξ DUALITY?

As we have seen, the commutation relation between the Hermitian operators, û = u
and v̂ =−i ∂

∂u can be written in the form

[−i
∂

∂u
,u] =−i.

It is tempting to think that we could be used as a blueprint to construct an Hermitian
phase operator, ξ̂ = ξ . Indeed, such proposals for the construction of a phase operator
have occurred in the literature [17, 10, 38, 78, 89, 132]. These attempts are partly
driven by the way quantum mechanics is often introduced as the quantization of
classical systems by replacing scalar variables by operators in a rather ad hoc fashion.
This was very much the view of some of the early developers of quantum mechanics
like von Neumann [84]. We could certainly write

[i
d

dξ
,ξ ] = i. (3.124)

Eq. (3.124) might then be used to assume that ξ̂ and N̂ form a canonical pair like û
and v̂ such that

[N̂, ξ̂ ] = i ?

on the basis of Eq. (3.14). There is a telling argument, due to Pauli [3, 91]7, that if
there were a commutation relation between N̂ and ξ̂ as that above, then

[N̂, f (ξ̂ )] = i f ′(ξ̂ ).

This would then lead to, for any real number, p

N̂ exp(ipξ̂ )|n〉= exp(ipξ̂ )N̂|n〉− pexp(ipξ̂ )|n〉= (n− p)exp(ipξ̂ )|n〉,
7Pauli used this argument in the context of speculation about a time operator (see Chapter 5).
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the implication of which is that there exists an eigenstate, exp(ipξ̂ )|n〉, of N̂ with
an eigenvalue of n− p. Since p is arbitrary this could lead to negative eigenvalue,
which are inadmissible. Hence, there can be no phase operator with the commutation
relation [N̂, ξ̂ ] = i.

However, as has been pointed out previously N̂ is not identical to i d
dξ

, whereas,

v̂ is identical to −i d
du . This latter relation arises naturally from the Hermitian and

anti-Hermitian components of Â, which form a canonical pair. N̂ and ξ are not a
canonical pair in this sense. Part of the problem in devising a phase operator on the
above basis seems to be due to the fact that, unlike v̂, N̂ is bound from below due
to its positivity property [38]. These issues also show the importance of taking great
care when it comes to treating stand-alone differential operators, as was pointed out
in Chapter 2.

The forging arguments do not entirely rule out the possibility that some form of
phase operator could be constructed, but this does not appear to be possible on the
basis of N̂-ξ duality as a simple analogy with u-v duality. In principle, one could
argue that i d

dξ
and ξ do form such a dual pair, but then one could construct a new

number amplitude, Âξ , such that

Âξ =
1√
2
(ξ +

d
dξ

),

and get back to Â†
ξ

Âξ = N̂ξ . All this would achieve would be to replace the dummy
variable u by ξ and we could not then interpret ξ as a phase. This exercise shows
the danger of assuming that any scalar variable can quantized by turning it into an
operator in an ad hoc manner. We shall find a similar problem in relation to time as
a variable in quantum mechanics.

3.8 GENERALIZATION OF RAISING AND LOWERING
OPERATORS

Consider and operator B̂ and its adjoint, B̂†. Now the product, B̂†B̂ is invariant to the
phase shift such that B̂(ξ ) = B̂(0)exp(−iξ ), so we can conclude that

i
dB̂†B̂

dξ
= [B̂†B̂, N̂] = 0. (3.125)

Bearing in mind the results in Section 2.8, we can infer, potentially, that Eq. (3.125)
is consistent with B̂†B̂ = f (N̂), where f is some analytic function and hence that

B̂†B̂Φn = f (N̂)Φn = f (n)Φn. (3.126)

This supposition can be confirmed by noting that

i
dB̂
dξ

= B̂ = [B̂, N̂]. (3.127)
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As a consequence of this, then

N̂B̂Φn = (B̂N̂− B̂)Φn = (n−1)B̂Φn, (3.128)

from which we can conclude that B̂Φn = β (n)Φn−1 where β (n) is some scalar coef-
ficient that may depend on n. Similarly we find

i
dB̂†

dξ
=−B̂† = [B̂†, N̂] (3.129)

and so
N̂B̂†

Φn = (B̂†N̂ + B̂†)Φn = (n+1)B̂†
Φn, (3.130)

from which we can conclude that B̂†Φn = γ(n)Φn+1, where γ(n) is some scalar co-
efficient that may depend on n. The connection between β (n), γ(n) and f (n) then
follows from

〈Φn|B̂†B̂|Φn〉=‖ B̂Φn ‖2 . (3.131)

Now the lhs of Eq. (3.131) is equal to γ(n−1)β (n) while the rhs is β 2(n), so we find
γ(n) = β (n+1). This, together with Eq. (3.126) lead to β (n) =

√
f (n). Finally, we

get
B̂Φn =

√
f (n)Φn−1 and B̂†

Φn =
√

f (n+1)Φn+1. (3.132)

These results show that B̂ acts as a lowering operator and B̂† acts as a raising operator,
but of more general form than the pair Â and Â† in Eqs. (3.15) and (3.16).

Notice that we still need a backstop condition

B̂Φ0 = 0,

so that we do not generate eigenstates with n < 0. This means that we must have
f (0) = 0. From the results above we can see that

[B̂, B̂†]Φn = ( f (n+1)− f (n))Φn, (3.133)

which means that [B̂, B̂†] , 1, unless f (n) = n.
So we can conclude that B̂†B̂ operates on the same Hilbert space as N̂ and gener-

ates eigenvalues of f (n) and that even in this general case the B̂ and B̂† still operate
respectively as lowering and raising operators for the eigenstates of N̂. Clearly, when
f (N̂) = N̂, then B̂ reduces to Â.

Since B̂†B̂ is Hermitian, we can define a new Hermitian operator, F̂ = B̂†B̂, where
F̂ = f (N̂) is a nonlinear natural number operator and construct a new S-type system
equation,

i
dΦn

dτ
= F̂Φn = f (n)Φn, (3.134)

where τ is a new real continuous system variable, whose meaning will become clear
later. Eq. (3.134) may be integrated to give

Φn(τ) = exp(−iτF̂)Φn(0) = exp(−iτ f (n))Φn(0). (3.135)
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It also follows that we can also construct an explicitly τ-dependent operator, B̂(τ) =
exp(iτF̂)B̂(0)exp(−iτF̂), and then

i
dB̂
dτ

= [B̂, F̂ ] = [B̂, B̂†B̂] = [B̂, B̂†]B̂ = ( f (n+1)− f (n))B̂. (3.136)

Integrating the result in Eq. (3.136) then yields

B̂(τ) = B̂(0)exp(−i( f (n+1)− f (n))τ).

We can now look for a representation for B̂ and its adjoint in terms of a pair of
Hermitian components as we did for Â. So, let us write

B̂ =
1√
2
(Ŵ + iẐ), (3.137)

where Ŵ and Ẑ are Hermitian. Then, from Eq. (3.135), we find

[B̂, B̂†]Φn = [iẐ,Ŵ ]Φn = ( f (n+1)− f (n))Φn, (3.138)

so, in general, [iẐ,Ŵ ] , 1 and Ŵ and Ẑ are not a pair of canonical variables. This
means that if we seek a analytic representation in terms of a continuous variable and
a differential operator, by switching to ŵ and ẑ in a similar way to that used for Â,
we cannot represent ŵ by w and ẑ by−i ∂

∂w . However, we can represent ẑ by−i ∂

∂w as
long as we represent ŵ by some function of w, say W (w).

Then we can define

B̂w =
1√
2
(

∂

∂w
+W (w)) and B̂†

w =
1√
2
(− ∂

∂w
+W (w)), (3.139)

where W (w) is some real function of w. Then

B̂†
wB̂wΦn(w) =

1
2
(− ∂ 2

∂w2 +W 2(w)−W ′(w))Φn(w) = f (n)Φn(w), (3.140)

where W ′(w) = ∂W (w)
∂w and Φn(w) is some new eigenfunction. If we now let W 2(w)−

W ′(w) = 2Y (w), then the eigenvalue equation that results is

(−1
2

∂ 2

∂w2 +Y (w))Φn(w) = f (n)Φn(w). (3.141)

Since we know that B̂†
wB̂w is Hermitian, then we can write the S-type equation,

Eq. (3.134) as

i
dΦn

dτ
= F̂wΦn = f (n)Φn, (3.142)

where F̂wΦn = B̂†
wB̂wΦn, and the eigenfunction Φn now depends on, τ , as well as

w. Solving the differential equation with variable τ in Eq. (3.142) yields Φn(τ) =
exp(−i f (n)τ)Φn(0), where the 0 in Φn(0) applies to the value of τ .
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It is interesting to note that there is a trivial form of Eq. (3.139) in which W (w) =
W ′(w) = 0, which means that Y (w) = 0. Then we find

B̂ =
1√
2

∂

∂u
and B̂† =− 1√

2
∂

∂u
.

Then we would get just

F̂ =−1
2

∂ 2

∂u2 ,

with f (n) actually being independent of n. This trivial result has quite an interesting
interpretation as far as standard quantum mechanics is concerned (see Chapter 5).

Now recall that Φn is an eigenfunction of both N̂u and F̂w, so it must satisfy Eqs.
(3.14), (3.58), (3.134) and (3.141), and hence it must be a function of ξ , u, τ and w.
The eigenfunction must then have the form, Φn(ξ ,u,τ,w). This is no problem since
it can be effective achieved by a separation of variables. Then we can write

Φn(ξ ,u,τ,w) = exp(−i(nξ + f (n)τ)Ψn(u)Ξn(w), (3.143)

where Ψn(u) is the solution to Eq. (3.58) and Ξn(w) is a solution to Eq. (3.141).
Equations like Eq. (3.141) that have been derived from the nonlinear natural number
operators play a key role in standard quantum mechanics. As we shall see in Chapter
5, where we will deal with this topic in more detail, they appear in relation to the
bound states of systems, such as a particle trapped in a potential well.

Finally, in this section, we note that it is quite possible that an operator Ĉ and its
adjoint Ĉ† can act as a raising and lowering pair for some Hermitian operator, Ĝ say,
if

[Ĝ,Ĉ] =−Ĉ. (3.144)

Suppose Ĝ has an eigenstate |g〉, with an eigenvalue g, i.e. Ĝ|g〉= g|g〉. Then

ĜĈ|g〉= ĈĜ|g〉−Ĉ|g〉= (g−1)Ĉ|g〉, (3.145)

from which we can conclude that Ĉ|g〉 → |g−1〉 and so Ĉ lowers the eigenvalue of
Ĝ by 1. Now we also find

[Ĝ,Ĉ]† =−Ĉ†, (3.146)

so, as long as Ĝ is Hermitian, then

[Ĝ,Ĉ]† = [Ĉ†, Ĝ] =−Ĉ† (3.147)

and so
[Ĝ,Ĉ†] = Ĉ†. (3.148)

It is then straightforward, following similar steps to those above, to show that
Ĉ†|g〉 → |g+ 1〉 and so Ĉ raises the eigenvalue of Ĝ by 1. Relations of this type
will prove useful in multi-category case that will be treated later.
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4 Multi-category systems:
Bosons and fermions

4.1 A SUM OVER CATEGORIES

The results of Chapter 3 may be generalized to a multi-category system by noting
that the sum of a set of natural numbers is itself a natural number, so the sum of
natural number operators is just a natural number operator. So, let

N̂ =
S

∑
i=1

N̂i, (4.1)

where N̂i, is the number of items associated with a category with an index i, and
we assume that there are a finite number, S, of categories. Then just like the single
category case treated in Chapter 3, N̂i can be represented by an S-type differential
equation, like Eq. (3.14), as

i
d

dξi
Φni = N̂iΦni = niΦni , (4.2)

where ξi is a phase angle in the phase space of the ith category and ni is a natural
number representing its population. Now these categories should simply be thought
of as labels that can be attached to items in the system. A system with S categories
has S different labels. One should not think of the items in the system as being intrin-
sically different. The differences that categorize them are only due to the labels we
put on them. So we can, in principle take an item from one category and place it in
another. It would simply then lose the label of the category it started with and acquire
the label of the category it ended with. All that would change would be the value of
ni in the two categories involved. We will deal with dynamical systems in which this
exchange of items takes place later, in Chapter 6. For now we assume that we have
fixed numbers of items in the different categories. After all, we have not introduced
any notion of time, so in that sense, change is not yet a meaningful concept.

Integrating Eq. (4.2) yields

Φni(ξi) = exp(−iξiN̂i)Φni(0) = exp(−iξini)Φni(0). (4.3)

The eigenfunctions, Φni(ξi), can be individually normalized as before and then each
will constitute a Hilbert space, Hi. The whole system is then a product of the indi-
vidual spaces that is written symbolically as

H = H1⊗H2⊗·· ·⊗Hi · · ·⊗HS.
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The system as a whole can be represented as S sets of eigenfunctions. However,
this is most conveniently represented by a generalization of the Fock state space
introduced in Chapter 3. Its multi-category form is

|n1,n2, . . . ,ni, . . . ,nS〉,

where each of the S entries represents the population of a corresponding category.
This is a general form of occupation number representation. The next step is to
factorize N̂i in a similar way to the single category case and we write

N̂i = Â†
i Âi. (4.4)

Then we note that a phase shift in Âi of the form Âi(ξi) = Âi(0)exp(−iξi) leaves N̂i
unchanged, and then Âi obeys an H-type equation of the form

i
dÂi

dξi
= Âi = [Âi, N̂i]. (4.5)

We can generalize Eq. (3.20) by applying the set of creation operators, Â†
i , to the

state, |0,0,0,0, . . . ,0〉, in which all of the categories are empty. Then we can generate
a state of the system in which the ith category contains ni individuals by

|{ni}〉= ∏
i

Â†ni
√

ni!
|{0}〉, (4.6)

where |{ni}〉 ≡ |n1,n2,n3, . . . ,ni, . . .〉 is a shorthand way of representing the occupa-
tion number representation and obviously, |{0}〉 ≡ |0,0,0,0, . . . ,0〉.

We can define an orthogonality condition for the state, |{ni}〉, by

〈{mi}|{ni}〉= ∏
i

δmini . (4.7)

The creation and annihilation operators then have the following properties in relation
to the multi-category state1

Âi|{ni}〉=
√

ni|n1,n2, . . . ,ni−1, . . .〉,

Â†
i |{ni}〉=

√
ni +1|n1,n2, . . . ,ni +1, . . .〉,

Â†
i Âi|{ni}〉= ni|{ni}〉,

[Âi, Â j] = [Â†
i Â†

j ] = 0 and [Âi, Â
†
j ] = δi j. (4.8)

The last of Eqs. (4.8) can be deduced from the fact that

Â†
i Â j| . . . ,ni, . . . ,n j, . . .〉=

√
(ni +1)n j| . . . ,ni +1, . . . ,n j−1, . . .〉,

1The explicit form of the occupation number representation is used only where necessary to avoid
ambiguity.
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and also

Â jÂ
†
i | . . . ,ni, . . . ,n j, . . .〉=

√
(ni +1)n j| . . . ,ni +1, . . . ,n j−1, . . .〉

for j , i. Notice also that there is a backstop condition for each category of the form
Âi|n1,n2, . . . ,ni = 0, . . .〉= 0.

Although we now have a system of S categories, we do not really have any overall
unification of this system. The reason is that the only differentials are those associ-
ated with the individual N̂is and Eqs. (4.2) and (4.5). The global N̂ may be associated
with a continuous variable ξ , but this then cannot easily be related to the ξis, so we
have neither an S-type nor an H-type equation that can be applied to the system as a
whole. However, this situation can be remedied by construction a new operator for
the whole system in the following way.

4.2 WHY WE NEED TIME

For the moment, if we want to investigate changes in our system of several categories,
the only dynamical equation are Eqs. (4.2) and (4.5), which treat each category sep-
arately. It would be advantageous to have a single H-type equation of motion for the
whole system, but, at the same time, also be able to to preserve the category labels
that distinguish one category from another. In order to distinguish the different cate-
gories and at the same time provide a universal system variable we can parameterize
each of the ξi with the same continuous variable, so, we let ξi = ωit and then we can
write Âi(t) = Âi(0)exp(−iωit), where t is our continuous system-wide variable. The
next step is to define a t-shift operator, Ω̂, by an S-type equation. Thus, we let

i
d
dt

Ψ = Ω̂Ψ, (4.9)

where t is a continuous real variable that will be eventually identified with time. Here
the function Ψ is a t-dependent function that characterizes the state of the system as a
whole. This S-type equation is nothing but a scaled version of the Schrödinger equa-
tion, whose role will becomes clearer when we deal with single-category systems
and the emergence of quantum mechanics, in the next chapter. For the moment time,
t, is nothing more than a continuous real variable on which the function Ψ depends,
in the sense that integrating Eq. (4.9) yields Ψ(t) = exp(−itΩ)Ψ(0). From here we
can construct t-dependent H-type operators by defining as an exemplar a t-dependent
operator, Ĝ(t) in the same way we developed the ξ -dependent system in Chapter 3,
such that

Ĝ(t) = exp(itΩ)Ĝ(0)exp(−itΩ), (4.10)

which satisfies

i
dĜ
dt

= [Ĝ,Ω̂]. (4.11)

This H-type equation above, for a t−dependent operator, is referred to as the Heisen-
berg equation of motion, albeit in a scaled form. If we now apply the Heisenberg
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equation of motion to Âi(t) = exp(−iωit)Âi(0), we get

i
dÂi

dt
= ωiÂi = [Âi,Ω̂]. (4.12)

It is now possible to deduce what form Ω̂ must have for the system as a whole, by
noting that

ωiÂi = [Âi,ωiN̂i]. (4.13)

So, subtracting Eq. (4.13) from Eq. (4.12), we get [Âi,Ω̂−ωiN̂i] = 0, from which we
can conclude that Ω̂−ωiN̂i = K(Âi, Â j, Â

†
j) for all i, with j , i, where K(Âi, Â j, Â

†
j)

is an arbitrary function of its arguments. Similarly, from the time derivative of
Â†

i (t) = Â†
i (0)exp(iωit), we find Ω̂−ωiN̂i = L(Â†

i , Â j, Â
†
j), for all i, with i, j, where

L(Â†
i , Â j, Â

†
j) is a second arbitrary function of its arguments. The only way these

relations can be satisfied for all i and j is if

Ω̂ =
S

∑
i=1

ωiN̂i +λ =
S

∑
i=1

ωiÂ
†
i Âi +λ , (4.14)

where λ is an arbitrary scalar constant. Now we can see that we have an operator,
Ω̂ that can be applied to the whole system, together with an equation of motion that
applies to the system as a whole. From the above relations, one can show that dN̂i

dt = 0.
This clearly implies that for the system as a whole, dN̂

dt = 0. Obviously we can move
to the single category case when S = 1 and this situation will be explored in the next
chapter.

4.3 THE EMERGENCE OF FERMIONS

As noted in [105], it is also possible to deduce alternatives to the commutation
relations for the creation and annihilation operators, that are still consistent with
N̂i = Â†

i Âi, the time shift operator, Eq. (4.9) and the Heisenberg equation for
Âi(t) = Âi(0)exp(−iωit). We can treat [Âi, Â j] = 0 as an ordering rule that implies
ÂiÂ j = Â jÂi, and then generalize this to ÂiÂ j = µÂ jÂi, where µ is an as yet un-
known constant scalar factor. Reversing the order once more gives ÂiÂ j = µ2ÂiÂ j,
so µ =±1. Similarly, if we assume that ÂiÂ

†
j = ρÂ†

j Âi+σ , where ρ and σ are scalar
constants, then we get

ωiÂi = [Âi,
S

∑
j=1

ω jÂ
†
j Â j] =

S

∑
j=1

ω j(Â
†
j Â jÂi(µρ−1)+σ Â j). (4.15)

Thus, since this expression has to be true for all i and j, we must have, µ = ρ =±1
and σ = δi j. When µ = ρ = 1 we recover our previous results in Eqs. (4.8), but when
µ = ρ =−1 we get something new, i.e.

{Âi, Â j}= 0,{Â†
i , Â

†
j}= 0, and {Âi, Â

†
j}= δi j, (4.16)
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where {F̂ , Ĝ} = F̂Ĝ+ ĜF̂ , which are referred to as an anti-commutator. The first
two relations in Eq. (4.16) imply that

Â2
i = Â†2

i = 0.

From the last relation in Eq. (4.16), which is equivalent to ÂiÂ
†
i = 1− Â†

i Âi, we find

N̂2
i = Â†

i ÂiÂ
†
i Âi

= Â†
i (1− Â†

i Âi)Âi

= Â†
i Âi = N̂i.

(4.17)

So
N̂2

i − N̂i = N̂i(N̂i−1) = 0, (4.18)

and then applying this result to the Fock space, |{ni}〉, the only possible eigenvalues
for N̂i are, ni = 0 or 1.

The first and third rules in Eqs. (4.8) still apply, but the second needs a slight
modification to

Â†
i |ni〉=

√
1−ni|ni +1〉.

The commutation relations in Eqs. (4.8) are referred to as bosonic and the items
to which they apply are termed bosons. The new set of relations in Eqs. (4.16)
are termed fermionic and apply to items called fermions. These have very differ-
ent characteristics from those of bosons. These terms are of course those that are
used in fundamental particle physics for the two categories of fundamental particles.
Whereas an unlimited number of bosons may be accommodated in a single category,
for fermions, the number of categories must exceed the number of items, since there
can be either 0 or 1 item in any single category. This means a quantum state can
either be empty or contain one fermion. This property of fermions can be recognized
as the Pauli exclusion principle. Also note that the simple analysis above implies that
bosons and fermions are the only two types of primitive systems that are possible.
This has important implications when one considers interactions between different
categories, as will be shown later.

4.4 FERMIONIC HERMITIAN OPERATORS

In the previous chapter we saw how it was possible the define what we now rec-
ognize as the bosonic number amplitude operators in terms of a pair of Hermitian
operators. These proved to have an important and useful role as canonical variables,
whose commutator led to a representation by differential operators. It is therefore
of interest to see if the fermionic number amplitude operators that obey the anti-
commutation rules, Eqs. (4.16) have a similar representation in terms of pairs of
Hermitian operators. To check this, it is only necessary to look at a single category
fermionic system, so we begin with the pair, Â and Â† that obey

{Â, Â}= 0,{Â†, Â†}= 0,{Â, Â†}= 1, (4.19)
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which, following the results in Eqs. (4.17) and (4.18) lead to

Â2 = 0, Â†2 = 0, Â†Â = N̂, (4.20)

where N̂ is the fermionic number operator with eigenvalues of 0 or 1. Now we let

Â = Û + iV̂ and Â† = Û− iV̂ , (4.21)

where Û and V̂ are a pair of fermionic Hermitian operators. Substituting Eqs. (4.21)
into the first two relation in Eqs. (4.20) and the last relation in Eqs. (4.19) yields,
respectively

Û2−V̂ 2 + i{Û ,V̂}= 0, (4.22)

Û2−V̂ 2− i{Û ,V̂}= 0 (4.23)

and
Û2 +V̂ 2 =

1
2
. (4.24)

Adding Eqs. (4.22) and (4.23), and the utilizing Eq. (4.24) leads to

Û2 = V̂ 2 =
1
4
. (4.25)

Subtracting Eq. (4.23) from Eq. (4.22) then gives

{Û ,V̂}= 0. (4.26)

Next we can evaluate the commutator, [Û ,V̂ ] by first rearranging Eqs. (4.21) to
give

Û =
1
2
(Â† + Â) and V̂ =

i
2
(Â†− Â). (4.27)

Then

[Û ,V̂ ] =
i
4
[Â† + Â, Â†− Â]

=
i
2
[Â, Â†]

= i(
1
2
− N̂).

(4.28)

We can immediately see from Eq. (4.28), that, unlike for the corresponding bosonic
Hermitian operators in Section 3.4, their fermionic cousins here, are not canonical
and therefore do not allow a representation in the form of differential operators.
However, Eq. (4.28) does indicate that the fermionic Û and V̂ , do have important
symmetry properties. To explore this further we note that 1

2 − N̂ is Hermitian, so we
can let

Ŵ =
1
2
− N̂, (4.29)
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where Ŵ is an Hermitian operator and then

[Û ,V̂ ] = iŴ . (4.30)

From Eq. (4.29) we can find

Ŵ 2 = (
1
2
− N̂)2 =

1
4
− N̂ + N̂2 =

1
4
, (4.31)

which is the same as for Û2 and V̂ 2. Furthermore, we find

{V̂ ,Ŵ}=− i
2
{Â†− Â, Â†Â}

=− i
2
(Â†− Â)Â†Â+ Â†Â(Â†− Â)

=
i
2
(ÂÂ†Â− ÂÂ†Â) = 0.

(4.32)

Similarly, we get
{Ŵ ,Û}= 0. (4.33)

Eqs. (4.31) to (4.33) indicate that there is a great deal of symmetry between Û ,
V̂ and Ŵ . Just what this symmetry is can be understood by evaluating [V̂ ,Ŵ ] and
[Ŵ ,Û ]. We find, after a little manipulation, using Eqs. (4.21) and (4.27)

[V̂ ,Ŵ ] =− i
2
[Â†− Â, Â†Â] = iÛ , (4.34)

and
[Ŵ ,Û ] =−1

2
[Â†Â, Â† + Â] = iV̂ . (4.35)

Eqs. (4.30), (4.34) and (4.35) indicate that Û , V̂ and Ŵ form a closed Lie group of
Hermitian operators (see Appendix D for further details). This is indicative of an
important symmetry that we will explore in more detail in later chapters. For the
moment it is worth determining their eigenvalues and eigenvectors.

The eigenvector of Ŵ is simple to identify since it depends only on N̂, so it will
have the single category Fock space vectors represented by |n〉 as its eigenvectors.
This space is only two-dimensional for fermions and consists of |0〉 and |1〉. These
are then the eigenvectors of Ŵ . Clearly,

Ŵ |n〉= (
1
2
− N̂)|n〉= (

1
2
−n)|n〉, (4.36)

where n = 0 or 1. So the eigenvalues of Ŵ are ± 1
2 .

Now neither Û nor V̂ commutes with Ŵ nor with N̂ and so must have eigenvec-
tors other than |0〉 or |1〉. However, they must have eigenvectors in the Fock space
spanned by |0〉 and |1〉. These eigenvectors will be unit vectors that are linear com-
binations of |0〉 and |1〉. So let Û have an eigenvector c|0〉+ s|1〉, where c and s



i
i

i
i

i
i

i
i

58 The Quantum Nature of Things

are scalar coefficients and |c|2 + |s|2 = 1 is the normalization condition. Then the
eigenvalue equation for Û is

Û(c|0〉+ s|1〉) = 1
2
(Â† + Â)(c|0〉+ s|1〉) = λ (c|0〉+ s|1〉), (4.37)

where λ is an eigenvalue. This leads to

1
2
(Â† + Â)(c|0〉+ s|1〉) = 1

2
(c|1〉+ s|0〉) = λ (c|0〉+ s|1〉). (4.38)

Equating the coefficients of |0〉 and separately of |1〉 then gives c =±s,

|c|= |s|= 1√
2
,

and λ =± 1
2 . Then we can take the eigenvectors of Û as

1√
2
(|0〉± |1〉).

Similarly, for V̂ one finds

V̂ (c|0〉+ s|1〉) = i
2
(Â†− Â)(c|0〉+ s|1〉) = λ (c|0〉+ s|1〉), (4.39)

which leads to, c =±is,

|c|= |s|= 1√
2
,

and λ =± 1
2 . We can take the eigenvectors for V̂ as

1√
2
(|0〉± i|1〉).

All three Hermitian operators, Û , V̂ and Ŵ have eigenvalues of ± 1
2 . Although Û and

V̂ have eigenvalues and eigenvectors in this fermionic case, it is impossible to find a
solution to the eigenvalue equation

Â(c|0〉+ s|1〉) = α(c|0〉+ s|1〉)

where α is a number, apart from the trivial solution given by s = α = 0. Thus we
conclude that the fermionic annihilation operator, unlike its bosonic counterpart, has
no non-trivial eigenstate.

As we have seen, the single category fermionic operators only require a two-
dimensional Fock space to operate on, comprising unit basis vectors |0〉 and |1〉. This
makes the representation of all of the operators we have met in this section take the
form of 2×2 matrices. Indeed, it is a simple matter to adapt the matrix representation
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of the single category bosonic system we met in Chapter 3. We just take the first two
rows and columns in each case, then we have

Nnm =

(
0 0
0 1

)
, (4.40)

Anm =

(
0 1
0 0

)
, (4.41)

and

A†
nm =

(
0 0
1 0

)
. (4.42)

The state vectors, |n〉 are represented by two-dimensional column vectors of unit
length as

|0〉=
(

1
0

)
, |1〉=

(
0
1

)
. (4.43)

We can also use Eqs. (4.40) to (4.42) to construct 2×2 matrix representations of Û ,
V̂ and Ŵ , with the aid of Eqs. (4.27) and (4.29), then

Unm =
1
2
(A†

nm +Anm) =
1
2

(
0 1
1 0

)
, (4.44)

Vnm =
i
2
(A†

nm−Anm) =
1
2

(
0 −i
i 0

)
(4.45)

and

Wnm =
1
2
−Nnm =

1
2

(
1 0
0 −1

)
. (4.46)

Now as with the bosonic case, the ξ dependence of Â through Â(ξ ) =
exp(−iξ )Â(0), leads to a phasor operator interpretation for the Hermitian compo-
nents, Û and V̂ . This again takes the form(

Û(ξ )
V̂ (ξ )

)
=

(
cosξ sinξ

−sinξ cosξ

)(
Û(0)
V̂ (0)

)
,

just as in the bosonic case. So in the fermionic case, ξ is again a rotation about the
origin of the (Û ,V̂ ), phasor space, where Û and V̂ are always π

2 out of phase and
so can be thought of as being orthogonal to one another. The fermionic case differs
from the bosonic one is that the is only one circle in (Û ,V̂ ) space and that is defined
by Û2 +V̂ 2 = 1

2 .
In the bosonic case we essentially have just two phasors, namely the bosonic

operators, Û and V̂ that we dealt with in Chapter 3. However in the fermionic case
we have another related component, namely Ŵ , but, unlike Û and V̂ , this commutes
with N̂, and so

i
dŴ
dξ

= [Ŵ , N̂] = 0, (4.47)
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which means that Ŵ is fixed as Û and V̂ rotate. If Ŵ does not rotate with Û and V̂ ,
then we can take it as not being in the (Û ,V̂ ) plane. This suggests we can view Ŵ as
a component orthogonal in a phasor sense to Û and V̂ .

So we have a triplet of mutually orthogonal components that are related through
commutation in the form of a closed Lie group. This suggests that we can construct
a three-dimensional vectorial operator, Ŝ = (Ŝ1, Ŝ2, Ŝ3), where Ŝ1 = Û , Ŝ2 = V̂ and
Ŝ3 = Ŵ . We can then construct the square modulus

Ŝ2 = Ŝ2
1 + Ŝ2

2 + Ŝ2
3 =

3
4
. (4.48)

Because Ŝ2 is equal to a number, it must commute with all of the components of Ŝ,
even though the components of Ŝ do not commute with one another. Indeed, because
of Eqs. (4.25) and (4.31), Ŝ2

1, Ŝ2
2 and Ŝ2

3, all individually commute with Ŝ1, Ŝ2 and Ŝ3.
We shall meet this important fermionic Hermitian vector again, in some surprising
contexts. We can anticipate what this might be by noting that the three components
of Ŝ, which will specify as Ŝi, where i = 1,2, or 3 are

Ŝi =
1
2

σ̂i, (4.49)

where the three components σ̂i are the three Pauli matrices. These are the three 2×2
matrices that appear in equations Eqs. (4.44) to (4.46). They are traditionally asso-
ciated with the intrinsic spin of the electron and like the components Ŝi obey the
mathematical rules for spinors. Notice however that here their properties have been
derived solely from the properties of the fermionic creation and annihilation oper-
ators, without any reference to spin or rotation. So, in terms of Ŝ, we can interpret
these results as Ŝ1 and Ŝ2 being a pair of orthogonal rotating components, that rotate
about the axis defined by Ŝ3. It is important to note that this rotation involves the
phase angle, ξ and is nothing to do with rotation in configuration space. We shall
meet rotation in configuration space later with the emergence of angular momentum.
As we shall see, there is a relationship, through symmetry, between the Ŝis and an-
gular momentum. In this regard, the commutation relations between the components
of Ŝ play a crucial role. We can summarize these by noting that Eqs. (4.30), (4.34)
and (4.35) can be written succinctly as

[Ŝi, Ŝ j] = iŜk, (4.50)

where i = 1, j = 2 and k = 3 and their cyclic permutations. It is important to note that
the spinor properties are associated with fermions but not at all with bosons.

It is important to recognize that the representation of the Pauli matrices by the
specific 2×2 matrices in Eqs. (4.44) to (4.46) is to a degree arbitrary in the sense that
we could exchange them by cyclically interchanging them as this would not change
their interrelations through their mutual anti-commutators and commutators. This
interchange preserves the chirality2 of the set of triplet of Pauli matrices. As we shall

2This is just handedness in this case.
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see, this allows a certain amount of flexibility when it comes to the representation of
physical properties like electron spin that we will encounter later.

The key way that we have identified the importance of the three fermionic Her-
mitian components, Ŝi, is that they form a closed Lie group. We will encounter a
similar three component closed group of bosonic Hermitian operators later, that have
a close connection to rotation, in the form of angular momentum. The two types of
three component Lie groups can ultimately be brought together in relativistic wave
mechanics. We will see this later when special relativity eventually emerges from
natural number dynamics.

4.5 LINEARIZATION OF SQUARE ROOTS

The three 2×2 Pauli matrices that appear in Eqs. (4.44)-(4.46) represent an important
triplet of operators that have some interesting algebraic properties that account for
their ubiquity throughout quantum physics. These properties may be summarized as

{σ̂i, σ̂ j}= 2δi j, (4.51)

where i and j can take on values of any of 1, 2 or 3, and

[σ̂i, σ̂ j] = 2iσ̂k, (4.52)

where i = 1, j = 2 and k = 3 or any cyclic permutation of these.
The property in Eq. (4.51) is particularly useful in linearizing square roots of

moduli that takes on a meaning of profound importance in quantum mechanics. Take
for example √

p2 +q2,

where p and q are a pair of variables. We note that

(pσ̂i +qσ̂ j)
2 = p2

σ̂
2
i +q2

σ̂
2
j + pq(σ̂iσ̂ j + σ̂ jσ̂i) = p2 +q2, (4.53)

as long as i , j. Eq. (4.53) then implies that√
p2 +q2 = pσ̂i +qσ̂ j. (4.54)

Thus we have succeeded in algebraically linearizing the square-root. This algebraic
property of spinors plays a key role in situations as various as the Bardeen-Cooper-
Schrieffer (BCS) theory of superconductivity [111], Dirac’s relativistic equation for
the electron [118] and Klein tunnelling in graphene [103].
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5 The single-category
system: The emergence
of quantum mechanics

5.1 THE SCHRÖDINGER EQUATION

In this chapter we are going to explicitly identify the parameter, t, from Chapter 4 as
a continuous variable that corresponds to time in a physical system. This will enable
us to show how natural number dynamics can be converted into Hamiltonian form
and thus develop dynamical equations that can be applied to physical systems, that
form the basis for standard quantum mechanics. It is instructive to begin with a single
category system with n items. We will take the system to be bosonic so that n can
be any natural number. We then simply parameterize the variable ξ with t, as we
did for the multi-category case, by writing ξ = ω0t, where ω0, is a constant angular
frequency. Eq. (3.14) can then be transformed into a time evolution S-type equation
applied to an eigenfunction, Φn of the operator N̂. Comparing the result with Eq.
(4.9), one then gets

i
dΦn

dt
= Ω̂Φn = ω0N̂Φn, (5.1)

and so
Ω̂ = ω0N̂ = ω0Â†Â.

A complementary H-type equation to Eq. (5.1) is then

i
dÂ
dt

= [Â,Ω̂] = ω0[Â, Â†Â] = ω0Â, (5.2)

which is consistent with Â(t) = Â(0)exp(−iω0t).
Eq. (5.1) is in frequency units so it is a simple matter to convert it to energy units

by multiplying by the reduced Planck constant1, h̄. We can then use h̄Ω̂ as our energy
operator for the single category system. The operator for energy is generally termed
the Hamiltonian operator, and is given the symbol, Ĥ. Thus we define

Ĥ := h̄Ω̂ = h̄ω0N̂ = h̄ω0Â†Â. (5.3)

The S-type equation with the Hamiltonian is now the Schrödinger equation,
which is

ih̄
dΦn

dt
= ĤΦn. (5.4)

1h̄ = h
2π

= 1.05457266×10−34 Js, where h is the Planck constant. When h̄ is treated as a conversion
factor, its value may be obtained using a variety of experiments. The most straightforward are those
involving the photoelectric effect or Compton scattering [3].
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Notice that, as has been stressed in previous examples of S-type equations, Eq. (5.4)
is not a definition of Ĥ, i.e., ih̄ d

dt :, Ĥ, rather Ĥ is defined Eq. (5.3).
The complementary H-type equation for a time-dependent operator, like Â is

ih̄
dÂ
dt

= [Â, Ĥ]. (5.5)

The H-type equation, Eq. (5.5), in this case, is called the Heisenberg equation of
motion.

Applying the Hamiltonian in Eq. (5.3) to the Fock state |n〉 gives

Ĥ|n〉= h̄ω0N̂|n〉= h̄ω0n|n〉. (5.6)

Ĥ in Eq. (5.6) serves as a perfectly good Hamiltonian for an n-body system. The
total energy of an n-body system is h̄ω0n, which is interpreted as a collection of n
particles each with energy h̄ω0. The bodies in this system are often thought of as
particles in physical systems. However, Eq. (5.6) is not the conventional one for an
n-particle bosonic system. We will see why in the next section.

5.2 THE EMERGENCE OF CONFIGURATION SPACE

The conventional bosonic n-item Hamiltonian, is obtained as follows. The natural
number amplitude operator, Â and its adjoint for bosonic systems obey the com-
mutation relation as in Eq. (3.17). Again we can represent Â in terms of Hermitian
operators, Û and V̂ , as in Eq. (3.38). However, here we identify this pair of Hermitian
operators respectively with the operators representing, the scaled co-ordinate, X̂ , of a
one-dimensional configuration space and the complementary scaled linear momen-
tum, P̂. We will show shortly that this interpretation of X̂ and P̂ is justified. For the
moment, then, instead of Eq. (3.38), we write

Â =
1√
2
(X̂ + iP̂) and Â† =

1√
2
(X̂− iP̂). (5.7)

The canonical commutation relation, Eq. (3.39) then becomes

[P̂, X̂ ] =−i. (5.8)

The Hamiltonian would then be

Ĥ = h̄ω0N̂ = h̄ω0
1
2
(P̂2 + X̂2−1).

However, we can see that h̄ω0
1
2 (P̂

2 + X̂2) represents the energy of a classical har-
monic oscillator in scaled2 operator form. So, if we redefine the Hamiltonian by
adding 1

2 h̄ω0, i.e., Ĥ + 1
2 h̄ω0→ Ĥ, then we can write

Ĥ = h̄ω0(
1
2

P̂2 +
1
2

X̂2) = h̄ω0(N̂ +
1
2
), (5.9)

2By scaled is meant that X̂ and P̂ are in dimensionless form, for the moment.
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and the Hamiltonian now represents the harmonic oscillator, but also retains its in-
terpretation as the energy of a system n bosonic items. This, rather than the Hamil-
tonian in Eq. (5.6) is the conventional representation of a system of n-bosonic par-
ticles. This identification with the harmonic oscillator has important consequences.
It means that the energy of a system with no particles in not zero. When n = 0, we
find that Ĥ|0〉 = 1

2 h̄ω0|0〉, so the system has an energy of 1
2 h̄ω0. This is sometimes

referred to as the energy of the vacuum. It is also referred to as the zero point energy.
It is important to emphasize here that the zero point energy, 1

2 h̄ω0, of a system
of n particles mentioned in Section 5.1 is contingent on their being associated with
the harmonic oscillator. Using natural number dynamics, does not force us into this
interpretation, since we begin with n items, not the harmonic oscillator. Conventional
quantum mechanics begins with the oscillator and discovers n particles and so is
forced into the zero point energy interpretation.

It is the fact that an n-item bosonic system can be associated with a harmonic
oscillator that allows a completely different interpretation. To see this, we begin by
turning the Hamiltonian in Eq. (5.9) into a more dimensionally appropriate form by
scaling the co-ordinate and momentum operators as follows. We let

P̂ = p̂/(h̄
√

mω0) and X̂ = x̂
√

mω0, (5.10)

where m represents the mass of the oscillator, then Hamiltonian then takes the form

Ĥ = (
p̂2

2m
+

1
2

mω
2
0 x̂2). (5.11)

We recognize the first term on the rhs of Eq. (5.11) as the kinetic energy, where p̂
is the linear momentum operator and the second one as the potential energy for the
harmonic oscillator, where x̂ is the operator that represents a co-ordinate of configu-
ration space. The canonical commutation relation, Eq. (5.8) then becomes

[p̂, x̂] =−ih̄, (5.12)

which is the conventional quantization condition between the operator of the x-
component of linear momentum, p̂ and the co-ordinate, x̂. We can check that is inter-
pretation is correct by evaluating the time derivatives with the Heisenberg equation
of motion and get

dx̂
dt

=− i
h̄
[x̂, Ĥ] =

p̂
m
, (5.13)

and
d p̂
dt

=− i
h̄
[p̂, Ĥ] =−mω

2
0 x̂. (5.14)

Eq. (5.13) is the expected definition of momentum and Eq. (5.14) gives the restoring
force on the simple harmonic oscillator. The simple harmonic nature of Eqs. (5.13)
and (5.14) can be seen by substituting Eq. (5.14) into Eq. (5.13) and vice versa to
give

d2x̂
dt2 +ω

2
0 x̂ =

d2 p̂
dt2 +ω

2
0 p̂ = 0,
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which shows that the quantum simple harmonic oscillator obeys the same equation
of motion as its classical counterpart and that ω0 is the oscillator frequency3. This is
clearly a specific, time-dependent, example of the harmonic oscillator in Eqs. (3.44).

Eq. (5.12) also implies that we can represent x̂ by a scalar variable x and then

p̂ :=−ih̄
∂

∂x
, (5.15)

as is conventionally assumed in standard quantum theory, although here no assump-
tion is involved, since the definition emerges from the commutation relation between
the number amplitude operators, as explained in Chapter 3. Now, operating with Ĥ
on the eigenfunction, Φn(t,x) yields

ĤΦn(t,x) = ih̄
∂

∂ t
Φn(t,x) = (− h̄2

2m
∂ 2

∂x2 +
1
2

mω
2
0 x2)Φn(t,x), (5.16)

which is immediately recognizable as the Schrödinger equation for a single parti-
cle in a quadratic potential, in analytic representation. Eq. (5.16) is clearly closely
related to the differential operator representation of N̂ in Eq. (3.58), and the eigen-
functions of Eq. (5.16) have the same form as those in Eq. (3.60). The ground state
eigenfunction, for example is

Φ0(x, t) =
(mω0

π h̄

) 1
4

exp
(
−
(

iω0t +
mω0x2

2h̄

))
, (5.17)

where the time dependence of the state-function has been included explicitly.
The energy eigenvalues, En, come directly from Eq. (5.6) and have the form

En = h̄ω0(n+
1
2
). (5.18)

Here we interpret n, not as a number of individual particles but as the ordinal number
of a mode in a ladder of energy levels. These energy levels can be thought of as the
energy states of a single particle, which itself can be thought of as the oscillator. So,
the n items themselves are no longer to be thought of as particles. Indeed, here they
are clearly not material objects at all, but rather are harmonics of the fundamental
frequency, ω0. We have to be very careful about meaning now. We have to remember
that these results have come from natural number dynamics, which are not tied to
specific physical systems from the outset. So, to be clear, the bosonic character of
the system is not associated with the harmonic oscillator which is now, in this new
interpretation, a single particle, but rather with the number of harmonics, each with
a label, n. This is rather like counting the notes in a musical scale (recall comments
made in the prologue about this point). The single particle that can occupy any of
the energy levels defined by Eq. (5.18) can be a boson or a fermion, since n is no
longer counting particles. After all, in this simple case, the particle number is just
one, which is allowed for both fermionic and bosonic particles. As we shall see later

3Strictly speaking ω0 is and angular frequency.
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in Chapter 11, when relativistic phenomena emerge, the Hamiltonian in Eq. (5.16)
that describes the behaviour of a particle in a quadratic potential is a non-relativistic
approximation, as are the cases for more generalized potentials that are treated in the
next section.

From what we have learnt in this section, we can see that the quantum harmonic
oscillator sits at the junction between quantum many-body theory and quantum me-
chanics. There really is no substantial difference in the mathematical structure in the
two interpretations, apart from the different conventions in the representation of the
state, Φn. The difference is mostly in the eye of the beholder. However, because we
did not start out with preconceived ideas, these two rather different interpretations
of n items have emerged in a natural and unified way. In the next section we look
at a generalization of the Hamiltonian to include more general potentials than that
of the quantum harmonic oscillator. This comes about by considering the operator
F̂ = f (N̂) = B̂†B̂ that was introduced in Section 3.8. This will also provide stronger
evidence for the interpretation of the parameter t as time.

5.3 GENERALIZING THE HAMILTONIAN

The Hamiltonian can be generalized by utilizing a combination of Eqs. (3.141) and
(3.142), which we can write in the form

i
dΦn

dτ
= F̂Φn = (−1

2
∂ 2

∂w2 +Y (w))Φn = f (n)Φn, (5.19)

where
F̂ = B̂†B̂ = f (N̂),

B̂ =
1√
2
(

∂

∂w
+W (w)),

2Y (w) =W 2(w)−W ′(w). (5.20)

Clearly, Eq. (5.19) reduces to the linear bosonic case that we treated in Section 5.1
when f (N̂) = N̂.

Now we can follow a similar course to what was done in Section 5.1 and param-
eterize τ using t by putting τ = ω0t, w = x and letting ω0F̂ = Ω̂. Then

i
∂Φn

∂ t
= Ω̂Φn = ω0(−

1
2

∂ 2

∂x2 +Y (x))Φn = ω0 f (n)Φn (5.21)

It is now a simple step to generalize the Hamiltonian in Eq. (5.11) to the case
represented by Eq. (5.21). We can put Ĥ = h̄(Ω̂+ λ ) and V (x) = h̄(Y (x) + λ ) to
yield

Ĥ := (
p̂2

2m
+V (x)) = (− h̄2

2m
∂ 2

∂x2 +V (x)),

where λ is just a fixed scalar, whose purpose will be discussed shortly and we can
still have p̂ := −ih̄ ∂

∂x , as in Eq. (5.11). Notice that Φn is still an eigenfunction of
f (N̂) and Ĥ, so

ĤΦn = h̄ω(n)Φn = E(n)Φn, (5.22)
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where ω(n) = ω0 f (n)+ λ and E(n) is the energy eigenvalue of the system. Then
we can take Ĥ as the Hamiltonian of a system with a general one-dimensional scalar
potential, V (x), and so the Schrödinger equation for such a one-dimensional system
is

ih̄
∂

∂ t
Φn(t,x) = ĤΦn(t,x) = (− h̄2

2m
∂ 2

∂x2 +V (x))Φn(t,x). (5.23)

Notice that λ plays an important role here, since, if λ were set to zero we would
be forced to take the energy level for n = 0 to be zero, which is generally not the
case. This situation is analogous to the zero point energy in the case of the quantum
harmonic oscillator. It is also interesting to note that even in the case of the general
potential, V (x), N̂ necessarily commutes with Ĥ and so is constant in time. So, the
system eigenfunction keeps the same label n, in time and we can regard this state as
a stationary state.

We can now check that x and p̂ represent a co-ordinate and linear momentum,
respectively, by using the H-type equation to evaluate their time derivatives. We get

dx
dt

=− i
h̄
[x, Ĥ] =

p̂
m
, (5.24)

and
d p̂
dt

=− i
h̄
[p̂, Ĥ] =−∂V (x)

∂x
. (5.25)

Eqs. (5.24) and (5.25) can be recognized as a scaled form of Ehrenfest’s theorem
[126] that represents Newton’s second law in operator form, which reduce to Eqs.
(5.13) and (5.14) for the case of the simple harmonic oscillator. These results show
clearly that Ĥ plays the role of the Hamiltonian operator of the system and that x and
p̂ are indeed the co-ordinate and linear momentum of the system. This also makes it
clear that t is exactly what is expected, if we interpret it as time.

So, starting with the operator for the natural numbers, operators that mimic the
behaviour of the energy, Ĥ, linear momentum, p̂ and a coordinate, x̂, of configura-
tion space have emerged quite naturally, and the relationships between them, agree
with equations that govern the behaviour of physical systems, under the influence
of potentials, at least in one dimension of configuration space. There is one spatial
dimension because, so far, we have only treated single category systems that have a
single number operator. We will need to examine multi-category systems to see the
emergence of systems with more than one dimension of configuration space. This
will be done in the ensuing chapters.

It is worth pointing out that the derivation of the Schrödinger equation, Eq. (5.23),
which takes us from the natural numbers to a general potential, is a kind of back-
to-front use of the factorization that leads to a method of solving the Schrödinger
equation for certain types of potential that was developed by Schrödinger [112, 26].
A well-known example occurs for, (a) W (x) = α tan(αx) or, (b) W (x) = β cot(βx),
in Eqs. (5.20), where α and β are constants. These forms are associated with the case
of a particle in a one-dimensional infinite square well. To see this, let’s take (a) as an
example. This solution is associated with Y (w) is a constant in Eq. (5.19), but within
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a restricted range of x. So, we solve

W 2(x)−W ′(x) =−α
2.

This can be integrated to give W (x) = α tan(αx), as required in case (a). Then

Y (x) =
α2

2
(tan2(αx)− sec2(αx)) =−α2

2
,

so if we make λ = α2

2 , then V (x) = h̄(Y (x)+ λ ) = 0. However, tan(αx) becomes
infinite at αx = ±π

2 , which limits B̂ and therefore Ĥ to the range of values of x
between± π

2α
. Hence, this represents the infinite square well, with a zero of potential

inside the well, as is usually the case in the standard example [95]. The corresponding
ground state is then found by solving

B̂Φ0 =
1√
2
(

∂Φ0

∂x
+α tan(αx)Φ0) = 0.

This differential equation has an unnormalized solution, Φ0 = cos(αx), which is
well-known as the form of the ground state eigenfunction of the infinite square well,
with nodes at± π

2α
. This and the second form of W (x) then lead to a set of intertwined

eigenfunctions of alternating even (cosine) and odd (sine) symmetry and the resulting
bound state energy levels, E(n), are proportional to (n+1)2, with n = 0,1,2, . . . . The
relationship between n and the energy levels in this case is illustrated in Fig. 5.14 This
case is treated in detail in ref. [61], which also treats the finite square well.

Here, the interest is not in the factorization technique per se, as a rather, it must
be admitted, complicated way of getting eigenfunctions that can, in the case of the
infinite square well, at least, be got much more simply and directly by solving the dif-
ferential equation that constitutes the Schrödinger equation. Rather, the importance
of the nonlinear factorization is to show that there is a legitimate reason to generalize
the potential from the case where N̂ = Â†Â that leads to a quadratic potential, to that
for which B̂†B̂ = f (N̂), from which the more general potential, V (x), emerges quite
naturally. In other words, general potentials are rooted in the natural number opera-
tor too. The physical origin of the potential will be discussed later in the context of
many-particle systems with interactions (see Chapters 6 and 9).

It would be interesting to know, given a particular functional relationship, B̂†B̂ =
f (N̂), what form the potential V (x) would take. Of course, given a trapping potential,
it is in principle possible to find the n-dependent energy levels of the resulting bound
states, using the Schrödinger equation. In practice only a small number of exact
solutions is known, such as the harmonic oscillator potential and the infinite square
well, but approximate methods are available in other cases.

As far as the author is aware, there is no systematic way of starting with the
n-dependence of the energy levels and arriving at the form of the potential via the

4In standard, introductory texts [3, 22, 95, 118], the energy levels En are proportional to n2, but with
n = 1,2,3, . . . . There is a slight semantic advantage of starting with n = 0, since the eigenfunctions,
which, as is well-known, alternate between cosine and sine functions, are even for even n and odd for odd
n, whereas in the standard form, the even functions have odd n and vice versa.
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n En=Hn+1L2e

0
1

2

3

E0=1e
E1=4e

E2=9e

E3=16e

Figure 5.1 The energy levels for a particle in an infinite one-dimensional square well in
scaled form. The even numbered levels are associated with W (x) = α tan(αx) in Eqs. (5.20)
and the odd numbered levels occur when W (x) = β cot(βx).

Schrödinger equation. However, one can get an idea about this by using the virial
theorem. Then, for a potential of the form V = |x|q, where x is a displacement from
a mean position and q is a real number, one finds that the energy levels, E(n) are re-

lated approximately to the natural numbers by E(n)∼ ε(n+δ )(
2q

q+2 ), where ε and δ

are constants, and so Ĥ ∼ N̂( 2q
q+2 ). This implies that, given a relationship of the form,

Ĥ = N̂ p, then this is expected to come from a potential of the form V ∼ |x|
2p

(2−p) . De-
tails of how this result is obtained can be found in Appendix B. Remarkably, this sim-
ple relationship between E(n) and V agrees with several well-known cases treated
in standard quantum mechanics, including the harmonic oscillator, a particle in an
infinite square well, the Coulomb potential, a free particle and quark interactions
in a nucleus (see Appendix B). However, we want to stress that what is important
here is not so much the relationship between a specific trapping potential and the
n-dependence of the energy levels but rather that there is a systematic relationship at
all.

Finally, in this section, recall that in Chapter 3, it was pointed out that there
was a trivial form of Eq. (5.19) with Y (w) = 0 that lead to the eigenvalues of F̂
being independent of n. Similarly here, there is a consistent trivial system in which
V (x) = 0 which leads to

Ĥ :=
1

2m
p̂2. (5.26)

The eigenvalues of Eq. (5.26) are also independent of n, as might be expected. This
system, of course, corresponds to a free particle without a trapping potential. Despite
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being independent of n, there is still a constraint on the eigenvalues of energy since
Eq. (5.26) is equivalent to

ih̄
∂Φ

∂ t
=

1
2m

p̂2
Φ =− h̄2

2m
∂ 2Φ

∂x2 . (5.27)

Eq. (5.27) admits a plane wave solution of the form exp(i(kx−ωt)). Then we can
write the eigenvalues for the lhs of Eq. (5.27) as h̄ω , where the angular frequency
ω can take on any real value. The eigenvalues for the rhs are h̄2k2

2m , where the wave
number, k, can take on any real value, just like the linear momentum eigenvalue,
p = h̄k. However, in order to satisfy Eq. (5.27), ω is constrained to positive values
such that

h̄ω =
h̄2k2

2m
,

so, even though k itself can have any real value, positive or negative, ω must be
positive and so, even in the case of a free particle, its energy must be bound from
below5. Here, the wavelength,

λ =
2π

k
=

h
p
,

is identified with the de Broglie wavelength.

5.4 EIGENFUNCTIONS, EXPECTATION VALUES AND x-p
DUALITY

The properties of the operators, x̂ and p̂ and the relationship between them may
be summarized by noting that they are identical in structure to Û and V̂ that were
dealt with in Chapter 3. Indeed we have obtained the Schrödinger equation above by
simply substituting x for u and p for h̄v. Then we can simply take the u-v relationships
from Chapter 3 as the x-p relationships here, apart from the factor h̄, which presents
no problem. So, for example, the eigenfunctions of the operator form, x̂ and p̂=−i ∂

∂x
are repectively, δ (x− x0) and exp(ikx), where k = p

h̄ . Then

x̂δ (x− x0) = x0δ (x− x0) and − ih̄
∂ exp(ikx)

∂x
= h̄k exp(ikx), (5.28)

so that x0 and h̄k = p are the respective eigenvalues, bearing in mind the mathemati-
cal drawbacks these eigenfunctions have, with regard to their lack of normalizability,
as mentioned in Chapter 3.

In general, x̂ and p̂ do not commute with the Hamiltonian, Ĥ, and so the eigen-
functions of x̂ and p̂ are not in general eigenfunctions of Ĥ. It is common practice
to use the eigenfunctions of energy in x representation to represent the states of one-
dimensional systems. This is because information about the energy of a system is

5As we shall see later, this restriction needs reassessing when we encounter relativistic behaviour.
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commonly the best way to characterize it. So, a general state is then usually rep-
resented by a linear superposition of energy eigenstates. If we suppose that such a
state has a normalized state function Ψ(x), then the expectation value of a general
operator Ô(x̂, p̂) which depends on the operators x̂ = x and p̂ =−i ∂

∂x is just

〈Ô(x̂, p̂)〉=
∫

Ψ
∗(x)Ô(x̂, p̂)Ψ(x)dx. (5.29)

Note that just as in u-representation in Chapter 3, here the product Ψ∗(x)Ψ(x)
serves as probability density associated with the probability of finding the system
at x. Recall that there was a u-v duality identified in Chapter 3 which showed that
the system could be equivalently represented with a state function of either u or v
and that these two state functions formed a Fourier pair. It is therefore obvious that
we can use a state function Φ(p) to represent the system where Φ(p) is a Fourier
transform of Ψ(x). It is convenient to use k = p

h̄ in this relationship so that by direct
comparison with Eqs. (3.72) and (3.73), then

Ψ(x) =
1√
2π

∞∫
−∞

Φ(k)exp(ikx)dk (5.30)

and

Φ(k) =
1√
2π

∞∫
−∞

Ψ(x)exp(−ikx)dx. (5.31)

The consequence of the Fourier pair relationship between Ψ(x) and Φ(p) is that
there is a x-p duality for any one-dimensional system. This means that a system that
is defined as a distribution in configuration space, x, by Ψ(x) can be also represented
in momentum space, p by Φ(k). As an example, suppose

Ψ(x) =

{
1 if a≤ x≤ a+∆

0 otherwise.
(5.32)

The complementary p-representation is then

Φ(k) =
1√
2π

a+∆∫
a

exp(−ikx)dx = exp(ika)
exp(ik∆)−1

i
√

2πk
, (5.33)

from which the p-probability density is

Φ
∗(k)Φ(k) = 2

sin2( k∆

2 )

πk2 . (5.34)

We can see that while the probability density Ψ∗(x)Ψ(x) indicates that the system is
confined to a region of width ∆ along the x-axis, the momentum values are largely
confined to the central maximum of Φ∗(k)Φ(k) (see panel (a) in Fig. 5.2), which
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has a width of 4π

∆
along the k-axis. So, the broader the confinement region in x, the

smaller the possible range of k values.
Suppose now, that there are two regions of uniform probability in x-

representation, one as in the above example and a second of equal amplitude to the
first, but in the second region between −(a+∆) and −a. The probability amplitude
in p-representation is then given by

Φ(k) =
1√
2π

 a+∆∫
a

exp(−ikx)dx+
−a∫

−a−∆

exp(−ikx)dx


= 4cos(k(a+

∆

2
))

sin( k∆

2 )
√

2πk
,

(5.35)

resulting in a probability density in p-representation of

Φ
∗(k)Φ(k) = 8cos2(k(a+

∆

2
))

sin2( k∆

2 )

πk2 . (5.36)

k

F* HkLF HkL

HaL
k

F* HkLF HkL

HbL
Figure 5.2 The shape of the probability density, Φ∗(k)Φ(k) associated with the results (a)
from Eq. (5.34) and (b) from Eq. (5.36) for ∆ = 0.2a.

The functional shapes of Φ∗(k)Φ(k) for the two cases above are displayed in
Fig. 5.2. The envelopes of the two cases (the solid curve in panel (a) and the dashed
curve in panel (b)) are the same. However, when there are two separate regions of
confinement in x, it can be seen that the momentum distribution becomes periodic, so
that the system is most likely to have momenta with values located where the max-
ima in Φ∗(k)Φ(k) occur. This behaviour has important implications for the so-called
wave-particle duality paradox which causes such confusion in standard quantum
mechanics [34]. We will examine this issue next.

5.5 THE DOUBLE-SLIT EXPERIMENT

The so-called wave-particle duality paradox has caused a lot of confusion in quantum
theory, throughout its history. In many popular science books that deal with quantum
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ideas, it is used as an example of how weird quantum mechanics is supposed to be.
The archetypal example of this paradox is the double-slit experiment. It is usually
described in terms of a beam of particles of a well-defined momentum approaching
a pair of slits. Detectors placed on the far side of the slits then reveal an apparent
interference pattern in the form of intensity fringes indicating where the particles
have impacted. This is illustrated in Fig. 5.3. Even Feynman [34], in spite of the
clarity of much of his popular exposition of quantum phenomena, has used it as an
example to underpin the idea that quantum mechanics is difficult to understand, at
least as far as its interpretation goes.

p

SHxL

FHxL

Figure 5.3 A schematic representation of the two-slit experiment. The slits are represented
by a distribution function S(x) which can be approximated by a pair of delta functions. A beam
of particles with well-defined momentum, p, is incident on the slits. On a far side of the slits
a distribution of intensity, F(x), associated with the detection of particles, forms a pattern of
interference fringes.

The story of the double-slit experiment then usually goes as follows. The beam
of particles, and these are usually identified as photons or electrons, although any
type of particle will do, as long as they have a well defined momentum, so that the
particle beam can be thought of as a plane wave with a well defined wave number
and phase fronts parallel to the line of the slits. Then, according to the Huygens-
Fresnel principle [13, 73, 44], the plane wave fronts excite secondary wavelets with
circular phase fronts at each slit. The phase fronts then impinge on a screen on the
other side of the slits, where they interfere through wave superposition and form the
set of interference fringes. Then, as the story continues, the intensity of the beam
is slowly reduced. At first this just leads to the intensity of the bright fringes being
reduced, but eventually, when only a few particles are incident on the slits, a striking
change occurs in what is observed. The particles appear singly within the fringe
pattern. It is just that they are most likely to appear where the bright fringes were
detected when the beam was intense. If the particle detection is integrated over time,
then the accumulation of particles reconstitutes the original fringe pattern.

These observations are beyond dispute. What is disputable is the usual interpre-
tation. This is that the particles arrive at the slits in a state that is described as a wave,
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even if there is only one particle. This plane wave is often identified with the wave
function of the particle state with a well defined momentum. Then, it is argued, even
if there is only one particle it somehow interferes with itself so that it is guided to
impact the detecting screen where the bright fringes are, or, even more ambiguously,
the incident plane wave (function) turns into a particle on the other side of the slits,
when it impacts the detecting screen. It is this version of the story that gives rise to
the wave-particle paradox. The discussion becomes even more clouded when, as in
some texts, the situation is compared to bullets passing through a pair of holes in a
screen, when, it is argued no interference pattern is seen in the distribution of the
bullets on the far side and hence they obey classical rules that differ dramatically
from the predictions of quantum theory. Clearly, bullets are not particles in the sense
that photons and electrons are. They are at best complex amalgamations of the order
of 1023 particles in the quantum sense, held together by electromagnetic interactions
that are themselves associated with photon exchange. We will examine the bullet
analogy at the end of this section, but first we will look at the double-slit experiment
in a different way from the wave-particle paradox point of view.

Suppose a one-dimensional configuration space distribution is characterized by
Ψ(x) = δ (x−a)+δ (x+a). This is obviously not a normalized distribution, in fact
it is just the eigenfunction for the system being confined at x = a, added to the eigen-
function of a system confined at x =−a. These two options are equally likely when
Ψ(x) = δ (x−a)+δ (x+a). Now we can equally well represent this system in mo-
mentum space by

Φ(k) =
1√
2π

∞∫
−∞

(δ (x−a)+δ (x+a))exp(−ikx)dx =

√
2
π

cos(ka), (5.37)

which is just the Fourier transform of Ψ(x). This means that the momentum
probability distribution density associated with the x-component of momentum is
Φ∗(k)Φ(k) = 2

π
cos2(ka). This probability density has peaks at

k =
nπ

a
, (5.38)

where n = 0,±1,±2, . . . . Thus the resulting momentum state ∆p = h̄nπ

a , in the x-
direction. This means that the system is equally likely to have a momentum in the x-
direction of ∆p = 0,± h̄π

a ,± 2h̄π

a ,± 3h̄π

a , . . . . This result has a profound implication for
the interpretation of the so called double-slit experiment as represented in Fig. 5.4.
We can interpret Ψ(x) = δ (x−a)+δ (x+a) as the probability of where a particle can
penetrate an otherwise impenetrable barrier along the x-axis, as illustrated in panel
(a) of Fig. 5.4. Here S(x) is the x-distribution of the slits and is represented by the
delta functions6 in Ψ(x). The state of momentum of the incident particles is depicted
in panel (a) by the plane wave. This is monochromatic and so represents a single
value of momentum. On the far side of the slits the state of the system is governed

6Strictly speaking S(x) is proportional to |Ψ(x)|2, but this is essentially the same distribution and Ψ(x).
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SHxL
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p

p'
Dp

q
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Figure 5.4 The double slit experiment, (a) in configuration space, (b) in momentum space.

by the interference fringes that result from the superposition of the secondary waves
that emerge from the site of the slits.

The equivalent momentum space representation of the double-slit experiment is
depicted in panel (b) of Fig. 5.4. It is important to understand that the momentum
state refers to the system as a whole, that is the particle and the slits together, as
a single system, and not just the incident particle. The state of momentum of the
system on the side of the incident particles is represented by the arrow, p, and on
the far side of the slits by p′. Here, p′ is constructed from a component, p, normal to
the line of the slits and a component ∆p parallel to the line of the slits that is acquired
from the momentum distribution associated with the slits, which is determined by
Eq. (5.37). A further important point is that there is no time dependence involved, so
there is no energy change in the system. This means that, p2 = p′2, and so the length
of p′ is the same as the length of p. Then, all that is involved is a deflection through
an angle θ that depends on ∆p. The sinusoid, S(p) in panel (b) is proportional to
Φ∗(k)Φ(k) and hence to cos2(ka). Since the most likely values that ∆p can take will
be those associated with peaks in cos2(ka), then we expect the most likely places to
find the particle on the far side of the slits is where

sinθ =
∆p
p′

=
∆p
p

=
nh̄π

pa
=

nλ

2a
, (5.39)

where λ = 2π h̄
p is the de Broglie wavelength associated with the particle momentum,

p. Eq. (5.39) indicates that the deflection caused by the momentum space representa-
tion of the slits is identical to the location of intensity maxima that would be expected
from a constructive interference calculation using the Huygens-Fresnel principle. In
fact one can see from Eq. (5.39) an important result. The interference fringes map ex-
actly to the momentum pattern of the slits, which shows that the interference pattern
is just the Fourier transform of the configuration space pattern of the slits.

So, there is no wave-particle paradox here. We are not forced to assume that
waves are incident on the screen in order to explain the interference pattern on
the detector side, and then say that these waves miraculously turn into particles as
the hit the detecting screen. We simply have two complementary representations of
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the experiment, one in which wave interference by the slit distribution in configura-
tion space gives rise to an intensity pattern of detected particles and another in which
a momentum-space distribution associated with the slits gives rises to deflections
that send particles into positions at the detector which exactly match the wave inter-
ference pattern from the configuration space picture. This is no more weird than a
signal being represented in the frequency domain or equivalently in the time domain.
No magic or quantum weirdness is involved, just a Fourier transform! The quantum
picture is clear and unambiguous. It is not quantum mechanics that is at fault here,
it is the fact that we really do not know what photons and electrons are, which is
a different matter entirely. Not only that, we cannot be sure that the particle that is
incident on the slits is the same one that emerges. This screen with which the parti-
cles interact is full of electrons and photons7. All we know is that one enters and one
emerges.

In practice, slits have a non-zero width, then the momentum space representation
takes the form of the probability distribution in Eq. (5.36), where ∆ is the width of
each slit in configuration space. Then the momentum space representation of the slits
S(∆p) has the form in panel (a) of Fig 5.5, which is a sinusoid inside a sinc function
envelope. Panel(b) of Fig. 5.5 shows the momentum space distribution when one slit
is closed, then the interference pattern disappears, as is well known.

Dp

SHDpL

HaL
Dp

SHDpL

HbL
Figure 5.5 Panel (a) The momentum probability function, S(∆p), for the two slit case with
nonzero slit widths. Panel (b) illustrates what happens when only one slit is open.

The above interpretation is not new. It is discussed in detail in the book by Landé
[74]. What is surprising is that it is virtually unknown in modern introductory texts
on quantum mechanics. It is as if there is some desire to preserve the reputation of
a weird quantum theory. The interpretation was in fact suggested by Duane [27] as
early as 1923, well before Heisenberg and Schrödinger formulated their versions of
quantum mechanics. Thus, we have seen the wave-particle duality paradox, which
has caused so much controversy among physicists with regard to the interpretation
of quantum mechanics, can be resolved by regarding a system as being represented
in two mathematically equivalent ways. So, x-p duality interpreted simply as a pair

7That the material of the screen is full of electrons is obvious. That the screen is full of photons
may be less obvious. However, it should be recalled that the atoms in the screen are held together by
electromagnetic (Coulomb) forces that are carried by photons [135]. In addition, the incident photons
cause electron accelerations that create new photons.
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of equivalent mathematical representations of a system avoids the need to treat a part
of a system, namely the particle, as, all on its own, being regarded as both a particle
and a wave.

Finally, just a further comment on the comparison with bullets, mentioned earlier.
Even if there were a fundamental particle with the mass of a bullet, say around 0.01
kg, travelling at say 1000 ms−1, so that the momentum was 10 kg ms−1, then the de
Broglie wavelength of such a particle would be of the order of 10−34 m. Eq. (5.39)
indicates that to get a detectable deflection one would need slits separated by no
more than around 1000 wavelength, i.e., about 10−31 m. This is seventeen orders
of magnitude smaller than the nucleus. If we were actually dealing with bullets the
slits separation would have to be a few bullet diameters apart, say 0.1 m, then the
deflection angles would be, by Eq. (5.39), separated by the order of 10−33 radians.
At a screen 1 m from the slits this would mean the fringes would be separated by
10−33 m. This is nineteen orders of magnitude smaller than a nucleus. What is more,
the slits would have to be of finite width to allow a bullet through. Suppose this
were 0.01m. Eq. (5.36) then indicates that only 20 fringes would be visible under
the sinc function envelope, which would spread a distance of 10−32 m across the
detecting screen and thus be totally undetectable. This is tantamount to saying that
a bullet passing though one of a pair of holes in a screen would suffer no quantum
mechanical deflection at all! Quantum mechanics predicts the behaviour of bullets
perfectly well in this case. Again this leads to no weird wave-particle paradox. One
can imagine the headline, splashed across the front page of a newspaper: ‘Quantum
mechanics predicts bullet passes through hole in screen without deflection. Physics
world in turmoil’.

5.6 HEISENBERG’S UNCERTAINTY PRINCIPLE

In Section 2.5 it was shown that the product of the uncertainties in two non-
commuting Hermitian operators depended on the expectation value of their com-
mutator as in Eq. (2.44). In the case of x̂ and p̂ then we expect

∆x∆p ≥
1
2
|〈Ψ|[x̂, p̂]Ψ〉|. (5.40)

So, in the present case, with Eq. (5.12), Eq. (5.40) implies

∆x∆p ≥
h̄
2
, (5.41)

or equivalently

∆x∆k ≥
1
2
. (5.42)

As is well known, Eq. (5.41) is a mathematical statement of the Heisenberg uncer-
tainty principle. It has profound implications for measurement with regard to quan-
tum phenomena. It implies that, for a system in a state described by a particular
wave function, a measurement of the x co-ordinate and a measurement of the corre-
sponding linear momentum component cannot have unlimited accuracy. Indeed the
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product of the uncertainties in these two parameters must obey the inequality in Eq.
(5.41). It is also interesting to note that the uncertainty principle in its x-k form in
Eq. (5.42) can be obtained from the Fourier duality of the functions in Eqs. (5.30)
and (5.31), without recourse to the commutation relation between x and p̂. However,
in the context of the development of quantum physics in the present book it should be
remembered that the Heisenberg uncertainty principle follows from the commutation
relation between the number operator amplitudes that were introduced in Chapter 3
and is clearly a special case of the u-v uncertainty relation discussed in Section 3.6.4.

It is instructive to evaluate the mutual x-p uncertainties for some specific cases.
Let us first look at the case of the harmonic oscillator. This is very straightforward in
the Fock state representation.

5.6.1 UNCERTAINTY IN FOCK SPACE

By combining Eqs. (5.7) and (5.10) the we can write x̂ and p̂ in terms of Â and Â† as

x̂ =
1√

2mω0
(Â† + Â) and p̂ =

ih̄
√

mω0
(Â†− Â), (5.43)

then one finds that 〈x̂〉= 〈n|x̂|n〉= 0 and 〈p̂〉= 〈n|p̂|n〉= 0. We also have

〈x̂2〉= 〈n|x̂2|n〉= 1
mω0

(n+
1
2
) (5.44)

and

〈p̂2〉= 〈n|p̂2|n〉= h̄2mω0

2
(n+

1
2
). (5.45)

Now, because 〈x̂〉= 〈p̂〉= 0, then ∆2
x = 〈x̂2〉 and ∆2

p = 〈p̂2〉 so

∆x∆p = h̄(n+
1
2
). (5.46)

The result in Eq. (5.46) clearly satisfies the Heisenberg uncertainty relation in Eq.
(5.41) for all the values of the natural number, n, including zero.

5.6.2 UNCERTAINTY IN ANALYTIC REPRESENTATION

The probability amplitude for the ground state of the harmonic oscillator from Sec-
tion 5.1 is Gaussian in form in x. We can write it as

Φ0(x) =
(

1
πσ2

) 1
4

exp
(
− x2

2σ2

)
, (5.47)

where σ =
√

h̄
mω0

is the Gaussian width. Now, because the Gaussian is symmetrical

about x = 0, then we must have 〈x〉= 0, so the variance is just 〈x2〉. This is obtained
from

∆
2
x = 〈x2〉=

∞∫
−∞

Φ
∗
0(x)x

2
Φ0(x)dx =

σ2

2
. (5.48)
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Taking the Fourier transform of Φ0(x) in Eq. (5.47) yields

Ξ(k) =
(

σ2

π

) 1
4

exp
(
−k2σ2

2

)
, (5.49)

which is also a Gaussian but now with a width represented by σ−1. Because of
symmetry then 〈k〉= 0 and so

∆
2
k = 〈k2〉=

∞∫
−∞

Ξ(k)∗k2
Ξ(k)dk =

1
2σ2 . (5.50)

Thus we find
∆x∆k =

1
2
, (5.51)

or eqivalently

∆x∆p =
h̄
2
, (5.52)

which agrees with the result obtained using Fock state representation, in Eq. (5.46),
for the case when n = 0. It is interesting to note that, for the harmonic oscillator in
its ground state (n = 0), the Heisenberg uncertainty principle gives the minimum
possible product of the uncertainties in the position and momentum variables of the
system.

We can compare this with the example treated in Section 5.4. Referring then to
Ψ(x) in Eq. (5.32), Ψ∗(x)Ψ(x) is integrable and so Ψ(x) can be normalized. The
normalizing factor for Ψ(x) is ∆

− 1
2 . Now

〈x〉= 1
∆

a+∆∫
a

xdx = a+
∆

2
(5.53)

and

〈x2〉= 1
∆

a+∆∫
a

x2dx = a2 +a∆+
∆2

3
. (5.54)

Then
∆x =

√
〈x2〉−〈x〉2 = ∆√

12
. (5.55)

In order to calculate the corresponding values of 〈k〉 and 〈k2〉, Φ(k) in Eq. (5.33)
needs to be normalized. Φ∗(k)Φ(k) is integrable and involves a standard integral i.e.

∞∫
−∞

Φ
∗(k)Φ(k)dk =

∞∫
−∞

2
sin2( k∆

2 )

πk2 dk = ∆, (5.56)
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so the normalization constant for Φ(k) is ∆
− 1

2 . Now because Φ∗(k)Φ(k) is symmet-
rical about k = 0, then 〈k〉= 0 so ∆k = 〈k2〉. However, we find

〈k2〉= 1
∆

∞∫
−∞

Φ
∗(k)k2

Φ(k)dk =
2

∆π

∞∫
−∞

sin2(
k∆

2
)dk, (5.57)

but this final integral is infinite, so ∆k is strictly infinite in this case. So, we end up
with the product ∆x∆k = ∞, which although is strictly correct and obeys the Heisen-
berg uncertainty principle since ∞ > 1

2 , it is not a very useful result. In cases like
this another estimate of uncertainty may be used. We may take the half-widths of
the two probability densities involved as estimates of the uncertainties. For the x-
representation this is just ∆x ∼ ∆

2 . For the p-distribution, the bulk of the probability

density lies within the region defined by the first two zeros of sin2( k∆

2 )

k2 outside of
k = 0. These are at k∆

2 =±π , so we can take ∆k ∼ 2π

∆
. Then we have

∆x∆k ∼ π,

or
∆x∆p ∼ π h̄,

which is well within the limits set by the Heisenberg uncertainty principle.

5.7 Ĥ-t DUALITY?

Just as there is a Fourier duality between x and k, there is also Fourier duality be-
tween, time, t and frequency, ω , that is well-known in signal processing [77]. Us-
ing standard Fourier integral methods it is possible to show that the product of the
frequency bandwidth, ∆ω of a signal, and its temporal length, ∆t , must satisfy the
inequality

∆ω ∆t ≥
1
2
. (5.58)

Just as in the x-k case, the minimum product occurs when the signal has a Gaussian
envelope, which means it has a Gaussian spectrum.

The widths ∆ω and ∆t in Eq. (5.58) may be viewed respectively as uncertainties in
ω and t. If we then use the quantum mechanical energy-frequency relation, E = h̄ω ,
then we can infer from Eq. (5.58) an energy-time uncertainty relation of the form

∆E∆t ≥
h̄
2
. (5.59)

Now since the x-p uncertainty relation can be inferred either from Fourier duality or
from the commutation relation between x and p̂, then it is plausible that one could
define a time operator, t̂, by a commutation relation of the form

[Ĥ, t̂] = ih̄ ? (5.60)
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Just as in the case of a suggested commutation relation between the number operator
and a proposed phase operator that we examined in Section 3.7, this possibility fails
too and for the same reasons that N̂-ξ failed. To see this, consider a system with a
simple eigenvalue energy equation of the form

ĤΨ = EΨ (5.61)

Now, the Ĥ-t̂ commutator implies

[Ĥ, f (t̂)] = ih̄ f ′(t̂), (5.62)

which means that, for any real number, γ ,

[Ĥ,exp(iγ t̂)] =−h̄γ exp(iγ t̂). (5.63)

With the aid of Eqs. (5.61) and (5.63), we can write

Ĥ exp(iγ t̂)Φ = (exp(iγ t̂)(Ĥ− h̄γ)Φ) = (E− h̄γ)exp(iγ t̂)Φ,

which would imply that there is an energy state, exp(iγt)Φ, with an energy eigen-
value, E− h̄γ , that is unbound from below, which is not permissible. So, we can rule
out a time operator based on [Ĥ, t̂] = ih̄. The above argument was originated by Pauli
[3, 91]. We can further add that the supposed analogy between Ĥ-t̂ duality and p̂-x
duality is also incorrect, since p̂ is the operator−ih̄ ∂

∂x , whereas Ĥ is not equivalent to
ih̄ ∂

∂ t , as was previously pointed out. We also note that it is also fruitless to construct
a time operator on the basis of

[
∂

∂ t
, t] = 1,

since, as in the similar procedure in Section 3.7 for attempting to construct a phase
operator, the above relation just produces a new lowering operator

Ât =
1√
2
(t +

∂

∂ t
).

The new number operator, N̂t = Â†
t Ât , that results, leads to the conclusion that t can

no longer mean time.
So, far the quantum mechanics that has emerged involves only one dimension

of configuration space and one component of linear momentum. To see how more
dimensions emerge, we will need to consider systems with more than one category.
We will examine two-category systems next.
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6.1 A FIRST LOOK AT INTERACTIONS

6.1.1 THE BOSONIC CASE

Having established the framework for a system which comprises an arbitrary number
of categories in Chapter 4, it turns out to be quite instructive to examine the properties
of a system with just two categories. What we learn with two we can generalize to
more categories later. Studying two-category systems also serves a second purpose
in that it leads to systems with two dimensions of configuration space, as we shall
see in Chapter 7.

Consider then a bosonic system with a total number of items represented by an
operator N̂, divided into two categories, Cata and Catb, with corresponding number
operators, N̂a and N̂b, such that

N̂ = N̂a + N̂b, (6.1)

where, Â†
aÂa = N̂a and Â†

bÂb = N̂b. Using the multi-category result from Chapter 4,
but with S = 2, the Hamiltonian for the whole system will take the form

Ω̂ = ωaÂ†
aÂa +ωbÂ†

bÂb = ωaN̂a +ωbN̂b, (6.2)

where ωa and ωb are constant scalar frequencies. The appropriate commutation re-
lations are [Âa, Â†

a] = 1 and [Âb, Â
†
b] = 1, with all other operator pair combinations in

commutator brackets being zero. It is then straightforward to check that

[N̂a,Ω̂] = [N̂b,Ω̂] = 0. (6.3)

So, both N̂a and N̂b individually commute with Ω̂, which means that the individual
number of items in each category, as well as the total number of items will remain
constant with time, as a result of the Heisenberg equation of motion, i.e.

i
dN̂a

dt
= [N̂a,Ω̂] = 0, (6.4)

with a corresponding equation for N̂b. An operator which commutes with Ω̂ is said
to be a constant of the motion. We can also use the Heisenberg equation to show that
Âa(t) = Âa(0)exp(−iωat) and Âb(t) = Âb(0)exp(−iωbt), which is what we would
get for each category if it were a separate system with Ω̂a = ωaN̂a for Cata and
Ω̂b = ωbN̂b for Catb. So, the two categories can be treated totally separately, which
is what is really meant by their being independent of one another, even though we
could formally treat the two categories as a single system by Ω̂ = Ω̂a + Ω̂b.

The state of this system may be specified in the occupation number notation, by
|ΨN〉= |na,nb〉. The set of two-category states satisfies the orthogonality condition

〈ma,mb|na,nb〉= δnamaδnbmb . (6.5)
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Then
N̂a|na,nb〉= na|na,nb〉 and N̂b|na,nb〉= nb|na,nb〉,

Âa|na,nb〉=
√

na|na−1,nb〉 and Â†
a|na,nb〉=

√
na +1|na +1,nb〉

and

Âb|na,nb〉=
√

nb|na,nb−1〉 and Â†
b|na,nb〉=

√
nb +1|na,nb +1〉. (6.6)

As it stands this is not a particularly interesting system. Nothing much happens
to it as time progresses. The two populations remain fixed in their two categories.
Next we want to show that the representation of the system, in terms of N̂a and N̂b
and their corresponding creation and annihilation operators, is not unique. We can
apply a linear transformation to Âa and Âb to produce a new pair, Âc and Âd , by(

Âc
Âd

)
=

(
ε η

λ µ

)(
Âa
Âb

)
, (6.7)

where ε , η , λ and µ are constant coefficients, which we will take as real num-
bers for the moment. Then it is straightforward to show that, [Âc, Â†

c ] = ε2 + η2,
[Âd , Â

†
d ] = λ 2 + µ2 and [Âc, Â

†
d ] = ελ + ηµ . At this stage the constants are arbi-

trary, but with an appropriate choice of the constants, we can make, [Âc, Â†
c ] = 1,

[Âd , Â
†
d ] = 1 and [Âc, Â

†
d ] = 0, so that Âc and Âd act as annihilation operators and

their respective adjoints as creation operators, obeying bosonic commutation rules.
Then we find (

ε η

λ µ

)
=

(
cosα sinα

−sinα cosα

)
= R̂(α), (6.8)

where the matrix (operator), R̂(α), can be recognized as corresponding to a rotation
through an angle α , which at this stage is arbitrary. It also follows that,

Â†
cÂc = Â†

aÂa cos2
α + Â†

bÂb sin2
α +(Â†

aÂb + Â†
bÂa)cosα sinα (6.9)

and

Â†
dÂd = Â†

aÂa sin2
α + Â†

bÂb cos2
α− (Â†

aÂb + Â†
bÂa)cosα sinα, (6.10)

where α is an arbitrary angle. Then1 adding Eqs. (6.9) and (6.10) yields

N̂ = Â†
aÂa + Â†

bÂb = Â†
cÂc + Â†

dÂd (6.11)

and we can represent the system by two new categories, Catc and Catd with popula-
tion numbers, Â†

cÂc = N̂c and Â†
dÂd = N̂d . Thus

N̂ = N̂a + N̂b = N̂c + N̂d . (6.12)
1This result is not surprising since it is a form of the well known Bogoliubov transformation that is

widely used in many-body quantum physics [121].
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So, we have a new pair of categories whose population numbers sum to the same
value as our original pair. It important to emphasize that we are looking at the same
system in two different representations. One in which the system is divided between
Cata and Catb and another description represented by Catc and Catd . The descriptions
are not independent of one another since they are connected by the linear transforma-
tion given by the matrix in Eq. (6.8). One can think of Catc as containing a proportion
of Cata and Catb; similarly with Catd . However, the big difference between the two
representations lies with the Hamiltonian in terms of the new categories. To see this
we can reverse the rotation, R̂(α), in Eq. (6.8), i.e. we apply a rotation R̂(−α) as
follows2 (

Âa
Âb

)
=

(
cosα −sinα

sinα cosα

)(
Âc
Âd

)
. (6.13)

We can substitute these relations into Eq. (6.2) and get

Ω̂ = ωcÂ†
cÂc +ωdÂ†

dÂd +υcd(Â†
cÂd + Â†

dÂc), (6.14)

where,
ωc = ωa cos2

α +ωb sin2
α,

ωd = ωb cos2
α +ωa sin2

α,

υcd = (ωb−ωa)cosα sinα. (6.15)

The trigonometrical functions of α may actually be eliminated from the relations
in Eq. (6.15). After some surprisingly tedious algebra one finds

cosα =

√√√√√1
2

1+
ωc−ωd√

(ωc−ωd)2 +4υ2
cd

 (6.16)

and then

ωa =
ωc +ωd +

√
(ωc−ωd)2 +4υ2

cd

2
,

ωb =
ωc +ωd−

√
(ωc−ωd)2 +4υ2

cd

2
. (6.17)

The significance of the relations in Eq. (6.17) will become apparent shortly when we
deal with the time dependence of the system.

Again, it is important to realize that the Hamiltonian in Eq. (6.14) represents the
same system as that in Eq. (6.2); it is just written in a different basis. The first two
terms on the rhs of Eq. (6.14) contain number operators multiplied by frequencies,
like those in Eq. (6.2). It is the third term on the rhs of Eq. (6.14) that makes the real
difference between the two representations. Notice that the form in Eq. (6.14) is still
Hermitian, as it should be, since (Â†

cÂd + Â†
dÂc)

† = (Â†
dÂc + Â†

cÂd).

2Notice that R̂(−α) = R̂(α)−1.
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Now the crucial new thing to notice about the Hamiltonian written in terms of Âc
and Âd is that N̂c and N̂d do not commute with Ω̂. Indeed we find for example

[N̂c,Ω̂] = υcd(Â†
cÂd− Â†

dÂc),

and so N̂c is not a constant of the motion. It turns out that in general both N̂c and N̂d
are time dependent. We shall explore this aspect of the system later in this chapter.

6.1.2 THE FERMIONIC CASE

The linear transformation in Eq. (6.8) that preserves bosonic commutation rules also
preserves fermionic rules. If Ĉa and Ĉb are a pair of independent fermionic creation
operators obeying the usual fermionic anti-commutation rules that are transformed
to a new pair, Ĉc and Ĉd by(

Ĉc
Ĉd

)
=

(
cosα sinα

−sinα cosα

)(
Ĉa
Ĉb

)
, (6.18)

then

Ĉ†
cĈc = cos2

αĈ†
aĈa + cosα sinα(Ĉ†

aĈb +Ĉ†
bĈa)+ sin2

αĈ†
bĈb (6.19)

and

ĈcĈ†
c = cos2

αĈaĈ†
a + cosα sinα(ĈaĈ†

b +ĈbĈ†
a)+ sin2

αĈbĈ†
b . (6.20)

Adding Eqs. (6.19) and (6.20) gives

{Ĉc,Ĉ†
c}= cos2

α{Ĉa,Ĉ†
a}

+ cosα sinα({Ĉa,Ĉ
†
b}+{Ĉb,Ĉ†

a})+ sin2
α{Ĉb,Ĉ

†
b}

= cos2
α + sin2

α = 1.

(6.21)

Similarly one can show that {Ĉd ,Ĉ
†
d} = 1 and that all of the possible pair combina-

tions in anti-commutator brackets involving Ĉc, Ĉd and their respective adjoints are
zero, confirming that Ĉc and Ĉd are fermionic operators.

Then one finds that for a system of fermions with just two categories with a total
of items represented by N̂, then

N̂ = Ĉ†
aĈa +Ĉ†

bĈb = Ĉ†
cĈc +Ĉ†

dĈd , (6.22)

just as in the bosonic case. Also, we can transform the Hamiltonian too and get

Ω̂ = ωaĈ†
aĈa +ωbĈ†

bĈb

= ωcĈ†
cĈc +ωdĈ†

dĈd +υcd(Ĉ†
cĈd +Ĉ†

dĈc),
(6.23)

where ωc, ωd and υcd are exactly the same as found in Eq. (6.15). The only differ-
ences between the bosonic and fermionic cases here are that, in the fermionic case,
n1 and n2 can only take on the values 1 or 0, so that their sum can have the values 0,
1 or 2.
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6.2 TIME DEPENDENCE

Here we treat in some detail the two-category bosonic case introduced in Subsection
6.1.1. As we noted earlier, neither N̂c nor N̂d are constants of the motion. This can be
seen by noting that

i
dN̂c

dt
= [N̂c,Ω̂] = υcd(Â†

cÂd− Â†
dÂc) (6.24)

and

i
dN̂d

dt
= [N̂d ,Ω̂] = υcd(Â

†
dÂc− Â†

cÂd). (6.25)

Adding Eqs. (6.24) and (6.25) gives

i
d(N̂c + N̂d)

dt
= [N̂c + N̂d ,Ω̂] = 0 (6.26)

confirming that, even though N̂c and N̂d are not separately constants of the motion,
their sum, which is of course equal to N̂, is a constant of the motion, since it com-
mutes with Ω̂.

Since the system with a total number of items represented by N̂ can now be
represented using the number operators N̂c and N̂d we would like to use a basis to
represent it which is an eigenstate of N̂c and N̂d . We could then consider a represen-
tation in occupation number form as, ΦN = |nc,nd〉. However, there is a technical
problem here. We are using an H-type representation, with time-dependent opera-
tors and time-independent states. If N̂c and N̂d are time dependent, then, is some
sense that we will need to explore, the expectation values of the numbers of items in
the two categories will be expected to be time-dependent. To deal with this issue,
we must choose a state ΦN that is independent of time. This suggests we choose the
values of nc and nd at a fixed time. It is most convenient to choose t = 0, so that [7],
ΦN = |nc(0),nd(0)〉, where na(0) represents the initial state of the items in Cata. The
orthogonality condition is then

〈mc(0),md(0)|nc(0),nd(0)〉= δnc(0)mc(0)δnd(0)md(0). (6.27)

Then we have
N̂c(0)|nc(0),nd(0)〉= nc(0)|nc(0),nd(0)〉,

N̂d(0)|nc(0),nd(0)〉= nd(0)|nc(0),nd(0)〉,

Âc(0)|nc(0),nd(0)〉=
√

nc(0)|nc(0)−1,nd(0)〉,

Â†
c(0)|nc(0),nd(0)〉=

√
nc(0)+1|nc(0)+1,nd(0)〉,

Âd(0)|nc(0),nd(0)〉=
√

nd(0)|nc(0),nd(0)−1〉

and
Âd(0)†|nc(0),nd(0)〉=

√
nd(0)+1|nc(0),nd(0)+1〉. (6.28)
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In general, |nc(0),nd(0)〉 is not an eigenstate of N̂c(t) and we cannot write a simple
relation like those in Eq. (6.28) for N̂c(t)|nc(0),nd(0)〉. We shall investigate shortly
how to calculate the expectation values of the numbers of items in the two categories.

In order to understand what Ω̂ in Eq. (6.14) means we need to examine the effect
of the third term on the rhs on the state ΨN = |nc(0),nd(0)〉. First

Â†
c(0)Âd(0)|nc(0),nd(0)〉=

√
(nc(0)+1)nd(0)|nc(0)+1,nd(0)−1〉, (6.29)

from which we can see that Â†
c(0)Âd(0) has the effect of removing an item from Catd

and putting one into Catc. Now although we are dealing with what are traditionally
called creation and annihilation operators, there is no reason to interpret the effect of
these operators as creation and annihilation. We can just as well see the combination
in Eq. (6.17) as the transfer of an item from one category to another. Then Â†

d(0)Âc(0)
reverses the process, i.e.

Â†
d(0)Âc(0)|nc(0),nd(0)〉=

√
nc(0)(nd(0)+1)|nc(0)−1,nd(0)+1〉. (6.30)

However, this does not in general result in zero effect, since nc(0) and nd(0) are in
general different. This gives rise to an effective interaction between the two cate-
gories which has a profound effect on their behaviour.

6.2.1 EIGENFREQUENCIES FOR TWO-CATEGORY INTERACTIONS

It is often the case in quantum physics that one constructs the Hamiltonian for a sys-
tem and then investigates its properties by finding the energy eigenvalues or equiv-
alently the eigenfrequencies of the system. There are several ways of doing this.
Suppose we were presented with a Hamiltonian in the form of an interacting pair of
bosonic categories as in Eq. (6.14). The most direct way is to assume the operators
Âc and Âb vary as exp(−iωt) and deduce the values the eigenfrequency, ω can take.
We can use the Heisenberg equation of motion to find the eigenvalue equations for
Âc and Âb, which are

i
dÂc

dt
= [Âc,Ω̂] =⇒ ωÂc = ωcÂc +υcdÂd , (6.31)

where we have used the Hamiltonian from Eq. (6.14). Similarly, one finds for Âd .

ωÂd = υcdÂc +ωdÂd , (6.32)

which leads to (
ω−ωc −υcd
−υcd ω−ωd

)(
Âc
Âd

)
= 0. (6.33)

This eigenvalue equation is satisfied if the determinant of the 2× 2 matrix is zero,
i.e., ∣∣∣∣ω−ωc −υcd

−υcd ω−ωd

∣∣∣∣= (ω−ωc)(ω−ωd)−υ
2
cd = 0, (6.34)
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which leads to

ω =
ωc +ωd±

√
(ωc−ωd)2 +4υ2

cd

2
. (6.35)

The behaviour of the coupled system can be evaluated by noting that the eigen-
frequencies in Eq. (6.35) are precisely the frequencies associated with Âa and Âb
in Eq. (6.17). However, the operators in the Hamiltonian that we are investigat-
ing involves, Âc and Âd , operating on states, |nc,nd〉, but these are not the eigen-
states of the system. This is clearly due to the interaction term which does not leave
|nc,nd〉 unchanged. Indeed, the eigenstates are actually, |na,nb〉 and the eigenval-
ues of Ω̂ are ωana +ωbnb. We can regard, Âa(t) = Âa(0)exp(−iωat) and Âb(t) =
Âb(0)exp(−iωbt) as normal modes of the system so that Âc(t) and Âd(t) will be lin-
ear combinations of the two normal modes. By applying the rotation, R(α), we can
write this in explicit time dependent form as(

Âc(t)
Âb(t)

)
=

(
cosα sinα

−sinα cosα

)(
Âa(0)exp(−iωat)
Âb(0)exp(−iωbt)

)
. (6.36)

It is worth pointing out here that one gets exactly the same eigenfrequencies if
one uses the fermionic anti-commutation relations for the interacting categories case
with the Hamiltonian in Eq. (6.23). In both the bosonic and fermionic cases, this be-
haviour is analogous to that of a pair of coupled oscillators in classical physics where
the annihilation operators are behaving like the amplitudes of the oscillators. From
that point of view, the creation and annihilation operators can really be considered
as amplitudes of the number oscillator. When we have a single isolated category the
sizes of these amplitudes do not change with time, but as we will see, when we have
a pair of interacting categories in which items move from one category to another,
then we have coupled oscillators the sizes of whose amplitudes do change with time.

In the next section we show how to use the relations between the two sets of
annihilation operators to calculate the time varying number of items associated with
Catc and Catd .

6.2.2 CALCULATING THE TIME DEPENDENT POPULATION NUMBERS

Having obtained expressions for the time dependent creation and annihilation opera-
tors the next step is to work out the time dependent number of items in the individual
categories. This is essentially an initial value problem. We have assumed that initially
(at t = 0) there are nc(0) items in Catc, and nd(0) items in Catd . Now recall that in
the representation we are using that the operators are time dependent. In fact they
are H-type operators and in this case the eigenstates of the system are independent
of time. Now we know that

N̂c(0) = Â†
c(0)Âc(0),

so, using the relation in Eqs. (6.28), we know

Â†
c(0)Âc(0)|nc(0),nd(0)〉= nc(0)|nc(0),nd(0)〉.
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The next step is to try to evaluate

Â†
c(t)Âc(t)|nc(0),nd(0)〉= N̂c(t)|nc(0),nd(0)〉.

Notice that at the moment we have Âc(t) only in terms of the time dependent
operators for the normal modes of the system, Eq. (6.36). We need to get everything
in terms of Âc(0) and Âd(0), since these give known results when they operate on
|nc(0),nd(0)〉, using Eqs. (6.28). The next step is to get Âa(0) and Âb(0) in terms
of Âc(0) and Âd(0) by applying the reverse rotation R(−α) as we did earlier in Eq.
(6.13), then (

Âa(0)
Âb(0)

)
=

(
cosα −sinα

sinα cosα

)(
Âc(0)
Âd(0)

)
. (6.37)

The result of Eq. (6.37) may be substituted into Eq. (6.36) to give(
Âc(t)
Âd(t)

)
=

(
cosα sinα

−sinα cosα

)(
(Âc(0)cosα− Âd(0)sinα)exp(−iωat)
(Âc(0)sinα + Âd(0)cosα)exp(−iωbt)

)
. (6.38)

So, we get

Âc(t) =(Âc(0)cos2
α− Âd(0)sinα cosα)exp(−iωat)+

(Âc(0)sin2
α + Âd(0)sinα cosα)exp(−iωbt),

(6.39)

with a corresponding equation for Âd(t). Now, Eq. (6.39) is already quite compli-
cated and next we need to use it to evaluate Â†

c(t)Âc(t)|nc(0),nd(0)〉. We can simplify
things by noting that from, Eq. (6.39), Â†

c(t)Âc(t) will contain terms like Â†
c(0)Âc(0)

and Â†
d(0)Âd(0) for which |nc(0),nd(0)〉 is an eigenstate. However, the expression

for Â†
c(t)Âc(t) will also contain terms like Â†

c(0)Âd(0), for which |nc(0),nd(0)〉 is
not an eigenstate. This means that |nc(0),nd(0)〉 is not an eigenstate of Â†

c(t)Âc(t).
However, we can still obtain useful information about the system if we look for time
dependent expectation values of the form [7]

ñc(t) = 〈nc(0),nd(0)|Â†
c(t)Âc(t)|nc(0),nd(0)〉

= 〈nc(0),nd(0)|N̂c(t)|nc(0),nd(0)〉.
(6.40)

Noting that
〈nc(0),nd(0)|Â†

c(0)Âd(0)|nc(0),nd(0)〉= 0

and
〈nc(0),nd(0)|Â†

d(0)Âc(0)|nc(0),nd(0)〉= 0,

and after substituting the expression for cosα from Eq. (6.16), we find

ñc(t) = nc(0)+2(nd(0)−nc(0))
(

υcd

ωn

)2

(1− cos(ωnt)), (6.41)

where ωn = ωa−ωb =
√

(ωc−ωd)2 +4υ2
cd .
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Notice that ñc(0) = nc(0), as it should and that ñc(t) oscillates with a fre-
quency of ωn that is equal to the difference in the frequencies of the normal modes.
Thus the number of items oscillates like the beats of the two normal modes. For-
tunately, we do not need to go through the whole process again to find ñd(t)〉 =
〈nc(0),nd(0)|Â†

d(t)Âd(t)|nc(0),nd(0)〉 for the time variation of the number of items
in Catd , since we already know that the total number of items is conserved, so
ñd(t) = nc(0)+nd(0)− ñc(t), from which we find

ñd(t) = nd(0)+2(nc(0)−nd(0))
(

υcd

ωn

)2

(1− cos(ωnt)). (6.42)

From Eq. (6.42) we can conclude that ñd(t) also oscillates with frequency ωn and
in anti-phase with ñc(t) so that the total number of items remains constant. Notice
that two factors drive the fluctuations of the time dependent expectation values of
the number of items in the two categories. One is the coefficient υcd of the interac-
tion term in the Hamiltonian. When this coefficient is zero then ñc(t) and ñd(t) do
not fluctuate, as might be expected. However, if nc(0) = nd(0) then the populations
do not fluctuate either. We can understand this result since it implies the transfer of
items from Catc to Catd exactly cancels the reverse process, leading to stable popu-
lations, on average. So, the fluctuation level is driven by the initial difference in the
populations of the two categories, as well as the strength of their interaction.

A typical example of the interaction between two categories of items, calculated
from Eqs. (6.41) and (6.42) is illustrated in Fig. 6.1. Both sets of expectation values
of population numbers oscillate sinusoidally in anti-phase. This behaviour ensures
that the total number of items in the two categories combined is an invariant. This
situation leads to some interesting consequences for the higher order fluctuations in
the context of quantum noise that we examine next.

6.2.3 QUANTUM NOISE

It was pointed out above that products of operators with the same subscript like
Â†

c(0)Âc(0) and Â†
d(0)Âd(0) contribute to ña(t), but that operator products like

Â†
c(0)Âd(0) with different subscripts contribute nothing. However, if we want to

evaluate the expectation values of higher powers of N̂c(t) such as N̂2
c (t), then not

only Â†
c(0)Âc(0) and Â†

d(0)Âd(0) contribute but now Â†
c(0)Âd(0) and Â†

d(0)Âc(0)
contribute also, because N̂2

c (t) contains products like Â†
d(0)Âc(0)Â†

c(0)Âd(0) =

N̂d(0)(N̂c(0) + 1), which do contribute. As a result we find that the square of the
expectation value of N̂c(t) is not equal to the expectation value of N̂2

c (t). The differ-
ence between these two quantities is a measure of what is termed quantum noise. Let
us define

∆ñ2
c(t) = ñ2

c(t)− ñ2
c(t), (6.43)

where

ñ2
c(t) = 〈nc(0),nd(0)|(Â†

c(t)Âc(t))2|nc(0),nd(0)〉
= 〈nc(0),nd(0)|N̂2

c (t)|nc(0),nd(0)〉,
(6.44)
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Figure 6.1 An example of the variation with time of the population values from Eq. (6.41)
(dark curve), and Eq. (6.42) (dark dashes), with nc(0) = 1, nd(0) = 9, ωc = 0.3, ωd = 0.1, and
υcd = 0.26. The horizontal grey line indicates the total number of items.

and ñ2
c(t) is found by just squaring ñc(t) from Eq. (6.40). Then

√
∆ñ2

c(t) is the
quantum noise. Substituting for Âc(t) from Eq. (6.39) one finds

∆ñ2
c(t) = 2(2nc(0)nd(0)+nc(0)+nd(0))×(

υcd

ωn

)2
((

∆cd

ωn

)2

(1− cos(ωnt)+2
(

υcd

ωn

)2

sin2(ωnt)

)
, (6.45)

where ∆cd = ωd−ωc.
Since ∆ñ2

c(t) is in general time varying, it is useful to define a time average,

∆ñ2
c(t) = 2(2nc(0)nd(0)+nc(0)+nd(0))

(
υcd

ωn

)2(
∆2

cd +υ2
cd

ω2
n

)
. (6.46)

Then
√

∆ñ2
c(t) is the root-mean-square (rms) quantum noise of the Catc items. No-

tice that
√

∆ñ2
c(t) = 0 when υcd = 0, so that the quantum noise is entirely due to the

interaction between the two populations of items.
It is also important to know the value of the quantum noise that is associated with

the Catd population. This actually is easy to evaluate by using the conservation rule
N̂c(t)+ N̂d(t) = N̂c(0)+ N̂d(0) = N̂. Then

ñd(t) = n− ñc(t), (6.47)

where n = nc(0)+nd(0). Now

〈nc(0),nd(0)|N̂2
d (t)|nc(0),nd(0)〉= 〈nc(0),nd(0)|(N̂− N̂c(t))2|nc(0),nd(0)〉,

(6.48)
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and so
ñ2

d(t) = n2 + ñ2
c(t)−2nñc(t). (6.49)

Now, squaring Eq. (6.47) gives

ñ2
d(t) = n2 + ñ2

c(t)−2nñc(t). (6.50)

Combining Eqs. (6.49) and (6.50) yields

ñ2
d(t)− ñ2

d(t) = ñ2
c(t)− ñ2

c(t), (6.51)

from which we conclude that the quantum noise levels of the Catc and Catd popula-
tions of items are identical.
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ncé HtL,ndé HtL

Figure 6.2 The dark curves are identical with those in Fig. 6.1. The grey dashed curves
are various representations of quantum noise. The horizontal dashed line is the mean noise
evaluated from Eq. (6.46), the short dashed grey curve is

√
∆ñ2

c(t), evaluated from Eq. (6.45),

and the long dashed curve is the value of
√

ñ2
c(t), evaluated from Eq. (6.44).

The behaviour of the quantum noise for the system that was illustrated in Fig. 6.1

is illustrated in Fig. 6.2. It is clear that in this case the values of ñc(t) and
√

ñ2
c(t) are

very similar, as they are for Catd . This means that the quantum noise does not affect
our information about the fluctuation levels of the system, that much, in this case.

It was pointed out above that two factors determine the amplitudes of the fluc-
tuations in the expectation values nc(t) and nd(t). These are the strength of the in-
teraction, υcd , and also the initial difference, nc(0)−nd(0), in the populations of the
two categories. However, the quantum noise levels of the two populations, while they
do go to zero when the interaction strength υcd goes to zero, they do not disappear
when nc(0) = nd(0). This means that the values of ñ2

c(t) and ñ2
d(t) still fluctuate when
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nc(0) = nd(0), as long as υcd , 0. This situation is illustrated in Fig. 6.3. This shows
that even though the expectation values of the two categories do not vary with time,
there is a non-zero level of quantum noise, so there are still fluctuations associated
with the system.
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ncé HtL,ndé HtL

Figure 6.3 As Fig. 6.2, but with nc(0) = nd(0) = 5. Notice the expectation values of the
population numbers is constant for both categories, but, by contrast, the noise values are non-
zero.

6.2.4 NUMBER OPERATOR APPROACH

Finding the eigenfrequencies via the equation of motion of the creation and anni-
hilation operators is a standard way of treating quantum many-body problems. The
example in the previous section can be regarded as a toy model where we only have
two categories of items. The method is also used in more complicated situations,
though approximations are then sometimes necessary. However, the relatively sim-
ple system we have here can be treated more directly by applying the Heisenberg
equation of motion to the number operators involved. This approach is a somewhat
more direct way of getting the result in Eq. (6.41), which proves useful in more com-
plicated situations that we will meet later, so the method is worth exploring in the
simple case now under consideration. We begin with the time derivative of N̂c with
the Heisenberg equation of motion and the Hamiltonian from Eq. (6.14), then

i
dN̂c

dt
= [N̂c,Ω̂] = υcd(Â†

cÂd− Â†
dÂc). (6.52)

Next we find the second derivative of N̂c by applying the Heisenberg equation of
motion to the first derivative in Eq. (6.52) to get

−d2N̂c

dt2 =

[
i
dN̂c

dt
,Ω

]
= υcd [(Â†

cÂd− Â†
dÂc),Ω], (6.53)
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which leads to

d2N̂c

dt2 = (ωc−ωd)υcd(Â†
cÂd + Â†

dÂc)−2υ
2
cd(N̂c− N̂d)

= (ωc−ωd)(Ω−ωcN̂c−ωdN̂d)−2υ
2
cd(N̂c− N̂d),

(6.54)

where we have used the Hamiltonian, Eq. (6.14), to eliminate υcd(Â†
cÂd + Â†

dÂc)
from Eq. (6.54). The next step is to evaluate the expectation value of each term it Eq.
(6.54). Recalling that

d
dt
〈nc(0),nd(0)|N̂c|nc(0),nd(0)〉= 〈nc(0),nd(0)|

dN̂c

dt
|nc(0),nd(0)〉 (6.55)

and hence that,

d2

dt2 〈nc(0),nd(0)|N̂c|nc(0),nd(0)〉= 〈nc(0),nd(0)|
d2N̂c

dt2 |nc(0),nd(0)〉, (6.56)

yields

d2ñc(t)
dt2 +((ωd−ωc)

2 +4υ
2
cd)ñc(t) = (ωd−ωc)

2nc(0)+2υ
2
cd(nc(0)+nd(0)).

(6.57)
Eq. (6.57) is a second order inhomogeneous differential equation, with boundary
conditions

ñc(0) = nc(0)

and

dñc(t)
dt

∣∣∣∣
t=0

=−iυcd〈nc(0),nd(0)|Â†
c(0)Âd(0)− Â†

d(0)Âc(0)|nc(0),nd(0)〉= 0.

The general solution of Eq. (6.57) is

ñc(t) = a0 +a1 cos(ωt)+a2 sin(ωt), (6.58)

where ω is the frequency of oscillation and a0, a1 and a2 are arbitrary constants to be
determined by the initial conditions. After substituting the general solution into Eq.
(6.57) and applying the initial values one finds that ω =ωn and we get Eq. (6.41), i.e.,
unsurprisingly, exactly the same solution as we obtained using the eigenfrequency
approach, but with markedly less work. This number operator approach proves useful
in a number of applications that we will treat later.

6.3 COMPLEX ROTATION TRANSFORMATION

We can relax the assumption that we used in Eq. (6.7) that the components of the ma-
trix that produced the linear transformation are all real and assume they are complex.
We only need to look at the bosonic case, so let(

Âe
Â f

)
=

(
ε η

λ µ

)(
Âa
Âb

)
, (6.59)
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where now ε , ν , λ and µ are complex scalars. Then we find, [Âe, Â†
e ] = ε∗ε +η∗η ,

[Â f , Â
†
f ] = λ ∗λ + µ∗µ and [Âe, Â

†
f ] = ε∗λ + η∗µ . At this stage the constants are

arbitrary, but with an appropriate choice of the constants, we can again make,
[Âe, Â†

e ] = 1, [Â f , Â
†
f ] = 1 and [Âe, Â

†
f ] = 0, so that Âe and Â f are bosonic in char-

acter. There are several possibilities that satisfy these conditions. One such is(
ε η

λ µ

)
=

(
cosβ isinβ

isinβ cosβ

)
= Ĉ(β ), (6.60)

where again β is an arbitrary angle and Ĉ(β ) represents a type of rotation matrix,
but with complex coefficients in contrast to the real rotation matrix R̂(α), that we
met earlier. Then one finds

Â†
eÂe = Â†

aÂa cos2
β + Â†

bÂb sin2
β + i(Â†

aÂb− Â†
bÂa)cosβ sinβ (6.61)

and

Â†
f Â f = Â†

aÂa sin2
β + Â†

bÂb cos2
β − i(Â†

aÂb− Â†
bÂa)cosβ sinβ . (6.62)

So, we can see that adding Eqs. (6.61) and (6.62), then

Â†
eÂe + Â†

f Â f = Â†
aÂa + Â†

bÂb

so the total number of items is invariant, as before. However, now

Ω̂ = ωaÂ†
aÂa +ωbÂ†

bÂb

= ωeÂ†
eÂe +ω f Â†

f Â f + iυe f (Â†
eÂ f − Â†

f Âe),
(6.63)

where, ωe, ω f and υe f are equal to

ωe = ωa cos2
β +ωb sin2

β ,

ω f = ωb cos2
β +ωa sin2

β ,

υe f = (ωb−ωa)cosβ sinβ . (6.64)

and then

cosβ =

√√√√√1
2

1+
ωe−ω f√

(ωe−ω f )2 +4υ2
e f

 (6.65)

and

ωa =
ωe +ω f +

√
(ωe−ω f )2 +4υ2

e f

2
,

ωb =
ωe +ω f −

√
(ωe−ω f )2 +4υ2

e f

2
. (6.66)

These clearly have the same form as found in Eqs. (6.16) and (6.17). Also notice that
Hamiltonian in Eq. (6.63) is still Hermitian, since (i(Â†

eÂ f − Â†
f Âe))

† = −i(Â†
f Âe−

Â†
eÂ f ). So, Eqs. (6.14) and (6.63) are essentially equivalent to one another, but it is

sometimes useful to use one rather than the other in certain situations, as we shall
see later.
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6.4 COUPLED CREATION AND ANNIHILATION OPERATORS

Another entirely real linear transformation that has some useful applications is one
in which a creation operator is coupled with an annihilation operator. Unlike the
previous linear transformations that we have looked at so far in this chapter, the
bosonic and fermionic cases have very different characters, so we will need to look
at them both. We will look at the bosonic case first.

6.4.1 BOSONIC CASE

Consider (
Âg

Â†
h

)
=

(
ε η

λ µ

)(
Âa

Â†
b

)
, (6.67)

where Âa and Âb are bosonic annihilation operators, that along with their cor-
responding creation operators, obey the usual commutation rules. Then we find,
[Âg, Â†

g] = ε2−η2, [Âh, Â
†
h] = µ2− λ 2 and [Âg, Âh] = ελ −ηµ . Ensuring that the

bosonic character of Âg and Âh is preserved leads to(
ε η

λ µ

)
=

(
coshγ sinhγ

sinhγ coshγ

)
= P̂(γ), (6.68)

where γ is an arbitrary parameter and this time P̂(γ) is not a rotation, but a matrix
with hyperbolic functions as components that is referred to as a pseudo-rotation.
Now we find

Â†
gÂg = Â†

aÂa cosh2
γ + ÂbÂ†

b sinh2
γ +(Â†

aÂ†
b + ÂbÂa)coshγ sinhγ (6.69)

and

Â†
hÂh = ÂaÂ†

a sinh2
γ + Â†

bÂb cosh2
γ +(Â†

aÂ†
b + ÂbÂa)coshγ sinhγ. (6.70)

Here, the sum of the populations in Catg and Cath is no longer equal to the sum of
those in Cata and Catb. Rather, the differences are conserved, since

Â†
gÂg− Â†

hÂh = Â†
aÂa(cosh2

γ− sinh2
γ)+ Â†

bÂb(sinh2
γ− cosh2

γ)

= Â†
aÂa− Â†

bÂb.
(6.71)

So, in this case
N̂g− N̂h = N̂a− N̂b. (6.72)

Further, if we note that(
Âa

Â†
b

)
=

(
coshγ −sinhγ

−sinhγ coshγ

)(
Âg

Â†
h

)
, (6.73)

where the matrix is, P̂(−γ) and is the inverse of P̂(γ) in Eq. (6.68)3, then the Hamil-
tonian in Eq. (6.2) now transforms into

Ω̂ = ωgÂ†
gÂg +ωhÂ†

hÂh +υgh(Â†
gÂ†

h + ÂhÂg)+µgh, (6.74)

3Recall that sinh(−γ) =−sinhγ and cosh(−γ) = coshγ .
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where,
ωg = ωa cosh2

γ +ωb sinh2
γ,

ωh = ωb cosh2
γ +ωa sinh2

γ,

υgh =−(ωa +ωb)coshγ sinhγ,

µgh = (ωa +ωb)sinh2
γ, (6.75)

and

coshγ =

√√√√√1
2

1+
ωg +ωh√

(ωg +ωh)2−4υ2
gh

. (6.76)

There are some important differences in the structure of the Hamiltonian in Eq. (6.74)
and the transformed ones we encountered earlier. This is largely due to the fact that
the transform involves a mixture of creation and annihilation operators which leads
to the interaction term that pairs the creation operators of Catg and Cath and then
pairs the corresponding annihilation operators in the interaction term of the Hamil-
tonian. The transform is no longer actually unitary, although the determinant of the
transform matrix is still unity, just as in the earlier two examples. The additional
constant µgh in the Hamiltonian is unimportant in practice since it commutes with all
operators and hence does not contribute to the Heisenberg equation of motion and
hence cannot affect the dynamics of the system. To all intents and purposes it can be
left out altogether or simply set equal to zero. The eigenvalues associated with the
normal modes of the system need to be evaluated carefully, because the annihilation
of Catg is coupled to the creation operator of Cath. This can be seen by noting that

i
dÂg

dt
= [Âg,Ω̂] = ωgÂg +υghÂ†

h. (6.77)

Now in order to close the system of equations we need

i
dÂ†

h
dt

= [Â†
h,Ω̂] =−ωhÂ†

h−υghÂg. (6.78)

To find the eigenfrequencies of the system we now need to take both Âg and Â†
h

proportional to exp(−iωt)! So, the eigenvalue equation is(
ω−ωg −υgh

υgh ω +ωh

)(
Âg

Â†
h

)
= 0. (6.79)

This eigenvalue equation is satisfied if the determinant of the 2× 2 matrix is zero,
i.e., ∣∣∣∣ω−ωg −υgh

υgh ω +ωh

∣∣∣∣= (ω−ωg)(ω +ωh)+υ
2
gh = 0, (6.80)

which leads to

ω =
ωg−ωh±

√
(ωg +ωh)2−4υ2

gh

2
. (6.81)
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Although the eigenfrequencies in Eq. (6.81) look similar to those in Eq. (6.35), their
behaviour is quite different. The frequencies in Eq. (6.35) are entirely real so the
normal modes are stable oscillations. The modes in Eq. (6.81) are only stable if
2|υgh| < (ωg + ωh) is satisfied. Otherwise the eigenfrequencies become complex
and then exponential growth or damping is possible. Thus, if the interaction term
is strong enough the system may be unstable. This result will be explored in more
detail when we look at some important applications in a later chapter.

6.4.2 FERMIONIC CASE

We begin with two category fermionic system with a Hamiltonian of the form

Ω̂ = ωaĈ†
aĈa +ωbĈ†

bĈb, (6.82)

where Ĉa and Ĉb are a pair of fermionic annihilation operators with their correspond-
ing creation operators, obeying the usual anti-commutation rules. The corresponding
fermionic number operators, N̂a = Ĉ†

aĈa and N̂b = Ĉ†
bĈb. Now consider the linear

transformation (
Ĉg

Ĉ†
h

)
=

(
ε η

λ µ

)(
Ĉa

Ĉ†
b

)
, (6.83)

Then, {Ĉg,Ĉ†
g} = ε2 +η2, {Ĉh,Ĉ

†
h} = µ2 +λ 2 and {Ĉg,Ĉh} = ελ +ηµ . Ensuring

that the fermionic character of Ĉg and Ĉh is preserved leads to(
ε η

λ µ

)
=

(
cosγ sinγ

−sinγ cosγ

)
= R̂(γ), (6.84)

where γ is now an arbitrary angle and this time R̂(γ) is again a rotation. So, we can
immediately see that the coupling of fermionic creation and annihilation operators
has an entirely different character to the bosonic case in Section 6.4.1. Note that in
the fermionic case the transform is unitary, unlike the bosonic case when a creation
operator is coupled to an annihilation operator.

Now we find

N̂g = N̂a cos2
γ +(1− N̂b)sin2

γ− (Ĉ†
aĈ†

b +ĈbĈa)cosγ sinγ (6.85)

and
N̂h = (1− N̂a)sin2

γ + N̂b cos2
γ− (Ĉ†

aĈ†
b +ĈbĈa)cosγ sinγ. (6.86)

where N̂g = Ĉ†
gĈg and N̂h = Ĉ†

hĈh. As in the bosonic case in Section 6.4.1, the sum of
the populations in Catg and Cath is no longer equal to the sum of those in Cata and
Catb, and again it is the differences that are conserved, since

N̂g− N̂h = N̂a(cos2
γ + sin2

γ)− N̂b(sin2
γ + cos2

γ)

= N̂a− N̂b.
(6.87)
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Further, if we note that(
Ĉa

Ĉ†
b

)
= R̂(−γ)

(
Ĉg

Ĉ†
h

)
=

(
cosγ −sinγ

sinγ cosγ

)(
Ĉg

Ĉ†
h

)
, (6.88)

where the matrix is, R̂(−γ) and is the inverse of R̂(γ) in Eq. (6.84), then the Hamil-
tonian in Eq. (6.82) now transforms into

Ω̂ = ωgĈ†
gĈg +ωhĈ†

hĈh +υgh(Ĉ
†
hĈ†

g +ĈgĈh)+µgh, (6.89)

where,
ωg = ωa cos2

γ−ωb sin2
γ,

ωh = ωb cos2
γ−ωa sin2

γ,

υgh = (ωa +ωb)cosγ sinγ,

µgh = (ωa +ωb)sin2
γ, (6.90)

and

cosγ =

√√√√√1
2

1+
ωg +ωh√

(ωg +ωh)2 +4υ2
gh

. (6.91)

It is now instructive to evaluate the eigenvalues of the coupled fermionic system.
We can again neglect the constant µgh in the Hamiltonian as it has no effect on the
Heisenberg equation of motion. So, proceeding with the equation for Ĉg we find

i
dĈg

dt
= [Ĉg,Ω̂] = ωgĈg−υghĈ†

h . (6.92)

So, in order to close the system of equations we need

i
dĈ†

h
dt

= [Ĉ†
h ,Ω̂] =−ωhĈ†

h −υghĈg. (6.93)

To find the eigenfrequencies of the system we again need to take both Ĉg and Ĉ†
h

proportional to exp(−iωt). So, the eigenvalue equation is(
ω−ωg υgh

υgh ω +ωh

)(
Ĉg

Ĉ†
h

)
= 0. (6.94)

This eigenvalue equation is satisfied if the determinant of the 2× 2 matrix is zero,
i.e., ∣∣∣∣ω−ωg υgh

υgh ω +ωh

∣∣∣∣= (ω−ωg)(ω +ωh)−υ
2
gh = 0, (6.95)

which leads to

ω =
ωg−ωh±

√
(ωg +ωh)2 +4υ2

gh

2
. (6.96)
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The crucial difference between the eigenfrequencies in Eq. (6.96) and those for
the bosonic case in Eq. (6.81), is the sign of the υ2

gh term inside the square root. In
the fermionic case it is positive, which means that the frequencies can only be real
and hence there is no instability, unlike what we found in the bosonic case. It turns
out that the fermonic case with coupled creation and annihilation operators plays a
key role in the explanation of both superconductivity and fermionic mass, as we shall
see later.

Finally, we can just check the time dependence of the numbers of items in the
two categories by evaluating [N̂g,Ω̂] and [N̂g,Ω̂] and find

[N̂g,Ω̂] = [N̂h,Ω̂] = υgh(Ĉ†
gĈ†

h −ĈhĈg), (6.97)

so the number operators of the individual categories vary with time as does the total
number N̂ = N̂g + N̂h, since Eq. (6.97) implies that [N̂,Ω̂] , 0. However, Eq. (6.96)
does indicate that

d(N̂g− N̂h)

dt
= 0 (6.98)

which is consistent with Eq. (6.87).
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7 Degenerate Two-category
Systems

In this chapter we look at what happens when we apply the important symmetry
condition of degeneracy to a two-category system. This involves imposing the con-
dition that the frequencies in the Hamiltonian of the two categories are identical,
i.e., we let the frequencies in the Hamiltonians in Eqs. (6.2) and (6.23) be equal, so
ωa = ωb = ω0. We are first going to examine bosonic systems, but in the last section
of the chapter we will look at an important fermionic case.

7.1 DEGENERATE BOSONIC TWO-CATEGORY SYSTEMS

There are two distinct situations we want to look at for bosonic case. The first in-
volves the rotation transformation, R̂(α). Substituting degeneracy condition into
Eqs. (6.15), we immediately get ωc = ωd = ω0. Also, importantly, υcd = 0, so the
interaction term in the Hamiltonian disappears! This leads to

Ω̂ = ω0(Â†
aÂa + Â†

bÂb) = ω0(N̂a + N̂b)

= ω0(Â†
cÂc + Â†

dÂd) = ω0(N̂c + N̂d).
(7.1)

From Eq. (7.1), we can immediately see that N̂c and N̂d both individually com-
mute with Ω̂, just like the original number operators, N̂a and N̂b do. This means that,
in the degenerate case, unlike the non-degenerate case we treated in Chapter 6, the
individual population numbers for the new categories, Catc and Catd , are constants,
just like the original categories, Cata and Catb. This means that the occupation num-
bers in the eigenstates, |nc,nd〉 are constants, so we can use them as an alternative
representation of the system to the original Fock states represented by |na,nb〉. This
greatly simplifies things compared to the difficulties of dealing with time dependent
occupation numbers that were found in the non-degenerate cases in Chapter 6.

Now notice also that in the degenerate case

[Â†
cÂd ,Ω̂] = ω0[Â†

cÂd , N̂c + N̂d ] = ω0(Â†
cÂd− Â†

cÂd) = 0 (7.2)

and
[Â†

dÂc,Ω̂] = ω0[Â
†
dÂc, N̂c + N̂d ] = ω0(Â

†
dÂc− Â†

dÂc) = 0, (7.3)

so Â†
cÂd and Â†

dÂc are both individually invariant in the degenerate case. It is also
important to note that neither is invariant in the non-degenerate case. Similarly, we
can see that

[Â†
aÂb,Ω̂] = ω0[Â†

aÂb, N̂a + N̂b] = ω0(Â†
aÂb− Â†

aÂb) = 0 (7.4)
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and
[Â†

bÂa,Ω̂] = ω0[Â
†
bÂa, N̂a + N̂b] = ω0(Â

†
bÂa− Â†

bÂa) = 0, (7.5)

So, like Â†
cÂd and Â†

dÂc, Â†
aÂb and Â†

bÂa are also invariant, but none of them is
Hermitian. However, we can construct pairs of Hermitian operators that are invari-
ants. These are

K̂ab = Â†
aÂb + Â†

bÂa and L̂ab = i(Â†
bÂa− Â†

aÂb), (7.6)

and
K̂cd = Â†

cÂd + Â†
dÂc and L̂cd = i(Â†

dÂc− Â†
cÂd). (7.7)

The importance and meaning of these pairs of Hermitian operators in physical dy-
namics will become apparent later. The degeneracy condition leaves the value of the
rotation angle, α , unaffected, so we can choose it as we wish. The properties of the
operators in Eqs. (7.4) to (7.7) are best illustrated by making a specific choice of α ,
in R̂(α). After applying R̂(α),(

Âc
Âd

)
= R̂(α)

(
Âa
Âb

)
,

we find
Â†

cÂd = sinα cosα(N̂b− N̂a)+ cos2
αÂ†

aÂb− sin2
αÂ†

bÂa, (7.8)

and
Â†

dÂc = sinα cosα(N̂b− N̂a)+ cos2
αÂ†

bÂa− sin2
αÂ†

aÂb. (7.9)

Then

K̂cd = Â†
cÂd + Â†

dÂc = sin2α(N̂b− N̂a)+ cos2α(Â†
bÂa + Â†

aÂb), (7.10)

and
L̂cd = i(Â†

cÂd− Â†
dÂc) = i(Â†

aÂb− Â†
bÂd) = L̂ab. (7.11)

Notice that, unlike Eq. (7.10), Eq. (7.11) is entirely independent of α and it does not
give us any clue to the properties of L̂cd , nor of L̂ab. We will have to find an alternative
route if we are to find out more about L̂ab. However, Eq. (7.10) is dependent on α

and tells us a lot about the eigenvalues and eigenstates of K̂cd . We can see this if we
choose α = π

4 and then Eq. (7.10) becomes

K̂cd = N̂b− N̂a, (7.12)

which shows that K̂cd has integer eigenvalues, since it is the difference between two
natural numbers. It is also clear from Eq. (7.12) that the eigenstate of K̂cd is |na,nb〉,
and not |nc,nd〉.

If we construct N̂c = Â†
cÂc and N̂d = Â†

dÂd with α = π

4 , then we find

N̂c− N̂d = Â†
cÂc− Â†

dÂd = Â†
aÂb + Â†

bÂa = K̂ab, (7.13)
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so that the eigenvalues of K̂ab must also be integers, and its eigenstates are |nc,nd〉.
So, their is reciprocity between K̂ab and K̂cd .

Now we will return to L̂ab. We can find eigenvalues and eigenvectors for L̂ab, if
we employ Ĉ(β ), rather than R̂(α). This is the second of the cases referred to earlier.
Putting ωa = ωb = ω0 into Eqs. (6.64) gives ωe = ω f = ω0 and υe f = 0, so

Ω̂ = ω0(Â†
aÂa + Â†

bÂb) = ω0(N̂a + N̂b)

= ω0(Â†
eÂe + Â†

f Â f ) = ω0(N̂e + N̂ f ).
(7.14)

Notice that, just like N̂c and N̂d , here N̂e and N̂e both individually commute with
Ω̂ and so are invariants. This means that we can use |ne,n f 〉 as another Fock state
representation of the system.

Applying Ĉ(β ), so that (
Âe
Â f

)
= Ĉ(β )

(
Âa
Âb

)
,

then we find

Â†
eÂ f = isinβ cosβ (N̂a− N̂b)+ cos2

β Â†
aÂb + sin2

β Â†
bÂa, (7.15)

and
Â†

f Âe = isinβ cosβ (N̂b− N̂a)+ cos2
β Â†

bÂa− sin2
β Â†

aÂb. (7.16)

Then we get

L̂e f = i(Â†
eÂ f − Â†

f Âe) = sin2β (N̂b− N̂a)+ icos2β (Â†
aÂb + Â†

bÂa), (7.17)

and
K̂e f = Â†

eÂ f + Â†
f Âe = Â†

aÂb + Â†
bÂa = K̂ab. (7.18)

Notice that Eq. (7.18) is independent of β and does not yield any information about
the eigenstates and eigenvalues of either K̂e f or K̂ab. However, putting β = π

4 in Eq.
(7.17) gives

L̂e f = N̂b− N̂a. (7.19)

This shows that L̂e f has integer eigenvalues and that its eigenstates are |na,nb〉. Also,
when β = π

4 , we find that

N̂e− N̂ f = Â†
eÂe− Â†

f Â f = i(Â†
aÂb− Â†

bÂa) = L̂ab, (7.20)

and so, L̂ab has integer eigenvalues and its eigenstates are |ne,n f 〉.
The remarkable symmetry properties of degenerate systems that have been

pointed out in this section, have important dynamical consequences, which we will
examine next.
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7.2 SYMMETRY PROPERTIES OF THE TWO-CATEGORY
BOSONIC SYSTEM

Note that there are three distinct eigenvectors in the degenerate two-category exam-
ples we have looked at above, namely, |na,nb〉, |nc,nd〉, and |ne,n f 〉. All three are
eigenstates of N̂ and Ω̂. It is useful to define the key operators that appear in these
examples. Let the pair of subscripts (i, j) stand for any of (a,b), (c,d) or (e, f ). Then
let

N̂i j = N̂i + N̂ j = Â†
i Âi + Â†

j Â j, (7.21)

K̂i j = Â†
i Â j + Â†

j Âi, (7.22)

L̂i j = i(Â†
j Âi− Â†

i Â j) (7.23)

and
Ẑi j = N̂ j− N̂i = Â†

j Â j− Â†
i Âi, (7.24)

where N̂i = Â†
i Âi. Notice that K̂i j and L̂i j are the two invariant Hermitian operators

that we identified at the beginning of this chapter in Section 7.1.1. We can interpret
Ẑi j in Eq. (7.24) as an integer operator. In addition we define a Hamiltonian, Ω̂i j =
ω0N̂i j.

So far we have shown that

Ω̂ = Ω̂ab = Ω̂cd = Ω̂e f (7.25)

N̂ = N̂ab = N̂cd = N̂e f (7.26)

and
K̂ab = Ẑcd , K̂cd = Ẑab, L̂ab = Ẑe f and L̂e f = Ẑab (7.27)

It is important to note that an operator with subscripts (i, j) is explicitly defined
on the Fock space defined by state vectors with the same subscripts, i.e., |ni,n j〉, but
that this does not necessarily mean that the eigenvector in question is an eigenvector
of that operator. For example, L̂ab is explicitly defined on |na,nb〉, but it is not an
eigenvector of L̂ab. However, all three Fock spaces are eigenvectors of Ω̂ and N̂ and
they have the same form and the same eigenvalues for all three states. On the other
hand K̂ab and L̂ab are explicitly defined on |na,nb〉, but their respective eigenvectors
are, |nc,nd〉 and |ne,n f 〉.

We have shown that K̂ab and L̂ab both commute with N̂ab and Ω̂ab and hence are
constants of the motion, but, as we have seen, |na,nb〉, whilst it is an eigenvector of
N̂ab and Ω̂ab is not an eigenvector of K̂ab and L̂ab. This may seem puzzling, since
we have learned that operators that commute must have common eigenstates. The
point is that K̂ab and Ω̂ do have a common eigenvectors, i.e., |nc,nd〉, but only when
K̂ab is transformed to Ẑcd by the linear transformation, R̂

(
π

4

)
, and only then are

the eigenvalues of nd − nc revealed. Similarly, L̂ab has a common eigenvector of
|ne,n f 〉 with Ω̂ when it is transformed to Ẑe f by the linear transformation, Ĉ

(
π

4

)
,

which shows that L̂ab has integer eigenvalues, n f −ne. The integer operator that does
have an eigenvector of |na,nb〉 is in fact Ẑab = N̂b− N̂a, whose eigenvalues are then
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nb− na. So, we have three different integer operators, K̂ab, L̂ab and Ẑab, with three
different corresponding eigenvectors, i.e., |nc,nd〉, |ne,n f 〉 and |na,nb〉, respectively.
The implication is then of course, that none of these three commutes with any of the
other two. However, there is an important relationship between them. We first define

L̂ab

2
= Ĵ1,

K̂ab

2
= Ĵ2 and

Ẑab

2
= Ĵ3. (7.28)

Then we find
[Ĵi, Ĵ j] = iĴk (7.29)

for i = 1, j = 2, k = 3 and further two cyclic combinations of the subscripts. This
means that the three operators, K̂ab/2, L̂ab/2 and Ẑab/2 form a closed finite group.
In fact it is a Lie group just like the one we found in Section 4.4 for the fermionic
Hermitian operators (see Appendix D). Such a result shows that there is an important
internal symmetry to the system. This is a consequence of the degeneracy of the
system. So, if we take the eigenfrequency of the system as simply1 ω0n, this can
come about with a variety of different pairs of (na,nb) as long as na +nb = n. There
are in fact n+1 such combinations. Then n+1 is the degeneracy of the system.

We can explore the symmetry properties of the Lie group further by defining a
vector Ĵ = (Ĵ1, Ĵ2, Ĵ3) and a corresponding square modulus, Ĵ2 = Ĵ2

1 + Ĵ2
2 + Ĵ2

3 . Then
we can establish the following

Ĵ2
1 =−1

4
(Â†

bÂa− Â†
aÂb)

2

=−1
4
((Â†

bÂa)
2 +(Â†

aÂb)
2− Â†

bÂaÂ†
aÂb− Â†

aÂbÂ†
bÂa

=−1
4
((Â†

bÂa)
2 +(Â†

aÂb)
2)+

1
4
((N̂b(N̂a +1)+ N̂a(N̂b +1)).

(7.30)

Similarly

Ĵ2
2 =

1
4
((Â†

bÂa)
2 +(Â†

aÂb)
2)+

1
4
((N̂b(N̂a +1)+ N̂a(N̂b +1)). (7.31)

and also
Ĵ2

3 =
1
4
(N̂b− N̂a)

2. (7.32)

Then one finds

Ĵ2 = Ĵ2
1 + Ĵ2

2 + Ĵ2
3 =

(
N̂a + N̂b

2

)(
N̂a + N̂b

2
+1
)

=

(
N̂
2

)(
N̂
2
+1
)
.

(7.33)

Since the rhs of Eq. (7.33) only depends on N̂, then any of the three state vectors
are its eigenstates and all give the same eigenvalue of n

2

( n
2 +1

)
. Thus although the

1Here, the eigenvalue, n, is not being associated with a Fock state, |n〉.
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individual components of Ĵ have no common eigenvectors, Ĵ2 has the same eigen-
value with all three eigenvectors. We also note that

[Ĵ2, Ĵi] = 0 (7.34)

for any i, since for example, with i = 1

[Ĵ2, Ĵ1] = [Ĵ2
1 + Ĵ2

2 + Ĵ2
3 , Ĵ1]

= [Ĵ2
2 + Ĵ2

3 , Ĵ1]

= Ĵ2[Ĵ2, Ĵ1]+ [Ĵ2, Ĵ1]Ĵ2 + Ĵ3[Ĵ3, Ĵ1]+ [Ĵ3, Ĵ1]Ĵ3

=−iĴ2Ĵ3− iĴ3Ĵ2 + iĴ3Ĵ2 + iĴ2Ĵ3 = 0.

(7.35)

Clearly, we get the same result for i = 2 and i = 3.
We began this section by characterizing the degenerate two category system by

a pair of number operators, N̂a and N̂b. Now recalling that N̂ = N̂a + N̂b and Ẑab =
N̂b− N̂a we could instead use the pair of operators N̂ and Ẑab which contain the same
information as N̂a and N̂b. Further, we can replace N̂ and Ẑab by Ĵ2 and Ĵ3 since Ĵ2

depends only on N̂ and Ẑab depends only on Ĵ3. So now, putting (nb−na)
2 = m and

(na+nb)
2 = j, then instead of the eigenstate |na,nb〉 we can use | j,m〉. Then

Ĵ2| j,m〉= j( j+1)| j,m〉 and Ĵ3| j,m〉= m| j,m〉. (7.36)

There is a further interesting property of the operators in Eq. (7.28) which can be
seen by defining R̂ = Ĵ1− iĴ2. Then one finds

[Ĵ3, R̂] =−R̂. (7.37)

Furthermore

Ĵ3R̂| j,m〉= R̂Ĵ3| j,m〉− R̂| j,m〉= (m−1)R̂| j,m〉, (7.38)

which shows that R̂| j,m〉 = α( j,m)| j,m− 1〉, where α( j,m) is a scalar which can
depend on j and m. So, R̂ acts as a lowering operator for Ĵ3. Similarly we find
R̂†| j,m〉 = β ( j,m)| j,m + 1〉, where β ( j,m) is a scalar that can depend on j and
m. So, R̂† acts as a raising operator for Ĵ3. This shows that the eigenstates of Ĵ3 are
separated by±1. So, since m = (nb−na)

2 , the system can be in a state which m is either
integer or half integer. However, the raising and lowering operator properties mean
that, if the system is in a state with m as an integer, then it can be changed to any
other integer, but if it is in a state with m as half-integer, then it can only be raised or
lowered to another half-integer state. The significance of this result will not become
apparent until we have looked at relativistic phenomena in a later chapter.

It can also be seen that

[R̂, R̂†] = [Ĵ1− iĴ2, Ĵ1 + iĴ2] =−2Ĵ3 (7.39)

and
R̂†R̂ = Ĵ2

1 + Ĵ2
2 + Ĵ3 = Ĵ2− Ĵ2

3 + Ĵ3. (7.40)
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Then we find
R̂†R̂| j,m〉= ( j( j+1)−m(m−1))| j,m〉, (7.41)

and so

〈 j,m|R̂†R̂| j,m〉=‖ R̂| j,m〉 ‖2= α
2( j,m)

= ( j( j+1)−m(m−1)),
(7.42)

from which we get α( j,m) =
√

j( j+1)−m(m−1). Furthermore

R̂†R̂| j,m〉= β ( j,m−1)α( j,m)| j,m〉, (7.43)

which makes β ( j,m) =
√

j( j+1)−m(m+1).
For the pair (n1,n2) and the pair ( j,m) to be equivalent representations of the

two-category system, they should contain exactly the same information about the
system. This means we should count the same number of distinct pairs in each case.
In other words, the two representations should have the same degeneracy. We have
already noted that the degeneracy of the (n1,n2) representation, where n1 + n2 = n
is n+1. In the case of the ( j,m) representation, we know that j = n

2 so there are the
same number of values of n as j. So, the degeneracy depends on how many values of
m there are for a given value of j. Now we have found that the m values are separated
by ±1 and can have values between ± j. If n is even then j is a natural number and
m has integer values. For example if n = 4, then j = 2 and so m can have values
of 0,±1 and ±2, so the degeneracy is 5 = 4+ 1, which is n+ 1, as required. It is
easy to see that when n is even, then the degeneracy of the ( j,m) representation is
n+ 1. Similarly, if n is odd, then j takes on half integer values, as does m. Notice
this rules out m = 0 when n is odd, because the integer step between m = ± 1

2 must
be preserved. For example if n = 3, then j = 1

2 and there are four possible values of
m, i.e., m =± 1

2 ,±
3
2 . So, in this case too, the degeneracy is n+1. This is clearly the

general case, so we can see that the degeneracy of the two representations is identical
and that there is a one-to-one correspondence between them. Also, the fact that m can
take on half-integer values when n is odd is not a matter of concern, since it should
be recalled that m is the eigenvalue of L̂ab

2 , so L̂ab always has integer eigenvalues as
expected from Eq. (7.27). However, these integer values are now separated by ±2,
so that, for example, when n = 4, the allowed eigenvalues of L̂ab are 0,±2, and ±4
and when n = 3, they are ±1 and ±3.

It should also be noted that the symmetry properties of the system may actually
be derived from the Lie group properties in Eq. (7.29) alone, without the specific
representations Eq. (7.21)-(7.24). We should also stress that for the two-category
system, the eigenvalue, j( j+1) of the operator, Ĵ2 has no particular dynamical sig-
nificance. It simply is an alternative way of representing n = 2 j, the total number
of items, just as m = n2−n1

2 is an alternative way of representing the difference in
the numbers in each category. We will see that these operators do take on important
dynamical roles in the case of degenerate three-category systems that will be treated
in Chapter 8.
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7.3 THE EMERGENCE OF TWO-DIMENSIONAL
CONFIGURATION SPACE

Next we express the non-Hermitian operators, Âa, and Âb in a form involving a pair
each of Hermitian operators, as was done in Chapter 3. Let Âa = (X̂ + iP̂x)/

√
2 and

Âb = (Ŷ + iP̂y)/
√

2, then

N̂ = N̂a + N̂b = Â†
aÂa + Â†

bÂb

=
1
2
(P̂2

x + X̂2 + P̂2
y + Ŷ 2 +2),

(7.44)

K̂ab = Â†
aÂb + Â†

bÂa

=
1
2
(P̂xP̂y + X̂Ŷ ),

(7.45)

L̂ab = i(Â†
bÂa− Â†

aÂb)

= X̂ P̂y− Ŷ P̂x,
(7.46)

and

Ẑab = N̂b− N̂a = Â†
bÂb− Â†

aÂa

=
1
2
(P̂2

y + Ŷ 2)− 1
2
(P̂2

x + X̂2).
(7.47)

In addition we have

Ω̂ = ω0N̂ =
ω0

2
(P̂2

x + X̂2 + P̂2
y + Ŷ 2 +2), (7.48)

and it is then straightforward to show, that

1
4
(K̂2

ab + L̂2
ab + Ẑ2

ab) =
Ω̂

2
(

Ω̂

2
+1), (7.49)

which is equivalent to Eq. (7.33).
Two dimensions of configuration space have now emerged in the form of the

operators, X̂ and Ŷ , together with their corresponding components of linear momen-
tum, P̂x and P̂y. As was done in Chapter 5, the configuration space components can be
represented by corresponding scalar coordinates, x and y. Because X̂ and Ŷ commute
with one another, the co-ordinates are mathematically orthogonal.

Finally, we note that the operator L̂ab in Eq. (7.46) has the form of the compo-
nent of a vector product of the two-dimensional configuration space vector, (X̂ ,Ŷ ),
and the two-dimensional momentum space vector, (P̂x, P̂y), which suggests that it can
be interpreted as a component of angular momentum, Lz, in a new direction that is
orthogonal to the plane containing the configuation space coordinates, (x,y). This
indicates that our picture is incomplete and we need a third coordinate z, so that x,
y and z could form a set of three mutually orthogonal, and thus independent coor-
dinates. This suggests we explore a 3-category system. We will postpone this step
until Chapter 8. We will investigate the significance of L̂z a little further in the next
section.
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7.4 THE EMERGENCE OF ANGULAR MOMENTUM

Let us go back to the non-degenerate 2-category system for a moment, with a Hamil-
tonian of the form

Ω̂ =
1
2
(ωx(P̂2

x + X̂2 +1)+ωy(P̂2
y + Ŷ 2 +1)). (7.50)

Now let us evaluate the time derivative of L̂z. We find

i
∂ L̂z

∂ t
= [L̂z,Ω̂] = i(ωx−ωy)(P̂xP̂y + X̂Ŷ ). (7.51)

So, unless ωx = ωy, then L̂z does not commute with Ω̂ and hence is not a constant of
the motion, i.e., not a conserved quantity in time. However, in the degenerate case,
ωx = ωy = ω0 and then [L̂z,Ω̂] = 0. So, in the degenerate two-dimensional system,
L̂z is conserved and can be considered an important element of its dynamics. There
is another important significance to the commutation of L̂z and the Hamiltonian. The
degenerate Hamiltonian is invariant to rotations in the x-y plane. This, it turns out, is
the meaning of L̂z. If an operator commutes with L̂z, then it guarantees invariance to
rotation about about the z-axis. This can be seen more directly if we switch to a polar
co-ordinate system. Let us first define a degenerate two-dimensional Hamiltonian,
Ĥ2, in dimensionless form, by2

Ĥ2 =
Ω̂

ω0
+1 = N̂ +1 =

1
2
(P̂2

x + X̂2 + P̂2
y + Ŷ 2), (7.52)

where N̂ is defined by Eq. (7.48). In terms of the co-ordinates3(x,y), then

Ĥ2Ψ =
1
2
(− ∂ 2

∂x2 + x2− ∂ 2

∂y2 + y2)Ψ (7.53)

and

L̂zΨ =−i(x
∂

∂y
− y

∂

∂x
)Ψ. (7.54)

The polar co-ordinates that we require are a radial co-ordinate, ρ , and an az-
imuthal angle, φ , in the x-y plane, such that x = ρ cosφ , y = ρ sinφ . Then

Ĥ2Ψ =
1
2
(− ∂ 2

∂ρ2 −
1
ρ

∂

∂ρ
− 1

ρ2
∂ 2

∂φ 2 +ρ
2)Ψ (7.55)

and

L̂zΨ =−i
∂Ψ

∂φ
. (7.56)

2Adding the 1 = 1
2 + 1

2 to the rhs of Eq. (7.52), puts it on the same footing as the single harmonic
oscillator case in Section 5.2. Each half represents the (dimensionless) zero point energy of each of the
two oscillators. The rhs of Eq. (7.52) then correctly represents the energy of the pair of oscillators in a
form that corresponds to classical harmonic oscillators.

3Strictly speaking, these co-ordinates should be regarded, here and in what follows as dimensionless.
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It is obvious that Ĥ2 is independent of φ and that L̂z is independent of both ρ and φ ,
and so we can infer that

[L̂z, Ĥ2] = 0. (7.57)

Eq. (7.57) not only tells us that L̂z is in independent of time, and is therefore a con-
stant of the motion, but also that Ĥ2 is independent of φ and so has rotational symme-
try about the z-axis. It is also worth noting that it is the degeneracy of the system that
leads to the conservation rules that we have found in this two-dimensional system.

It is clear that L̂z represents a component of angular momentum about a z-axis and
that it is associated with a rotation about this axis. However, although we have found
an interesting symmetry in the two-dimensional space, there is something unsatisfac-
tory about it. We have two dimensions of configuration space, x and y, together with
two corresponding components of linear momentum that are associated with differ-
entiation with respect to x and y. However, we only have a single axis of rotation
of this space, which we have identified with a z-axis, that is necessarily orthogonal
to x and y. So, we really have a third dimension, but we do not see rotation around
the x and y directions, nor is there a component of linear momentum associated with
z. Something is clearly missing. To see what is required, we will need to examine a
degenerate three-category system. This will be done in the next chapter. However,
before we take this issue further we will examine the degenerate two-category case
for fermions as this also has some interesting and important consequences.

7.5 A DEGENERATE FERMIONIC CASE

If we impose the degeneracy condition, ωa = ωb = ω0, on the fermionic system
with coupled creation and annihilation operator in Section 6.4.2, we get ωg = ωh =
ω0 cos(2γ) and υgh = ω0 sin(2γ). The Hamiltonian, Eq. (6.89) then becomes4

Ω̂ =U(Ĉ†
gĈg +Ĉ†

hĈh)+V (Ĉ†
hĈ†

g +ĈgĈh), (7.58)

where U = ω0 cos(2γ) and V = ω0 sin(2γ). Unlike degenerate bosonic examples ex-
amples in the previous sections of this chapter, here interaction term does not, in
general, disappear in the degenerate case. So, here the number of items in the indi-
vidual categories is not a constant.

Applying the Heisenberg equation of motion to Ĉg gives

i
dĈg

dt
= [Ĉg,Ω̂] =UĈg−VĈ†

h . (7.59)

In order to close the system of equations we need the equation of motion for Ĉ†
h .

i
dĈ†

h
dt

= [Ĉ†
h ,Ω̂] =−UĈ†

h −VĈg. (7.60)

4We have neglected the additive constant µgh, since it has no effect on the equations of motion.
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To find the eigenfrequencies of the system we again need to take both Ĉg and Ĉ†
h

proportional to exp(−iωt). So, the eigenvalue equation is(
ω−U V

V ω +U

)(
Ĉg

Ĉ†
h

)
= 0. (7.61)

This eigenvalue equation is satisfied if the determinant of the 2× 2 matrix is zero,
i.e., ∣∣∣∣ω−U V

V ω +U

∣∣∣∣= (ω−U)(ω +U)−V 2 = 0, (7.62)

which leads to
ω

2 =U2 +V 2. (7.63)

We can write Eq. (7.61) in the form

Ω̂

(
Ĉg

Ĉ†
h

)
=

(
U V
V −U

)(
Ĉg

Ĉ†
h

)
, (7.64)

where

Ω̂ =

(
ω 0
0 ω

)
. (7.65)

Then we note that (
U V
V −U

)
=U

(
1 0
0 −1

)
+V

(
0 1
1 0

)
. (7.66)

We can recognize the two 2×2 matrices on the rhs of Eq. (7.66) as two of the Pauli
matrices, i.e.

Ω̂φ = (U σ̂3 +V σ̂1)φ , (7.67)

where

φ =

(
Ĉg

Ĉ†
h

)
. (7.68)

Operating again with Ω̂ on Eq. (7.67) yields

Ω̂
2
φ = (U σ̂3 +V σ̂1)(U σ̂3 +V σ̂1)φ = (U2 +V 2)φ , (7.69)

in agreement with Eq. (7.63). The form of Eq. (7.67) is identical to that of Dirac
equation for relativistic fermions in reduced dimensions [26, 67]. The fact that it
has appeared in the context of a pair of coupled fermionic creation and annihilation
operators has an important significance. We can explore this a little further by noting
that, in the degenerate case here, just as in the non-degenerate fermionic case that was
treated in Section 6.4.2, the individual category number operators, do not commute
with Ω̂ and so vary with time. Also, just as in the non-degenerate case, the total
number of items, N̂ = N̂g + N̂h is not conserved, but we do have

d(N̂g− N̂h)

dt
= 0,
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so again the difference, N̂g− N̂h is a conserved quantity. This rather anomalous be-
haviour does have an interesting interpretation. If we suppose that each item of Catg
carries a charge, q and that each item of Cath carries a charge of −q, then the total
charge Q̂ = q(N̂g− N̂h) is conserved. Given that Eq. (7.67) suggests that we are deal-
ing with relativistic fermions and that Eq. (7.63) implies a pair of eigenvalue for ω

of
ω =±

√
U2 +V 2, (7.70)

then we could suppose we are dealing with the excitation of a pair of fermions with
equal and opposite charge. We will explore this picture further in Chapter 9 in the
context of the theory of superconductivity and in Chapter 11 in the context of an
explanation for the origins of fermionic mass, where we deal with a mechanism that
can explain the coupling between the fermionic creation and annihilation operators in
terms of the exchange of bosons between a fermion and its anti-particle. We will also
meet this picture again in Chapter 12, in a dynamic context, where an explanation of
the phenomenon of zitterbewegung is found.

7.6 COMMENT

In this chapter we have uncovered some important new features of two-category
systems, in both the bosonic and fermionic cases. However, it is important to note
that these have come via simple unitary transformations of the natural number am-
plitude operators (i.e., creation and annihilation operators) that define the number
operators in the original equation, Eq. (6.1), for the total population, together with
the degenerate Hamiltonian, Eq. (7.1), in which the two categories are completely
independent. Thus, the structure that leads to new quantities like angular momentum
in the bosonic case and fermions that are seen to be related to the Dirac equation, is
already embedded in the simple system of two independent categories and hence in
the simplest description of the two category system as two independent sets of items.
The new phenomenology is simply revealed by the unitary transformation, which as
we have seen, takes the form of a simple rotation in the space defined by the pair
of number amplitude operators. This further emphasizes just how fundamental the
number operators and their constituent amplitude operators are to the behaviour of
physical systems. These results ultimately go back directly to the universal quantum
equation, Eq. (1.1). The next few chapters will reveal even more of its fundamental
importance to the quantum nature of things.



i
i

i
i

i
i

i
i

8 Degenerate
three-category systems

8.1 OPERATORS IN DEGENERATE THREE-CATEGORY
SYSTEMS

In the previous chapter we identified a component of angular momentum that was or-
thogonal to the two-dimensional configuration space that had emerged from a degen-
erate two-category bosonic system. This implied that we needed a third dimension
of configuration space to complete our configuration space picture. This suggests we
explore a bosonic three-category system. So, we now let N̂ be

N̂ = N̂1 + N̂2 + N̂3, (8.1)

where N̂i = Â†
i Âi, with i = 1,2 or 3. The system is represented by the eigenstate

of N̂ which is |n1,n2,n3〉 in occupation number representation. It is interesting to
note that we can define a three-dimensional vector operator Â = (Â1, Â2, Â3) with its
Hermitian conjugate, Â† = (Â†

1, Â
†
2, Â

†
3). Then we have

N̂ = Â†.Â = Â†
1Â1 + Â†

2Â2 + Â†
3Â3

= N̂1 + N̂2 + N̂3.
(8.2)

There is no huge gain in using Â in this context, apart from a certain degree of formal
neatness, but it does prove useful later in the context of calculating the degeneracy
of the three-category system.

Having learned some of the symmetry properties of the two-category system, that
were based on the constants of the motion of that system, we can investigate symme-
tries of the three-category case by investigating the effect on the state, |n1,n2,n3〉, of
the operators

K̂i = Â†
j Âk + Â†

kÂ j, (8.3)

L̂i = i(Â†
kÂ j− Â†

j Âk), (8.4)

and
Ẑi = Â†

kÂk− Â†
j Â j = N̂k− N̂ j, (8.5)

where i = 1, j = 2 and k = 3 or cyclic permutation of these. The three operators in
Eqs. (8.3) to (8.5) are just those in Eqs. (7.22) to (7.24), except that here they each
have three components.

The Hamiltonian of the degenerate three-category system is

Ω̂ = ω0N̂ = ω0(N̂1 + N̂2 + N̂3). (8.6)
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It is a straightforward matter to check that all of the quantities in Eqs. (8.3)-(8.5)
commute with Ω̂ and so are indeed constants of the motion. Furthermore, we can
construct triplets of the operators above such as 1

2 L̂i, 1
2 K̂i and 1

2 Ẑi that form a three-
element Lie subgroup with properties like those in the two-category case. However,
each group of three elements would not span the whole system. Consequently we
will look for other combinations that do. Now we have three components of each
type in Eqs. (8.3)-(8.5), so we can check if any of them form three element groups.
Let’s take the L̂is. Then

[L̂1, L̂2] =−[Â†
3Â2− Â†

2Â3, Â
†
1Â3− Â†

3Â1]

=−[Â†
3Â2, Â

†
1Â3]− [Â†

2Â3, Â
†
3Â1]

= Â†
1Â2− Â†

2Â1

= iL̂3.

(8.7)

Similarly one finds [L̂2, L̂3] = iL̂1 and [L̂3, L̂1] = iL̂2, so the L̂is do form a closed
Lie subgroup of 3 elements. Before we explore the consequences of this symmetry
between the three L̂is, we will check the K̂is. Then, for example, we get

[K̂1, K̂2] = [Â†
2Â3 + Â†

3Â2, Â
†
3Â1 + Â†

1Â3]

= [Â†
2Â3, Â

†
3Â1]+ [Â†

3Â2, Â
†
1Â3]

= Â†
2Â1− Â†

1Â2

=−iL̂3,

(8.8)

with similar outcomes for the other K̂i components. So, the three K̂is do not form a
closed Lie group. Rather they are part of a larger Lie group involving all of the nine
components, the three K̂is, three L̂is and the three Ẑis. Two further examples are

[L̂3, K̂3] = 2iẐ3, (8.9)

and
[Ẑ1, Ẑ2] = 0. (8.10)

We can see from Eq. (8.10) that the Ẑis also do not form a Lie subgroup. However,
the fact that the three L̂is form a closed subgroup gives them an extra symmetry that
turns out to be of special significance, as we shall see. We already know what to
expect from the symmetry of the closed three component Lie group, an example of
which was developed for the two-category case (also see Appendix D). This suggests
that we define a vector operator, L̂ = (L̂1, L̂2, L̂3) and then an operator L̂2 such that

L̂2 = L̂2
1 + L̂2

2 + L̂2
3 (8.11)

Using the result in Eq. (8.7) and its cyclic permutation of components, it is straight-
forward to show that

[L̂2, L̂3] = 0 (8.12)
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and hence that L̂2 and L̂3 share a common eigenstate. We also know that L̂2 and L̂3
commute with N̂, so we can write a three component eigenstate, |n, l,m〉, such that

N̂|n, l,m〉= n|n, l,m〉,

L̂2|n, l,m〉= l(l +1)|n, l,m〉,

L̂3|n, l,m〉= m|n, l,m〉. (8.13)

The first of Eqs. (8.13) is obvious, and the last two come from the properties of the
Lie group characterized by the Lie products between the three L̂is which are derived
in Appendix D. There one finds that l can take on values of natural numbers or half-
natural numbers, while m can take on integer values when l is a natural number and
half-integer values when l has a value equal to half a natural number. The m values
are separated by ±1. The other condition that applies to l and m is that |m| ≤ l.

Now in the present case we have established that the eigenvalues of the L̂i oper-
ators are integers. So, we can rule out the half integer eigenvalues that the Lie group
allows when applied to the 3-category system that we are dealing with. This means
we must also rule out the half-natural number values of l. The half-integer m values
and half-natural number l values do have a use, but to see this we will have to wait
until later when we treat the Dirac equation. For the present case then we remain
with the possibility that l = 0,1,2, . . . , lmax where lmax is the, as yet to be determined,
maximum value that l can have. Then we would have, m = 0,±1,±2, . . . ,±lmax. It
therefore remains to determine the value of lmax and which of the natural number
values of l and hence the integer values of m are allowed, of the possibilities avail-
able. The way this is done is to insist, as we did in the two-category case, that the
degeneracies of the two representations of the three-category system must be equal
for a given value of n. This just means that we can choose n in the same number
of ways in both of the representations, i.e., either |n1,n2,n3〉 or |n, l,m〉. Now with
the representation based on the eigenstates, |n1,n2,n3〉, where n = n1 +n2 +n3, the
degeneracy, Dn =

1
2 (n+ 1)(n+ 2). To see this we note that once n1, is chosen then

we essentially have a two-category choice with a total of n− n1 items, so there are
n−n1 +1 possibilities. Putting n−n1 = k and then

Dn =
n

∑
k=0

(k+1) =
n

∑
k=0

k+
n

∑
k=0

1

=
1
2

n(n+1)+(n+1)

=
1
2
(n+1)(n+2).

(8.14)

To determine the degeneracy of the |n, l,m〉 eigenstates, it is necessary to find which
states of those listed above are allowed. We can show quite simply that it cannot be
all of them up to a maximum value of l. We can note that for a given value of l, the
condition |m| ≤ l with m as any integer within this range, means that the degeneracy
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is 2l +1. So, the degeneracy of the three-category system would be

Dlmax =
lmax

∑
l=0

(2l +1) = 2
lmax

∑
l=0

l +
lmax

∑
l=0

1

= lmax(lmax +1)+(lmax +1)

= (lmax +1)2.

(8.15)

We can see that whatever natural number value we give to lmax it can never equal Dn
in Eq. (8.14). To see what l values are allowed and thus obtain the correct degeneracy
needs a little more effort. What we need is a raising operator for L̂2.

We already know the raising and lowering operators that will work for L̂3, from
the two-category case and more generally from Appendix D. The lowering operator
can be defined by R̂3 = L̂1− iL̂2, then the raising operator is R̂†

3 = L̂1 + iL̂2 and it is
easy to check that [L̂3, R̂

†
3] = R̂†

3, which leads to R̂†
3|n, l,m〉 → |n, l,m+1〉. Similarly,

[L̂3, R̂3] =−R̂3, which leads to R̂3|n, l,m〉 → |n, l,m−1〉. Notice that both R̂3 and R̂†
3

commute with N̂ and L̂2, so do not affect n or l.
We next define a new pair of Hermitian conjugate raising and lowering operators

by
Q̂3 = Â1− iÂ2 and Q̂†

3 = Â†
1 + iÂ†

2. (8.16)

Then we find
[N̂, Q̂†

3] = Q̂†
3 and [L̂3, Q̂

†
3] = Q̂†

3, (8.17)

which means that Q̂†
3 raises the eigenvalues of both N̂ and L̂3 by 1. The effect of

Q̂†
3 on the eigenvalues of L̂2 is a little more subtle. On evaluating the corresponding

commutator brackets we find

[L̂2, Q̂†
3] = 2Q̂†

3L̂3−2Â†
3R̂†

3 +2Q̂†
3. (8.18)

Now we make use of the fact that R̂†
3 raises the eigenvalue m in |n, l,m〉 by 1 while

leaving n and l unchanged, but also when m reaches a value equal to l it can be raised
no further and so we must have R̂†

3|n, l, l〉= 0. Then we find

L̂2Q̂†
3|n, l, l〉= (Q̂†

3L̂2 +2Q̂†
3L̂3−2Â†

3R̂†
3 +2Q̂†

3)|n, l, l〉

= (l(l +1)+2l +2))Q̂†
3|n, l, l〉

= (l +1)(l +2)Q̂†
3|n, l, l〉,

(8.19)

where we have used L̂3|n, l, l〉= l|n, l, l〉. Eq. (8.19) shows us that Q̂†
3 raises the eigen-

value of L̂2 by increasing l by 1 when m = l. So, overall we see that

Q̂3|n, l, l〉 → |n+1, l +1, l +1〉. (8.20)

The final ingredient we need is constructed from the vector operator Â=(Â1, Â2, Â3),
introduced earlier. Then we have

Â†2 = Â†2
1 + Â†2

2 + Â†2
3 . (8.21)
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By direct substitution we can then show that

[N̂, Â†2] = 2Â†2 (8.22)

and
[L̂i, Â†2] = 0, (8.23)

for any i, which also implies that [L̂2, Â†2] = 0. These results show that Â†2 raises
the eigenvalue n by 2, but does not affect l or m. So, Â†2|n, l,m〉 → |n+2, l,m〉.

We are now in a position to solve our degeneracy problem and so find lmax. We
proceed as follows. We can construct the state |n, l,m〉 by operating on the ground
state |0,0,0〉 with multiples of Â†2, Q̂†

3 and R̂3, thus [22]

R̂(l−m)
3 Q̂†l

3 Â†(n−l)|0,0,0〉 → |n, l,m〉. (8.24)

The key point about Eq. (8.24) is that n− l must be even so that we operate a whole
number, n−l

2 , of multiples of Â†2. That means when n is even, then so is l, and when
n is odd then so is l. Now we can evaluate the sum in Eq. (8.15) properly. When n
is even, l can take on values of 0,2,4, . . . , lmax and of course lmax must be even. So,
writing l = 2q, where q is 0,1,2, . . . ,qmax, where lmax = 2qmax, then the sum in Eq.
(8.15) is instead

Dqmax =
qmax

∑
q=0

(4q+1) = 4
qmax

∑
q=0

q+
qmax

∑
q=0

1

= 2qmax(qmax +1)+(qmax +1)
= (2qmax +1)(qmax +1).

(8.25)

So,

Dlmax =
1
2
(lmax +1)(lmax +2). (8.26)

By comparing Eqs. (8.26) and (8.14) we can see that Dn = Dlmax when lmax = n. This
both ensures that the degeneracy of the |n, l,m〉 and the |n1,n2,n3〉 are identical and
allows us to determine lmax. It is straightforward to check that we get the same result
when n is odd. Then l must be odd too and can take on values of 1,3,5, . . . ,n. The
degeneracy in this case is again 1

2 (n+1)(n+2) as required. These results ensure that
the representations based on the eigenstates, |n, l,m〉 and |n1,n2,n3〉, are completely
equivalent.

8.2 THREE-DIMENSIONAL CONFIGURATION SPACE AND
ANGULAR MOMENTUM

8.2.1 CARTESIAN FORM

We now let Â1 = (X̂ + iP̂x)/
√

2, Â2 = (Ŷ + iP̂y)/
√

2, and Â3 = (Ẑ + iP̂z)/
√

2. Then
we have

Ω̂ = ω0N̂ =
ω0

2
(P̂2

x + X̂2 + P̂2
y + Ŷ 2 + P̂2

z + Ẑ2 +3). (8.27)



i
i

i
i

i
i

i
i

120 The Quantum Nature of Things

We define a dimensionless three-category Hamiltonian, Ĥ3, along the same lines as
Ĥ2 in the two-category case, as1

Ĥ3 =
Ω̂

ω0
+

3
2
= N̂ +

3
2
=

1
2
(P̂2

x + X̂2 + P̂2
y + Ŷ 2 + P̂2

z + Ẑ2), (8.28)

where the number operator, N̂, is that in Eq. (8.1). From, Eq. (8.28), we can imme-
diately see that the energy eigenvalues are n = n1 +n2 +n3.

The Schrödinger equation then takes the analytic form2

Ĥ3Ψ =
1
2
(− ∂ 2

∂x2 + x2− ∂ 2

∂y2 + y2− ∂ 2

∂ z2 + z2)Ψ (8.29)

and the components of angular momentum become

L̂x =−i(y
∂

∂ z
− z

∂

∂y
),

L̂y =−i(z
∂

∂x
− x

∂

∂ z
),

L̂z =−i(x
∂

∂y
− y

∂

∂x
). (8.30)

These components satisfy the commutation relations in Eq. (8.7) and its cyclic per-
mutation of subscripts.

Defining, respectively, the vector linear momentum operator, P̂ and the vector
angular momentum, L̂ by

P̂ = (−i
∂

∂x
,

∂

∂y
,

∂

∂ z
) =−i∇ (8.31)

and
L̂ =−ir̂∧∇, (8.32)

then
Ĥ3 =

1
2
(P̂2 + r2) =

1
2
(−∇

2 + r2), (8.33)

where r = (x,y,z).
We have now found a system in which there are three independent configuration

space co-ordinates, (x,y,z), with three corresponding linear momentum components,
Eq. (8.31), that allow linear motion throughout that space, and three independent
components of angular momentum, Eq. (8.32), that ensure that there are three inde-
pendent axes of rotation in that space. This we will take as a complete description
of a self-consistent space that can support linear and rotational dynamical activity.
Later in the chapter we will test the possibility of a higher dimensional, but still self-
consistent space that can support linear and rotational dynamics, using the symmetry
techniques similar to those for the three-dimensional case.

1The addition of the 3
2 corresponds to the three zero point energies of the three harmonic oscillators

that makes the rhs of Eq. (8.28) consistent with the sum of their energies.
2Recall that the co-ordinates are still dimensionless here.
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8.2.2 SPHERICAL POLAR FORM

We can now transform the system into spherical polar coordinates. Let ρ = r sinθ

and so x = ρ cosφ sinθ , y = ρ sinφ sinθ , and z = r cosθ . Then

∇
2 =

1
r2

∂

∂ r
(r2 ∂

∂ r
)+

1
r2 sinθ

∂

∂θ
(sinθ

∂

∂θ
)+

1
r2 sin2

θ

∂ 2

∂φ 2 , (8.34)

and

L̂2 =−
(

1
sinθ

∂

∂θ
(sinθ

∂

∂θ
)+

1
sin2

θ

∂ 2

∂φ 2

)
, (8.35)

so we can write Eq. (8.34) as

∇
2 =

1
r2

∂

∂ r
(r2 ∂

∂ r
)− L̂2

r2 . (8.36)

The dimensionless Hamiltonian in Eq. (8.33) then becomes

Ĥ3Ψ =
1
2

(
− 1

r2
∂

∂ r
(r2 ∂

∂ r
)+

L̂2

r2 + r2
)

Ψ = EΨ. (8.37)

We can also write L̂z in polar form and get

L̂z = i
∂

∂φ
. (8.38)

In this form it is easy to check that

[L̂2, L̂z] = 0 (8.39)

in agreement with the results in Section 8.1. We also find that

[L̂z, Ĥ3] = 0, (8.40)

and
[L̂2, Ĥ3] = 0, (8.41)

which tells us that L̂z and L̂2 are constants of the motion, but also that Ĥ3 is spher-
ically symmetric, i.e., isotropic. When Ĥ3 is expressed in its cartesian form in Eq.
(8.29), it is straightforward to check that it commutes with all three components of
angular momentum, so that L̂ = (L̂x, L̂y, L̂z) is a constant of the motion.

8.2.3 SEPARATION OF VARIABLES

Let Ψ(r,φ ,θ) = R(r)Y (φ ,θ), then, after a little rearranging we get(
−1

2
1
R

∂

∂ r
(r2 ∂R

∂ r
)+

r4

2
− r2E

)
+

(
1

2Y
L̂2Y

)
= 0. (8.42)
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This equation can only be correct if the two bracketed terms are each equal to a
constant, which add to zero. Letting these constants be−λ and λ , respectively, leads
to

−1
2

1
r2

∂

∂ r
(r2 ∂R

∂ r
)+(

1
2

r2 +
λ

r2 )R = ER (8.43)

and
1
2

L̂2Y = λY. (8.44)

Now we know that the eigenvalues of L̂2 are equal to l(l+1) so 2λ = l(l+1). Then
Eq. (8.43) becomes

−1
2

1
r2

∂

∂ r
(r2 ∂R

∂ r
)+

1
2
(r2 +

l(l +1)
r2 )R = ER. (8.45)

If we make the substitution, ϒ = rR, then Eq. (8.45) becomes

Ĥrϒ =−1
2

∂ 2ϒ

∂ r2 +
1
2
(r2 +

l(l +1)
r2 )ϒ = Eϒ. (8.46)

Ĥr can actually be factorized by defining

B̂r =
1√
2
(

∂

∂ r
− l +1

r
+ r). (8.47)

Then with

B̂†
r =

1√
2
(− ∂

∂ r
− l +1

r
+ r), (8.48)

one finds

B̂†
r B̂r =−

1
2

∂ 2

∂ r2 +
1
2
(

l(l +1)
r2 + r2)− (l +

3
2
). (8.49)

Thus
Ĥr = B̂†

r B̂r +(l +
3
2
). (8.50)

Clearly, Eq. (8.50) is still satisfied when B̂r → B̂r exp(−iξ ). Now if we consider
the radial equation as a one-dimensional problem, then it can be treated as a single-
category system so that we can use the single category number operator, N̂, in the
form defined by Eq. (3.14). Then we can take

i
d

dξ
B̂r = [B̂r, N̂] = B̂r, (8.51)

which implies that B̂r is a lowering operator for N̂ and B̂†
r B̂r = f (N̂). This implies

that the eigenvalues of B̂†
r B̂r have the form f (n), though, unlike in the true one-

dimensional case, this does not rule out dependence on other system parameters such
as l. Indeed, standard analytical methods for solving the eigenvalue equation, Eq.
(8.46) [19] yield, E = 2k+ l+ 3

2 , where k is natural number. However, one finds that
E only depends on the sum 2k+ l which is another natural number, n, say, albeit with
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degenerate dependence on k and l. So then, E = n+ 3
2 , which is just what we expect.

Now, from Eqs. (8.50) and (8.28), we can deduce that the eigenvalues of B̂†
r B̂r must

then be equal to n− l. This is always nonnegative, as it needs to be, since we showed
earlier that for the three-dimensional degenerate oscillator, n ≥ l. The ground state
clearly corresponds to n = l = 0, in which case E = 3

2 , as expected. Also notice that
n− l = 2k, showing that n and l must differ by an even integer, a result deduced
earlier.

Arguments similar to those used in the one-dimensional case lead to the ground
state, ϒ0 satsfying B̂rϒ0 = 0. Thus

1√
2
(

∂

∂ r
− l +1

r
+ r)ϒ0 = 0, (8.52)

which is easily integrated to give ϒ0 = χ0rl+1 exp(− r2

2 ). In the ground state, we

know l = 0, Then, R= ϒ0
r = exp(− r2

2 ). This is precisely what we should expect since
the ground state for n = 0, using cartesian coordinates is exp(− 1

2 (x
2 + y2 + z2)) =

exp(− r2

2 ).

8.3 CENTRAL POTENTIALS

We can extend our examination of spherically symmetric systems by generalizing B̂r
to

B̂r =
1√
2
(

∂

∂ r
− l +1

r
+W (r)), (8.53)

as we did in the one-dimensional case in Chapter 5. Then we find

B̂†
r B̂r =−

1
2

∂ 2

∂ r2 +
1
2
(

l(l +1)
r2 − 2W (r)(l +1)

r
+W (r)2−W ′(r)), (8.54)

where W ′(r) = ∂W (r)
∂ r . Notice that with W (r) = r, we recover the three-dimensional

spherically symmetric oscillator. We can seek other simple cases. The simplest is
when W (r) is a constant. If we choose W (r) = α(l +1)−1, where α is an adjustable
constant, then [119]

B̂r =
1√
2
(

∂

∂ r
− l +1

r
+

α

l +1
), (8.55)

then we obtain

B̂†
r B̂r =−

1
2

∂ 2

∂ r2 +
1
2

l(l +1)
r2 − α

r
+

α2

2(l +1)2 . (8.56)

Now we can recognize that B̂†
r B̂r, with an appropriate choice for α , is essentially

the radial part of the Hamiltonian, ĤC, for a (dimensionless)3 Coulomb potential,

3Again recall that the co-ordinates are still dimensionless here.
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apart from the final constant term [22, 95, 126]4. Thus, the radial energy eigenvalue
equation for a Coulomb potential may be written

ĤCϒC = (B̂†
r B̂r−

α2

2(l +1)2 )ϒC = EϒC, (8.57)

where ϒC is the radial wavefunction. Standard methods yield5

E =− α2

2(n+1)2 ,

where n = 0,1,2, . . . , which implies that

B̂†
r B̂rϒC = (

α2

2(l +1)2 −
α2

2(n+1)2 )ϒC. (8.58)

Once again, the eigenvalues of B̂†
r B̂r are functions of n, as well as of l, which is

consistent with B̂†
r B̂r = f (N̂). The eigenvalues of B̂†

r B̂r must be non-negative. This
condition, together with Eq. (8.57) implies n≥ l. This is indeed the correct relation-
ship between the principal quantum number, n, and the angular momentum quantum
number, l, for a Coulomb potential.

The ground state eigenfunction, ϒC0 , can be obtained for the Coulomb potential
by solving B̂rϒC0 = 0, thus

1√
2
(

∂

∂ r
− l +1

r
+

α

l +1
)ϒC0 = 0. (8.59)

On integration this yields

ϒC0 = rl+1 exp(− αr
l +1

).

In the ground state, l = 0, and so R(r) = r−1ϒC0 = exp(−αr), which is the correct
form for the Coulomb potential.

In principle we can define a general central potential function of the form

V (r) =
1
2
(−2W (r)(l +1)

r
+W (r)2−W ′(r))+ γ,

where γ is an adjustable constant so that the radial part of the Hamiltonian, Ĥr is

Ĥr = B̂†
r B̂r + γ =−1

2
∂ 2

∂ r2 +
1
2
(

l(l +1)
r2 )+V (r). (8.60)

4Notice that this approach does not rely on any need to invoke a planetary model of the atom to justify
the inclusion of a Coulomb potential.

5The conventional result is E =− α2

2n2 and the principal quantum number, n is taken to have values of

1,2,3, . . . . However, there is nothing wrong with taking E =− α2

2(n+1)2 and allowing the principal quantum
number to take values of 0,1,2,3, . . . . This keeps the result in line with previous use of the eigenvalues of
N̂.
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The full Hamitonian in this central potential would then simply be

Ĥ =
1
2

P̂2 +V (r) =−1
2

∇
2 +V (r). (8.61)

This Hamiltonian in Eq. (8.61) is spherically symmetric and consequently commutes
with both L̂2 and L̂z, which are thus constants of the motion. It is easy to check that
Ĥ in Eq. (8.61) commutes with all three components of angular momentum. This
means that L̂ = (L̂x, L̂y, L̂z) is also a constant of the motion. Notice that the angular
momentum components are also constants of the motion for the special case when
V (r) = 0, i.e., in the absence of any potential.

8.4 SCALAR AND VECTOR POTENTIALS

Up to now, we have used a representation of P̂, which, in the one-dimensional case,
takes the form P̂→−i d

dx and X̂ → x, since

[iP̂, X̂ ]→
[

d
dx

,x
]
= 1. (8.62)

However, it is not difficult to see that if we let P̂ be represented by P̂→−i d
dx +Q(x)

where Q(x) is a real function of x and is thus Hermitian, then P̂ remains Hermitian
with this modification, and still satisfies

[
d
dx

+ iQ(x),x] = 1.

With this new representation of P̂, the Hamiltonian eigenvalue equation now takes
the form

ĤΨ = (
1
2

P̂2 +V (x))Ψ = (
1
2
(−i

d
dx

+Q(x))2 +V (x))Ψ = λΨ, (8.63)

where λ is an eigenvalue. If we let Ψ = Φexp(iθ(x)), where θ(x) is an arbitrary real
phase that is a function of x, then we find

−i
dΦexp(iθ(x))

dx
+Q(x)Φexp(iθ(x)) = (−i

dΦ

dx
+

dθ(x)
dx

Φ+Q(x)Φ)exp(iθ(x)).
(8.64)

If we now choose θ(x) such that dθ(x)
dx +Q(x) = 0, then

−i
dΦexp(iθ(x))

dx
+Q(x)Φexp(iθ(x)) = (−i

dΦ

dx
)exp(iθ(x)). (8.65)

Now we can apply (−i d
dx +Q(x)) to (−i dΦ

dx )exp(iθ(x)) and obtain

(−i
d
dx

+Q(x))(−i
dΦ

dx
exp(iθ(x)) = (−d2Φ

dx2 )exp(iθ(x)). (8.66)
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The eigenvalue equation is now

(−1
2

d2Φ

dx2 +V (x)Φ)exp(iθ(x)) = λΦexp(iθ(x)), (8.67)

so, after dividing throughout by exp(iθ(x)), we obtain

(−1
2

d2

dx2 +V (x))Φ = λΦ. (8.68)

This is precisely the one-dimensional eigenvalue equation we would have got had
we not bothered to add the Q(x) term to the momentum operator in the first place.
In other words, in the one-dimensional case the Q(x) has no effect on the eigenvalue
spectrum of the system. It merely introduces an extra phase into the wave function
of the form θ(x) =−

∫
Q(x)dx. This phase shift of course has no effect on the prob-

ability densities, since Ψ∗Ψ = Φ∗Φ.
Also the addition of the Q(x) term has no effect on the H-type equations of mo-

tion since
dx
dt

=−i[x, Ĥ] = P̂ (8.69)

and
dP̂
dt

=−i[P̂, Ĥ] =−∂V (x)
∂x

. (8.70)

If we now turn to the three-dimensional case the situation is quite different. With
three dimensions we now have three spatial co-ordinates and three components of
linear momentum. So, we can define the components of linear momentum as

P̂x→−i
∂

∂x
+Qx(x,y,z),

P̂y→−i
∂

∂y
+Qy(x,y,z),

and

P̂z→−i
∂

∂ z
+Qz(x,y,z),

where Qx(x,y,z),Qy(x,y,z) and Qz(x,y,z) are arbitrary real scalar functions. Clearly,
we still have [iP̂x,x] = [iP̂y,y] = [iP̂z,z] = 1 and so the canonical quantum commu-
tator brackets are still satisfied. However, now the different components of linear
momentum no longer commute and so are no longer independent of one another. For
example

[P̂x, P̂y] =

[
−i

∂

∂x
+Qx,−i

∂

∂y
+Qy

]
=−i(

∂Qy

∂x
− dQx

dy
) = iBz, (8.71)

where Bz is the z-component of −∇∧Q, with Q = (Qx,Qy,Qz). Taking the three-
dimensional Hamiltonian as

Ĥ =
1
2

P̂2 +V (x,y,z), (8.72)
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where P̂ = (P̂x, P̂y, P̂z), one then finds

v̂ =
dx
dt

=−i[x, Ĥ] = P̂, (8.73)

where x = (x,y,z) and v̂ is the velocity vector operator. Then, from

dP̂x

dt
=−i[P̂x, Ĥ] (8.74)

we get

dP̂x

dt
=−i[P̂x,

1
2
(P̂2

y + P̂2
z +V (x,y,z))]

=−i
1
2
(P̂y[P̂x, P̂y]+ [P̂x, P̂y]P̂y + P̂z[P̂x, P̂z]+ [P̂x, P̂z]P̂z)−

∂V (x,y,z)
∂x

=
1
2
(P̂yBz− P̂zBy)−

1
2
(B̂yPz− B̂zPy)−

∂V (x,y,z)
∂x

,

(8.75)

with corresponding equations for P̂y and P̂z. So, in three-dimensional vector form we
get

dP̂
dt

=
dv̂
dt

= Ê+
1
2
(v̂∧ B̂− B̂∧ v̂), (8.76)

where Ê = −∇V and B̂ = −∇∧ Q̂. We now recognize the rhs of Eq. (8.76) as the
Lorentz force [60] on a a unit positive electric charge in an electromagnetic field,
if we interpret Ê as the electric field and B̂ as the magnetic field. This is actually
identical to the classical result if we use scalar components rather than an operator
for the velocity vector and note that then

v∧B =−B∧v

so
v∧B =

1
2
(v∧B−B∧v),

which has exactly the same form as the quantum result. It is interesting to note that
in the quantum version, −B̂∧ v̂ , v̂∧ B̂, and so

1
2
(v̂∧ B̂− B̂∧ v̂) , v̂∧B

because B̂ and v̂ do not commute. In fact, if we return to Eq. (8.75) and note that
P̂yBz = BzP̂y +[P̂y,Bz], then the last line of Eq. (8.75) becomes

dP̂x

dt
=

1
2
(P̂yBz− P̂zBy)−

1
2
(B̂yPz− B̂zPy)−

∂V (x,y,z)
∂x

= P̂yBz− P̂zBy−
1
2
([P̂y,Bz]− [P̂z,By])−

∂V (x,y,z)
∂x

= P̂yBz− P̂zBy + i
1
2
(

∂Bz

∂y
−

∂By

∂ z
)− ∂V (x,y,z)

∂x
,

(8.77)
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with corresponding equations for P̂y and P̂z. So, instead of Eq. (8.76) we get [42]

dP̂
dt

=
dv̂
dt

= Ê+ v̂∧ B̂+ i
1
2

∇∧ B̂. (8.78)

It would be misleading to interpret Eq. (8.78) as indicating a quantum Lorentz force
equal to v̂∧ B̂ plus a purely quantum force, i 1

2 ∇∧ B̂. The reason is that i 1
2 ∇∧ B̂ is not

Hermitian and thus cannot represent an observable. In fact, v̂∧ B̂ is not Hermitian
either. It is only the combination of the two, which is of course the same as the rhs
of Eq. (8.76) that is Hermitian and gives the correct form for the quantum version of
the Lorentz force.

The last term on the rhs of Eq. (8.78) does have important physical consequences.
In its absence the Lorentz force acts only locally, at the point indicated by x=(x,y,z).
However, the last term in Eq. (8.78) is non-local, since it contains a derivative with
respect to configuration space. This gives rise, for example, to the Aharonov-Bohm
effect [42, 126].

8.5 THE MAXWELL EQUATIONS

In the previous section it was shown that by generalizing the momentum operator to

P̂ =−i∇+ Q̂

then the rate of change of momentum with respect to time was equal to what was
recognizable as the Lorentz force and as a consequence, the existence of electric and
magnetic fields was apparent. We can take this analysis further by noting that the
derivative of P̂ with respect to time includes the derivative of Q̂ with resect to time.
If we evaluate this independently we find6

dQ̂
dt

= [Q̂, Ĥ] = v̂.∇Q̂+
i
2

∇
2Q̂. (8.79)

We can recognize the first term on the rhs of Eq. (8.79) as the contribution to the
total derivative of Q̂ due to motion over inhomogeneities in its configuration space
dependence. The final term in Eq. (8.79) plays the same role here as does the final
term in Eq. (8.78), i.e., it keeps the rhs of the equation Hermitian, since v̂.∇Q̂ alone
is not Hermitian. If Q̂ were explicitly time dependent then we would find

dQ̂
dt

=
∂ Q̂
∂ t

+ v̂.∇Q̂+
i
2

∇
2Q̂. (8.80)

6In subscript notation we find

dQ̂i

dt
=

1
2
(v̂ jQ̂i, j + Q̂i, j v̂ j) = v̂ jQ̂i, j +

1
2

Q̂i, j j.

The terms after the first equals sign are difficult to write in vector notation, but suffix notation makes clear
the origin of the final term.
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Then we would have
dP̂
dt

=
∂ Q̂
∂ t

+[P̂, Ĥ]. (8.81)

The Lorentz force equation would then become

dP̂
dt

=
∂ Q̂
∂ t
−∇V + v̂∧ B̂+ i

1
2

∇∧ B̂. (8.82)

Now we need to redefine the electric field as

Ê =
∂ Q̂
∂ t
−∇V. (8.83)

Eq. (8.83), together with B̂ =−∇∧ Q̂ then lead to

∇.B̂ = 0 (8.84)

and

∇∧ Ê =−∂ B̂
∂ t

. (8.85)

Eqs. (8.84) and (8.85) are immediately recognizable as two of Maxwell’s equations.
It is also quite clear from the definitions of the electric and magnetic fields that
−Q̂ can be identified as the conventional vector potential in operator form, that is
well-known in classical electromagnetic theory. The difference here is that it simply
appears as a generalization of the canonical quantization relation between the com-
ponents of momentum and the co-ordinates of configuration space, from which the
electromagnetic field emerges, rather than part of the representation of a field already
established from experimental observation and classical theory. It is quite remarkable
that these have been derived ultimately from a representation of the number operator
that is defined in the universal quantum equation, Eq. (1.1).

The method used above to derive the Maxwell equations, Eqs. (8.84) and (8.85),
is similar to the method described by Dyson, which is attributed to Feynman [28].
Dyson also makes the point that Feynman argued that the other two Maxwell equa-
tions

∇.Ê = ρ (8.86)

and

∇∧ B̂− ∂ Ê
∂ t

= J (8.87)

are simply definitions of ρ and J which specify, respectively, charge and current
densities, if these exist. Then it is straightforward to check that the densities satisfy
a continuity equation of the form

∂ρ

∂ t
+∇.J = 0. (8.88)
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8.6 ELECTROMAGNETIC WAVES AND PHOTONS

The Maxwell equations, Eqs. (8.84) to (8.87) support a variety of wave types. Here
we are interested in dispersionless waves that occur when ρ = J = 0. Then we get,
from Eq. (8.86)

∇.Ê = ∇.
∂ Q̂
∂ t

=
∂∇.Q̂

∂ t
= 0. (8.89)

The full time dependence of Q̂ can be maintained, while satisfying Eq. (8.89), if we
let ∇.Q̂ = 0. This condition is referred to as the Coulomb gauge.

Substituting the definitions of Ê and B̂, in terms of Q̂, into Eq. (8.87), leads to

∂ 2Q̂
∂ t2 −∇

2Q̂ = 0, (8.90)

where we have used

∇∧∇∧ Q̂ = ∇(∇.Q̂)−∇
2Q̂ =−∇

2Q̂,

with the aid of the Coulomb gauge condition.
We can recognize Eq. (8.90) as the dispersionless wave equation which supports

plane waves with a dependence on x and t that is proportional to a sinusoidal function
with a phase argument of the form7, k.x−ωt, where k is a wavevector and ω is
an angular frequency. These are of course electromagnetic waves that propagate in
empty space. Here we choose a Hermitian solution to Eq. (8.90) of the form8

Q̂ = Q̂(0)sin(k.x−ωt).

Substituting this solution into the wave equation, gives dispersion relation of the
form

ω
2−k2 = 0. (8.91)

Bearing in mind that the space and time co-ordinates are dimensionless here, then
the wave propagation speed is

vph =
ω

k
,

where k =‖ k ‖. Thus, with the dispersion relation, Eq. (8.91), the phase speed is
just equal to unity. There is nothing strange in this. It is a consequence of using
dimensionless variables. This point will be dealt with in more detail in Chapter 11.

From Eqs. (8.84), (8.85) and (8.89) we find

k.Ê = k.B̂ = 0 and k∧ Ê = ωB̂,
7The reason for choosing this form of the phase argument is dealt with in detail in Chapters 10 and 11.
8In principle we could use exp(i(k.x−ωt)) as the sinusoidal function, but this has both real and imag-

inary parts, so we cannot use it in conjunction with Hermitian operators like Q̂, since this would introduce
anti-Hermitian parts. Consequently we only use solutions that are linear combinations of sin(k.x−ωt)
and cos(k.x−ωt), with real coefficients.
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which imply the electric field and magnetic field are both transverse to the direc-
tion of propagation and mutually perpendicular. These results, with the aid of the
dispersion relation, Eq. (8.91), also imply that Ê2 = B̂2. From these relations it is
straightforward to show that

∂ 2Q̂
∂ t2 +ω

2Q̂ = 0, (8.92)

which means we can treat the electromagnetic waves as simple harmonic oscillators.
Eq. (8.92) also implies that

∂ 2Ê
∂ t2 +ω

2Ê =
∂ 2B̂
∂ t2 +ω

2B̂ = 0. (8.93)

Now consider a special case of an electromagnetic wave with a wave vector k =
(k,0,0), an electric field Ê = (0, Ê,0) and a magnetic field, B̂ = (0,0, B̂). Imagine
now that we confine the electromagnetic wave field to a finite volume in the form
of a standing wave. The space occupied by the wave can be taken as a cube with
edges parallel to the x-, y- and z-axes and linear dimensions, L. The standing wave
structure is found by separating variables to find solutions to the wave equation, so
we can take [44]

Ê = γÛ(t)cos(kx), (8.94)

where γ is a real constant of proportionality and Û(t) is a time dependent Hermitian
operator. Eq. (8.85) then implies that B̂ must be proportional to sin(kx), so we write

B̂ = γV̂ (t)sin(kx), (8.95)

where V̂ (t) is a time dependent Hermitian operator. The relationships between Ê and
B̂, from Eq. (8.85) now reduce to

∂ Ê
∂x

=−∂ B̂
∂ t

,

which, on substituting Eqs. (8.94) and (8.95) together with ω = k, give

Û =
∂V̂
∂ t

. (8.96)

Similarly, the relationship from Eq. (8.87) reduces to

−∂ B̂
∂x

=
∂ Ê
∂ t

,

which gives

V̂ =−∂Û
∂ t

. (8.97)

The relationships between Û and V̂ in Eqs. (8.96) and (8.97) are consistent with their
being a pair of canonical variables just like those in Eqs. (3.42) and (3.43), or x̂ and p̂



i
i

i
i

i
i

i
i

132 The Quantum Nature of Things

in Eqs. (5.13) and (5.14). The implication is that we can associate a natural number
operator, N̂ with the field, just like we did with the harmonic oscillator in Sections
3.4 and 5.1, where

1
2
(Û2 +V̂ 2) = N̂ +

1
2
.

However, we would like the find an expression for N̂ that involves Ê and B̂ rather
that Û and V̂ . Unfortunately we cannot do this immediately since Ê and B̂ do not
form a canonical pair. The problem arises due to the factors sin(kx) and cos(kx) in Ê
and B̂. There is a way out of this difficulty, if we treat Ê and B̂ as density amplitudes
like the wave functions in quantum mechanics. Then we get

L∫
0

(Ê2 + B̂2)dx = γ
2

L∫
0

(Û2 cos2(kx)+V̂ 2 sin2(kx))dx

=
γ2L
2

(Û2 +V̂ 2) = γ
2L(N̂ +

1
2
),

(8.98)

where we have taken L to be equal to a whole number of half wavelengths of the
electromagnetic wave. So, we have succeeded in removing the x-dependence in the
relation between the field amplitudes and N̂, by integrating over x. We note also that
the operators Û and V̂ are bosonic and so the value of the eigenvalues, n, of N̂ is
unlimited. We can interpret n as the number of photons of electromagnetic energy in
the electromagnetic field.

It is a straightforward matter to construct the Hamiltonian for this system of n
photons. It is exactly the same as that for the harmonic oscillator in Section 5.1, so
in energy units we expect

Ĥ = h̄ω(N̂ +
1
2
) =

h̄ω

γ2L

L∫
0

(Ê2 + B̂2)dx. (8.99)

Now the expression for the energy of the field confined to the volume L3 that we
would expect from classical theory is

L2

2

L∫
0

(Ê2 + B̂2)dx,

so the expression in Eq. (8.99) can be brought into agreement with the classical
definition of the energy density of the electromagnetic field if we take

h̄ω =
γ2L3

2
.

Eq. (8.99) teaches us two important lessons about what we will call the itemization of
a field, by which we mean using a field to represent a number of items, rather than a
local amplitude like Â, that we introduced in Chapter 3. The first thing to note is that
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the process depends on interpreting the field amplitudes as the density amplitudes of
the natural number operator and that these require integrating over a configuration
space to get N̂. The second point is that the energy density of the electromagnetic
field is proportional to Ê2 + B̂2, which is consistent with the classical result [60],
bearing in mind that here, the field amplitudes are dimensionless.

So, we have found that we can use fields distributed over configuration space
in the form of operator density amplitudes to express the itemization of nature. We
shall return to this new way of defining the number operator in Chapter 10, when we
consider what we might learn about quantum fields in general from the use of field
amplitude densities. To a certain extent this process is a kind of primitive blueprint
for establishing a theory of quantum fields, but at this stage we should avoid calling
it a quantum field theory.

8.7 GOLDILOCKS AND THE THREE DIMENSIONS

Finally, in this chapter, we address the general question of dimensionality. It is useful
to now enquire if there is an isotropic four-dimensional oscillator which could be
used to define a four-dimensional configuration space with r = (x1,x2,x3,x4) such
that r2 = x2

1 + x2
2 + x2

3 + x2
4. Following the arguments for the three-dimensional case,

this would require there to be a complete complementary set of four components
of linear momentum that would allow four-dimensional linear motion, and also four
independent components of angular momentum that form a closed Lie group, so that
we could guarantee four independent axes of rotation. There is no problem defining
the linear momentum components, which are just the four differentials with respect
to x1,x2,x3 and x4. Let us examine the possible components of angular momentum.
We begin with a degenerate four-category system defined by

N̂ = N̂1 + N̂2 + N̂3 + N̂4

= Â†
1Â1 + Â†

2Â2 + Â†
3Â3 + Â†

4Â4.
(8.100)

Clearly, there are just four components of configuration space and linear momentum
of the form

X̂i =
1√
2
(Âi + Â†

i ) and P̂i =
i√
2
(Â†

i − Âi),

where i = 1,2,3, or 4. Next we construct four components of angular moment in the
form described by Eq. (8.4), but now the subscripts i, j and k are cyclic permutations
of 1,2,3 and 4. The four allowed components are then, L̂1 = i(Â†

3Â2− Â†
2Â3), L̂2 =

i(Â†
4Â3− Â†

3Â4), L̂3 = i(Â†
1Â4− Â†

4Â1) and L̂4 = i(Â†
2Â1− Â†

1Â2). Now we require
these four components to form a closed Lie group. It is a straightforward matter to
check this. Let us look at [L̂1, L̂2]. We get

[L̂1, L̂2] =−[Â†
3Â2− Â†

2Â3, Â
†
4Â3− Â†

3Â4]

= Â†
4Â2− Â†

2Â4.
(8.101)

We see immediately that i(Â†
4Â2− Â†

2Â4) is not one of the four components of angular
momentum, and so their Lie group is not closed. It is easy to check that there are six
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possible combinations of the type in Eq. (8.101). It turns out to be impossible to
find a set of components of angular momentum of the type in Eq. (8.101), that are
just four in number, using the four sets of creation and annihilation operators in Eq.
(8.100). So, the system does not have the required symmetry properties to define a
four-dimensional configuration space.

So, a kind of Goldilocks principle is at work here. We saw in Chapter 7 that
two categories yielded two components of both configuration space and linear mo-
mentum space but only one axis of rotation. Here, four categories have yielded four
components of both configuration space and linear momentum space, but too many
axes of rotation. Three categories are just right, with exactly three components of
configuration space, linear momentum space and axes of rotation. Later, in Chapter
11, we shall see that it is possible to define a kind of four-dimensional space but it
is a space-time that has pseudo-Euclidean rather than the purely Euclidean proper-
ties of configuration space, that is more properly described as a 3+ 1 dimensional
framework, rather than a four-dimensional one. A four-dimensional system gives the
impression that one can interchange in a cyclic manner any four of the components,
which is not the case with space-time. One can in fact only interchange the three con-
figuration space components in a cyclic manner. The time component must remain
as the +1 element of the system, and cannot be interchanged with a configuration
space component.

It is interesting to note that in this case 3+ 1 framework is consistent with the
algebra of quaternions. This is an associative anti-commuting algebra with one real
and three imaginary elements. It can be proved that it is not possible to have a self-
consistent algebra of this kind with more than four elements [23, 108]. Quaternions
were discovered by Hamilton in the nineteenth century, but fell out of fashion with
the advent of conventional vector algebra. However, in the last few decades the power
of quaternions in formulating fundamental physics is becoming increasingly recog-
nized [108]. For example, Adler [1] has constructed an entirely quaternion version
of quantum mechanics.

The fact that the components L̂i form a closed three component Lie group of
Hermitian operators is not only important in defining the number of dimensions of
configuration space. The L̂i are of course bosonic operators. Recall that we found a
closed three component Lie group of fermionic Hermitian operators in Section 4.4,
the Ŝis. This is no coincidence. Both sets of operators have rotational properties, but
whereas the L̂is exhibit rotation in configuration space, their fermionic cousins have
no configuration space to rotate in. They rotate in the phase space, ξ that associated
with the S-type equation involving the number operator, N̂. The bosonic Hermitian
operator, Û and V̂ do rotate through angle ξ in this case, but these have nothing
to do with the components, L̂i, even though they are constructed from the bosonic
components, X̂ j and P̂k. However, the two sets of rotational Hermitian operators, L̂i
and Ŝi, can be brought together in a single concept, but we will only see that once
special relativity has emerged. We will need to wait until Chapter 11 for that.



i
i

i
i

i
i

i
i

9 Interactions in
multi-category systems

9.1 MULTIPLE-CATEGORY LINEAR TRANSFORMATIONS

In this section we begin with the multiple-category system of S independent cat-
egories that was introduced in Chapter 4, but then we will apply a unitary trans-
formation to the annihilation operators in order to model interactions between the
categories. This constitutes a generalization of the unitary transformation that was
introduced in Chapter 6 to deal with the two-category case. That required a 2× 2
matrix. Here we will require an S×S matrix transformation.

Consider a system of S independent categories, with a total number of items
represented by a number operator, N̂, that is given by

N̂ =
S

∑
i=1

N̂i, (9.1)

where the number of elements in the ith category, Cati, is represented by N̂i = Â†
i Âi

and Âi is a natural number amplitude that can obey either Bosonic or Fermionic rules.
The states of this system can be represented in occupation number formalism by an
S-dimensional Fock state

|n1,n2, . . . ,ni, . . .nS〉

where
N̂i|n1,n2, . . . ,ni, . . .nS〉= ni|n1,n2, . . . ,ni, . . .nS〉.

The Hamiltonian, Ω̂, of the system is given by

Ω̂ =
S

∑
i=1

ωiN̂i =
S

∑
i=1

ωiÂ
†
i Âi, (9.2)

where ωi is the eigenfrequency of Cati. All of the N̂is commute with Ω̂ and so are
individually invariants. The system may be transformed by a linear transformation,
according to

Âi = ∑
j

γi jĈ j, (9.3)

where γi j represents the element of an S×S matrix (operator), Γ̂.
The number operator in the new representation is then obtained by substituting

Eq. (9.3) into Eq. (9.1) to give

N̂ =
S

∑
i=1

∑
j,k

γ
∗
ikγi jĈ

†
kĈ j. (9.4)
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Up to now the linear transformation matrix, Γ̂, is undefined. We would now like to
choose a linear transformation that results in

N̂ =
S

∑
i=1

M̂i, (9.5)

where M̂i = Ĉ†
i Ĉi is a new number operator. We can achieve this if we let

γ
∗
ik = γ

−1
ki . (9.6)

In Eq. (9.6), γ∗ik is and element of the matrix, Γ̂∗T , the complex conjugate of the
transpose of Γ̂, while γ

−1
ki is an element of the operator, Γ̂−1, the inverse of Γ̂, which

by definition satisfies, Γ̂−1Γ̂= Î, where Î is the unit matrix with elements equal to δi j,
the Kronecker delta. In component form this is just

∑
j

γ
−1
i j γ jk = δik. (9.7)

Eq. (9.6) implies that Γ̂∗T = Γ̂−1 which means that Γ̂ is, by definition, a unitary matrix
[53]. With these conditions, Eq. (9.4) becomes

N̂ =
S

∑
i=1

S

∑
j,k

γ
−1
ki γi jĈ

†
kĈ j =

S

∑
j,k

δk jĈ
†
kĈ j =

S

∑
j=1

Ĉ†
j Ĉ j. (9.8)

The final part of Eq. (9.8) is now the same as Eq. (9.5) as required, so the two repre-
sentations contain the same total number of items.

Now suppose that the Âis are bosonic, so we take

[Âi, Â
†
j ] = δi j. (9.9)

Given Eq. (9.3), the inverse relation is

Ĉi = ∑
m

γ
−1
im Âm, (9.10)

then

[Ĉi,Ĉ
†
j ] = ∑

m,n
γ
−1
im γ

∗−1
in [Âm, Â†

n] = ∑
m,n

γ
−1
im γ

∗−1
jn δnm = ∑

m
γ
−1
im γ

∗−1
jm . (9.11)

Now we use the fact that if a matrix is unitary then so is its inverse [53], then γ
∗−1
jm =

γm j. Then Eq. (9.11) becomes

[Ĉi,Ĉ
†
j ] = ∑

m
γ
−1
im γm j = δi j, (9.12)

as required. Following a similar procedure we can show that

[Âi, Â j] = 0 =⇒ [Ĉi,Ĉ j] = 0
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and for Fermions
{Âi, Â

†
j}= 0 =⇒ {Ĉi,Ĉ

†
j }= 0

and
{Âi, Â j}= 0 =⇒ {Ĉi,Ĉ j}= 0.

Thus one finds that if Âi and Â†
i are bosonic then so are Ĉi and Ĉ†

i and if Âi and Â†
i are

fermionic, then so are Ĉi and Ĉ†
i . Note that the only way that the commutation prop-

erties of the brackets of either type is preserved by the unitary transformation is if it
equal to zero or the Kronecker delta. This rules out parastatistical type relationships1.

The eigenstates for the new natural number operators, M̂i, are represented in
occupation number formalism by

|m1,m2, . . . ,mi, . . . ,mS〉,

where
M̂i|m1,m2, . . . ,mi, . . . ,mS〉= mi|m1,m2, . . . ,mi, . . . ,mS〉, (9.13)

for either the bosonic or fermionic cases. The two cases give the same result also for

Ĉi|m1,m2, . . . ,mi, . . . ,mS〉=
√

mi|m1,m2, . . . ,mi−1, . . . ,mS〉, (9.14)

but whereas

Ĉ†
i |m1,m2, . . . ,mi, . . . ,mS〉=

√
mi +1|m1,m2, . . . ,mi +1, . . . ,mS〉, (9.15)

for bosons, the fermion case requires

Ĉ†
i |m1,m2, . . . ,mi, . . . ,mS〉=

√
1−mi|m1,m2, . . . ,mi +1, . . . ,mS〉. (9.16)

The new representation of the Hamiltonian may be obtained, by substituting the
transformed creation and annihilation operators into Eq. (9.2) and then separating the
terms with the same subscripts from those with different ones. Then the Hamiltonian
has the form

Ω̂ = ∑
i

WiĈ
†
i Ĉi +∑

jk
VjkĈ

†
j Ĉk, (9.17)

where Wi = ∑ j ω jγ
−1
i j γ ji and Vjk = ∑i ωiγ

−1
ji γik, when j , k.

Although the total number of items in the system is invariant when represented
by either the sum over N̂i in Eq. (9.1) or over M̂i in Eq. (9.5), M̂i no longer com-
mutes with Ω̂ in Eq. (9.17), when the coefficients Vjk , 0, so dM̂i

dt , 0. However, it
is straightforward to show that we still have dN̂

dt = 0 for the system as a whole, as
indicated above. So, we can still interpret Eqs. (9.5) as a system of N items, where

N =
S

∑
i

ni =
S

∑
i

mi. (9.18)

1Systems that are neither fermionic nor bosonic or are a mixture of the two are referred to as paras-
tatistics [86]. Such systems are found in the theory of superconductivity, for example [66, 121].
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Although the nis are fixed in time, the mis are time dependent like the case we found
in Chapter 6, when there was an interaction term in the transformed Hamiltonian.

The population is still divided into S categories in both representations, but in
the M̂i representation, the sum over jk in Eq. (9.17) indicates that an item in Catk is
transferred into Cat j, since

Ĉ†
j Ĉk|m1, . . . ,m j, . . . ,mk, . . .〉

=
√
(m j +1)mk|m1, . . . ,m j +1, . . . ,mk−1, . . .〉. (9.19)

It is this exchange of items between categories that suggests we could use this picture
to interpret the items as particles in a physical system. The different categories would
indicate different states, of energy, say, or of momentum. This exchange of particles
between states then constitutes a scattering process. It turns out that there is a close
relationship between the above result and the generalization of the potential operator,
V̂ = V (X̂) in the Schrödinger equation in the earlier sections. It can be shown that
Vjk = 〈m j|V |mk〉 [121], which means that the potential operator from the Schrödinger
equation is directly related to the coefficients of the scattering term in the many-
body Hamiltonian, through an inner product involving operating with the potential
on the Fock space vectors. There is an important interpretation of what this amounts
to. In the Schrödinger equation picture we are dealing with a single particle in an
external potential. The implication of the connection to many-body scattering is that
in fact this potential is as a result of interactions between the particle subject to the
Schrödinger equation and a population of neighbouring particles that actually are the
source of the potential.

It is also worth pointing out that the steps from Eq. (9.2) to Eq. (9.17) consti-
tute a back-to-front derivation of particle interactions, since, in standard many-body
physics, one usually starts with the Hamiltonian in the form in Eq. (9.17) (see ref.
[121]). Reversing the transform by using the inverse of the matrix, γi j, then yields
the Hamiltonian in the form of Eq. (9.2), from which the energy eigenvalues of
the system can be determined. These are, of course, the ωis in Eq. (9.2). This re-
verse transform is actually the usual Bogoliubov transformation that is well known
in many-body quantum physics [121].

Finally, we note that there are two quite remarkable outcomes of the unitary
transformation above. First, that it preserves both the boson and fermion rules, but
works for nothing else. Second, the total population of elements, represented by N̂
in Eq. (9.17) is invariant in either representation.

9.2 FERMION INTERACTIONS VIA BOSON EXCHANGE

The picture presented in Section 9.1 can be extended further in an interesting way
by interpreting the constants Vjk as a background cause of the scattering process. We
take the creation and annihilation operators in Eq. (9.17) to represent a fermionic
system and then subject the Vjks to a small oscillatory perturbation represented by a
real variable, χ , such that Vjk(χ) =Vjk(0)+χV ′jk(0), where V ′jk(0) is the first deriva-
tive of Vjk(χ) with respect to χ , at χ = 0, and Vjk(0) is the unperturbed background.
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We then treat χ as an Hermitian operator χ̂ , from which we can construct a bosonic
creation and annihilation operator pair using χ̂ and ∂

∂ χ̂
(see Chapter 3). So, we can

let Ŝ = 1√
2
(χ̂ + ∂

∂ χ̂
), then χ̂ = 1√

2
(Ŝ+ Ŝ†), where [Ŝ, Ŝ†] = 1. Substituting this into

Eq. (9.17) and tidying up the result a little yields

Ω̂ = ∑
i

WiĈ
†
i Ĉi +ωsŜ†Ŝ+∑

jk
Vjk(Ŝ† + Ŝ)Ĉ†

j Ĉk, (9.20)

where the second term on the rhs has been introduced to represent the energy of the
bosonic oscillations to preserve consistency. It can later be made to tend to zero (see
below). Eq. (9.20) represents the Hamiltonian of an interacting fermionic system that
is perturbed by a bosonic perturbation. The time dependence of Ŝ may be evaluated
with the use of the H-type equation,

i
dŜ
dt

= [Ŝ,Ω̂] = ωsŜ+∑
jk

VjkĈ
†
j Ĉk. (9.21)

Thus the equation for the operator, Ŝ, takes the form of a forced harmonic oscil-
lator. If the bosonic perturbation is small, then the forcing term, ∑ jk VjkĈ

†
j Ĉk, may

be approximated by making the assumption that the fermionic operators have their
unperturbed time dependencies, i.e. Ĉk(t) = Ĉk(0)exp(−iWkt), etc. Then the differ-
ential equation equation for Ŝ(t) may be integrated explicitly [43] to yield

Ŝ(t) =−∑
jk

VjkĈ
†
j Ĉk

Wj−Wk +ωs
, (9.22)

where it has been assumed that Ŝ(−∞) = 0, which just means that the bosons have
zero amplitude before they are excited. Ŝ† can be treated in a similar way and then
one finds

Ŝ†(t) = ∑
jk

VjkĈ
†
j Ĉk

Wj−Wk−ωs
. (9.23)

Adding Eqs. (9.22) and (9.23) then yields

Ŝ†(t)+ Ŝ(t) = ∑
jk

VjkĈ
†
j Ĉk

Wj−Wk−ωs
−∑

jk

VjkĈ
†
j Ĉk

Wj−Wk +ωs

= ∑
jk

2ωsVjkĈ
†
j Ĉk

(Wj−Wk)2−ω2
s
.

(9.24)

The above result may be substituted back into Eq. (9.21) to yield an equation of
the form [70]

Ω̂ = ∑
i

WiĈ
†
i Ĉi + ∑

jklm
VjklmĈ†

j Ĉ
†
kĈlĈm, (9.25)

where
Vjklm =

2ωsVjkVlm

(Wj−Wk)2−ω2
s
. (9.26)
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The second sum on the right hand side of Eq. (9.25) represents pair interactions in
which items of type l and m are scattered into types j and k. Remarkably, even with
this more complicated form of Hamiltonian, the total number of items given by N̂ in
Eq. (9.5) is a constant of the motion and is unaffected by the interaction process.

The above results indicate that the bosonic fluctuations can be considered to be
excited by the interacting fermions and also do not appear explicitly in the final form
of the Hamiltonian, Eq. (9.25). In this case the bosons are referred to as virtual parti-
cles. It is instructive to see this by using diagrams to solve Eq. (9.20). This is depicted
in Fig. 9.1. The resultant c in this diagram represents fermionic pair interaction via

+ =

a b c

Figure 9.1 The solid arrows represent fermions and the dashed arrow bosons. (a) represents
the first term in the sum in Eq. (9.20) where a boson is excited and (b) the second, where it
is absorbed. (c) represents the sum of (a) and (b) by treating the bosons therein as a single
linking line to represent the second sum in Eq. (9.25).

boson exchange and can be used to represent a variety of physically significant pro-
cesses, such as the Coulomb interaction between two electrons in which a photon
carries the electromagnetic force between them. The scattering coefficient, Vjklm,
is given by 〈ml ,mm|V |m j,mk〉, where the potential, V comes from the appropriate
Schrödinger equation for the interaction. Eq. (9.25) is widely used in many-body
physics [15, 121, 132].

9.3 BCS THEORY

A special case of Eq. (9.25) is of particular interest. Bardeen, Cooper and Schreiffer,
in formulating their BCS theory of superconductivity [111], identified a special sit-
uation in the scattering coefficient, Eq. (9.26) when Wj = Wk. Superconductivity is
an important and fascinating phenomenon in its own right, but it is beyond the scope
of the present book to go into details of the condensed matter aspects of the the-
ory. Interested readers should consult some of the many textbooks and monographs
that deal with these aspects (see for example, refs.[15, 43, 121, 111, 132]). What is
important here is that characteristics of BCS theory turn out to be of immense im-
portance in fundamental particle physics as well as its applications in a condensed
matter context. For the moment, we will examine the BCS mechanism in its many-
body context in a simplified way. We first need to briefly introduce the notion of a
Fermi sea.
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9.3.1 THE FERMI SEA

The simplest model of an assembly of fermions is one in which they occupy a
three-dimensional space enclosed by impenetrable walls. This is effectively a three-
dimensional infinite square well potential, i.e., a three-dimensional version of the in-
finite square well we met in Chapter 5, that had energy levels proportional to (n+1)2,
where n is a natural number. The wave functions of this system comprise standing
plane waves with energies equal to (h̄k)2

2m , where k is the wave number of the wave
and m is the mass of the fermion. The lowest energies available to the fermions are
thus associated with the longest wavelengths. These are of the order of the linear di-
mensions of the box containing the fermions. The idea now is that we begin adding
fermions to the box in which the energy states just described are available for occu-
pation. The first fermions to be placed in the box can occupy states with the lowest
energy, but as more are added, they must be put in higher energy states because of the
Pauli exclusion principle which only allows one fermion in a given state. So, when
the last fermion is placed in the box it occupies a state with the highest energy. Be-
cause we have three dimensions, the system is degenerate and several states can have
the same highest energy. The highest energy will obviously depend on how many
fermions are contained in the box. The more fermions the higher the energy level
needed to accommodate them. This highest energy level needed is called the Fermi
energy, and the collection of fermions with energies up to the Fermi energy is called
the Fermi sea.

This simple model is commonly used to explain the behaviour of electrons in
metals. Then one considers the box to be a lattice of atoms. The fermions are then
electrons given up by the atoms to form essentially a free electron gas. The supercon-
ducting behaviour that BCS theory deals with then comes about due to fluctuations
in the positions of the atomic nuclei about their equilibrium locations in the regular
lattice. These lattice vibrations are treated as harmonic oscillators just as we envis-
aged in the perturbation expansion of the background potential that we carried out
with the aid of the bosonic operator Ŝ and its adjoint in Section 9.2. These bosonic
perturbations that associated with lattice vibrations are termed phonons2. It is these
that couple the fermions via phonon exchange as in Fig. 9.1. Next we will look at
how this coupling can lead to an attractive force between the fermions.

9.3.2 FERMION-FERMION ATTRACTION

We first note that the way Eqs. (9.25) and (9.26) were obtained meant that Vjk and
Vlm essentially have the same value. So, if we set them both equal to v, then Vjklm is
just

Vjklm =
2ωsv2

(Wj−Wk)2−ω2
s
.

Here, Wj and Wk are interpreted as being measured relative to the Fermi energy in-
troduced above. So, if the two fermions have energies close to the Fermi energy,

2The term, phonon, is used in relation to sound waves as the term, photon, is used in relation to a light
wave. Lattice vibrations are associated with thermal vibrations that propagate as sound waves.
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then Wj = Wk applies. Then, as realized by Bardeen, Cooper and Schreiffer, we get
Vjklm =− 2v2

ωs
, which is negative. This implies an attractive potential between the in-

teracting fermions that tends to keep them together as a pair. In the limit as ωs tends
to zero3, the interaction strength can be made vanishingly small, which indicates the
pairing effect involves an instability and happens spontaneously. The instability is
referred to as a Cooper instability and the resulting pairs are called Cooper pairs in
the BCS theory of superconductors.

9.3.3 THE ENEGY GAP

With the aid of the mean-field approximation(see Appendix G) that is widely used in
many-body quantum theory, the Hamiltonian can be reduced to the form [15, 132]

Ω̂ = ∑
i

WiĈ
†
i Ĉi−∆∑

jk
(Ĉ†

j Ĉ
†
k +ĈkĈ j), (9.27)

where4 ∆= v2

ωs
〈ĈkĈ j〉. Notice that Eq. (9.27) has exactly the same form as Eq. (7.58),

apart from the sign of the coefficient of the interaction term, but this has no effect on
the outcome. Thus, the BCS mechanism involving an exchange of bosons between
the fermions provides a physical explanation for the coupling between the fermionic
creation and annihilation operators that we introduced earlier. The eigenvalues of the
system governed by Eq. (9.27) may be found by following the same procedure that
we used with Eq. (7.58). So, after applying the Heisenberg equation of motion to Eq.
(9.27), as we did with Eq. (7.58), we can write the eigenvalue equations as

EĈk = ωĈk +∆Ĉ†
j , (9.28)

and
EĈ†

j =−ωĈ†
j +∆Ĉk, (9.29)

where E is the energy eigenvalue and ω = Wj = Wk. These equations show that the
annihilation of a fermion in state k is coupled to the excitation of a fermion in state
j. Also note that in the absence of the coupling, ∆ = 0 and then E = ω .

There is an alternative description of coupling process, which is that it can be
described as being between the annihilation of a particle from state k, represented
by Ĉk and the annihilation of a hole, or absence of a particle, from state, j, that is
removed when a particle is created there. That is then represented by Ĉ†

j . This is a
subtle but highly significant point. Notice that in the two equations Eqs. (9.28) and
(9.29) the coefficients involving ω on the rhs, are opposite in sign. These are the
eigenvalues of the bare particles when ∆ = 0. However, with ∆ , 0, the eigenvalues,
E on the lhs both have the same sign. This means that the loss of a particle from a
state below the Fermi energy is positive, relative to the Fermi level, and has the same

3This condition also removes the term, ωsŜ, from Eq. (9.21), that was originally added in an ad hoc
fashion.

4〈ĈkĈ j〉 represents an inner product involving the groundstate function of the BCS system. We can
also take 〈Ĉ†

j Ĉ
†
k 〉= 〈ĈkĈ j〉 and then ∆ is real. See ref.[15] for details.
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sign as and energy of a state above the Fermi energy. Evaluating the determinant that
results from Eqs. (9.28) and (9.29), one finds the energy eigenvalues satisfy

E2 = ω
2 +∆

2. (9.30)

Just as with Eq. (7.64), we can put the energy eigenvalue equations in matrix
form, i.e.

Ê
(

Ĉk

Ĉ†
j

)
=

(
ω ∆

∆ −ω

)(
Ĉk

Ĉ†
j

)
, (9.31)

where

Ê =

(
E 0
0 E

)
. (9.32)

We note, as in Eq. (7.66), that(
ω ∆

∆ −ω

)
= ω

(
1 0
0 −1

)
+∆

(
0 1
1 0

)
. (9.33)

The two 2× 2 matrices on the right hand side of Eq. (9.33) can be recognized the
conventional representations of the Pauli matrices, σ̂3 and σ̂1 respectively, that we
first encountered in Chapter 4. Then, just like in Eq. (7.67), one finds

Êφ = (ωσ̂3 +∆σ̂1)φ , (9.34)

where

φ =

(
Ĉk

Ĉ†
j

)
. (9.35)

The form of Eq. (9.34) has same as that of Dirac equation for a relativistic fermion
in reduced dimensions [26, 67]. We will meet this in Chapters 11 and 12, where its
dynamical significance will become clearer.

Eq. (9.30) is the so-called Superconducting energy gap equation that accounts for
the superconducting state that is found in certain metals at extremely low tempera-
tures [15, 43, 111]. It can be understood as follows. There are clearly two eigenvalue
solutions to Eq. (9.30), given by

E =±
√

ω2 +∆2. (9.36)

In the absence of boson exchange between fermions, ∆ = 0, no Cooper pairs exist,
and there is no gap between the positive and negative (relative to the Fermi energy)
energy states. The effect of electron scattering via boson exchange gives rise to the
energy gap of 2∆ between the upper and lower branches of the eigenvalue equation
as illustrated in Fig. 9.2. It is the existence of the energy gap that gives rise to the
superconducting property.

Finally, we note that the BCS mechanism has a number of features that lead
Nambu [83] to see it as the basis of an explanation for how fermions acquire mass
[35]. First there is the energy gap that has exactly the same form as that found in the
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w

E

2D

Figure 9.2 BCS superconducting energy gap. The ω axis corresponds to the Fermi surface.
The solid curves correspond to the two eigenvalues in Eq. (9.36). The dashed lines correspond
to the gapless case when ∆ = 0.

energy-momentum dispersion relation of the Dirac relativistic equation for fermions
that arises as a consequence of the fermionic rest mass. Second, there is the appear-
ance of the Pauli spin matrices in the spinor form of the superconducting energy
equation, Eq. (9.34), that is entirely equivalent to the Dirac equation in reduced di-
mensions, although, as we shall see in Chapter 11, the coefficients need reinterpret-
ing. Nambu also noticed that the particle/hole description of the coupling mechanism
that leads to the energy gap and which explains the phenomenon of superconductiv-
ity is mirrored closely by the coupling between particles and antiparticles that is a
key feature of the quantum field description of fermions. We shall explore some of
these issues further in Chapters 11 and 12.
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10 Field itemization

10.1 CONFIGURATION SPACE FOR FIELDS

The phase, ξ , that we introduced as part of natural number dynamics in Chapter 3,
plays an absolutely key role in developing the dynamical theory that is the central
theme of this book. We saw in Chapter 4, where we introduced multi-category sys-
tems, how the phase, ξi, on which the raising and lowering operators of each of the
categories of a system functionally depend, needs to be parameterized in order to be
able to both distinguish between the categories, but also to allow a universal scalar
parameter to apply to the system as a whole and thus enable us to construct a sin-
gle equation of motion for the whole system. Initially we chose the write ξi = ωit,
where ωi serves as a label for the ith category and t is a universal parameter that
applies to the system as a whole. We have seen that we can associate t with time and
then ωi behaves as an angular frequency that also serves as a scaled energy param-
eter. However, there is nothing to stop us parameterizing the phase with more than
one universal parameter, and adding other labels for the categories. So we could, for
example, generalize the phase, ξi to

ξi = ωit +κis, (10.1)

where κi serves as a second category label, and s is a second systems-wide variable.
For the rest of this chapter we only need to consider a single category and so we
will drop the category label, i, from now on. Then we would find the annihilation
operator, Â, for a system of n items, represented by the number operator N̂, would
have the form

Â(x, t) = Â(0,0)exp(−i(ωt +κs)). (10.2)

We are completely free to interpret this more general phase in any suitable way
we choose. Having chosen to interpret t as time, we can choose to interpret s as,
for example, a configuration space coordinate, so that the phase represents a prop-
agating plane wave. A blueprint for this step is the discovery, in Chapter 8, of the
electromagnetic field, that had the form of a propagating wave field. As we saw in
Chapter 8, the phase of a wave propagating along the x-axis has the form kx−ωt, so
this suggests that we make the substitution1, κs =−kx, where k is the wave number,
which is equal to 2π divided by the wavelength. Then, Eq. (10.2) becomes2

Â(x, t) = Â(0,0)exp(i(kx−ωt)). (10.3)

1The reason for the negative sign in the substitution, κs =−kx, will be discussed in detail in the next
chapter.

2Notice that here we can use the complex version of the sinusoid, exp(i(kx−ωt)), rather than the real
option, because, unlike in the case of the electric and magnetic fields in Chapter 8, which were Hermitian,
Â(x, t) is a mixture of Hermitian and anti-Hermitian parts.
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Up to this point, the one-dimensional coordinate has been formally treated as
an operator, x̂, that is one of the Hermitian parts of the creation and annihilation
operators, the other being the linear momentum operator, p̂. Then, because of the
commutation relation between x̂ and p̂, we have been able to represent x̂ by the scalar
variable x and p̂ in terms of the derivative with respect to x, as explained in Chapter 5.
The suggestion above that, instead of thinking of x as an operator, even though it can
be represented by a scalar variable, we now treat it as a continuous systems variable,
like time, completely changes its status. By introducing the co-ordinate, x, as a sec-
ond systems-wide variable to parameterize the phase, ξ , we achieve two key results.
First this puts the configuration space co-ordinate and time on an equal footing. This
allows space-time and special relativity to be developed in a formal manner. Phase
itself is a profoundly important invariant quantity in this regard and the invariance
of phase in the form, kx−ωt, has important consequences for the nature of space-
time and relativistic quantum mechanics. These issues will be explored in detail in
the next chapter. Secondly, the plane wave formulation allows us to consider wave
fields that propagate over regions of space and this naturally brings into consideration
quantities that may be expressed as densities that can then be integrated over space,
as we found with the electromagnetic field in Chapter 8. Relativistic space-time and
wave fields are essential ingredients of a quantum theory of fields [115, 125].

It is worth noting at this point that there is a natural pairing in the form of the
phase in Eq. (10.3). Clearly, the pair (t,x) represents the systems-wide continuous
variables. The complementary pair (ω,k) originated as category labels, but in the
single category case, as here, can be considered as complementary variables in what
is sometimes referred to as reciprocal space. This is in some ways an unfortunate
description of the space that is represented by (ω,k), since it gives the impression that
there are two separate spaces involved. The term reciprocal is only really a reference
to the units used to measure a distance, x, in metres, say, and then a wave number,
k, is in units of per metre. This just ensures that the product kx is dimensionless.
Similarly, t has units of seconds, while ω has units of per second, so that ωt is
dimensionless. As we shall see in the next chapter, (t,x) and (ω,k) can be teated
as a pair of two-dimensional vectors. The phase can then be treated as a kind of
scalar product involving these two vectors. Then (t,x) and (ω,k) need to share a
common set of basis vectors in order that products that constitute the phase in Eq.
(10.3) are meaningful. In this sense they belong to the same space. For now we just
note that there is a duality between the two pairs that is the basis of a Fourier duality
that stems from the sinusoidal character of the plane waves we are considering here.
This Fourier duality will be developed in the next section. To avoid any confusion
about space and reciprocal space, in what follows we will take t, x, ω and k as
dimensionless parameters, unless otherwise stated.

In the next section we develop a new form of natural number dynamics that takes
the electromagnetic field as a kind of blueprint, in as much as, we introduce densities
over configuration space to represent natural numbers. This leads to a representation
of itemization by field amplitudes, rather than just time dependent operators like the
number operator amplitudes Â and Â†. We will refer to this as field itemization. The
fields involved will be referred to as quantum fields. However, this does not mean that
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we will be developing what is generally referred to as quantum field theory (QFT).
That is a very well established theoretical technique that is based on Langrangian
methods. It is beyond the scope of the present book (see comments in Section 13.2, of
the epilogue). There are numerous books on quantum field theory, which the reader
should consult for further details, see for example refs. [109, 115, 125].

10.2 ITEMS IN A FIELD: THE QUANTUM FIELD CONCEPT

It is now a relatively short step from the many-body formalism that has been devel-
oped in earlier chapters, to treat operators as functions of configuration space as well
as time. It should be stressed again, that what follows in not standard quantum field
theory. Here we just want to introduce the concept of the field amplitude to represent
the items in a category, rather that the number operator amplitudes that we introduced
in Chapter 3, and in so doing represent the items in a category by field itemization.
This change in emphasis means that instead of operators such as that in Eq. (10.3),
we use the density amplitude3

âexp(i(kx−ωt)),

which represents a plane wave field in operator form. If we regard these plane waves
as a Fourier spectrum, with amplitudes â(k) = âexp(−iωt), we can construct time
and configuration dependent fields, φ̂(x) and φ̂ †(x) from

φ̂(x) =
1√
2π

∫
âexp(i(kx−ωt))dk =

1√
2π

∫
â(k)exp(ikx)dk, (10.4)

and

φ̂
†(x) =

1√
2π

∫
â† exp(−i(kx−ωt))dk =

1√
2π

∫
â†(k)exp(−ikx)dk. (10.5)

We recognize Eqs. (10.4) and (10.5) as Fourier transforms so φ̂(x)↔ â(k) form a
Fourier pair. The number operator becomes,

N̂ =
∫

φ̂
†(x)φ̂(x)dx

=
1

2π

$
â†(k′)â(k)exp(i(k− k′)x)dk′dkdx

=
∫

â†(k)â(k)dk,

(10.6)

where we have used ∫
exp(i(k− k′)x)dx = 2πδ (k′− k).

3The frequency, ω is implicitly a function of k, since there is invariably some dispersion relation,
ω = ω(k), involved, as was the case with the electromagnetic field in Chapter 8.
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What Eq. (10.6) tells us is that φ̂ †(x)φ̂(x) behaves as a particle density in config-
uration space which gives the particle number when integrated over that space. Also,
â†(k)â(k) can be considered as a particle density in k-space that gives the particle
number when integrated over that space. This is an expression of Fourier duality
between x and k that is part of the duality, (ω,k)↔ (t,x). The equivalence of the
densities in configuration space and k-space, from a mathematical point of view, is
a consequence of Parsival’s theorem of Fourier transforms that is expressed in Eq.
(10.6).

The number operator in Eq. (10.6) is valid for both bosonic and fermionic fields,
as long as these are confined to single category systems. Multi-category need to
be treated somewhat differently. The commutation relations for the bosonic and
fermionic annihilation and creation operators, respectively obey

[â(k′), â†(k)] = δ (k′− k)

and
{â(k′), â†(k)}= δ (k′− k). (10.7)

For the corresponding configuration space functions we need

[φ̂(x′), φ̂ †(x)] = δ (x′− x)

and
{φ̂(x′), φ̂ †(x)}= δ (x′− x). (10.8)

In addition we have

[φ̂(x′), φ̂(x)] = [φ̂ †(x′), φ̂ †(x)] = [â(k′), â(k)] = [â†(k′), â†(k)] = 0 (10.9)

for bosonic fields, and

{φ̂(x′), φ̂(x)}= {φ̂ †(x′), φ̂ †(x)}= {â(k′), â(k)}= {â†(k′), â†(k)}= 0, (10.10)

for fermionic fields. Then, for example, we have∫
[φ̂(x′), φ̂ †(x)]dx = 1, (10.11)

with corresponding results for the other brackets in Eqs. (10.7) and (10.8). Next
we show how the Hamiltonian in field itemization may to be rewritten in terms of
integrals with integrands involving â and â†, and φ̂ and φ̂ †.

10.3 THE HAMILTONIAN OF AN ITEMIZED FIELD

We can construct the Hamiltonian of this single category system by noting that the
number density is in k-space is â†(k)â(k). The energy of each item is ω and so the
energy density should be ω â†(k)â(k). Thus we can expect the Hamiltonian, Ω̂ to be

Ω̂ =
∫

ω â†(k)â(k)dk. (10.12)
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Notice that the frequency, ω must be within the integral in Eq. (10.12), since it is in
general a function of k. Now using Eq. (10.4), we can see that

∂ φ̂(x)
∂ t

=
1√
2π

∫
â

∂ exp(i(kx−ωt))
∂ t

dk =− i√
2π

∫
ω â(k)exp(ikx)dk. (10.13)

Then we find

Ω̂ =
1

2π

∫
φ̂

†(x)i
∂

∂ t
φ̂(x)dx =

∫
ω â†(k)â(k)dk. (10.14)

10.4 THE PARTICLE/ANTI-PARTICLE HAMILTONIAN

It is worth noting that the field itemization formalism demonstrates its power in the
case of fermionic fields that comprise particle and anti-particle fields as discussed
in Chapter 9, in the context of BSC theory and as will be looked at again in Chapter
11, when we examine Nambu’s explanation of fermionic mass in more detail [35].
The key point of the mechanism in both the BCS theory of superconductors and
Nambu’s theory of fermionic mass is the coupling between a creation operator and
an annihilation operator, as in Eq. (9.27). To model this coupling, a single field may
be constructed that combines a field â and a field b̂† as

φ̂(x) =
1√
2π

∫
(â(k)exp(ikx)+ b̂†(k)exp(−ikx))dk, (10.15)

and
φ̂

†(x) =
1√
2π

∫
(â†(k)exp(−ikx)+ b̂(k)exp(ikx))dk, (10.16)

where b̂(k) = b̂exp(−iωt). If the field â is interpreted as the annihilation of a parti-
cle, then the field b̂† is not interpreted as the creation of a particle but as rather the
annihilation of an anti-particle.

We then find∫
φ̂

†(x)φ̂(x)dx =
1

2π

$
(â†(k′)exp(−ik′x)+ b̂(k′)exp(ik′x))

× (â(k)exp(ikx)+ b̂†(k)exp(−ikx))dk′dkdx

=
∫

â†(k)â(k)dk+
∫

b̂(k)b̂†(k)dk

= N̂a− N̂b +1, (10.17)

where we have used the integrated form of the fermionic anti-commutation rule∫
b̂(k)b̂†(k)dk = 1−

∫
b̂†(k)b̂(k)dk, (10.18)

with N̂a and N̂b being the number operators for particles and antiparticles respec-
tively. Clearly, this does not give the total particle number, N̂ = N̂a + N̂b. Recall that
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we found that it was N̂a− N̂b that was conserved when we treated coupled fermionic
creation and annihilation operators in Section 7.5. However, if we note that Eqs.
(10.6) and (10.7) are invariant to a new phase shift, ζ , such that, â→ âexp(−iζ ) and
if we similarly assume b̂→ b̂exp(−iζ ), then we have

i
∂ â(k)exp(i(kx−ζ ))

∂ζ
= â(k)exp(i(kx−ζ )) (10.19)

and

i
∂ b̂†(k)exp(i(ζ − kx))

∂ζ
=−b̂†(k)exp(i(ζ − kx)). (10.20)

Then

i
∫

φ̂
†(x)

∂ φ̂(x)
∂ζ

dx =
$

(â†(k′)exp(i(ζ − k′x))+ b̂(k′)exp(i(k′x−ζ )))

× (â(k)exp(i(kx−ζ ))− b̂†(k)exp(i(ζ − kx)))dk′dkdx

=
∫

(â†(k)â(k)− b̂(k)b̂†(k))dk

= (N̂a + N̂b−1), (10.21)

where we have used Eq. (10.18). Apart from the −1, Eq. (10.21) represents the total
number of fermions.

The result above gives the impression that the operator i ∂

∂ζ
is acting like i d

dξ
in

Eq. (3.14), and so is equivalent to a number operator, N̂. Although this interpretation
works in the case of a single category field as in Eq. (10.6), in Eq. (10.21) we cannot
simply put the lhs equal to N̂ because it is not guaranteed to give a non-negative
result. We can see this by operating on the vacuum state, |0,0〉. The result would be
−1. We will come back to this point later, after treating the Hamiltonian.

Turning now to the Hamiltonian, we note that

∂ φ̂(x)
∂ t

=
1√
2π

∫
(ω(â(k)exp(ikx)− b̂†(k)exp(−ikx)))dk, (10.22)

where we have used

i
∂ (â(k)exp(ikx))

∂ t
= i

∂ (âexp(i(kx−ωt)))
∂ t

= ω â(k)exp(−ikx)
(10.23)

and a corresponding result for b̂†(k)exp(−ikx). Then we get

i
∫

φ̂
†(x)

∂ φ̂(x)
∂ t

dx =
1

2π

$
(â†(k′)exp(−ik′x)+ b̂(k′)exp(ik′x))

×ω(â(k)exp(ikx)− b̂†(k)exp(−ikx))dk′dkdx

=
∫

ω(â†(k)â(k)− b̂(k)b̂†(k))dk

= ω(N̂a + N̂b−1), (10.24)
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where again Eq. (10.18) has been applied. Eq. (10.24) agrees with the expected re-
sult for the Hamiltonian operator for a system containing N̂a particles and N̂b anti-
particles, apart from the added constant of −ω . We can see that this added constant
is the vacuum state energy, when we operate on |0,0〉. This negative vacuum energy
clearly has the same origin as the −1 in Eq. (10.21). It arises from the integration of
δ (k′− k) in the anti-commutation relation in Eq. (10.7). It means that if we take Eq.
(10.24) as the energy of the system, we cannot guarantee that it is non-negative. This
issue is the same as that which arises in standard quantum field theory [125]. The ap-
proach taken there is that the vacuum energy can be ignored, since, it is argued, it is
the energy against which the energy of a system is measured, rather like a calibration
offset. So, the true energy of the system is taken as

ω(N̂a + N̂b).

Here we have no reason to disagree with the experts in quantum field theory!
Looking back at Eq. (10.17), we can see that if charge exists in units of q, then

the total charge is given by

q
∫

φ̂
†(x)φ̂(x)dx = q(N̂a− N̂b +1), (10.25)

apart from the added constant of q, given that the particles and anti-particles carry
charges with opposite signs. As in the case of the vacuum energy in Eq. (10.24), the
vacuum charge can be ignored. However, it is interesting to note that, in the fermionic
case, where, the occupation numbers can only have values of 0 or 1, it does ensure
that the integral in Eq. (10.25) is non-negative.

Having established the basic framework for a theory of field itemization with
one dimension of configuration space, it is a relatively straightforward matter to
generalize it to one with three components of configuration space (see for exam-
ple refs.[115, 109]). The relativistic aspects of the field theory are explored further in
the next chapter by examining the invariant properties of the phase of a propagating
plane wave field.
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11 Phase invariance: The
emergence of space-time
and wave mechanics

11.1 REPRESENTING PHASE

We saw in the previous chapter that quantum fields could be pictured as propagating
waves. The basic wave structure is a plane sinusoidal wave that varies in time and in
one-dimension of configuration space as

exp(−iξ ) = exp(i(kx−ωt)),

although the amplitude of these waves is represented by an operator, as in Eq. (10.4).
The phase, ξ = (ωt− kx) in the above expression has the form it does so that points
of fixed phase move with a positive speed for increasing x and increasing t, when both
ω and k are positive quantities. To see this we note that the condition for following a
fixed phase value is

dξ

dt
= ω− k

dx
dt

= 0 =⇒ dx
dt

=
ω

k
. (11.1)

The minus sign between the spatial and temporal parts of the phase ensures that,
when ω and k are both positive, then a positive time step, dt, leads to a positive step,
dx, along the x-axis, so the wave crests, say, move towards increasing values of x.
The ratio of ω to k is called the phase speed of the wave. For the moment this is a
speed in name only, since it must be remembered that x, t, k, and ω are dimensionless
for now.

Highlighting the minus sign between the temporal and spatial parts of the phase
may seem rather a trivial point, but it has important consequences, as shall see
shortly. However, before we look at that, we need to check a related issue first.
As is well-known the wave equation, such as Eq. (8.90) and the resulting disper-
sion relation, Eq. (8.91) admit two types of solution. One has a phase of the form,
ξ = (ωt− kx), that we have just dealt with, but the other solution has a phase that is
commonly written, ξ = (ωt + kx). Now since we are making the minus sign in the
earlier form such a key issue in what follows, it might be thought that this second
form of the phase needs to be treated differently. This is not the case. It is important
to note that in both forms of the phase, ω and k are positive numbers. Thus when
ξ = (ωt + kx), the speed of points of constant phase obey

dx
dt

=−ω

k
=

ω

−k
,
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which means that the points of constant phase travel towards decreasing values of
x. The last step in the above expression implies that if we treat the wave number as
the negative value, −k = k′, in this case, then ξ = ωt− k′x. The two forms of phase
then both appear with the minus sign between their temporal and spatial parts and
represent a pair of plane waves travelling in opposite directions, with the sign of the
wavenumber indicating the sense of the wave progression along the x-axis.

Before leaving this section, we will switch to the conventional way of writing
phase and define the phase as θ =−ξ , so from now on, the phase is

θ = kx−ωt. (11.2)

Notice that there is still a minus sign between the spatial and temporal parts of the
phase in Eq. (11.2), and the condition dθ

dt = 0 again leads to Eq. (11.1).

11.1.1 PHASE AS A SCALAR PRODUCT

We can treat the pair, (x, t) as a vector in a two-dimensional vector space, and also
the pair, (k,ω) as a vector in the same vector space. Then the phase in Eq. (11.2)
can be treated as a scalar product of these two vectors. This is of course not a usual
Euclidean space, because of the minus sign between the two terms in Eq. (11.2)1.
Compare the phase in Eq. (11.2) with the phase in two dimensions of configuration
space, given by

θ = kx+ ly, (11.3)

where y is a second coordinate orthogonal to x and l is the corresponding component
of the wave vector, (k, l). The phase in Eq. (11.3) is the familiar Euclidean product
of (x,y) and (k, l). By contrast, the scalar production in Eq. (11.2) is termed pseudo-
Euclidean.

Eqs. (11.2) and (11.3) are two particular examples of a more general definition of
a scalar product of two vectors. This more general definition can be written in tensor
notation as

gi juiv j, (11.4)

where gi j is referred to as the metric tensor of the space. The components of the
two vectors are represented by ui and v j, where summation is understood to be over
repeated indices. We can represent gi j by the components of a square matrix, then
Eq. (11.4) becomes uT Ĝv, where v is a column vector, uT is a row vector equal to
the transpose of the column vector u, and Ĝ is a square matrix that operates on the
column vectors. In explicit component form, for a two-dimensional space, we have

uT Ĝv =
(
u1, u2

)(g11 g12
g21 g22

)(
v1
v2

)
= g11u1v1 +g12u1v2 +g21u2v1 +g22u2v2.

(11.5)
If we let gi j be ĜE in the two-dimensional Euclidean case, then we have

ĜE =

(
1 0
0 1

)
, (11.6)

which is just the identity matrix.
1This rule is the same for both positive and negative values of k.
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In the pseudo-Euclidean case, gi j would be represented by

ĜP =

(
1 0
0 −1

)
. (11.7)

Both the Euclidean and pseudo-Euclidean spaces above are termed flat2 because the
components of gi j in each case are independent of ui and v j, for all i and j.

In what follows it is important to emphasize the need for a common vector space
for both vectors in a scalar product. Conventionally, physicists regard the space of
(x,y) as configuration space and that of (k, l) as a reciprocal space. This is somewhat
misleading, because it gives the impression that these are two different spaces. This
is because physicists have in mind that distance is measured in metres, for example,
whereas the corresponding components of the wave vectors have units of radians per
metre. This ensures that the product kx is dimensionless, as it must be to represent
a phase, which is itself dimensionless. These units are simply descriptive labels and
have nothing to do with the mathematical construction of a scalar product. The point
is that in order for two vectors to be multiplied together using algebraic rules they
must be related to the same set of orthogonal basis vectors and hence occupy the
same space from a mathematical point of view. This is important to bear in mind in
what follows. In order to make this point manifest we shall initially assume that all
of the vector components are dimensionless and we can add units later, as necessary.
In addition, we can define a pair of orthogonal unit basis vectors which can be used
in both cases above. Writing the basis vectors as two-dimensional column vectors,
e1 and e2, where

e1 =

(
1
0

)
and e2 =

(
0
1

)
. (11.8)

The corresponding row form of the basis vectors are the transposed the unit basis
column vectors in Eq. (11.8), so we have for either the Euclidean or the pseudo-
Euclidean space in two dimension, eT

1 = (1,0) and eT
2 = (0,1). Then

(u1,u2) = u1eT
1 +u2eT

2 , (11.9)

where (u1,u2) represents any of (k,ω), (x, t), (k, l) or (x,y).
The Euclidean scalar product in Eq. (11.3) is3

kx+ ly =
(
k, l

)(1 0
0 1

)(
x
y

)
. (11.10)

The pseudo-Euclidean phase in Eq. (11.2) is

kx−ωt =
(
k, ω

)(1 0
0 −1

)(
x
t

)
. (11.11)

2Spaces in which the metric is a function of the vector components are called Riemannian or pseudo-
Riemannian and correspond to curved spaces.

3Clearly we could drop the square matrix from the product in this case, but we leave it in here and in
what follows in order to compare and contrast it with the pseudo-Euclidean case.
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The Euclidean scalar products involving the two basis vectors are

(
1, 0

)(1 0
0 1

)(
0
1

)
= 0, (11.12)

(
1, 0

)(1 0
0 1

)(
1
0

)
= 1, (11.13)

and (
0, 1

)(1 0
0 1

)(
0
1

)
= 1. (11.14)

Eq. (11.12) indicates that the scalar product between the two basis vectors is zero,
indicating their mutual orthogonality. Eqs. (11.13) and (11.14) show that the lengths
of the two basis vectors in the Euclidean case are unity. We get something rather
different in the pseudo-Euclidean case. There,

(
1, 0

)(1 0
0 −1

)(
0
1

)
= 0, (11.15)

(
1, 0

)(1 0
0 −1

)(
1
0

)
= 1, (11.16)

and (
0, 1

)(1 0
0 −1

)(
0
1

)
=−1. (11.17)

So, whereas the orthogonality between the two basis vectors is still true and the
length of e1 is still unity, the length of e2 is −1. This is typical of the pseudo-
Euclidean spaces i.e., the measure that corresponds to a positive definite length in
Euclidean spaces is not generally positive-definite in pseudo-Euclidean spaces. This
property plays a crucial role in the implications of phase invariance in Euclidean and
pseudo-Euclidean spaces, which we will investigate shortly. Next we look at chang-
ing the frame of reference of vectors in Euclidean and pseudo-Euclidean spaces.
Changing the frame of reference is achieved through a linear transformation.

11.1.2 LINEAR TRANSFORMATION

It cannot be emphasized too strongly that the linear transformation we are going
to apply, applies to the vector space itself and as a result the same transformation
applies to all of the vectors in the space, that are used in the calculation of phase.
This is not only essential for the mathematical structure, but it is also consistent with
the conceptual issue we are dealing with. We are seeking to find the conditions that
leave the phase invariant when we change our frame of reference. We should think
of this in terms of changing the system of basis vectors which are used to define the
properties of the vector space involved. This means that whatever transformation we
use applies equally well to (1,0) and (0,1) as it does to (k,ω), (x, t), (k, l) and (x,y).
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The linear transformation of the vectors can be represented by a 2×2 matrix of the
form

T̂L =

(
α β

γ δ

)
, (11.18)

where α , β , γ and δ are constant coefficients yet to be determined. As we shall
see, they take on different values for the pseudo-Euclidean case from those in the
Euclidean case. Let us apply T̂L to a general vector (u1,u2). Then(

u′1
u′2

)
=

(
α β

γ δ

)(
u1
u2

)
=

(
αu1 +βu2
γu1 +δu2

)
. (11.19)

We can transform (1,0)T and (0,1)T using Eq. (11.18) as(
α β

γ δ

)(
1
0

)
=

(
α

γ

)
and (

α β

γ δ

)(
0
1

)
=

(
β

δ

)
. (11.20)

Notice that (
u′1
u′2

)
= u1

(
α

γ

)
+u2

(
β

δ

)
=

(
αu1 +βu2
γu1 +δu2

)
, (11.21)

which shows that the transform of an arbitrary vector can be obtained from a linear
superposition of the transforms of (1,0)T and (0,1)T and so must work for all of
the individual two-dimensional vectors, i.e, both (k, l) and (x,y) and also (k,ω) and
(x, t). This again emphasizes the point made earlier that changing the frame of refer-
ence through a linear transformation for a scalar product involves the same transfor-
mation for the two vectors in the scalar product. In addition to transforming column
vectors as in Eq. (11.19) it is useful to know how to transform row vectors. This in-
volves the transpose of the product of square matrix, T̂L and the column vector. This
is given by (T̂Lu)T = uT T̂T

L . So

(
u′1, u′2

)
=
(
u1, u2

)(α γ

β δ

)
=
(
αu1 +βu2, γu1 +δu2

)
. (11.22)

It is clear that the final row vector in Eq. (11.22) is the transpose of final column
vector in Eq. (11.21), as it should be.

We are now in a position to examine the effect of transforming the variables in
Eq. (11.2) via a linear transformation while insisting that the phase remain invari-
ant. The meaning of this transformation will become apparent shortly. The invari-
ance of phase itself is readily justified. It is first and foremost a scalar quantity. If
we think of the expression in Eq. (11.2) as representing the phase of a propagating
wave then clearly a wave crest should remain a wave crest. Alternatively a complete
cycle of phase remains a complete cycle. These features of phase cannot depend on
our frame of reference. Notice also that phase invariance has nothing at all to do with
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any physical properties of a system. As Jackson [60] points out, elapsed phase is
proportional to the number of wave crests that have passed the observer. Since this is
merely a counting operation it must be independent of any frame of reference. The
consequences of this frame invariance of phase is examined next.

11.1.3 PHASE INVARIANCE FOR EUCLIDEAN GEOMETRY

Let us begin by writing the phase in Eq. (11.4) in symbolic form as

θ = uT ĜEv, (11.23)

where uT represents (k, l) and vT represents (x,y). Then the invariance of the phase,
under the linear transformation, T̂L, implies

u′T ĜEv′ = uT T̂ T
L ĜE T̂Lv = uT ĜEv. (11.24)

Eq. (11.24) implies
T̂T

L ĜE T̂L = ĜE . (11.25)

Notice that Eq. (11.25) is independent of u and v. This is to be expected since, as
we have already argued, the transformation should be the same for all vectors in a
particular space. In component form Eq. (11.25) is just(

α2 + γ2 αβ + γδ

αβ + γδ β 2 +δ 2

)
=

(
1 0
0 1

)
, (11.26)

and phase invarience implies

u′1v′1 +u′2v′2 = u1v1 +u2v2. (11.27)

Eq. (11.26) implies
α

2 + γ
2 = 1,

β
2 +δ

2 = 1,

and
αβ + γδ = 0. (11.28)

Eqs. (11.28) can then be solved in terms of α to give β =
√

1−α2, γ =−
√

1−α2,
and δ = α . Because of these relationships we can use trigonometric functions to
represent the components of the transformation matrix. We can write α = δ = cosη ,
where η is some arbitrary angle. Then β =−γ = sinη , and thus(

u′1
u′2

)
=

(
cosη sinη

−sinη cosη

)(
u1
u2

)
, (11.29)

which can be understood as a rotation of the vector, (u1,u2) through the angle, η . In
symbolic form, Eq. (11.29) can be written

u′ = R̂(η)u, (11.30)
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where

R̂(η) =

(
cosη sinη

−sinη cosη

)
. (11.31)

The reverse of the transform in Eq. (11.30), is

u = R̂−1(η)u′, (11.32)

where R̂−1(η) is the inverse of R̂(η), and is given by

R̂−1(η) =

(
cosη −sinη

sinη cosη

)
, (11.33)

which is just the reverse rotation to that in Eq. (11.31). Notice also that there is some
arbitrariness here. We could have defined the forward transform by the matrix in Eq.
(11.33) and the reverse by that in Eq. (11.31). Clearly, the starting point and end
point of the transforms are interchangeable. It is simply a matter of choice which we
regard as the forward and which the reverse transformation.

Obviously (v1,v2)→ (v′1,v
′
2) corresponds to the same rotation as in Eq. (11.29).

So, under rotation, the phase in Eq. (11.23) and hence the specific form in Eq. (11.3)
is invariant. In addition the modulus of each vector is invariant, since Eq. (11.29)
leads directly to

u′21 +u′22 = u2
1 +u2

2 = u2
0, (11.34)

where u0 is the invariant length of (u1,u2). Similarly

v′21 + v′22 = v2
1 + v2

2 = v2
0, (11.35)

where v0 is the invariant length of (v1,v2). u2
1 + u2

2 is referred to as the norm of the
vector, (u1,u2) and v2

1 + v2
2 the norm of (v1,v2). That these are positive definite is a

key property of a Euclidean space, in addition to it being a flat space, as noted earlier.
Notice that we could have gotten to Eqs. (11.34) and (11.35) directly by noting that,
if Eq. (11.27) is true for any pair of vectors then it must be true for a scalar product of
(u1,u2) with itself, hence Eq. (11.34) and likewise for the scalar product of (v1,v2)
with itself, hence Eq. (11.35). In terms of the phase in Eq. (11.4), the invariants in
addition to the phase itself are

k2 + l2 = k2
0 (11.36)

and
x2 + y2 = r2

0, (11.37)

where k0 and r0 are the invariant quantities.
Notice finally, that from Eq. (11.29) we find (1,0) and (0,1) transform to

(cosη ,−sinη) and (sinη ,cosη). Then(
cosη , −sinη

)(1 0
0 1

)(
sinη

cosη

)
= 0, (11.38)

(
cosη , −sinη

)(1 0
0 1

)(
cosη

−sinη

)
= 1, (11.39)



i
i

i
i

i
i

i
i

160 The Quantum Nature of Things

and (
sinη , cosη

)(1 0
0 1

)(
sinη

cosη

)
= 1, (11.40)

which means that the orthogonality condition and the lengths of the basis vectors are
invariant under the linear transformation in Eq. (11.29).

11.1.4 PHASE INVARIANCE IN PSEUDO-EUCLIDEAN GEOMETRY

We will now examine the effects of the linear transformation, T̂L on the pseudo-
Euclidean space that has the two-dimensional metric tensor represented by the ma-
trix, ĜP. We will follow the same procedure as we did for the Euclidean space above.
Now we represent the phase in Eq. (11.2) symbolically as

θ = uT ĜPv, (11.41)

where now, uT represents (k,ω) and vT represents (x, t). Then the invariance of the
phase, under the linear transformation, T̂L now implies

u′T ĜPv′ = uT T̂T
L ĜPT̂Lv = uT ĜPv. (11.42)

Eq. (11.42) implies
T̂T

L ĜPT̂L = ĜP, (11.43)

which again is independent of u and v. In component form Eq. (11.43) is just(
α2− γ2 αβ − γδ

αβ − γδ β 2−δ 2

)
=

(
1 0
0 −1

)
, (11.44)

and the phase invariance implies

u′1v′1−u′2v′2 = u1v1−u2v2. (11.45)

Eq. (11.44) implies
α

2− γ
2 = 1,

β
2−δ

2 =−1,

and
αβ − γδ = 0. (11.46)

Eqs. (11.46) can then be solved in terms of α to give β = γ =
√

α2−1, and δ =
α . Because of these relationships we can use hyperbolic functions to represent the
components of the transformation matrix. We can now write α = δ = coshη , where
η is some arbitrary argument. Then we let4 β = γ =−sinhη , and thus(

u′1
u′2

)
=

(
coshη −sinhη

−sinhη coshη

)(
u1
u2

)
. (11.47)

4We could have chosen to write β = sinhη , but it is a matter of convention to choose this option. The
reason for this choice will become clear when we look at its application to the theory of special relativity
later.
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Symbolically
u′ = P̂(η)u, (11.48)

where the pseudo-rotation, P̂(η) is

P̂(η) =

(
coshη −sinhη

−sinhη coshη

)
. (11.49)

The inverse of the transform in Eq. (11.48) is

u = P̂−1(η)u′, (11.50)

where P̂−1(η) is the inverse of P̂(η). It is given by

P̂−1(η) =

(
coshη sinhη

sinhη coshη

)
. (11.51)

Obviously (v1,v2)→ (v′1,v
′
2) corresponds to the same transformation, P̂(η). So,

under pseudo-rotation, the phase in Eq. (11.41) and hence the specific form in Eq.
(11.2) is invariant. In addition the modulus of each vector is invariant, since Eq.
(11.45) leads directly to

u′22 −u′21 = u2
2−u2

1 = u2
0, (11.52)

where u0 is the invariant length of (u1,u2). Similarly

v′22 − v′21 = v2
2− v2

1 = v2
0, (11.53)

where v0 is the invariant length of (v1,v2). Unlike the Euclidean case, here in the
pseudo-Euclidean case these lengths are clearly not positive definite. Notice that we
could have got to Eqs. (11.52) and (11.53) directly by noting that, if Eq. (11.45) is
true for any pair of vectors then it must be true for a scalar product of (u1,u2) with
itself, hence Eq. (11.52) and likewise for the scalar product of (v1,v2) with itself,
hence Eq. (11.53).

Notice finally, that from Eq. (11.47) we find (1,0) and (0,1) transform to
(coshη ,sinη) and (sinhη ,coshη). Then

(
coshη , sinhη

)(1 0
0 −1

)(
sinhη

coshη

)
= 0, (11.54)

(
coshη , sinhη

)(1 0
0 −1

)(
coshη

sinhη

)
= 1, (11.55)

and (
sinhη , coshη

)(1 0
0 −1

)(
sinhη

coshη

)
=−1, (11.56)

which means that the orthogonality condition and the lengths of the basis vectors are
invariant under the linear transformation in Eq. (11.49).
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Now of course, the whole purpose of this exercise was to look at the conse-
quences of a linear transformation on the phase in Eq. (11.2). We are now in a posi-
tion to state the result, simply by letting (u1,u2) = (k,ω) and (v1,v2) = (x, t). Thus
we have (

k′

ω ′

)
=

(
coshη −sinhη

−sinhη coshη

)(
k
ω

)
(11.57)

and (
x′

t ′

)
=

(
coshη −sinhη

−sinhη coshη

)(
x
t

)
. (11.58)

Then Eqs. (11.52) and (11.53) become

ω
′2− k′2 = ω

2− k2 = ω
2
0 , (11.59)

where ω0 is an invariant, independent of the frame of reference. Similarly, with (x, t),
we get

t ′2− x′2 = t2− x2 = s2
0, (11.60)

where s0 is also an invariant, independent of the frame of reference.
Notice that, unlike the Euclidean case, Eqs. (11.36) and (11.37), where the invari-

ants are positive definite or zero, in the pseudo-Euclidean case, the invariants are not
positive definite but are equal to the difference between two squares. In the form in
Eqs. (11.58) and (11.59), we have chosen to make ω2 larger than k2 and t2 larger than
x2. We could have chosen to reverse either or both of these conditions. We will deal
with the reason for the choice in Eqs. (11.59) and (11.60) in the following section.

11.2 SPECIAL RELATIVITY

In the previous section we obtained an invariance relation involving wave parameters,
k and ω in Eq. (11.59) and another involving space and time co-ordinates, x ant t in
Eq. (11.60), from the invariance of phase, Eq. (11.2), under a linear transformation.
The requirement that phase be invariant constrains the linear transforms to the form
in the matrix P̂η , in Eq. (11.49). Anyone familiar with the theory of special relativity
will recognize Eq. (11.60) as the equation in dimensionless form for the invariant
interval, s0 that results from the Lorentz transformation of Einstein’s theory. The
traditional way of introducing special relativity begins with Einstein’s principle of
equivalence, i.e., that the speed of light is the same in all inertial frames. As is well-
known, this approach is soundly based on the experimental evidence from the famous
Michelson-Morley experiment. However, as acknowledged by Einstein himself [30],
there has been some criticism of the approach for an over-reliance on light signals. It
is not the intention here to raise such criticisms of the method itself, which has served
generations of physics students for over a century, but it is worth pointing out that
the association with light signals can lead to some more general wave implications
being missed. These implications are dealt with below.

As is well-known, Einstein obtained the null form of Eq. (11.60), i.e., for s0 = 0
on the basis that the speed of light was the same in all inertial frames [30]. Switching
from one inertial frame to another was a concrete way of describing what we have
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called, thus far, a change of frame of reference. Einstein required further arguments
to get to the more general form with s0 , 0.

In the present work, our approach is to develop physical theory without assum-
ing physical processes beforehand. The arguments above are based entirely on phase
invariance, which is a property of abstract wave patterns. The advantage of this ap-
proach is that not only do we get directly the space-time invariance condition in its
non-null form, but also a wave dispersion relation, Eq. (11.59) which has profound
implications for the origins of wave mechanics, as we shall see. So, the phase in-
variance arguments kills two birds with one stone. First we will deal with special
relativity.

As pointed out above, we can interpret what we have called a change in the frame
of reference under the action of a linear transformation as a change in inertial frame
in the case of a pseudo-Euclidean space, which corresponds to the form of phase in
Eq. (11.2). Thus the transform (x, t)→ (x′, t ′) corresponds to Eq. (11.58). Thus

x′ = xcoshη− t sinhη . (11.61)

As is well-known, inertial frames are frames that move at constant relative velocity.
We will assume that the primed frame is moving at a constant speed, v along the
x-axis. Let us look at the point in the primed frame for which x′ = 0, i.e., the origin
of the primed frame. Then, with x′ = 0, Eq. (11.61) gives

x
t
= tanhη = v, (11.62)

from which we can deduce that coshη = 1√
1−v2

and sinhη = v√
1−v2

.

Now with x = vt from Eq. (11.62), substituted into the expression for s0 in Eq.
(11.60) we get

s0 = t
√

1− v2. (11.63)

For real s0, there is an upper limit on |v| of 1.
Recalling that thus far, x and t are in dimensionless form, in order to compare

these results with the standard form of the equations of special relativity, we can
temporarily put x in length units, and t in time units. To achieve this, we use a con-
version factor between them in the form of a velocity in units of length per unit time.
If we call this conversion factor c, then t→ ct and v→ v/c. Then,

s0 = t

√
1− v2

c2 . (11.64)

Now we see that c corresponds to the upper limit to velocity in any inertial frame.
It must therefore be a universal constant. We know of course that this happens to be
the speed of light in a vacuum, but we did not need to know that in order to derive
the above results. We will see later that c is not so much associated specifically with
light but any massless object. We note also that introducing c does not modify Eq.



i
i

i
i

i
i

i
i

164 The Quantum Nature of Things

(11.62), but the transformation in velocity form, which we relabel, P̂v, becomes

(
x′

ct ′

)
=

 1√
1−v2/c2

− v/c√
1−v2/c2

− v/c√
1−v2/c2

1√
1−v2/c2

( x
ct

)
, (11.65)

which is the standard form for the Lorentz transformation in special relativity.
As has been explained at length, the linear transformation, P̂v, that transforms x

and t also transforms k and ω , so

(
k′
ω ′
c

)
=

 1√
1−v2/c2

− v/c√
1−v2/c2

− v/c√
1−v2/c2

1√
1−v2/c2

( k
ω

c

)
, (11.66)

Then we have
ω
′2− k′2c2 = ω

2− k2c2 = ω
2
0 . (11.67)

11.3 RELATIVISTIC WAVE MECHANICS: THE DIRAC EQUATION

The phase invariance approach above has allowed us to recover the special theory
of relativity without recourse to light signals, thus freeing the conceptual basis from
electromagnetic phenomena and allowing a more universal interpretation in terms
of the intrinsic properties of spaces. However, the real bonus of the method is that
it brings into play a wave dispersion relation in the form of an invariant frequency
from which emerges relativistic wave mechanics in a way that is free from any pre-
conceived physical notions.

We note that the conserved quantity, involving k and ω in Eq. (11.59), lead to5

ω
2 = k2 +ω

2
0 . (11.68)

Eq. (11.68) represents a dispersion relation for waves with (angular) frequency ω

and wave number k. We can then envisage a wave field defined in terms of a scalar
wave function ψ(x, t), constructed from a spectrum of plane waves with frequencies
ω(k) that are functions of k, as specified in Eq. (11.68). ψ(x, t) is then defined by the
Fourier integral [101] (also see Appendix C)

ψ(x, t) =
1√
2π

∞∫
−∞

F(k)exp(i(kx−ω(k)t))dk. (11.69)

If the integral is finite, then the field will form a localized wave pulse. At t = 0

ψ(x,0) =
1√
2π

∞∫
−∞

F(k)exp(ikx)dk, (11.70)

5Here we are reverting to dimensionless form.
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so the inverse Fourier transform of Eq. (11.70) gives the k-spectrum

F(k) =
1√
2π

∞∫
−∞

ψ(x,0)exp(−ikx)dx. (11.71)

This is the k-spectrum of the wave field. The spectral power F(k)∗F(k) does not
change as the wave field propagates. To see this we note that F(k)exp(−iω(k)t)) =
F(k, t) is the Fourier amplitude of ψ(x, t), since

ψ(x, t) =
1√
2π

∞∫
−∞

F(k, t)exp(i(kx))dk. (11.72)

The spectral power at any instant is

F∗(k, t)F(k, t) = F∗(k)exp(iω(k)t))F(k)exp(−iω(k)t)) = F∗(k)F(k),

and so does not change with time. All that happens during propagation is that, in
general, plane wave components of the spectrum travel with different phase speeds.
This leads to the change of relative phase between the different spectral components
and this caused the shape of the pulse to change. As shown in Appendix C, the mean
position of the pulse propagates not at the mean phase speed in Eq. (11.1), i.e.,

ω(k)
k

=

√
k2 +ω2

0

k
, (11.73)

but rather at the mean group speed, vg, given by

vg =
∂ω

∂k
=

k√
k2 +ω2

0

=
k
ω
. (11.74)

We can formally partially differentiate Eq. (11.72) with respect to t and get

∂ψ(x, t)
∂ t

=−i
1√
2π

∞∫
−∞

ω(k)F(k)exp(i(kx−ω(k)t))dk

=−i
1√
2π

∞∫
−∞

√
k2 +ω2

0 F(k)exp(i(kx−ω(k)t))dk.

(11.75)

Since F(k)exp(−iω(k)t) = F(k, t) is the Fourier transform of ψ(x, t), then, using
standard Fourier theory we can write

∂ pψ(x, t)
∂xp =

1√
2π

∞∫
−∞

(ik)pF(k)exp(i(kx−ω(k)t))dk, (11.76)



i
i

i
i

i
i

i
i

166 The Quantum Nature of Things

where p is a natural number. This means that partial derivatives of ψ(x, t) with re-
spect to x are generated by powers of k, multiplied by F(k). The problem we have is

that
√

k2 +ω2
0 is not a simple power of k, so we cannot convert the integral in Eq.

(11.76) into an pth order differential with respect to x. One way out of the problem is
to see that the second derivative of ψ(x, t) with respect to t does make things easier,
since

∂ 2ψ(x, t)
∂ t2 =− 1√

2π

∞∫
−∞

F(k)exp(i(kx−ω(k)t))ω2(k)dk

=− 1√
2π

∞∫
−∞

F(k)exp(i(kx−ω(k)t))(k2 +ω
2
0 )dk

=−ω
2
0 ψ(x, t)− ∂ 2ψ(x, t)

∂x2 .

(11.77)

Eq. (11.77) is just the Klein-Gordon equation [82, 101, 109].
An alternative way out is to assume, ω0 � k, then to a good approximation,√

k2 +ω2
0 ≈ ω0 +

k2

2ω0
. Then we get

∂ψ(x, t)
∂ t

=−i
1√
2π

∞∫
−∞

F(k)exp(i(kx−ω(k)t))
√

k2 +ω2
0 dk

=−i
1√
2π

∞∫
−∞

F(k)exp(i(kx−ω(k)t))(ω0 +
k2

2ω0
))dk

=−i(ω0ψ(x, t)+
1

2ω0

∂ 2ψ(x, t)
∂x2 ).

(11.78)

Writing ψ̃(x, t) = ψ(x, t)exp(iω0t), then we get

i
∂ψ̃(x, t)

∂ t
=

1
2ω0

∂ 2ψ̃(x, t)
∂x2 . (11.79)

This is a scaled form of the Schrödinger equation for a free particle that we met in
Chapter 5.

Another alternative solution to the difficulty of
√

k2 +ω2
0 not being a simple

power of k is to use the result that the square root can be put into linear form by
using anti-commuting operators such that we developed in Section 4.5. Then√

k2 +ω2
0 = σ̂ik+ σ̂ jω0, (11.80)
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where σ̂i and σ̂ j are any pair of the Pauli spinors with i , j. Then, σ̂iσ̂ j + σ̂ jσ̂i = 0
and σ̂2

i = σ̂2
j = 1. Then we get

∂ψ(x, t)
∂ t

=−i
1√
2π

∞∫
−∞

√
k2 +ω2

0 F(k)exp(i(kx−ω(k)t))dk

=−i
1√
2π

∞∫
−∞

(σ̂ik+ σ̂ jω0)F(k)exp(i(kx−ω(k)t))dk.

(11.81)

With a little rearranging, Eq. (11.81) is just

i
∂ψ(x, t)

∂ t
=−iσ̂i

∂ψ(x, t)
∂x

+ σ̂ jω0ψ(x, t). (11.82)

We can recognize Eq. (11.82) as the Dirac equation of the relativistic electron in
scaled form for one spatial dimension and time6. So, not only has phase invariance
given us Einstein’s theory of special relativity, it has also thrown up relativistic wave
mechanics.

Eq. (11.82) can be written in terms of the Hamiltonian operator Ω̂1 and the mo-
mentum operator P̂x so

Ω̂1 = σ̂iP̂x + σ̂ jω0. (11.83)

The plane wave function, exp(i(kx−ωt)) is an eigenfunction of both Ω̂ and P̂x, with
respective eigenvalues of ω and k. This means that ω and k are, respectively, the
scalar energy and linear momentum eigenvalues. In the next section we examine the
relationship between them from a kinematic viewpoint.

11.4 PHASE KINEMATICS

Phase kinematics refers to the dynamical properties of wave fields, particularly when
they are viewed in terms of localized wave groups or pulses, that can be deduced from
their dispersion properties, rather than from the equations of motion that govern their
physical amplitudes. Particular attention will be focussed on the invariant quantities
that were derived in Section 11.1.

We begin by writing the phase, using Eq. (11.63), in the form

θ = (kv−ω)t = s0
(kv−ω)√

1− v2
. (11.84)

Since both θ and s0 are invariant, then we must have

ω− kv√
1− v2

= ω00, (11.85)

where ω00 is also an invariant.
6This is commonly referred to as the 1+1 dimensional case [67, 26].
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We now wish to examine the situation in which the wave pulse is treated as an
object moving at the speed v relative to the rest frame. So, we look for the condition
for the group speed to be equal to v. From Eq. (11.74) we can see that this occurs
when

v =
k
ω

(11.86)

Substituting Eq. (11.86) into Eq. (11.85) gives

ω2− k2
√

ω2− k2
=
√

ω2− k2 = ω00, (11.87)

from which we get
ω

2 = k2 +ω
2
00. (11.88)

It is then easy to see that we must have ω00 = ω0, and so

ω− kv√
1− v2

= ω0, (11.89)

k =
ω0v√
1− v2

, (11.90)

and
ω =

ω0√
1− v2

. (11.91)

Eq. (11.89) is equivalent to Eq. (11.85), but Eqs. (11.90) and (11.91) give us some-
thing new. We can regard ω0 as the rest energy of the pulse, i.e., ω = ω0 when v = 0,
and then k as the relativistic momentum and ω as the relativistic energy associated
with the moving wave field pulse.

Multiplying the variables on the lhs of Eqs. (11.90) and (11.91) by h̄ puts the
energy and one-dimensional momentum in standard form, with energy, E = h̄ω and
momentum, px = h̄k. Multiplying Eqs. (11.68) by h̄2 and replacing v with v

c then
yields

E2 = p2
xc2 +m2

0c4 (11.92)

where m0c2 = h̄ω0. m0 is of course the invariant rest mass and Eq. (11.92) is the
well-known relativistic energy-momentum relation for a particle in one dimension.

Multiplying Eq. (11.83) by h̄ and rescaling the velocity as with Eq. (11.92) then
yields

Ĥ1 = σ̂iP̂xc+ σ̂ jm0c2, (11.93)

where Ĥ1 = h̄Ω̂1 is the one-dimensional Dirac Hamiltonian that applies to massive
fermions7.

7Compare Eq. (11.93) with Eq. (9.34) for the energy in BCS theory.
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11.5 3+1 DIMENSIONS

The above results for a single spatial dimension can easily be extended to three spa-
tial dimensions. We begin by writing the phase in 3+1 dimensions as

θ = k.x−ωt, (11.94)

where k = (kx,ky,kz) and x = (x,y,z). We can assume that the relative velocity of the
two frames of reference are orientated so the x is parallel to x′, y is parallel to y′ and
z is parallel to z′. The scalar product of k and x in Eq. (11.95) is Euclidean, i.e.,

k.x = kxx+ kyy+ kzz. (11.95)

The relative motion between the frames is directed along the positive x axis. Then
linear transformation, ĜP, will now take the form of a 4×4 matrix, given by

ĜP =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1

 , (11.96)

so that

k.x−ωt =
(
kx, ky, kz, ω

)
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1




x
y
z
t

 . (11.97)

Also, since no relative motion takes place along the y and z axes, then, k′y = ky,
k′z = kz, y′ = y, z′ = z, and

s2
0 = t2−x2 = t ′2−x′2 (11.98)

and
s0 = t

√
1−v2, (11.99)

where v = (dx/dt,dy/dt,dz/dt). The corresponding invariant quantity in (k,ω)
space is

ω
2
0 = ω

2−k2 = ω
′2−k′2. (11.100)

From Eq. (11.100) we find ω =
√

k2 +ω2
0 , which we wish to linearize as we did

with Eq. (11.80). However, we now have four components to deal with, that will need
four independent anti-commuting operators. This means we cannot use the 2× 2
Pauli matrices because there are only three of these. Instead we write

ω =
√

k2 +ω2
0 = α̂.k+ β̂ω0 (11.101)

where α̂ = (α̂x, α̂y, α̂z). α̂x, α̂y, α̂z, and β̂ are four independent anti-commuting op-
erators. They are conventionally represented by a set of 4×4 Dirac matrices [118].
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They obey the same anti-commutation rules as the Pauli matrices, i.e., {α̂i, α̂ j} =
2δi j, {β̂ , α̂i}= 0 and β̂ 2 = 1.

We now need a wave field in three spatial dimensions, which takes the form

∂ψ(x, t)
∂ t

=−i
1√
2π

∞∫
−∞

√
k2 +ω2

0 F(k)exp(i(k.x−ω(k)t))d3k

=−i
1√
2π

∞∫
−∞

(α̂.k+ β̂ω0)F(k)exp(i(k.x−ω(k)t))dk,

(11.102)

which leads to

i
∂ψ(x, t)

∂ t
=−iα̂.

∂ψ(x, t)
∂x

+ β̂ω0ψ(x, t). (11.103)

As with the 1+ 1 dimensional case, the wave equation in Eq. (11.103) is easily put
in Hamiltonian form. Then

Ω̂3 = α̂.P̂+ β̂ω0, (11.104)

where P̂ = (P̂x, P̂y, P̂z). The plane wave function exp(i(k.x−ω(k)t)) is an eigen-
function of both Ω̂3 and P̂, with eigenvalues, respectively, of ω and k, so ω and k
represent the energy and momentum of the 3+ 1 case. The kinematic relationship
between them can again be obtained by considering the invariants under the linear
transformation between reference frames, as follows.

From Eq. (11.94)

θ = (k.v−ω)t = s0
(k.v−ω)√

1−v2
, (11.105)

and we can now let
ω−k.v√

1−v2
= ω00. (11.106)

The dispersion relation is now,

ω
2 = k2 +ω

2
0 (11.107)

then the group velocity, vg is

vg =
∂ω

∂k
=

k
ω
. (11.108)

In this case we now want vg = v and so

v =
k
ω
. (11.109)

Substituting Eq. (11.109) into Eq. (11.106) yields

ω2−k2
√

ω2−k2
= ω00, (11.110)

from which we get
ω

2 = k2 +ω
2
00. (11.111)
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Comparing Eqs. (11.107) with (11.111), we can conclude that ω00 = ω0, as in the
one-dimensional case. So then, we have

k =
ω0v√
1−v2

, (11.112)

and
ω =

ω0√
1−v2

. (11.113)

Now k and ω represent the relativistic momentum and energy for pulse kinetics in
3+1 dimensions that now replace their one-dimensional counterparts, Eqs. (11.89)
to (11.91).

Finally, putting Eqs. (11.107) and (11.104) gives us

(h̄ω)2 = E2 = p2c2 +m2
0c4 (11.114)

and
h̄Ω̂3 = Ĥ3 = α̂.p̂c+ β̂m0c2. (11.115)

We recognize Eq. (11.114) as Einstein’s energy-momentum equation of special rela-
tivity, and Eq. (11.115) as Dirac’s equation of the relativistic electron.

11.6 THE ORIGIN OF FERMIONIC MASS

Having now established the form of the relativistic Hamiltonian operator and its
energy eigenvalues and recognized that it is identical to the relativistic Dirac equa-
tion, we can begin to explore its physical significance. The energy eigenvalue of
the Hamiltonian in the one-dimensional case in Eq. (11.92) takes the form of a pair
energy equations that satisfy

E =±
√

p2
xc2 +m2

0c4. (11.116)

These two solutions form two branches of an energy-momentum dispersion relation
that is plotted in Fig. 11.1. We can immediately recognize the similarities between the
relativistic energy-momentum relationship from Eq. (11.116) and the energy eigen-
values for BCS superconducting theory from Eq. (9.37) that were displayed in Fig.
9.2. Furthermore, the spinor nature of the superconductor equation, Eq. (9.34) has
the same form as the one-dimensional Dirac equation, Eq. (11.83)8. What is also
clear is the energy gap in the two sets of curves in Figs. 9.2 and 11.1. In the case
of superconductors, it is the energy of 2∆ between electrons above and below the
Fermi energy level that is responsible for the superconducting effect. It corresponds
to a minimum energy needed to excite electrons from the so called Fermi sea and the
conduction band. In the Dirac equation the gap of 2m0c2 is the minimum energy for
pair production of a positron and an electron. It is this feature that attracted Nambu’s

8The particular components of the Pauli spinors involved to not have to correspond exactly. Recall that
they can be interchanged anyway.
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Px

E

2m0c2

Figure 11.1 The fermionic energy gap. The solid curves represent the two relations between
E and px from Eq. (11.116). The dashed curves correspond to the case when the rest mass, m0
is zero. The energy gap here is 2m0c2.

attention to the BCS theory of superconductivity, as an explanation of the existence
of mass in fermions [35].

A key feature of the BCS mechanism, is the coupling between the annihilation
of an electron in one state and the excitation of one in another state, that is evident
in the BCS coupling equations, Eqs. (9.28) and (9.29). This is the same coupling we
found using a linear transformation of fermion creation and annihilation operators in
Section 7.5. Nambu recognized that, in the context of Dirac’s theory of electrons, this
is one way of thinking about the coupling between the annihilation of an electron in a
negative energy state and the excitation of its anti-particle i.e. a positron in a positive
energy state. The Px axis in Fig. 11.1 corresponds to E = 0. This corresponds to the
Fermi energy in BCS theory. In particle physics, E = 0 is referred to as the vacuum,
from which particles are excited. This means that the lower curve corresponds to
negative energy states. However, we do not see negative energy particles in Nambu’s
picture, since whenever an electron is excited in positive energy state then a positron
is excited, which correspond to a loss of negative energy. Hence the positron appears
with positive energy too. This process is well-known as pair production.

Nambu also pointed out the fact that Eqs. (9.28) and (9.29) could written in spinor
form, indicated a close connection with the Dirac equation. Given the same func-
tional dependence of their energy eigenvalues, the role of the energy gap in both
phenomena, and the appearance of spinors in both energy equations, Nambu sup-
posed that the same basic mechanism operates in both superconductivity and in the
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process by which fermions acquire mass. One can then suppose, by analogy with
the superconducting energy gap, that the electron mass term arises due to electron
scattering via boson exchange. However, whereas in the case of superconductors, the
boson scattering is involves phonons, in the case of Dirac electrons, we now associate
the scattering that gives rise to fermion mass with Higgs bosons [115].

This analogy that Nambu draws between the BCS theory of superconductivity
and the theory of the origin of mass in fermions emphasizes the role played by the
collective behaviour of the fermions in each case. It means that isolated electrons,
which are usually referred to as bare electrons in this context, in the absence of the
coupling via boson scattering, would have zero mass and would travel at the speed of
light. These bare particles correspond to the dashed lines in Fig. 11.1. We will explore
this energy gap again, in the context of a dynamical model of electron-positron pair
production, in Chapter 12.

For a more detailed and rigorous discussion of the mathematical basis of the
mechanisms involved in Nambu’s explanation of the origin of fermion mass, a read-
ing of Nambu’s Nobel lecture [83] is strongly recommended. Of particular interest
is an anecdotal description of how Nambu got his idea after attending a seminar
by Schrieffer on superconductivity. Nambu makes clear how important the cross-
fertilization between the two apparently different phenomena was in facilitating the
development of his new theory and that starting in a new place may sometimes bring
new insights and fresh understanding [35].

11.7 ANGULAR MOMENTUM REVISITED: THE EMERGENCE
OF SPIN

We have seen that the angular momentum vector, L̂=(L̂x, L̂y, L̂z), commutes with the
spherically symmetric Hamiltonians in Chapter 8, including in the special case where
the potential is absent. This implies that the angular momentum vector is a constant
of the motion under these circumstances. The Hamiltonians in Chapter 8 are es-
sentially non-relativistic. Quantities that are of particular significance in physics are
those that are conserved during changing conditions, so there is especial significance
given to operators that commute with the Hamiltonian operator of a system, since
this implies such quantities do not change in time. In this section we wish to check
whether the angular momentum vector is conserved for the potential-free relativistic
Dirac equation. The full three-dimensional case is rather expensive algebraically. It
is dealt with in detail in standard texts on relativistic quantum mechanics (see for ex-
ample refs. [109, 118]). Here it is sufficient to check a system of just two dimensions
of configuration space with their corresponding components of linear momentum,
from which one component of angular momentum can be constructed perpendicular
to the plane of the linear momentum components. This has the great advantage that
we can represent the anti-commuting operators by Pauli spinors. Let the momentum
component be L̂k

L̂k = X̂iP̂j− X̂ jP̂i, (11.117)

where i, j and k are all different, but they must, in that sequence, form a right
handed set. We can first check L̂k in expression Eq. (11.117) commutes with the free
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non-relativistic case with a Hamiltonian of the form

Ω̂2 =
1
2
(P̂2

i + P̂2
j ). (11.118)

We find
[L̂k,Ω̂2] = i(P̂iP̂j− P̂jP̂i) = 0, (11.119)

as expected, since [P̂i, P̂j] = 0.
Now let us construct a two-dimensional Dirac equation. We can ignore the term

involving the rest mass since it plays no part in the result, so we just choose

Ω̂2 = σ̂iP̂i + σ̂ jP̂j. (11.120)

Now
[L̂k,Ω̂2] = [X̂iP̂j− X̂ jP̂i, σ̂iP̂i + σ̂ jP̂j] = i(σ̂iP̂j− σ̂ jP̂i), (11.121)

which is not zero. So, the angular momentum around an axis perpendicular to the
(X̂i, X̂ j) plane is not conserved.

The problem is solved by constructing a new angular momentum component,

Ĵk = L̂k +
1
2

σ̂k, (11.122)

where [σ̂i, σ̂ j] = i2σ̂k. Then we find

[Ĵk,Ω̂2] = 0. (11.123)

This is a crucial result. The implication is clear, that 1
2 σ̂k is a component of an angular

momentum. It is of course one of the components of intrinsic spin of the electron.
Unlike L̂k, which is not an intrinsic element of the Dirac equation, 1

2 σ̂k is an essential
feature of the Dirac equation itself.

A further point of note is that the Pauli spinors are related to the three fermionic
Hermitian operators with components, Ŝi, that we came across is Section 4.4, where
we found

Ŝi =
1
2

σ̂k.

There are two important points to note about this. First, there are three independent
components of Ŝi just as there are three independent components of L̂i. So, each
component of angular momentum has a matching component of spin. This is neither
arbitrary nor a coincidence. It is a consequence of the Goldilocks principle of the
three dimensions that we discovered in Chapter 8. Secondly, the eigenvalues of each
of the components Ŝi is ± 1

2 . Now the eigenvalues of a single component of angular
momentum has an integer value. Recall that we found that the eigenvalues of the
components of the Ĵi operators that we looked at in Chapters 7 and 8 could have
integer or half integer values. The connection to intrinsic spin provides an important
interpretation of that result.

Obviously, the full picture of the three-dimensional angular moment needs the
3+ 1 dimensional Dirac equation. Then the 3+ 1 dimensional Dirac Hamiltonian,
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Ω̂3, commutes with all the components of the total angular momentum vector9,
Ĵ = (Ĵx, Ĵy, Ĵz). The total angular momentum is just the sum of the orbital angular
momentum and the spin angular momentum, so

Ĵ = L̂+ Ŝ. (11.124)

Here we can see the importance that we have precisely three components of L̂ and
three components of Ŝ to make the three components of Ĵ in a consistent way. It is
the underlying Lie symmetry of both sets of components that gives us this.

11.8 INHOMOGENEOUS PROPAGATION AND THE MEANING
OF ξ

Recall that the system variable ξ was introduced as part of the definition of the nat-
ural number operator in Eq. (3.14). There it was not parameterized in any way. Later
the need for a system-wide time variable, t, led to the simple parameterization with
ξ = ωt. Later still when fields were introduced, the parameterization was broadened
to include three configuration space co-ordinates to give

ξ = ωt−k.x,

which is equivalent to Eq. (11.94), recalling that θ =−ξ . Now, Eq. (11.94) and the
above equation are just a linear parameterization of ξ . However, we are not forced to
confine attention to linear parameterization. We can consider something more gen-
eral and just take ξ and θ as functions of x,y,z, and t, and so

ξ (x,y,z, t) =−θ(x,y,z, t).

Then we can define k and ω by

k =−∇ξ and ω =
∂ξ

∂ t
. (11.125)

Eqs. (11.125) are standard definitions in classical wave kinematics [128], but note
they are equivalent to operating respectively with P̂ and Ω̂ on a plane wave a constant
amplitude, Ψ, and an inhomogeneous phase, ξ , of the form, Ψexp(−iξ ), such that

kΨexp(−iξ ) = P̂Ψexp(−iξ ) =−i∇(Ψexp(−iξ )) =−(∇ξ )Ψexp(−iξ )

and

ωΨexp(−iξ ) = Ω̂Ψexp(−iξ ) = i
∂Ψexp(−iξ )

∂ t
=

(
∂ξ

∂ t

)
Ψexp(−iξ ).

Dividing these two chains of equations by Ψexp(−iξ ) leads to Eqs. (11.125).

9See ref.[118] for details on the relationship between Ĵ and the three-dimensional Dirac equation, Eq.
(11.115).
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Now, both k and ω in general will be functions of x,y,z, and t. In addition, ω

will depend on the components of k through a dispersion relation, so we can let

ω = fω(kx,ky,kz,x,y,z, t), (11.126)

where k = (kx,ky,kz). Notice that Eqs. (11.125) are also consistent with Eq. (11.94)
in the case of linear parameterization.

Two results follow immediately from Eqs. (11.125). They are

∇∧k = 0 (11.127)

and
∂k
∂ t

=−∂∇ξ

∂ t
=−∇

∂ξ

∂ t
=−∇ω. (11.128)

Following Whitham [128], we evaluate Eq. (11.128) for a single component of k.
Let this be ki, where i represents any of the three components. Then, with the aid of
Eq. (11.126)

∂ki

∂ t
=−∂ fω

∂xi
−∑

j

∂ fω

∂x j

∂k j

∂xi
=−∂ fω

∂xi
−∑

j

∂ fω

∂x j

∂ki

∂x j
, (11.129)

where Eq. (11.127) has been utilized as

∂k j

∂xi
=

∂ki

∂x j
.

So we get, after a little rearranging

dk
dt

=
∂k
∂ t

+v.∇k =−∇ fω , (11.130)

where

v =
∂ fω

∂k
,

which we recognize as the group velocity. This means that we can interpret, dk
dt , in

Eq. (11.130) as the total derivative of k in a frame moving with the group velocity.
Recalling that fω = ω , then multiplying Eq. (11.130) by h̄ leads to

dh̄k
dt

=−∇(h̄ fω), (11.131)

which is Hamilton’s equation. What this shows is that when we generalize the pa-
rameterization of ξ , the Hamiltonian function becomes dependent on the location in
configuration space. This is the meaning of inhomogeneous propagation. It is con-
sistent with there being a potential that is a function of the co-ordinates. In the ho-
mogeneous case that applied in Section 11.5, we had ∇(h̄ω) = 0, and so the linear
momentum was a constant in time.
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Let us define a function, L , as

L =−dξ

dt
=−∂ξ

∂ t
−v.∇ξ , (11.132)

so, since ξ = ξ (x,y,z, t), then

L = L (vx,vy,vz,x,y,z, t), (11.133)

where v = (vx,vy,vz). Substituting, Eqs. (11.125) into Eq. (11.132) then gives L =
v.k−ω and so

ω = v.k−L . (11.134)

Since h̄ω represents energy, and h̄k represents linear momentum, then we can rec-
ognize h̄L as the Lagrangian function. Also

−ξ =
∫

L dt,

so −h̄ξ is just the action as defined in standard mechanics.
The contents of Eqs. (11.126), (11.133) and (11.134) can be treated using stan-

dard methods involving a Legendre transformation [41] (also see Appendix H) to
show that

∂L

∂v
= k,

∂L

∂ t
=−∂ fω

∂ t
and

∂L

∂x
=−∂ fω

∂x
. (11.135)

The first relation in Eqs. (11.135) is the standard definition of canonical momentum.
The results in Eqs. (11.135), together with Eq. (11.131) yield

d
dt

∂L

∂v
− ∂L

∂x
= 0, (11.136)

which is the Langrange equation of motion. This is of course entirely equivalent to
the Hamilton equation, Eq. (11.131).

It is interesting to see, from Eq. (11.134), that the Lagrangian function is identical
to the negative of the Doppler shifted frequency. We also note that, for the linear
parameterization of ξ , in Section 11.5, then combining Eqs. (11.112) and (11.113)
leads to

h̄L = h̄(v.k−ω) = h̄
(

ω0v2
√

1−v2
− ω0√

1−v2

)
=−h̄ω0

√
1−v2, (11.137)

which is the correct relativistic Langrangian for a free particle, with rest energy
h̄ω0 = m0c2. In addition, if we use the expression L = k.v−ω together with Eq.
(11.101), then

h̄L = h̄(k.v− α̂.k− β̂ω0), (11.138)

so
∂ h̄L

∂v
= h̄k,

which is the correct canonical momentum.
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We can generalize the above result by returning to the case when the phase is
more generally inhomogeneous. Then we can add a function of the coordinates to
L in Eq. (11.138), so that h̄L = h̄(k.v− α̂.k− β̂ω0)−V (x,y,z). Then it is easy to
check that

h̄ω = h̄(k.v−L ) = h̄(α̂.k+ β̂ω0)+V (x,y,z), (11.139)

which is the Hamiltonian of a relativistic particle in a potential, V (x,y,z) [81].
Lagrangian methods play an important role in the development of quantum field

theory, but that is best approached by means of a technique involving path integrals
[33, 71, 115, 135], rather than the simple phase method outlined above (Also see
comments in the epilogue).

11.9 NON-RELATIVISTIC LIMIT

We are now in a position to understand why the analysis in Chapter 5 lead to non-
relativistic quantum mechanics and the Schrödinger equation rather than the Dirac
equation. We have seen that the relativistic result comes from parameterizing the
phase, ξ , as ξ = ωt− kx. Then we insisted on the invariance of this phase under the
linear transformation of the pseudo-Euclidean vectors, (x, t) and (k,ω). This required
a single 2×2 matrix. In Chapter 5, we parameterized ξ as, ξ = ωt. In this case we
need to transform the scalars, t and ω with a 1× 1 matrix, i.e., a simple scalar. Let
this be γ , so that t ′ = γt and ω ′ = γω . Then phase invariance leads to

ω
′t ′ = γ

2
ωt = ωt.

So we can conclude that γ =±1. The negative result adds nothing extra and we can
take ω ′ = ω and t ′ = t. If we compare this to the relativistic results in Eqs. (11.65)
and (11.66), we can see that they are equivalent to the condition that v

c → 0. So, as we
already know, the relativistic case comes about for low relative speeds or by taking
the upper limiting speed, c, to infinity. The important thing here is that we have seen
that this is the same as only parameterizing ξ with time, as we did in Chapter 5. As
a result we then got the Schrödinger equation, which is therefore the non-relativistic
form of quantum mechanics.
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12 Natural number dynamics
II: Time-dependent
population models

The intention, in this chapter, is to illustrate something of the versatility of natural
number dynamics as a means of modelling time dependent populations of items that
occur in systems of interacting categories and to demonstrate the universality of the
quantum nature of things that flavours the whole of this book. The applicability of
the natural number dynamics to systems outside those that are normally treated in
physics, is made possible, to a certain degree, by the way natural number dynamics
was introduced in Chapter 3, without any reference to physical systems, nor with
any reliance on preconceived physical notions. The examples we will look at come
from a variety of scientific fields including ecology, and molecular biology as well as
physics. The examples from ecology and molecular biology involve bosonic natural
number operators. The example from ecology is a type of predator-prey model and
the molecular biology example involves an original model of cell division [106].
The application of the number operator in an extra-physical context is a very recent
development of the use of quantum techniques. Quantum population dynamics in
a social science context that has been pioneered by Bagarello and his co-workers
[5, 6, 8, 7] has received a lot of attention recently.

Mathematical modelling of populations of living things has a history probably
dating back to Fibonacci in the thirteenth century [4]. An early example of the use of
differential calculus in population dynamics can be found in a paper submitted to the
Academy of Sciences in Paris, in 1760, by Daniel Bernouilli, that presented an anal-
ysis of the effects of inoculation on deaths due to smallpox [4]. Mathematical mod-
els incorporating differential equations have been in common use to investigate the
dynamical behaviour of systems involving interacting populations of living things,
ever since Lotka [75] and Volterra [123] introduced their model of predator-prey
competition in the 1920s. However, these models are based on continuous scalar
variables. The continuum approach does lead to simplifications, since we can use
continuous, scalar-valued functions and ordinary differential calculus, that was de-
veloped by Leibniz and Newton to deal with finding the rates of change of smooth
mathematical functions, for rates of change of such populations. This approximation
is often justified by arguing that if one is only interested in averages, as is usually
the case in population models, then real numbers and not just counting numbers,
are justifiable in most cases, especially when large populations are involved. Then,
also, the minimum change in population number, being one, is a small fraction of the
population as a whole, so any errors incurred should be small. However, it remains
unclear whether modelling the average is the same thing as averaging a model, in
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the case of natural number valued populations, especially when population numbers
are not large [106]. The nature of these models is often heuristic and it is usually
taken for granted that the number continuum on the real number line can be used
to model systems of discrete, countable entities like people, animals, plants, bacte-
ria, and cells. Ecological systems [21], the spread of epidemics [59], and cancer cell
population growth [20, 58] are just a few examples of what has been modelled in this
way. The models that have been used in to predict the infection rates in the recent
COVID-19 pandemic have all been based on the calculus of continuous variables to
predict population numbers [40, 96].

With these considerations in mind, we are going to explore some simple models
that contain populations of items that will be modelled using the number operator
method that has been developed in earlier chapters. This ensures that population
numbers remain natural numbers, even in dynamical situations in multiple category
systems, especially when interactions are involved, so that items move between cat-
egories, as we saw in Chapter 6. The common factor in all of the examples in this
chapter is that they are systems that contain, for the most part, two categories of items
that can be accounted for by means of natural numbers and natural number operators,
whether these items be photons or biological cells. These items then undergo interac-
tions of various kinds that can be modelled using creation and annihilation operators.
These serve to move items between the categories and so affect population numbers
within categories. These models are referred to as exchange models.

We also include two examples from physics. The first of these relies on bosonic
operators and comes from quantum optics. This involves the parametric amplification
of photon populations by means of a high powered laser, which is a well-known
piece of physics. The final example in this chapter that is also from physics, involves
fermionic operators. It deals with the interactions between between fermions and
their anti-particles. It is a rather instructive example that illustrates how the coupling
between electrons and positrons, which, as we have seen in earlier chapters, accounts
for their mass, can be seen as vacuum oscillations in which a particle/anti-particle
pair is continually created and annihilated. The frequency of this population number
oscillation turns out to be the well-known zitterbewegung frequency [81, 52, 108].
This simple little model is remarkably revealing about the nature of the electron-
positron system and provides an interesting picture of fundamental particles, not as
microscopic lumps of matter, but as harmonic excitations. Of particular interest here
is that the oscillation is seen in the expectation value of the natural number operator
associated with the particles and not in the field, so it is unnecessary to worry about
whether the particles are singular points or strings.

We begin by reviewing the basic model that was introduced in Chapter 6, that
will serve as a blueprint for more complicated models later in the chapter.

12.1 ONE-FOR-ONE EXCHANGE

Consider a system with a Hamiltonian of the form

Ω̂ =UÂ†Â+WB̂†B̂+V (Â†B̂+ B̂†Â), (12.1)
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where U , W and V are constant coefficients, and Â and B̂ are two independent bosonic
annihilation operators with their corresponding creation operators, Â† and B̂†. These
obey the standard form of commutation relations for bosonic systems, i.e.

[Â, Â†] = [B̂, B̂†] = 1,

and
[Â, B̂] = [Â, B̂†] = [Â†, B̂] = [Â†, B̂†] = 0.

Ω̂ in Eq. (12.1) has exactly the same form as the Hamiltonian in Eq. (6.14) that was
obtained by a unitary transformation of a Hamiltonian for a pair of non-interacting
categories, so the origin of this model, as is the case for all of the models in this
chapter, can be traced directly back to the universal quantum equation, Eq. (1.1). In
Eq. (6.14) and again here in Eq. (12.1) the Hamiltonian represents the interaction
between two populations that are represented by the number operators, N̂ = Â†Â
and M̂ = B̂†B̂. We will refer to the category of items associated with Â as CatA and
those associated with B̂ as CatB. The interacting character of the Hamiltonian comes
exclusively from the term V (Â†B̂+ B̂†Â).

It is useful to separate the Hamiltonian into a non-interacting part, Ω̂0, where

Ω̂0 =UN̂ +WM̂, (12.2)

and an interacting part, Ω̂I , given by

Ω̂I =V (Â†B̂+ B̂†Â). (12.3)

The interaction Hamiltonian, Ω̂I , exhibits the one-for-one exchange behaviour in
that, as we have seen previously, the first term on the rhs of Eq. (12.3), B̂ removes
one item from CatB and then Â† puts one item in CatA. The second term on the rhs
of Eq. (12.3) does the reverse.

Hamiltonians with the interaction term like that in Eq. (12.1) lead to time depen-
dent population numbers. We will follow the number operator approach to calculat-
ing the time dependent population numbers of the categories in this system, that was
covered in Section 6.2.4, as an alternative to the eigenfrequency method. The reason
for using this method is that it can be directly applied to more complicated exchange
models that we will deal with later in this chapter.

That the interaction term is the direct cause of population number variations may
be seen by calculating the time derivatives of the population numbers as represented
by the number operators, N̂ and M̂, using the Heisenberg equation of motion. Then
we find

i
dN̂
dt

= [N̂,Ω̂] =V (Â†B̂− B̂†Â) (12.4)

and

i
dM̂
dt

= [M̂,Ω̂] =−V (Â†B̂− B̂†Â). (12.5)
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We can see that the two number operators are both independent of time when V = 0,
which indicates that the interaction term, i.e., Ω̂I is responsible for the time depen-
dence of the populations. Adding Eqs. (12.4) and (12.5) leads to

d(N̂ + M̂)

dt
= 0. (12.6)

So, although N̂ and M̂ vary individually when V , 0, the total population does not
change with time.

If we now substitute the result from Eq. (12.4) back into the Heisenberg equation
of motion, than, after a little manipulation

d2N̂
dt2 = (U−W )V (Â†B̂+ B̂†Â)−2V 2(N̂− M̂)

= (U−W )(Ω−UN̂−WM̂)−2V 2(N̂− M̂),

(12.7)

where we have used V (Â†B̂+ Â†B̂) = Ω̂− (UN̂ +WM̂). Further progress in solving
the differential equation above is only possible by operating on an Fock state. It
must be recalled that in the H-representation of a system, while the operators are
time dependent, the eigenstates are not time dependent. As explained in Chapter 6,
an appropriate choice of eigenstate for our two category system, when population
numbers are time dependent, is the eigenstate of the operators at t = 0, which we
designate |n(0),m(0)〉, such that

N̂(0)|n(0),m(0)〉= n(0)|n(0),m(0)〉,

M̂(0)|n(0),m(0)〉= m(0)|n(0),m(0)〉, (12.8)

where N̂(0) indicates the operator N̂(t) at t = 0. Then we can define time dependent
expectation values by [7]

ñ(t) = 〈n(0),m(0)|N̂(t)|n(0),m(0)〉,

m̃(t) = 〈n(0),m(0)|M̂(t)|n(0),m(0)〉. (12.9)

Because the sum, N̂(t)+ M̂(t) is independent of time we can write m̃(t) = n(0)+
m(0)− ñ(t). We also note that Ω̂ must be invariant, since it obviously commutes
with itself, so we have

〈Ω̂〉= 〈Ω̂(0)〉=Un(0)+Wm(0), (12.10)

since, given that Â(0)|n(0),m(0)〉=
√

n(0)|n(0)−1,m(0)〉, etc., then

〈n(0),m(0)|Â†(0)B̂(0)|n(0),m(0)〉= 0,

〈n(0),m(0)|B̂†(0)Â(0)|n(0),m(0)〉= 0. (12.11)

Finally, noting, from Section 2.8, that

〈d
2N̂

dt2 〉=
d2〈N̂〉

dt2 =
d2ñ(t)

dt2 (12.12)
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then we get a differential equation for ñ(t) of

d2ñ(t)
dt2 +ω

2ñ(t) = ω
2n(0)−2V 2(n(0)−m(0)), (12.13)

where ω2 = (U−W )2 +4V 2.
Eq. (12.13) is a second order differential equation in ñ(t) and requires two bound-

ary conditions. The first is just, ñ(t) = n(0) at t = 0. The second, involving the value
of dñ(t)

dt is obtained from

dñ(t)
dt

∣∣∣∣
t=0

=−iV 〈n(0),m(0)|Â†(0)B̂(0)− B̂†(0)Â(0)|n(0),m(0)〉= 0. (12.14)

With these two boundary conditions we obtain

ñ(t) = n(0)+2(n(0)−m(0))
(

V
ω

)2

(1− cos(ωt)), (12.15)

which is identical in form to the solution we found in Eq. (6.42) by means of the
eigenvalue equations for the coupled annihilation operators of the two-category sys-
tem. It is interesting to note that the population variations of the two categories in
this closed system, where the sum of the two populations is invariant, take the form
of a mean plus a sinusoidal variation about the mean. In the case of Eq. (12.15) the
mean is

n(0)−2
(

V
ω

)2

(n(0)−m(0))

and the amplitude of the oscillation is

2
(

V
ω

)2

|n(0)−m(0)|,

from which we can see that the ratio of V to ω determines how big the fluctuation
amplitude is. As we have seen above, the frequency increases with increasing V ,
but decreases with increases in the difference, |U −W |. So the difference in the two
frequencies in the Hamiltonian acts like inertia, i.e., reluctance to change, whereas,
V drives change. However, we can also see that the fluctuations disappear if n(0) =
m(0), and the maximum amplitude for a given set of initial conditions occurs when
|U −W | = 0, because this maximizes the ratio of V to ω . An example of the time
dependence of the populations of items for the exchange model associated with a
Hamiltonian of the type in Eq. (12.1) is illustrated in Fig.(12.1).

The type of response we have found in the simple exchange model above, in
which a fluctuation about a mean is observed is typical of even more complicated
closed systems, as we shall see later. Indeed, the Hamiltonian, Eq. (12.1) and the
time dependent population variations that it leads to serve as a blueprint for mod-
elling interacting populations in a variety of situations, and it will be the basis for
exploring interacting population models in what follows. There are classical sys-
tems which exhibit such behaviour. One in particular is quite close conceptually and
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that is the well-known predator-prey model that was developed in the early twenti-
eth century by Lotka [75] and Volterra [123]. The classical Lotka-Volterra model of
predator-prey interaction envisages a prey population that grows at the expense of
a prey population. In the operator exchange model above, we can interpret the one-
to-one exchange Hamiltonian, Eq. (12.1), as the survival of one member of the prey
population at the expense of the loss of one member of the predated population, plus
the reverse of this process. The result is the fluctuation of the two populations that
we see in Fig. 12.1. In the next section we have a brief look at the Lotka-Volterra
model as a comparison.
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Figure 12.1 An example of the solution, Eq. (12.15). The dashed curve represents ñ(t) and
the dark solid curve represents m̃(t) as functions of t. The grey horizontal line represents the
constant sum, ñ(t)+ m̃(t). The initial values of ñ(t) and m̃(t) are respectively, 15 and 5. The
values of the constant parameters for the Hamiltonian in Eq. (12.1) are U = 0.3, W = 0.1 and
V = 0.26.

12.2 THE LOTKA-VOLTERRA EQUATIONS

The Lotka-Volterra differential equations for the time dependence of a prey popula-
tion, x(t) and a predator population, y(t), take the form

dx(t)
dt

= f x(t)−gy(t)x(t),

dy(t)
dt

=−hy(t)+ kx(t)y(t), (12.16)

where f , g, h and k are constant parameters. The obvious difference between the
Lotka-Volterra equations and Eq. (12.1) is that the time dependent variables, x(t)
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and y(t), are scalar valued functions from the start. They are of course, by their
nature, continuous variables and so one is making the assumption that the discrete
nature of population numbers is not relevant. The simple argument for this form of
the equations is based on exponential growth and decay. It is assumed that the linear
growth rate, f , of the prey population, which is the birth rate less a smaller death rate,
is modified in the presence of the predator population, which increases the death rate
in direct proportion to the predator population. On the other hand the birth rate of the
predator population is increased in direct proportion to the prey population. It is well
known that in a certain part of that parameter space, the populations are bound and
cyclic.
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Figure 12.2 Variation of the prey, x(t), (dashed curve) and predator, y(t), (solid curve)
populations as functions of t. The sum of the two populations is indicated by the grey curve.
The initial value are x(0) = 15 and y(0) = 5. The constants in Eqs. (12.16) are f = 0.35,
h = 0.59 and g = k = 0.043.

An example of this kind of solution is shown in Fig. 12.2. Here the initial values
x(0) and y(0) of the interacting populations have been chosen to match the initial
populations of the quantum system illustrated in Fig. 12.1, and the constant param-
eters for Eqs. (12.13) have been adjusted so that the frequency of oscillation and
amplitudes are similar to those in Fig. 12.1.

Although the fluctuations in Figs. 12.1 and 12.2 are exactly periodic and of simi-
lar frequency and amplitudes, there are some striking differences. First we notice that
the sum of the two populations, x(t)+y(t) in Fig. 12.2 does not remain constant. One
of the reasons for this is that the phase difference between the two populations in not
π , whereas the populations in Fig. 12.1 are in exact anti-phase. Also the variations
of the curves in Fig. 12.2, unlike those in Fig. 12.1, are not exactly sinusoidal. There
is a noticeable sharpening of the peaks compared to the troughs in Fig. 12.2. The
curves in Fig. 12.1 are exactly sinusoidal because they represent linear differential
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equations like Eq. (12.13). Eqs. (12.16) are clearly non-linear. Nonlinear behaviour
in which the total population numbers are not conserved is also seen in two-category
systems that are modelled by natural number operators, when the exchange term is
not one-to-one. Such a model, with a two-for-one exchange term is examined next.

12.3 TWO-FOR-ONE EXCHANGE

In this section we will examine the consequences of an exchange processes between
two populations of items that is two-for-one rather than one-for-one. By two-for-
one we mean that two items will be transferred from CatA to CatB, while at the
same time one item is transferred from CatB to CatA. In terms of the predator-prey
model mentioned in Section 12.1, this new model would mean two members of the
prey population could survive at the expense of a single member of the predated
population. To achieve this two-for-one exchange, we modify the Hamiltonian in
Eq. (12.1) to become [7]

Ω̂ =UÂ†Â+WB̂†B̂+V (Â†B̂2 + B̂†2Â). (12.17)

We still have the populations of the two categories N̂ = Â†Â and M̂ = B̂†B̂ as in the
one-for-one case, but the new interaction part of the Hamiltonian is Ω̂I =V (Â†B̂2 +
B̂†2Â). Notice that Ω̂I is still Hermitian. Because of the interaction term, N̂ and M̂ do
not commute with Ω̂ and so again they are not constants of the motion. This means
that, as in the one-to-one case, we need to specify the Fock state as |n(0),m(0)〉. Now
we can see the effect of Ω̂I on |n(0),m(0)〉 by noting that

Â†(0)B̂2(0)|n(0),m(0)〉=
√
(n(0)+1)m(0)(m(0)−1)|n(0)+1,m(0)−2〉,

B̂†2(0)Â(0)|n(0),m(0)〉=
√

n(0)(m(0)+1)(m(0)+2)|n(0)−1,m(0)+2〉.
(12.18)

So the first term in Ω̂I takes two items from CatB and puts one in CatA. The second
term does the reverse. Then

i
dN̂
dt

= [N̂,Ω̂] =V (Â†B̂2− B̂†2Â) (12.19)

and

i
dM̂
dt

= [M̂,Ω̂] =−2V (Â†B̂2− B̂†2Â). (12.20)

Now we find that not only are N̂ and M̂ are not constants of the motion, but neither
is N̂ + M̂. In fact, after adding Eqs. (12.19) and (12.20), we have

d(2N̂ + M̂)

dt
= 0, (12.21)

so the new constant of the motion, K0, is

K0 = 2N̂(t)+ M̂(t) = 2N̂(0)+ M̂(0). (12.22)



i
i

i
i

i
i

i
i

Population Models 187

The second derivative of N̂ with respect to time is

d2N̂
dt2 = (U−2W )V (Â†B̂2 + B̂†2Â)−2V 2(N̂ +4N̂M̂− M̂(M̂−1))

= (U−2W )(Ω−UN̂−WM̂)−2V 2(N̂ +4N̂M̂− M̂(M̂−1)),
(12.23)

where we have used V (Â†B̂2 + B̂†2Â) = Ω̂− (UN̂ +WM̂). The equation for the time
dependent expectation values, after eliminating M̂ with the aid of Eq. (12.22), be-
comes

d2ñ(t)
dt2 +ω

2ñ(t) = (U−2W )2n(0)+2V 2K0(K0−1)+24V 2ñ2(t), (12.24)

where ω2 = (U−2W )2 +16V 2K0 and ñ2(t) = 〈N̂2〉.
Now we can immediately see a difficulty in solving the differential equation,

Eq. (12.24) for ñ(t). The last term on the rhs contains ñ2(t). This is not generally
equal to ñ2(t) for reasons similar to those which arose in the discussion concerning
quantum noise in Section 6.2.3. We really need to generate a second differential
equation for ñ2(t). However, this would contain expectation values of even higher
order. We can obtain a useful and instructive solution to Eq. (12.24) by utilizing
this so-called semi-classical approximation [87, 88] widely used in quantum optics.
Then, employing what is referred to as a first level of approximation [87], operators
are replaced by their time dependent expectation values. Thus we assume ñ2(t) ≈
ñ2(t). This still leaves a nonlinear differential equation, but at least this is solvable
by standard numerical techniques. The resulting differential equation is second order
and needs two boundary conditions. These are ñ(0) = n(0) and

dñ(t)
dt

∣∣∣∣
t=0

=−iV 〈n(0),m(0)|Â†(0)B̂2(0)− B̂†2(0)Â(0)|n(0),m(0)〉= 0. (12.25)

Once a solution for ñ(t) is found, then m̃(t) is obtained simply from the conservation
rule, Eq. (12.22).

An example of the kind of solution one obtains from this approximation is shown
in Fig. 12.3. The values of n(0) and m(0) have been chosen to be that same as those
in Fig. 12.1, to give some indication of the effect of the nonlinearity on the system.
The values of U , W and V here, have been chosen so that the value of the frequency,
ω is similar to that in the one-for-one case. Comparing Figs. 12.1 and 12.3, the
most obvious difference is that the total population is no longer a conserved quantity,
because of the new conservation rule Eq. (12.22). The fluctuation amplitudes are
similar to those in Fig. 12.1, and are still in anti-phase, but the amplitudes of the
two categories are no longer equal. The amplitude of ñ(t) is noticeably smaller than
that of m̃(t). In fact, because of conservation rule, Eq. (12.22), we can expect the
peak-to-peak amplitudes, ∆m and ∆n, to obey ∆m = 2∆n.

12.4 PARAMETRIC AMPLIFICATION IN QUANTUM OPTICS

Here we are going to investigate the properties of the bosonic Hamiltonian in Eq.
(6.74) that we obtained in Chapter 6 by linearly transforming a two-category system
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Figure 12.3 The dashed curve represents ñ(t) and the dark solid curve represents m̃(t) as
functions of t. The grey curve represents the constant sum, ñ(t) + m̃(t). The initial values
of ñ(t) and m̃(t) are respectively, 15 and 5. The values of the constant parameters for the
Hamiltonian in Eq. (12.1) are U = 1.22, W = 0.32 and V = 0.03.

by coupling a creation operator and an annihilation operator of the original system.
This lead to a Hamiltonian of the form

Ω̂ =UÂ†Â+WB̂†B̂+V (Â†B̂† + B̂Â). (12.26)

This only differs from Eq. (6.74) by the constant µgh being neglected here, since this
has no effect on the dynamics of the system. Again, we have a two categories, CatA
with number operator, N̂ = Â†Â, and CatB with number operator, M̂ = B̂†B̂.

We can again generate a second order differential using exactly the same ap-
proach as in Section 12.1. The first step is to find the time derivatives of the two
number operators. This leads to

i
dN̂
dt

= [N̂,Ω̂] =V (Â†B̂†− B̂Â) (12.27)

and

i
dM̂
dt

= [M̂,Ω̂] =V (Â†B̂†− B̂Â). (12.28)

This leads to
d(N̂− M̂)

dt
= 0. (12.29)

This is a different result than that found in Section 12.1. Here, although N̂ and M̂ still
vary individually when V , 0, the total population is not constrained at all with time.
If fact it is the difference between the two populations that is conserved, so

N̂(t)− M̂(t) = N̂(0)− M̂(0). (12.30)
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This has a major effect on the dynamics of the system. We can proceed to find the
equation for the time dependent expectation values of the populations. This takes the
form

d2ñ(t)
dt2 +ω

2ñ(t) = ω
2n(0)+2V 2(n(0)+m(0)+1). (12.31)

where ω2 = (U +W )2−4V 2. The boundary conditions for Eq. (12.31) are the same
as those in Section 12.1. However, it is the nature of ω2 that sets the agenda for the
behaviour of the system. It differs considerably from that in Section 12.1. There it
was positive-definite, which meant that ω was always real. Here we can see that ω2

is only positive as long as 4V 2 < (U +W )2. This result is the same as that found in
Section 6.3.2, using the eigenvalue equation method. If this condition is met then the
solution to Eq. (12.31) is

ñ(t) = n(0)+2
(

V
ω

)2

(n(0)+m(0)+1)(1− cos(ωt)). (12.32)

m̃(t) is then obtained from Eq. (12.30) which gives

m̃(t) = ñ(t)−n(0)+m(0). (12.33)

An example of the solution to Eq. (12.32) is shown in Fig. 12.4.
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Figure 12.4 An example of the solution in Eq. (12.32). The dashed curve represents ñ(t)
and the dark solid curve represents m̃(t) as functions of t. The grey curve represents the sum,
ñ(t)+ m̃(t). The initial values of ñ(t) and m̃(t) are respectively, 5 and 2. The values of the
constant parameters for the Hamiltonian in Eq. (12.26) are U = 0.45, W = 0.25 and V = 0.26.

The time dependent expectation values of the two populations illustrated in Fig.
12.4 both oscillate sinusoidally as they have done in the examples in Sections 12.1
and 12.2, but here they are in phase rather than anti-phase. This is due to the creation
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operators of the two categories being paired, as are the annihilation operators. It is
also clear that the sum of the two populations is no longer conserved.

A more interesting situation arises, not least from a practical point of view, when
n(0) = m(0) = 0, i.e., when initially there are no product photons. Then we get, from
Eq. (12.32)

ñ(t) = m̃(t) = 2
(

V
ω

)2

(1− cos(ωt)),

which shows that the populations of the two product photons rises from zero at t = 0
and reaches a maximum amplitude of 4

(V
ω

)2, when ωt = π , and thereafter oscillates
between zero and the maximum. Clearly, the maximum amplitude increases as the
value of ω approaches zero, i.e., as the value of (U +W )2 approaches 4V 2. However,
since ω approaches zero at the same time, then the rise in the populations happens
at a slower and slower rate. If the condition 4V 2 > (U +W )2, is satisfied, then ω2

becomes negative and instability ensues. Writing γ2 = 4V 2− (U +W )2, then when
the unstable condition applies, the solution to Eq. (12.31) becomes

ñ(t) = n(0)+2
(

V
γ

)2

(n(0)+m(0)+1)(cosh(γt)−1), (12.34)

with m̃(t) again being evaluated from Eq. (12.33). The solution in Eq. (12.34) grows
without bounds due to the instability. The instability occurs when the driver for the
interaction, V , exceeds a threshold level that is set by the value of |(U +W )|. The
Hamiltonian in Eq. (12.26) has the effect of amplifying the population numbers of
both categories involved in the interaction, hence the process involved is referred
to as parametric amplification. Devices based on this principle are referred to as
parametric amplifiers. Notice that even in the stable case illustrated in Fig. 12.4,
both populations are amplified well above their initial values.

Hamiltonians like that in Eq. (12.26) are found in models of practical importance
in quantum optics [89, 92, 94]. Then the V parameter is a measure of the strength
of a laser that interacts with a nonlinear optical medium to produce pairs of photons
with populations that can be represented by N̂ and M̂. The process can be considered
as a nonlinear three-wave interaction, in which a high frequency pump wave, in this
case a laser, couples to a pair of waves of lower frequency. The photon numbers of
the waves is a measure of their relative intensity. Recall that photon population num-
bers are proportional to the modulus squared of the electromagnetic field as shown in
Sections 8.6. In the process power is transferred from the laser to the CatA and CatB
waves whose amplitudes can be hugely amplified. This is referred to as a paramet-
ric interaction, which can lead to a parametric instability. Such processes have been
studied in a variety of circumstances, particularly when high power electromagnetic
waves interact with plasma. Some of the most interesting experiments into paramet-
ric instability have involved the use of very high power radio waves transmitted into
the Earth’s naturally occurring ionospheric plasma [100].

The unbounded growth in the photon population that we see in Eq. (12.34) is
of course unrealistic in real experiments. There will always be a limit in practice.
The reason why the Hamiltonian in Eq. (12.26) leads to the unbounded growth of the
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photon population is that it fails to take account of the depletion of the laser as it feeds
energy into the product photons. By modifying the Hamiltonian, this depletion effect
can be taken into account. Thus if instead of Eq. (12.26) we have a Hamiltonian of
the form

Ω̂ =UÂ†Â+WB̂†B̂+SĈ†Ĉ+V (Â†B̂†Ĉ+Ĉ†B̂Â), (12.35)

where Ĉ and its adjoint are annihilation and creation operators for the laser photons.
The interaction term in the Hamiltonian is easily interpreted. The first part involving
Â†B̂†Ĉ, simply represents the gain of photons of CatA and CatB, for the loss of a laser,
CatC photon. The second part of the interaction Hamiltonian that involves Ĉ†B̂Â has
the reverse effect and preserves the Hermiticity of the Hamiltonian. Also included in
the Hamiltonian is a term, SĈ†Ĉ which simply accounts for the contribution to the
Hamiltonian of the number of photons associated with the laser. S is a constant that
plays the same role as U and W do for the CatA and CatB populations. The effect
of including the CatC population explicitly to represent the laser is as follows. If the
number operator for the laser is Ô = Ĉ†Ĉ, then we find

i
dN̂
dt

= [N̂,Ω̂] =V (Â†B̂†Ĉ−Ĉ†B̂Â), (12.36)

i
dM̂
dt

= [M̂,Ω̂] =V (Â†B̂†Ĉ−Ĉ†B̂Â). (12.37)

and

i
dÔ
dt

= [Ô,Ω̂] =−V (Â†B̂†Ĉ−Ĉ†B̂Â). (12.38)

Subtracting Eq. (12.37) from Eq. (12.36) again leads to Eq. (12.30), indicating that
the difference in the populations of CatA and CatB photons is conserved, but in addi-
tion we now have

d(Ô+ N̂)

dt
= 0 (12.39)

and
d(Ô+ M̂)

dt
= 0. (12.40)

Eqs. (12.39) and (12.40) imply that the populations of the CatA and CatB populations
is now limited. Adding Eqs. (12.39) and (12.40) leads to

2Ô(t)+ N̂(t)+ M̂(t) = 2Ô(0)+ N̂(0)+ M̂(0), (12.41)

implying that the sum of the CatA and CatB populations can never exceed twice the
laser, CatC population. An approximation to the Hamiltonian that is common used
in quantum optics, and is referred to as the degenerate case, assumes that the CatB
populations can be treated as the CatA population in such a way that we get two CatA
photons from each CatC laser photon, so the conversion process can be represented
by the Hamiltonian

Ω̂ = 2UÂ†Â+SĈ†Ĉ+V (Â†2Ĉ+Ĉ†Â2). (12.42)
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We can immediately recognize the Hamiltonian in Eq. (12.42) as being identical in
form to the two-for-one exchange Hamiltonian in Eq. (12.17). This means that the
differential Eq. (12.24) can be used the calculate the time dependent expectation val-
ues of the photon populations in the present case. An example of this calculation is
shown in Fig. 12.5, where we have made the same approximation as in Eq. (12.24)
with regard to neglecting quantum noise. This result clearly indicates that the de-
pletion of the laser limits the growth of the instability and sets an upper limit to the
population of product photons.

0 10 20 30 40 50 t
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200
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Figure 12.5 An example of the photon populations for a system governed by the Hamilto-
nian in Eq. (12.42). The size of the photon population of the laser pump is represented by the
dashed curve. The population of the photons produced is represented by the dark curve. The
grey curve represents the total population of photons. The initial laser population is 100 and
that of the product photons is 0. It is clear that although there is a huge amplification effect of
the produced photons, their population is limited by the depletion of the laser intensity.

12.5 HIGHER ORDER INTERACTIONS

So far we have seen how interaction between pairs of categories can be modelled us-
ing creation and annihilation operators to transfer items from one category to another.
Three different types of interaction have been used so far. These are the one-to-one
exchange, the two-to-one exchange and the type we used to model parametric ampli-
fication in Section 12.4. These have lead to various constants of the motion involving
linear combinations of the pair of number operators involved. It is not difficult to
imagine that interaction models of this type can be constructed with, for example,
three-for-one or three-for-two exchanges. The interaction Hamiltonian with the most
general pair exchange models of this type, that still retains the Hermitian property,
has the form

Ω̂I =V (Â†pB̂†qÂrB̂s + B̂†sÂ†rB̂qÂp), (12.43)
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where p, q, r and s are positive integers. Ω̂I represents asymmetrical exchange be-
tween a pair of categories, CatA and CatB, represented respectively by number opera-
tors, N̂ = Â†Â and M̂ = B̂†B̂. Bearing in mind that when V , 0, the number operators
will be time dependent, as we have seen in the cases of interaction that were treated
earlier in this chapter, so, as before, we use a system state vector at a fixed time,
represented by |n(0),m(0)〉. We then note that the effect of the first part of Ω̂I on
|n(0),m(0)〉 can be found by operating with Â†p(0)B̂†q(0)Âr(0)B̂s(0). This then pro-
duces the state |n(0)+ p− r,m(0)+q− s〉, as long as n(0)− r≥ 0 and m(0)− s≥ 0.
The total population, N̂ + M̂ is not generally conserved during the interaction. In-
stead, there is a new conservation rule,

d
dt
((s−q)N̂ +(p− r)M̂) = 0. (12.44)

Notice that, the total population is constant if p− r = s−q. The special case we
have seen so far correspond to, (a) the one-for-one interaction, where p = s = 1 and
q = r = 0, which leads to conservation rule, Eq. (12.6); (b) the two-for-one case,
where p = 1, s = 2 and q = r = 0, leads to the conservation rule, Eq. (12.21); (c)
the interaction term in Eq. (12.26), where p = q = 1 and r = s = 0, leads to the
conservation rule in Eq. (12.29).

In the next section we will utilize a version of the general interaction Hamiltonian
to investigate an important process in molecular biology, namely the dynamics of cell
division.

12.6 CELL DIVISION AND CELL POPULATION DYNAMICS

12.6.1 A SIMPLIFIED PICTURE OF CELL DIVISION

Cell division is an important and complicated process that is a central topic of mi-
crobiological and medical research. In particular it is central to the question of how
and why cancers arise. In this section we will attempt to model cell division in a
simple way by focussing on the basic features that can be captured using the creation
and annihilation operator formalism that has been applied earlier in this chapter to
the interaction of categories of items. In doing this, no attempt is made to reproduce
the details of the microbiological mechanisms involved. The basic picture of cell di-
vision is simply that a single cell splits into two cells [54]. We then describe this
process as the replacement of a single cell by a pair of cells. This is essentially a
two-for-one exchange, but with a single category, CatC, of cells. We can devise an
interaction Hamiltonian to represent this mechanism that will contain the sequence
Ĉ†2Ĉ. Here, the annihilation operator Ĉ represents the disappearance of one cell, and
the pair of creation operators (i.e., Ĉ†2) represents the appearance of two cells of the
same type in place of the original one. This is simply a case of, where there was
one, there are now two. The number of cells present is then represented by N̂ = Ĉ†Ĉ.
This picture can be made more realistic by including a trigger mechanism that stimu-
lates the cell division. The trigger mechanism consists of a population of stimulating
agents that take part in the interaction process. The population of these stimulating
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agents of category, CatS, can be represented by a second number operator, M̂ = Ŝ†Ŝ,
with annihilation operator, Ŝ and creation operator, Ŝ†. The material in this section
is based largely on reference [106], where the use of number operators to model the
cell division process was first introduced.

We will next outline two different scenarios of the cell division process. In the
first the stimulus is exhausted in some way in the division process and in the second,
we will assume that the stimulating agent acts as a catalyst so that it remains after cell
division has taken place. As we shall see, the first of these models closely resembles
normal cell division (NCD) that is associated with stable cell populations, whereas
the second turns out to be able to mimic oncogenic cell division (OCD), that is as-
sociated with the unbounded growth of cell populations that indicates the onset of a
cancer. Stimulation of normal cell division depends on the presence of an extrinsic
factor, such as a growth factor, which can be quickly diluted out or degraded thereby
removing the stimulus. In contrast, stimulation of cancer cell division is driven by
an intrinsic factor, such as an activated oncogene, which is regenerated upon DNA
replication and passes from one generation to the next; hence it acts as a catalyst and
is never lost [46, 127].

12.6.2 NORMAL CELL DIVISION (NCD) MODEL: STABLE POPULATION

In this first model, the NCD model, it is supposed that the stimulus, whose presence
is necessary to trigger cell division, is exhausted in some way by its participation in
the process. Then the combined contribution to the interaction Hamiltonian of the

C

S

C

C

Figure 12.6 Schematic of normal cell division in which a cell (C) and a stimulating agent
(S) enter the process and two cells result.

cell division and stimulus is Ĉ†2ĈŜ. The cell division process described by this set of
operators is shown schematically in Fig. 12.6. Note that the direction of the arrows
in Fig. 12.6 give an indication of time evolution. Adding the time reversed form of
this, to preserve the self-adjoint property, the interaction Hamiltonian is then

Ω̂I =V (Ĉ†2ĈŜ+ Ŝ†Ĉ†Ĉ2), (12.45)

where V is the cell division rate in the presence of the stimulus, and where the usual
bosonic commutation relations apply. Notice that this is an example of the general
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form of interaction Hamiltonian in Eq. (12.43), with p = 2, q = 0, r = s = 1. The
resulting Hamiltonian for the whole process is then

Ω̂ =UN̂ +WM̂+V (Ĉ†2ĈŜ+ Ŝ†Ĉ†Ĉ2), (12.46)

Here U and W are the intrinsic rates associated with Ĉ and Ŝ, respectively, when there
is no interaction. By intrinsic we mean that in the absence of any interaction, then we
would find Ĉ(t) = Ĉ(0)exp(−iUt), and Ŝ(t) = Ŝ(0)exp(−iWt). The Hamiltonian in
Eq. (12.46) is very similar to the one we encountered in Section 12.4 for the quantum
optics modelling of parametric amplifiers.

Applying the Heisenberg equation to the population operators, we get

i
dN̂
dt

= [N̂,Ω̂] =V (Ĉ†2ĈŜ− Ŝ†Ĉ†Ĉ2) (12.47)

and

i
dM̂
dt

= [M̂,Ω̂] =−V (Ĉ†2ĈŜ− Ŝ†Ĉ†Ĉ2) (12.48)

from which it is clear that
d(N̂ + M̂)

dt
= 0.

This is exactly what is to be expected from Eqs. (12.43) and (12.44), with p = 2,
r = s = 1, q = 0. So, in spite of the more complicated form of the interaction, the
combined populations of the dividing cells and the stimuli is fixed, and we can con-
clude that the cell population is bound. The state of the system is then one of quasi-
equilibrium where the individual population numbers of the participating categories
may fluctuate, but only in such a way as to maintain the total population. This is
enough for us to know that no unbounded growth in the cell population can occur in
this model. However, it is worth looking a little further into the character of the equi-
librium. A further application of the Heisenberg equation to Eq. (12.47), together
with the population conservation rule yields

d2N̂
dt2 +ω

2N̂−6V 2(1+N0)N̂2 +8V 2N̂3 = (U−W )(Ω̂+WN0), (12.49)

where N0 = n(0)+m(0) and ω2 = (U−W )2 +2V 2(1+N0). The nonlinear terms in
the operator equation present considerable difficulties, as has been explained earlier
in Section 12.3. Here again, we use an approximate solution to the corresponding
equation for the time dependent expectations by taking ñ2(t) ≈ ñ2(t). In addition,
because of the cubic term in Eq. (12.49), we also need ñ3(t) ≈ ñ3(t). The resulting
differential equation is then

d2ñ(t)
dt2 +ω

2ñ(t)−6V 2(1+N0)ñ2(t)+8V 2ñ3(t) = (U−W )2n(0), (12.50)

where, ñ(t) = 〈Ĉ†(t)Ĉ(t)〉 and where the time independent Fock state is again taken
as |n(0),m(0)〉.
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Figure 12.7 Approximate solution for the normal cell division (NCD) model. The cell and
stimuli populations are shown as functions of (scaled) time, by numerical integration of Eq.
(12.50). The solid curve represents the cell population and the dashed curve the trigger popu-
lation. The horizontal grey line is the sum of the two populations.

An example of the numerical integration of Eq. (12.50) is shown in Fig. 12.7. The
result shows a fluctuating pair of populations, with something very close to sinusoidal
form on constant means, rather like the linear cases in Section 12.1. However, it is
interesting to note, that, unlike in the linear cases, the fluctuation amplitudes here are
not very sensitive to the interaction rate, V . There is actually greater sensitivity to
the ratio of n(0) to N0. The amplitude of the CatC cell population is sensitive to the
strength of the population of the CatS stimulating agents. Fig. 12.8 shows are similar
result to that in Fig. 12.7, but with a lower value of m(0). This leads to a lower
fluctuation amplitude in the CatC population. This is opposite to what we saw in the
simple linear equation in Section 12.1, where a lowering of the value of m(0) would
have increased the fluctuation level because of its linear increase with the increasing
difference in the initial populations of the two categories, as is seen in Eq. (12.15).

12.6.3 ONCOGENIC CELL DIVISION (OCD) MODEL: EXPLOSIVE
POPULATION GROWTH

In the second model, the division process is as before, but here the stimulus is a cat-
alyst and so needs to be involved in such a way that it survives division process. This
is achieved by using the form Ĉ†2Ŝ†ĈŜ in the interaction term in the Hamiltonian,
which then has the self-adjoint form

Ω̂I =V (Ĉ†2Ŝ†ĈŜ+ Ŝ†Ĉ†ŜĈ2). (12.51)
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Figure 12.8 As Fig. 12.7, but with a smaller population of stimulating agents.
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Figure 12.9 Schematic of oncogenic cell division in which a cell (C) and a stimulating
agent (S) enter the process and two cells result, but now the stimulating agent survives the
process.

This is again of the form in Eq. (12.43), but here, p = 2,q = 1,r = 1 and s = 1. Since
r = s here, then the conservation rule cannot involve N̂. It simply consists of

dM̂
dt

= 0, (12.52)

which means that M̂, its eigenvalues and its expectation values are independent of
time, so we can use |n(0)〉 as the time independent Fock state for the system and treat
M̂ as a scalar constant m. The cell division process corresponding to the interaction
Hamiltonian is shown schematically in Fig. 12.9. The total Hamiltonian of the system
is then

Ω̂ =UN̂ +V m(Ĉ†N̂ + N̂Ĉ), (12.53)

where we have dropped a constant term of Wm , since it has no effect on the equations
of motion. We can interpret the time reversed term in Eq. (12.53) in a similar manner
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to that for the NCD model, i.e., the change from two cells to one is a representation
of cell death. Since, in the OCD model there is no loss of the stimulus, the reverse
process needs no further explanation.

The first derivative of N̂ now becomes

i
dN̂
dt

= [N̂,Ω̂] =V m(Ĉ†N̂− N̂Ĉ) (12.54)

and then

d2N̂
dt2 +ω

2N̂−6V 2m2N̂2 =UΩ̂, (12.55)

where ω2 = U2 + 2V 2m2. As with the NCD model, here again we end up with a
nonlinear equation for N̂, with its corresponding difficulties, but again we can make
good progress by using the semi-classical approach and get

d2ñ(t)
dt2 +ω

2ñ(t)−6V 2m2ñ2(t) =U2n(0). (12.56)
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Figure 12.10 Solutions for dividing cell population as a function of (scaled) time for the
OCD model, Eq. (12.56). For the grey curve, µ = 0.31, which is close to the condition for
instability. For the black curve, µ = 0.2, which is well below the condition for instability.

The solutions to Eq. (12.56) are very different from those for the NCD model,
as we shall see. The key features of ñ(t) in the OCD model depend, essentially, on
the parameter combination µ2n(0), where µ = mV

U . When µ2n(0) is small, ñ(t) is
an almost sinusoidal fluctuation superimposed on a mean value a little above n(0),
as in the black curve in Fig. 12.10. As µ2n(0) increases the amplitude increases
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and becomes less sinusoidal. Also the frequency decreases with increasing values
of µ2n(0). These effects can clearly be seen in Fig. 12.10, where the grey curve in
Fig. 12.10, corresponds a solution for a higher value of µ2n(0). Eventually, with
further increases in the value of µ2n(0), the frequency goes to zero and the dividing
cell population becomes unstable. This process is best illustrated by a population
number phase space diagram. This is obtained by integrating Eq. (12.56) to give

dñ(t)
dt

=±
√

2U2n(0)ñ(t)−ω2ñ2(t)+4V 2m2ñ3(t)+K0, (12.57)

where K0 is a constant of integration.
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Figure 12.11 The curves, calculated from Eq. (12.57), represent the population phase space
trajectories for different values of µ for the OCD model, with n(0) = 35. The smaller the
value of µ , the darker the curve (the range used is 0.03 < µ < 0.1). The black curve is the
separatrix between the regions where bound states exist and where they do not. The separatrix
corresponds a value of µ = 0.0333211. The closed dashed curves correspond to bound states,
whereas the open curves represent unbound states.

Fig. 12.11 shows population phase space curves of dñ(t)
dt against ñ(t), from Eq.

(12.57), plotted for different values of µ , with K0 chosen to make dñ(t)
dt = 0 at ñ(t) =

n(0), which in this case is chosen to be 35, to be consistent with Fig. 12.10. The
closed part of the dashed curves in Fig 12.11 correspond to stable states where the
cell population gyrates around between an upper and lower bound (where the closed
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curves cross the ñ axis). The lower bound is n(0). The bold curve is the separatrix
between the regions of bound and unbound solutions. It corresponds to the threshold
value of1 µ = 0.0333211. As the value of µ is increased beyond threshold, there
are no longer closed curves and the phase space curves show that the population
values are capable of reaching levels well above their threshold values2. This result is
consistent with the existence of an instability that is triggered in the above threshold
conditions.

We can see from this model that a given initial cell population will maintain a
quasi-stationary state with time, i.e., cell division will be going on, stimulated by the
presence of a population of stimuli, as long as that population remains below a cer-
tain threshold. However, if the stimulating population numbers exceed that threshold,
then the dividing cell population will undergo unstable growth. Thus the OCD has
appropriate characteristics that make it suitable for modelling cancer cells, in spite of
its obvious simplicity. The modelling of cancer cell dynamics using quantum opera-
tor models has recently been extended using more sophisticated analysis techniques
[9].

12.7 VACUUM FLUCTUATIONS: A FERMION/ANTI-FERMION
SYSTEM

We begin with the degenerate form of the two category fermionic system, with the
Hamiltonian from Eq. (6.82), with ωa = ωb = ω , such that

Ω̂ = ω(Ĉ†
aĈa +Ĉ†

bĈb), (12.58)

where Ĉa and Ĉb are a pair of fermionic annihilation operators with their corre-
sponding creation operators, obeying the usual fermionic anti-commutation rules.
The corresponding fermionic number operators, N̂a = Ĉ†

aĈa and N̂b = Ĉ†
bĈb. Recall

that, because N̂a and N̂b commute with Ω̂ then they are invariants.
As in Section 6.4.2, we again apply the rotation, R̂(γ) so that annihilation opera-

tors are coupled to creation operators and get(
Ĉi

Ĉ†
j

)
= R̂(γ)

(
Ĉa

Ĉ†
b

)
=

(
cosγ −sinγ

sinγ cosγ

)(
Ĉa

Ĉ†
b

)
, (12.59)

where, as we saw in Section 6.4.2, Ĉi and Ĉ j and their corresponding creation op-
ereators obey fermionic anti-commutation rules. The Hamiltonian then becomes

Ω̂ = p(Ĉ†
i Ĉi +Ĉ†

j Ĉ j)+m(Ĉ†
j Ĉ

†
i +ĈiĈ j)+µ, (12.60)

1The fact that this number is quoted to so many significant figures is an indication of how sensitive the
equilibrium condition is to the value of µ .

2It may appear that with this mathematical framework the values that ñ(t) could reach infinite levels.
They can certainly reach levels that are much larger than n(0), but, in practice, in instabilities of this kind
there is always a limit imposed by external factors, such as, the system occupying a finite volume and
having a finite energy source.
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where
p = ω cos(2γ) and m = ω sin(2γ). (12.61)

We also have
µ = 2ω sin2

γ,

but we can neglect this constant in what follows, since it has no effect on the dynam-
ics of the system. The nature of the coupling between the creation and annihilation
operators that are associated with the Hamiltonian in Eq. (12.60) can be seen imme-
diately by applying the Heisenberg equation of motion to them. This yields

i
dĈi

dt
= [Ĉi,Ω̂] = pĈi−mĈ†

j , (12.62)

and

i
dĈ†

j

dt
= [Ĉ†

j ,Ω̂] =−pĈ†
j −mĈi. (12.63)

Eqs. (12.62) and (12.63) constitute a closed pair of equations from which the eigen-
values may be deduced. Following the same steps as for the degenerate case in Sec-
tion 7.5, we note that the Hamiltonian can be written in spinor form as

Ω̂φ = (pσ̂3 +mσ̂1)φ , (12.64)

where

φ =

(
Ĉi

Ĉ†
j

)
. (12.65)

The eigenvalues of Eq. (12.64) are then

ω =±
√

p2 +m2. (12.66)

Notice that the eigenvalues in Eq. (12.66) are consistent with Eqs. (12.61), since,
from Eq. (12.61) we have

p2 +m2 = ω
2 cos2(2γ)+ω

2 sin2(2γ) = ω
2. (12.67)

So, Eqs. (12.62) to (12.64) confirm that we are dealing with fermions obeying a 1+1
dimensional Dirac equation3.

Our next step is to find equations for the time dependent number operators, N̂i =
Ĉ†

i Ĉi and N̂ j = Ĉ†
j Ĉ j, neither of which, in general, commutes with Ω̂. Applying the

Heisenberg equation of motion, we find

i
dN̂i

dt
= [N̂i,Ω̂] = m(Ĉ†

j Ĉ
†
i −ĈiĈ j), (12.68)

and

i
dN̂ j

dt
= [N̂ j,Ω̂] = m(Ĉ†

j Ĉ
†
i −ĈiĈ j), (12.69)

3This means one dimension of configuration space and time.
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which confirms that
d(N̂i− N̂ j)

dt
= 0, (12.70)

so N̂i− N̂ j is invariant, but individually, neither N̂i nor N̂ j is.
Applying the Heisenberg equation of motion to Eq. (12.68) yields

d2N̂i

dt2 = 2pm(Ĉ†
j Ĉ

†
i +ĈiĈ j)+2m2(1− N̂i− N̂ j)

= 2p(Ω̂− p(N̂i + N̂ j))+2m2(1− N̂i− N̂ j)

= 2pΩ̂−2(p2 +m2)(N̂i + N̂ j)+2m2.

(12.71)

The next task is to generate time dependent expectation values for N̂i and N̂ j. We
use the same procedure as in Section 6.2. Recall that we need a time-independent
Fock state. An appropriate one in this case is |ni(0),n j(0)〉, where ni(0) is the an
eigenvalue of N̂i at t = 0, and n j(0) is the an eigenvalue of N̂ j at t = 0. Then we
define a time dependent expectation value of N̂i(t) as ñi(t) = 〈N̂i(t)〉, where 〈N̂i(t)〉=
〈ni(0),n j(0)|N̂i(t)|ni(0),n j(0)〉, with a corresponding definition for ñ j(t). However,
because N̂i− N̂ j is invariant, then we have

ñi(t)− ñ j(t) = ni(0)−n j(0). (12.72)

Also, since Ω̂ commutes with itself and must be invariant, then 〈Ω̂(t)〉= 〈Ω̂(0)〉, so

〈Ω̂(t)〉= p(ni(0)+n j(0)). (12.73)

Taking the expectation value of Eq. (12.71), with the aid of Eqs. (12.72) and
(12.73), we get

d2ñi(t)
dt2 +ω

2
n ñi(t) = 4p2ni(0)+2m2(1+ni(0)−n j(0)), (12.74)

where ωn = 2
√

p2 +m2. Notice that ωn, which is the frequency with which both
ñi(t) and ñ j(t) oscillate, is twice the eigenfrequency in Eq. (12.66).

Eq. (12.74) is a simple second order differential equation. There are two bound-
ary conditions, which are

ñi(0) = ni(0) and
dñi(t)

dt

∣∣∣∣
t=0

= 0,

where the second condition above comes from Eq. (12.68). These conditions lead to
a solution of the form

ñi(t) = ai +bi cos(ωnt),

where ai and bi are constants. There is a particularly interesting solution for the case
when p = 0. Then we find

ñi(t) =
1
2
(ni(0)−n j(0)+1+(ni(0)+n j(0)−1)cos(2mt) (12.75)



i
i

i
i

i
i

i
i

Population Models 203

and

ñ j(t) =
1
2
(n j(0)−ni(0)+1+(ni(0)+n j(0)−1)cos(2mt). (12.76)

Here we need to recall that we are dealing with fermions, so we should choose
ni(0) = 0 or 1 and n j(0) = 0 or 1. If we choose the Fock state |0,1〉, then we find
ñi(t) = 0 and ñ j(t) = 1. This is because there is no interaction, and ñi(t) remains
zero and ñ j(t) remains 1. Similarly, if we choose a Fock state of |1,0〉, then ñi(t)
remains 1 and ñ j(t) remains zero. However, if we choose a Fock state, |1,1〉, where
both states are initially occupied, we find

ñi(t) = ñ j(t) =
1
2
(1+ cos(2mt)) (12.77)

and the mean values of both occupation numbers oscillate in phase, between 0 and
1, because then there is an interaction between the pair of fermions. This result is not
too surprising. However, something really surprising occurs when we begin with a
vacuum, i.e., with a Fock state where both particle states are initially empty, so with
|0,0〉. Then we get

ñi(t) = ñ j(t) =
1
2
(1− cos(2mt)). (12.78)

This is a truly revealing result. Even though we begin with the vacuum state, |0,0〉,
the coupling between the creation of a particle in one state and the creation of
an anti-particle (or equivalently the loss of a particle) in the other, means that the
particle/anti-particle pair emerge from the vacuum. Their mean occupation numbers
subsequently oscillate together, i.e., in phase, between values of 0 and 1.

The above results may also be readily be understood in terms of the conservation
rule in Eq. (12.70). If we begin with a state |0,1〉, then N̂i− N̂ j has an eigenvalue of
−1. There is no other eigenstate with this eigenvalue for the system to move to, so
the system with this starting state cannot change to another state. Similarly with a
starting state of |1,0〉. Here N̂i− N̂ j has an eigenvalue of 1. No other eigenstate has
this eigenvalue and again the system has no alternative state to move to. However,
with the states, |0,0〉 and |1,1〉, then the eigenvalue of N̂i−N̂ j is zero in both cases, so
the system can flip between these two states. What is more, the oscillation frequency,
from Eqs. (12.77) and (12.78), that is associated with the states with equal occupation
numbers is equal to 2m. In conventional frequency units, this frequency is 2mc2

h̄ ,
where c is the speed of light in a vacuum and m is the fermionic rest mass. This is
the zitterbewegung frequency [52].

So we have a picture of the zitterbewgung phenomenon, not as a rotation, nor as a
configuration space oscillation about an equilibrium point, but as the rate at which a
particle/anti-particle pair comes into and out of existence from the vacuum. This pic-
ture of the electron and positron is very different from that of permanent microscopic
lumps of matter. Here the electron is seen as a manifestation of natural number dy-
namics; a flickering presence rather than a material object. This is quite a remarkable
result, coming, as it does, ultimately from the universal quantum equation, Eq. (1.1).
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Figure 12.12 The time dependent occupation number expectation values for the case when
the initial Fock state is |0,0〉, from Eq. (12.78). Here we have redefined ñi(t) as the mean
electron occupation number, ñe(t), and ñ j(t) as the mean positron occupation number, ñp(t).
Because ñe(t) = ñp(t), only a single curve can be seen. The time scale is the number of
zitterbewegung periods.

Fig. 12.12 is an illustration of the time dependent occupation number expectation
values for the case when the initial Fock state is |0,0〉, where we have redefined
ñi(t) for the mean electron occupation number, ñe(t), and ñ j(t) as the mean positron
occupation number, ñp(t). Then p and the m in Eqs. (12.64) and (12.66) represent
respectively, the electron (positron) momentum and electron (positron) rest mass. In
the case shown in Fig. 12.12, p = 0. Because ñe(t) = ñp(t), the two curves coincide
and only a single curve can be seen. Fig. 12.13 is a schematic representation of the
zitterbewegung phenomenon, where a electron in the positive energy state E = m,
the solid circle, is excited together with a positron, that corresponds to the loss of an
electron from the state E =−m, the open circle.

These results are a strong indication that the pairing of fermions with their an-
tiparticles is a key element of their fundamental character. As we saw above, in the
case of the initial Fock states with single particles, nothing happens; there is no ex-
citation or zitterbewegung process. Incidentally, the same paired particle process is a
key element of the BCS theory of superconductors that we met in Section 9.3. There
the pairing was between an electron in a state above the Fermi level and a hole in
state below the Fermi level. In that case the zitterbewegung frequency is replaced
by the frequency associated with the scaled superconducting energy gap, 2∆, as in
Fig. 9.2.
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p

E

2m

Figure 12.13 A schematic representation of the zitterbewegung phenomenon. The curve
are plots of the eigenvalues E = ±

√
p2 +m2 as functions of p. An electron in the positive

energy state E = m, solid circle, is excited, together with a positron, that corresponds to the
loss of an electron from the state E =−m, the open circle.



http://taylorandfrancis.com


i
i

i
i

i
i

i
i

13 Epilogue

13.1 EMERGENT PHYSICS

This book is based on a single conceptual conjecture, that the simplest description
of any system is the number of items it contains and that we can learn all we need
to know about this system by counting these items. The mathematical realization of
this basic idea takes the form of the universal quantum equation, Eq. (1.1)

N̂Ψn = nΨn.

Almost everything else that has been discussed in this book follows from this decid-
edly parsimonious starting point. This primitive universe is devoid of space, devoid
of time, devoid of structure. All we have is the natural numbers that are needed
for counting items. From these humble beginnings were derived natural number dy-
namics and we learned how counting leads to a knowledge of the behaviour of the
natural world, a world that is, by its very nature, a quantum world. An important con-
sideration in this endeavour has been not to have any preconceived ideas about what
constitutes the physical contents of the universe. So, in some ways, this has been a
journey of discovery, or at least, rediscovery, of what rules the items in our universe
have to obey. Maybe, that is a key result of this journey; we have discovered rules
rather than things. We certainly have not discovered all of the rules yet, but we have
learned enough to have a good idea how the Universe works, at least that part of it
that we already know about.

On this journey have emerged canonical quantization and standard quantum me-
chanics in both Schrödinger and Heisenberg forms, including a general theory of
potentials and stationary energy states. By generalizing to multiple categories, we
found that we needed time. Also, bosonic and fermionic behaviour emerged, includ-
ing a closed group of three Hermitian fermionic operators that could be recognized
as components of spin, without any preconceived notions involving tiny spinning
particles. This generalization, coupled with symmetry associated with degeneracy,
also lead to three components of configuration space, of linear momentum, and of
angular momentum, via a Goldilocks principle that implies that two components are
too few, but four components are too many.

Electromagnetic fields and photons emerged from a generalization of the three
components of canonical quantization, involving the components of configuration
space paired with their corresponding components of linear momentum. These fields
could support propagating waves, from which phase invariance lead naturally to the
theory of special relativity and relativistic wave mechanics, without the need to in-
voke the principle of equivalence nor the quantization of classical relativistic particle
motion. Also from multi-category systems emerges standard many-body physics and
an explanation of potentials through particle exchange and scattering. The special
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case of fermionic scattering via the exchange of bosons provides an explanation for
fermionic mass.

We also explored the application of natural number dynamics to systems outside
the field of physics. One of the most interesting examples of such an application was
to cell division. Natural number dynamics was able to identify processes that can be
categorized as normal cell division that leads to stable cell populations, and onco-
genic cell division, which leads to unstable growth that can be identified as the onset
of cancer. Applying similar natural number dynamics to a two-category fermionic
system in which the creation operator of one category is coupled to the annihilation
operator of the other yields a remarkably revealing picture of zitterbewegung and the
excitation of particle/anti-particle pairs from the vacuum, where the zitterbewegung
frequency is identified with the time dependence of the particle numbers, without
any need to resort to configuration space oscillations or localized rotations.

That such a meagre starting point as counting, which entered the human mind so
long ago, could lead, as has been shown in this exploration, to so much familiar and
fundamental physics might seem somewhat surprising. That view notwithstanding,
it arguably offers some new insights into the nature of a physical universe that can be
discovered from an examination of mere numbers. One could speculate why starting
with the natural numbers works at all. Maybe it is because the set, N0, is the only
relevant, unambiguously defined, unscalable, dimensionless and invariant quantity
that there is. It is both abstract and at the same time concrete. It is a kind of absolute.
This may not be a bad property for a universe to have.

13.2 WHAT NEXT?

The results in this book can be developed in a variety of ways. It is beyond its present
scope to give an exhaustive list and to go into great detail in this regard. Here we just
very briefly touch on how we may work our way into just three important examples
of what our next steps might be. The three areas to mention are path integral methods,
cosmology and thermodynamics.

The construction of quantum theory via path integral methods [33, 71, 115, 135]
is usually attributed to Feynman and was one of his early breakthroughs in quantum
electrodynamics that lead to his winning the Nobel prize for physics [32]. His starting
point was the Hamiltonian of a single non-relativistic particle

Ĥ =
p̂2

2m
+V (x̂),

together with the unitary factor

exp(−ith̄−1Ĥ),

that enables the time evolution of a system to be evaluated. These two elements,
which are both derivable from the universal quantum equation, Eq. (1.1), lead to the
phase integral [135]

exp(ih̄−1
∫

(
1
2

m
(

dx̂
dt

)2

−V (x̂))dt),
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where we recognize

L̂ =
1
2

m
(

dx̂
dt

)2

−V (x̂)

as the Lagrangian. This opens up the whole apparatus of Lagrangian mechanics,
which, together with Noether’s theorem [109] takes us to the gauge theories of
modern physics, that are the conventional basis for quantum field theory (QFT)
[109, 115, 125, 135]. These results are similar to those found in Section 11.8, but
path integral methods are considered more general and are widely used in quantum
field theory.

With regard to phenomena on a large scale that are important in cosmology,
Kauffman [68, 69] has argued that the commutation relations in H-type equations,
that play such a key role in the theory developed in this book, can be viewed as
discrete derivatives that are indicative of the discreteness of space itself. Kauffman
has shown that this is related to gauge theories, to the curvature of space and ulti-
mately to gravity. We saw in Chapter 8 that the non-commutation of components of
linear momentum lead to electromagnetic fields. In a similar way, the curvature of
space that underpins Einstein’s interpretation of gravity may be associated with the
non-commutation of configuration space components.

A further great area of physics that has not been touched on at all so far is ther-
modynamics. However, this can be addressed from the standpoint of natural number
dynamics by extending it to open systems [14]. This involves populations of items
like those in Chapter 12, being allowed to interact with external populations that act
as reservoirs or sinks [7]. Then thermodynamic phenomena like dissipation and time
irreversibility enter into consideration.

The results in this book, which can all be traced back to the universal quantum
equation, Eq. (1.1), are a testament maybe to the unifying effect of the natural num-
bers in our understanding of the natural world. It clearly puts number at the centre of
physics. This may be contrasted with much of modern physical thinking which has
geometry at its heart. The advantage of number as a fundamental conceptual basis is
that it links physics to information and, in particular, to the increasingly important
field of quantum information [85]. The approach adopted here can provide insights
into the physical consequences of the idea of a universe of bits and qubits. Pythagorus
is supposed to have said, ‘all things are numbers’, although no-one seems to be quite
sure what he meant by it [113]. Maybe we can now see that there might be some
truth in what he said after all.

13.3 FORMS AND SHADOWS: DE-QUANTIZATION AND
CLASSICAL PHYSICS

Having traced the origins of the quantum nature of things to the concept of itemiza-
tion of the natural world through counting, it is time, at the end of this exploration, to
consider how classical physics comes into the picture. It is appropriate that we think
of classical physics last, since it really is an afterthought and an epilogue to quantum
physics. In Platonic terms, we have discovered the quantum forms of reality and now
it is time to see what classical shadows are cast on the walls of our cave.
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We have seen that quantum theory comes about because we need operators to
describe the natural world. The fundamental operator, is the natural number operator
in the universal quantum equation, Eq. (1.1). It is needed in order to give a mathe-
matical framework with which to deal with the natural numbers that turn itemization
into a quantitative form. This is the natural route by which operators enter the the-
ory. The quantum properties then follow from the non-commutation of the natural
number amplitude operators, Â and its adjoint, that can be seen in the fundamental
commutation relation, Eq. (3.17), i.e.

[Â, Â†] = 1.

We can argue that quantum behaviour will disappear if we can neglect the non-
commutation property above. This is what we will refer to as de-quantization. The
question then becomes: compared to what can we neglect [Â, Â†]? Since the commu-
tator is just ÂÂ†− Â†Â, then we should be able to neglect it if it is small compared to
the product of the sizes of Â and Â†. Expectation values are a good way to estimate
the size of an operator, and the simplest eigenstates to use for this purpose are the
Fock states, |n〉. Now of course, as we saw in Chapter 3, the expectation values of Â
and Â† are zero in this case. However, we can use rms values. Since Â and Â† are not

Hermitian, we can define the rms size of Â as
√
〈Â†Â〉=

√
〈N̂〉=

√
n, and that of

Â† as
√
〈ÂÂ†〉=

√
〈N̂ +1〉=

√
n+1. Then

〈[Â, Â†]〉√
〈Â†Â〉

√
〈ÂÂ†〉

=
1√

n(n+1)
.

So, in the limit of very large n, i.e., n→∞, the non-commutation of Â and Â† becomes
negligible and hence quantum effects disappear. n→ ∞ [131] can refer either to the
number of particles as in a bao board representation, in Fig. 0.2, or the quantum
number associated with an energy level, as in an Ishango representation, in Fig. 0.1.

As an example of the former condition we can note, somewhat naively perhaps,
that a macroscopic body with a mass of 1 kg will contain of the order of n = 1026

atomic particles, which would certainly satisfy the condition for n being large com-
pared to one.

An example of the classical limit corresponding to an energy level having a large
quantum number is shown in Fig. 13.1 for the harmonic oscillator. The solid curve
shows the modulus squared of the wave function of a harmonic oscillator with n= 20.
This represents the probability density for the value of x, which is the location of the
oscillating particle in a one-dimensional quadratic potential. The grey curve repre-
sents the purely classical calculation of the probability density [22]. The classical
calculation is close to the mean of the quantum calculation. As n increases, the clas-
sical result and the mean quantum result become indistinguishable, showing that the
quantum prediction tends to the classical one as n→ ∞.

The equivalent canonical quantization relation in standard units is

[p̂, x̂] =−ih̄,
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Figure 13.1 The dark curve illustrates the squared modulus of the eigenfunction of the
natural number operator for n = 20. The grey curve illustrates the probability density for the
location of a classical particle, subject to a quadratic potential.

where p̂ is the linear momentum operator and x̂ is the one-dimensional position op-
erator. It is sometimes argued that the commutator in this case can be neglected
under some circumstances, because the value of the (reduced) Planck constant,
h̄ = h

2π
= 1.05457266× 10−34 Js is so small anyway. However, as in the case with

the non-commutation of the natural number amplitudes, we must ask, compared to
what can h̄ be considered small; certainly not compared to zero. Bearing in mind that
p̂ and x̂ are both Hermitian, but that their commutator bracket is imaginary, we can
follow a similar line to that taken with the natural number amplitudes and compare
‖ 〈[p̂, x̂]〉 ‖ to

√
〈p̂2〉〈x̂2〉. In the case of the harmonic oscillator we can again use the

Fock state as an eigenstate. Then we can utilize Eqs. (5.44) and (5.45) to get

‖ 〈[p̂, x̂]〉 ‖√
〈p̂2〉〈x̂2〉

=
h̄

h̄(n+ 1
2 )

=
1

n+ 1
2

.

Thus, as expected, the commutator bracket is negligible for n→ ∞ and so we get
the same condition for de-quantization as before. It is not difficult to show we get a
similar result for a particle trapped in an infinite square well.

We can generalize the above arguments to treat macroscopic bodies like canon
balls, if we adopt heuristic arguments and treat

√
〈p̂2〉 as the typical momentum of

a macroscopic body and
√
〈x̂2〉 as a measure of its linear size. Then, if we consider

a typical macroscopic body with a mass of 1 kg, moving with a speed of 1ms−1 and
having a linear size of 1m, we get

‖ 〈[p̂, x̂]〉 ‖√
〈p̂2〉〈x̂2〉

∼ 1.0×10−34,

from which we can conclude that non-commutation is negligible in this case. Com-
pare the macroscopic case with an electron of mass, 10−30kg, moving at 106ms−1

and confined to an atom of radius 10−10m, then the ratio is about 1, and we have a
result that needs quantum mechanics, as expected.
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Once we have de-quantized the theory, we can take the linear momentum as
a scalar variable, p, and the position as a scalar variable x, since these no longer
need to be non-commuting variables. However, since we have carried out the de-
quantization of the theory after we have constructed the Hamiltonian operator and
the operator equations of motion, from the universal quantum equation, then, for the
scalar version of the Hamiltonian of a particle in a potential in a one-dimensional
system, we just get

H =
p2

2m
+V (x),

p = m
dx
dt

,

and
dp
dt

=−dV
dx

.

The above equations are just classical Newtonian mechanics. The electromagnetic
results from Chapter 8 are also easily rendered classical in a similar manner.

Now, of course, Newtonian dynamic is non-relativistic, so what about classical
relativistic equations of motion? We cannot turn the Dirac equation directly into
a classical equation by turning operators into scalars, because it contains the spin
matrices, which have no classical equivalent. However, the eigenvalues of the Dirac
equation, such as Eq. (11.92), which we have already pointed out is a perfectly good,
energy-momentum equation, and because it is between scalar eigenvalues, is also a
perfectly good classical equation too. Equations of motion can be obtained from the
Lagrangian equations, Eq. (11.136), together with the scalar form of the Lagrangian
in Eq. (11.137).

The de-quantization process, above, makes the correspondence principle redun-
dant, since there is no need to argue that classical physics of itself has any basis
in reality. It is simply an approximation to quantum reality, which arises from the
discreteness of nature via the universal quantum equation. To paraphrase Lucretius’
De rerum natura (The nature of things) [76], after 100 years of quantum theory it is
about time that we really did accept the quantum nature of things.
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A Peano axioms
We briefly outline the axioms that were devised at the end of the nineteenth century
by the Italian mathematician, Giuseppe Peano, to give a firm mathematical founda-
tion to natural numbers [117, 18]. Let, S be a function that maps the set of natural
numbers,N0 (including 0), into itself, i.e.,

S :N0→N0.

The definition of S is that it maps a natural number n ∈N0 to a successor, S(n). The
Peano axioms that ensure thatN0 exist are

1. There exists 0 ∈N0 for which S(n) , 0 for any n ∈N0.
2. If S(n) = S(m), then n = m.
3. If Σ ⊆N0 is such that 0 ∈ Σ and n ∈ Σ implies S(n) ∈ Σ for all n ∈N0, then

Σ =N0.
4. There exists a set,N0, and a function, S :N0→N0, satisfying 1 to 3.

These axioms allow the properties of the set of natural numbers to be deduced.
The successor function has a role similar to a raising operator, although the definition
of S(n) = n+1 is not strictly part of the formal structure of the Peano axioms, since
the symbol ‘+’ is not specifically defined. However, the idea behind the successor
function is that S(1) = 2 and S(2) = 3, and so on. Particularly relevant here is the role
of the natural number 0. By Peano’s axiom (1), 0 is by definition, not the successor
of any natural number, but it has a successor, i.e., S(0) = 1. 0 clearly plays a role
similar to the Fock state, |0〉, that constitutes the essential backstop condition that
prevents negative eigenvalues for the number operator. However, the Peano axioms
lack the rich algebraic structure of operators that have such a powerful influence
on the mathematical content of quantum mechanics. It is arguable that the bosonic
natural number operator and its companion creation and annihilation operators are
an alternative way of generating the set of natural numbers.

DOI: 10.1201/9781003377504-A 213

https://doi.org/10.1201/9781003377504-A


http://taylorandfrancis.com


i
i

i
i

i
i

i
i

B Virial theorem and
discrete energy levels

The virial theorem in quantum mechanics takes the general form [42]

〈T 〉= 1
2
〈r dV (r)

dr
〉, (B.1)

where T is the kinetic energy, V (r) is the potential energy, r is the displacement from
a mean position and the angle brackets denote averages obtained from inner products
of operators on a Hilbert space. We assume that the potential in scaled form depends
on r as rq, where q is a real number. Also, if the motion takes place along a single
co-ordinate, x, we can replace r by |x|, then

T ∼ q
2
|x|q. (B.2)

In quantum mechanics, T = h̄2k2

2 , where k is a wavenumber. Then in scaled form T
is just λ−2, where λ is a wavelength. We now make the assumption that V (|x|) is
a trapping potential and a number of wavelengths fit approximately into the scale
length |x|, so that |x| ∼ (n+δ )λ , where n is the number of wavelengths and δ allows
for the fact that there may not be an exact number of wavelengths in the distance |x|.
Then Eq. (B.2) becomes

λ
−2 ∼ q

2
((n+δ )λ )q (B.3)

and hence
λ (n)∼ (

2
q
)

1
(q+2) (n+δ )

(− q
(q+2) ). (B.4)

Substituting Eq. (B.4) into E(n) = T +V , where E(n) is the nth energy level, then
yields

E(n)∼ ε(n+δ )(
2q

q+2 ), (B.5)

where ε is a constant factor.
Although, Eq. (B.5) has been obtained by relatively crude methods, it is re-

markably accurate at predicting the n-dependence of energy levels in some well-
known cases. For example, in the case of the harmonic oscillator, q = 2 and we get,
En ∼ ε(n+δ ), which is correct with δ = 1

2 . For q→ ∞, then V (|x|) = 0 for |x| ≤ 1
and V (|x|) = ∞, for |x| > 1. This is just an infinite square well between x = ±1 and
Eq. (B.5) gives En ∼ ε(n+δ )2, which again is correct with δ = 1.

We also note that for q = 0, V is independent of x and E does not depend
on n, so the particle is not trapped. Remarkably the method also works for the
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Coulomb potential (q =−1). Then En = ε(n+δ )−2, precisely as predicted by stan-
dard methods of quantum mechanics, with δ = 1. A rather less well-known example
is that of a simplified model for quark interactions in a nucleus, where q = 1. Then
En = ε(n+δ )

2
3 , which agrees with the result reported in ref. [118].

The simple analysis above also allows us relate the functional dependence of
the number operator to the Hamiltonian in Chapter 5. Then Eq. (B.5) is roughly
equivalent to

Ĥ = B̂†B̂∼ N̂( 2q
q+2 ). (B.6)

So, given a relationship of the form, Ĥ = N̂ p, then this is expected to come from a

potential of the form V ∼ |x|
2p

(2−p) .
There are alternatives ways of obtaining the above results from the virial theorem.

See for example, ref. [97].
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C Wave kinematics
Consider a wave field, φ(x, t), that is a Fourier superposition of plane waves given
by [82]

φ(x, t) =
1√
2π

∞∫
−∞

F(k)exp(i(kx−ω(k)t)dk. (C.1)

The scaled energy in the wave field is then, by Parsival’s theorem

E =

∞∫
−∞

φ
∗(x, t)φ(x, t)dx =

∞∫
−∞

F∗(k)F(k)dk. (C.2)

The inverse transform to Eq. (C.1) is

F(k)exp(−iω(k)t) =
1√
2π

∞∫
−∞

φ(x, t)exp(−ikx)dx, (C.3)

so
∂ (F(k)exp(−iω(k)t))

∂k
=− i√

2π

∞∫
−∞

xφ(x, t)exp(−ikx)dx. (C.4)

The lhs of Eq. (C.4) is

∂ (F(k)exp(−iω(k)t)
∂k

=
∂F(k)

∂k
exp(−iω(k)t)− iF(k)t

∂ω(k)
∂k

. (C.5)

Then
∞∫
−∞

xφ
∗(x, t)φ(x, t)dx =

∞∫
−∞

F∗(k)
∂F(k)

∂k
dk+ t

∞∫
−∞

∂ω(k)
∂k

F∗(k)F(k)dk. (C.6)

Thus, the mean speed of the field, v̄ is given by

v̄ =
x̄(t)− x̄(0)

t
= 〈∂ω(k)

∂k
〉k, (C.7)

where

x̄(t) =
1
E

∞∫
−∞

xφ
∗(x, t)φ(x, t)dx, (C.8)

x̄(0) =
1
E

∞∫
−∞

F∗(k)F ′(k)dk, (C.9)
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and

〈∂ω(k)
∂k
〉k =

1
E

∞∫
−∞

∂ω(k)
∂k

F∗(k)F(k)dk. (C.10)

Thus the mean speed of the field is the same as the group speed averaged over the
spectrum of plane waves.
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D Lie groups

Consider a set of three Hermitian operators, F̂1, F̂2 and F̂3 that obey the commutation
rule

[F̂i, F̂j] = iF̂k, (D.1)

for i = 1, j = 2, k = 3 and further two cyclic combinations of the subscripts. This
implies that the set forms the 3 elements of a closed Lie group1[39], with the added
symmetry due to their cyclic property. If we construct a vector, F̂ = (F̂1, F̂2, F̂3), then
one can further define a square modulus, F̂2 = F̂2

1 + F̂2
2 + F̂2

3 , which must also be
Hermitian, and then it is easy to prove from Eq. (D.1) that

[F̂2, F̂i] = 0, (D.2)

for i = 1,2 and 3. Thus F̂2 and F̂i have a common eigenvector, although the three
components, the F̂i, do not commute among themselves and so do not share a com-
mon eigenvector with each other. To this extent the vector F̂ is in a sense fictitious,
since its components do not share a common eigenstate, a state of affairs which
means the vector cannot actually be constructed although we know its length. So F̂
represents a spherical surface rather than a directed length. However, we can define
that length as we shall show next.

Let us take the common eigenvector of F̂2 and F̂3 as |λ , f 〉 such that

F̂2|λ , f 〉= λ |λ , f 〉 and F̂3|λ , f 〉= f |λ , f 〉, (D.3)

where λ and f are real eigenvalues, since both F̂2 and F̂3 are Hermitian. Let Ĝ =
F̂1− iF̂2, then it is easy to show that

[F̂3, Ĝ] =−Ĝ (D.4)

and
[F̂2, Ĝ] = 0. (D.5)

Then we find

F̂3Ĝ|λ , f 〉= ĜF̂3|λ , f 〉− Ĝ|λ , f 〉= ( f −1)Ĝ|λ , f 〉, (D.6)

which means that Ĝ|λ , f 〉 = α(λ , f )|λ , f −1〉, where α(λ , f ) is a scalar factor that
may depend on λ and f . Notice that Ĝ does not affect the value of λ because of Eq.
(D.5).

1In general, a Lie group of elements, which need not be Hermitian, obey the Lie product rule, [F̂i, F̂j] =
iεi jkF̂k , where the εi jk are termed the structure constants. There can be any number of elements, F̂i, but
it is essential that the Lie group is closed under the Lie product, but not all Lie groups have the cyclic
property of Eq. (D.1).
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In a similar manner we can show that Ĝ†|λ , f 〉 = β (λ , f )|λ , f + 1〉, where
β (λ , f ) is a scalar factor that may depend on λ and f . So, Ĝ† and Ĝ serve as a
pair of raising and lowering operators that change the eigenvalue f by ±1. It can
also be seen that

[Ĝ, Ĝ†] = [F̂2− iF̂1, F̂2 + iF̂1] =−2F̂3, (D.7)

Ĝ†Ĝ = F̂2
1 + F̂2

2 + F̂3 = F̂2− F̂2
3 + F̂3, (D.8)

and
ĜĜ† = F̂2

1 + F̂2
2 − F̂3 = F̂2− F̂2

3 − F̂3. (D.9)

Hence
Ĝ†Ĝ|λ , f 〉= (λ − f ( f −1))|λ , f 〉. (D.10)

and so

〈λ , f |Ĝ†Ĝ|λ , f 〉=‖ Ĝ|λ , f 〉 ‖2= α
2(λ , f )

= λ − f ( f −1),
(D.11)

so α(λ , f ) =
√

λ − f ( f −1). Furthermore

Ĝ†Ĝ|λ , f 〉= β (λ , f −1)α(λ , f )|λ , f 〉, (D.12)

which makes β (λ , f ) =
√

λ − f ( f +1) = α(λ , f +1).
To see that the eigenvalues of F̂2 must be non-negative we note that, from Eqs.

(D.8) and (D.9) that

F̂2
1 + F̂2

2 =
1
2
(Ĝ†Ĝ+ ĜĜ†). (D.13)

Now both terms on the rhs of Eq. (D.13) are moduli and so have non-negative eigen-
values. So since the eigenvalues, f 2, of F̂2

3 , must also be non-negative then the eigen-
values of F̂2 must also be non-negative and what is more, they must be greater than
or equal to the eigenvalue of F̂2

3 , i.e., λ ≥ f 2.
Now the raising and lowering operators Ĝ† and Ĝ can change f by ±1 and so

f can be either positive or negative. This means that, for a given λ , there must be a
cutoff for the largest positive value that f can take, fu, say, and for its lowest negative
value, fv say. These conditions imply

Ĝ†|λ , fu〉=
√

λ − fu( fu +1)|λ , fu +1〉= 0 (D.14)

and
Ĝ|λ , fv〉=

√
λ − fv( fv−1)|λ , fv−1〉= 0, (D.15)

so, λ = fu( fu + 1) = fv( fv− 1), from which we can infer that either, fv = − fu, or,
fv = fu + 1. Now the second of these conditions can be eliminated since obviously,
fu must be greater than fv, so we must have fv =− fu. This implies λ = fu( fu +1).

Finally, we know that, raising the F̂3 quantum number from fv to fu via the raising
operator, then fv and fu can only differ by an integer, so fu− fv = 2 fu = n, where n
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is a natural number. Then fu =
n
2 and so we have λ = j( j+1) where j = n

2 , and we
can write

F̂2| j, f 〉= j( j+1)| j, f 〉 and F̂3| j, f 〉= f | j, f 〉, (D.16)

which are derivable from Eq. (D.1) without any further assumptions. We have also
seen that for a given value of j, f can take on any integer value between ± j which
means that for a given value of j there are 2 j+1 possible values of f .

The raising and lowering operators then obey

Ĝ†| j, f 〉=
√

j( j+1)− f ( f +1)| j, f +1〉 (D.17)

and
Ĝ| j, f 〉=

√
j( j+1)− f ( f −1)| j, f −1〉. (D.18)
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E Differential operators
Differential operators have some rather subtle properties that can lead to misunder-
standings if care is not taken. This is partly due to the fact that there are really two
rather different meanings that can be attributed to symbols of the type

d
du

,

that we associate with differentiation, which in this case is with respect to a real
scalar variable, u. The form of the above symbol arises from the way differentiation
was originally developed by Leibniz and Newton in the seventeenth century. The
symbol is associated with a limiting ratio of differences as those differences tend to
zero. This is the way calculus is still traditionally introduced. It is not the only way of
dealing with differential calculus. It can be developed entirely algebraically, without
any reference to limits, as is outlined in Appendix F. However, the differential with
respect to u above has to some extent lost its meaning as a ratio. So when it appears
in the form applied to a function of u and we get say

d f (u)
du

,

we really mean by this a function that is equal to the result of differentiating the
function f (u) with respect to u. In this case it is often replaced by the symbol f ′(u).
This then is one meaning of the differential ratio symbol, i.e., it can be treated as a
kind of hieroglyph to represent f ′(u), which is after all simply another function of u.
The other use of the differential symbol is as a stand alone operator. We will make
the distinction between the two situations by keeping d

du distinct from f (u) when we
are treating d

du as a stand alone operator. Then we note that

d
du

f (u) .
d f (u)

du
. (E.1)

The reason for this is as a consequence of the Leibniz rule for the differentiation of
a product, and we should really write

d
du

f (u) =
d f (u)

du
+ f (u)

d
du

= f ′(u)+ f (u)
d

du
. (E.2)

Notice the difference between

d f (u)g(u)
du

=
d f (u)

du
g(u)+ f (u)

dg(u)
du

= f ′(u)g(u)+ f (u)g′(u) (E.3)

and
d

du
f (u)g(u) =

d f (u)
du

g(u)+ f (u)
dg(u)

du
+ f (u)g(u)

d
du

. (E.4)
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The point here is that if we multiply Ψ(u) by the lhs of Eq. (E.4) from the left, we
get

d f (u)g(u)
du

Ψ(u) =
d f (u)

du
g(u)Ψ(u)+ f (u)

dg(u)
du

Ψ(u)

= f ′(u)g(u)Ψ(u)+ f (u)g′(u)Ψ(u),
(E.5)

which is still just a function of u, whereas

d
du

f (u)g(u)Ψ(u) =
d f (u)

du
g(u)Ψ(u)+ f (u)

dg(u)
du

Ψ(u)+ f (u)g(u)
d

du
Ψ(u)

= f ′(u)g(u)Ψ(u)+ f (u)g′(u)Ψ(u)+ f (u)g(u)Ψ′(u)

+ f (u)g(u)Ψ(u)
d
du

, (E.6)

and so on, which still contains the stand alone operator, d
du . The last term on the rhs

of Eq. (E.6) indicates that we can continue to multiply further functions to the right
of the whole sequence of symbols, on which d

du can continue to operate. However, it
should be remembered that all operators representing a system, operate on a Hilbert
space. If Ψ is a vector in the Hilbert space then it is permissible to drop the last term
on the rhs of Eq. (E.6) and the result will be a mapping to a new vector in the Hilbert
space.

The properties of stand alone differential operators are best explored in the con-
text of commutator brackets, as follows. Rearranging Eq. (E.2) we get

d
du

f (u)− f (u)
d

du
=

[
d
du

, f (u)
]
=

d f (u)
du

= f ′(u). (E.7)

Thus the commutator shows clearly how the stand alone differential operator is re-
lated to the result of differentiating with respect to u. Two important consequences
of Eq. (E.7) are, first, letting f (u)→ f (u)g(u), then[

d
du

, f (u)g(u)
]
= f (u)g′(u)+ f (u)g′(u) = f (u)

[
d

du
,g(u)

]
+

[
d

du
, f (u)

]
g(u),

(E.8)
which is just the expansion rule for commutators in Eq. (2.21). So the commutation
rule itself obeys the Leibniz rule. This is why commutation is so closely related to
differentiation. The second important consequence of Eq. (E.7) can be seen by letting
f (u)→ u, then we get the well known result[

d
du

,u
]
= 1, (E.9)

showing directly that u and d
du do not commute, which is a result that is fundamen-

tal to quantum mechanics. We note that a certain class of Hermitian operators can
be treated as real scalar variables like u. Then we can ask what is the Hermiticity
of their corresponding differential operators. As we pointed out in Section 2.4, the
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commutator of a pair of Hermitian operators is anti-Hermitian, so it cannot be equal
to a real number. This implies that d

du cannot be Hermitian.
To emphasize that we are treating u as an Hermitian operator, we can represent u

by the operator symbol, Û . Because u is real and Û is Hermitian, then, Û† = Û and
u† = u. Using Eq. (2.32) then[

d
du

,u
]†

=

[
u,(

d
du

)†
]
= 1. (E.10)

Writing [
u,(

d
du

)†
]
=

[
−( d

du
)†,u

]
= 1 (E.11)

and comparing Eqs. (E.10) and (E.11), then we must have(
d
du

)†

=− d
du

(E.12)

and we can conclude that the stand-alone differential operator d
du must be anti-

Hermitian, as long as u is real.
Now we can demonstrate the distinction between d

du f where d
du is a stand-alone

operator and what we have previously referred to a a hieroglyph, d f
du the tradi-

tional differential of f . We note that u† = u implies that f †(u) = f (u†) = f (u), so,
( f ′(u))† = f ′(u) and hence [116] (

d f
du

)†

=
d f
du

. (E.13)

On the other hand, ((
d

du

)
f
)†

= f
(

d
du

)†

=− f
(

d
du

)
, (E.14)

which is completely different from the result in Eq. (E.13).
We can now check the meaning of the differential operator in the H-type equa-

tion, Eq. (2.63). Let’s look at its adjoint form

(i
dĜ
dξ

)† = [Ĝ, K̂]† = [K̂, Ĝ†], (E.15)

where the final term follows from the rule for the adjoint of a product and K̂ being
Hermitian. Recall that Ĝ in the H-type equation, Eq. (2.63) is a function of ξ and
Ĝ(ξ ) = exp(iξ K̂)Ĝ(0)exp(−iξ K̂), so

Ĝ(ξ )† = (exp(iξ K̂)Ĝ(0)exp(−iξ K̂))† = (exp(−iξ K̂))†Ĝ†(0)(exp(iξ K̂)†

= exp(iξ K̂)Ĝ†(0)exp(−iξ K̂).
(E.16)
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It is straightforward to show that (exp(−iξ K̂))† = exp(iξ K̂) by first expanding the
function of K̂ as a power series (see Section 2.6). This is actually an important result
since it shows that the adjoint of an H-type operator is itself an H-type operator as
it must be if the H-type equation is to be universally applied to operators that are
functions of the same continuous real scalar variable like ξ . As a consequence,

i
dĜ†

dξ
= [Ĝ†, K̂]. (E.17)

Comparing Eqs. (E.15) and (E.17) implies that

(
dĜ
dξ

)† =
dĜ†

dξ
, (E.18)

so we can see that the differentials of the operator function behave simply as an oper-
ator function and we must not treat the differential symbol as a stand-alone operator.
This means we could write Eq. (E.18) as

(Ĝ′(ξ ))† = Ĝ†′(ξ ). (E.19)

This result is interesting from the point of view of the definition of the adjoint
operator. If we consider the inner product 〈Φ|ĜΨ〉, where Ψ and Φ are vectors
in a Hilbert space in H-representation, i.e., independent of ξ , then by definition,
〈Φ|ĜΨ〉∗ = 〈ĜΨ|Φ〉= 〈Φ|Ĝ†Ψ〉. Now evaluating differentials of the inner products
we have

〈ĜΨ|Φ〉′ = 〈Ĝ′Ψ|Φ〉 (E.20)

and
〈Φ|Ĝ†

Ψ〉′ = 〈Φ|Ĝ†′
Ψ〉. (E.21)

Noting that by definition
〈Ĝ′Ψ|Φ〉= 〈Φ|Ĝ′†Ψ〉, (E.22)

then comparing Eqs. (E.21) and (E.22) confirms Eq. (E.19).
There is an important corollary to this discussion about the nature of the differ-

ential. Let us write the full functional form of the Eq. (2.63) as

i
dĜ(ξ )

dξ
= iĜ′(ξ ) = [Ĝ(ξ ), K̂], (E.23)

where Ĝ′(ξ ) is just an operator valued function that is equal to Ĝ(ξ ) differentiated
with respect to ξ . Eq. (E.23) implies

iĜ′(0) = [Ĝ(0), K̂]. (E.24)

Now operators of the type Ĝ(0) and Ĝ′(0) are independent of ξ and can be consid-
ered S-type operators. These can thus be used to operate on S-type state functions
that are functions of ξ . Although this result seems rather trivial, it turns out to be
useful when dealing with representations of the number operator in Chapter 3.



i
i

i
i

i
i

i
i

Differential Operators 227

We end this appendix by noting that the differential is not confined to real vari-
ables and Hermitian operators. Consider a pair of non-Hermitian operators, Â and B̂
such that

[Â, B̂] = 1.

Iterating the expansion rule for the above commutator one finds

[Â, B̂p] = pB̂p−1,

from which we can infer using the same arguments as above that

[Â, f (B̂)] = f ′(B̂p−1) =
d f (B̂)

dB̂
,

and we can infer that
Â =

d
dB̂

.

Notice also that
[−B̂, Â] = 1,

so by the same token we could write

B̂ =− d
dÂ

.

Also
[Â, B̂]† = [B̂†, Â†] = [−Â†, B̂†] = 1,

so
[−( d

dB̂
)†, B̂†] = 1,

and hence
(

d
dB̂

)† =− d
dB̂†

,

but this does not allow us to infer any particular relationship between d
dB̂

and d
dB̂† .
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F Calculus without limits
Differential calculus is almost invariably introduced to students in the context of
finding the tangent to a curve by using the limiting process associated with the meth-
ods originally devised by Newton and Leibniz in the seventeenth century. In this
appendix it is shown how differential calculus can be reconstructed entirely alge-
braically in a manner that does not rely at all on taking limits. All that is needed is to
use a non-associative algebra that obeys the Leibniz rule. The mathematical objects
that obey this rule are called derivations [36]. We begin by defining a linear opera-
tor, L̂, that operates on functions, which it transforms into new functions. The linear
property means that

L̂( f1 + f2) = L̂ f1 + L̂ f2, (F.1)

where f1 and f2 are functions. Now we define L̂ as a Leibnizian operator that obeys
Leibniz rule for the differentiation of a product, i.e.

L̂( f g) = (L̂ f )g+ f (L̂g), (F.2)

where f and g are functions. The meaning of the lhs of Eq. (F.2) is that the two
functions are first multiplied together to produce a new function and L̂ then operates
on the product function. The first term on the rhs of Eq. (F.2) means that L̂ first
operates on f and the resulting function is then multiplied by g. The second term
on the rhs of Eq. (F.2) means L̂ first operates on g and then the resulting function is
multiplied by f . This is the perfectly familiar Leibniz rule of differential calculus.
Notice that it means that the operator L̂ does not obey the associative rule when
otherwise, the lhs of Eq. (F.2) would simply be equal to the first term on the rhs of
Eq. (F.2).

Now let us choose a specific Leibnizian, such that

(L̂xx) = 1, (F.3)

where x is a function that is simply equal to the variable, x and L̂x is a Leibnizian.
We can use this definition of L̂x to generate differential calculus without the need
to know anything about its origins in infinitesimal calculus and its association with
limits. First note that x = 1x, so, according to Eq. (F.2)

L̂x(1x) = (L̂x1)x+1(L̂xx). (F.4)

However, L̂x(1x) = L̂xx = 1, and so L̂x(1) = 0. We can easily show that L̂x0 = 0,
since L̂x(1+ 0) = L̂x1+ L̂x0 = 0. Furthermore, because of the linearity property,
L̂x2= L̂x(1+1)= L̂x1+L̂x1= 0. This result can clearly be extended to, for example,
3 = 2+1 etc., and so L̂xn = 0 for any natural number, n. All of the integers may also
be included by noting first that L̂x0= L̂x(1−1) = L̂x1+ L̂x(−1) = 0, so L̂x(−1) = 0,
and then L̂x(−n) = (L̂x(−1))n−1L̂xn = 0.
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Next we can show that L̂x(n−1) = 0 from L̂x(n×n−1) = L̂x1 = 0 and again ap-
plying Eq. (F.2). This is then easily extended to showing that L̂x operating on any
rational number gives zero. From this, noting that any number can be constructed
from an infinite series of rational numbers, means that L̂xq = 0, where q is any num-
ber whether, it be irrational or not. Thus we have shown that L̂x(q f (x)) = qL̂x f (x)
quite generally.

Now we note that L̂xx2 = (L̂xx)x+xL̂xx = 2x. This result may be iterated to give

L̂xxp = pxp−1, (F.5)

where p is any integer. Notice that Eq. (F.5) shows that L̂x maps any power xp to xp−1

apart from when p= 0, since x0 = 1, which does not map to x−1. The reason is easy to
see; it is because the coefficient of the result is 0, so x0 maps to 0x−1 = 0, in this case.
The function with a differential of x−1 will be dealt with later. For now let us see that
we can also deal with roots of x. First L̂x(

√
x×
√

x) = (L̂x
√

x)
√

x+
√

xL̂x
√

x = 1
from which we get L̂x

√
x =−1/(2

√
x), which shows that Eq. (F.5) works perfectly

well for p = 1/2. Iterating this result by writing, for example, x = x1/3× x1/3× x1/3

shows that Eq. (F.5) works for any rational number. Later we will show how Eq. (F.5)
may be generalized to any irrational exponent of x.

Since we can express any analytic function of x as a polynomial in x of infinite
order, i.e.

f (x) =
∞

∑
n=0

αnxn, (F.6)

where αn is a constant coefficient, then we can see that

L̂x f (x) =
∞

∑
n=0

nαnxn−1 = f ′(x), (F.7)

where f ′(x) is the derivative of f (x) familiar from infintessimal calculus. Take for
example the exponential function, expx, defined by L̂x expx = expx. Let

expx =
∞

∑
n=0

αnxn, (F.8)

then from the definition of expx above

L̂x expx =
∞

∑
n=0

nαnxn−1 =
∞

∑
n=0

αnxn. (F.9)

Equating coefficients with the same exponents on each side of Eq. (F.9) yields αn =
nαn−1. Since expx is only defined to within a constant factor, we can let α0 = 1 and
then we get the usual infinite series for expx,

expx =
∞

∑
n=0

xn

n!
. (F.10)
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We can then use exp(ix) = C(x) + iS(x) together with x→ ix in Eq. (F.10) to get
L̂xS(x) =C(x) and L̂xC(x) =−S(x) together with other properties of S(x) and C(x),
which are obviously the well-known trigonometrical functions, sinx and cosx re-
spectively.

Another useful result is

L̂x( f (x)
1

f (x)
) = L̂x1 = 0, (F.11)

which leads to L̂x(1/ f (x)) =− f ′(x)/ f (x)2.
Finally, we can show that

L̂x( f (g(x)) = L̂g f (g)L̂xg(x), (F.12)

where, by definition L̂gg = 1, by noting that f (g) can be written as a polynomial in
g. So f (g) will simply be a polynomial in powers of g of the form

f (g(x)) =
∞

∑
n=0

αng(x)n, (F.13)

where αn is a constant coefficient. Take for example the second order term, then
L̂xg(x)2 = L̂x(g(x)× g(x)) = 2g(x)g′(x). The nth order term will give L̂xg(x)n =
ng(x)n−1g′(x) and so on. Thus L̂xg(x) = g′(x) will be a common factor to all of the
terms of the polynomial in g and we will get as a result

L̂x( f (g(x))) = (
∞

∑
n=1

nαng(x)n−1)L̂xg(x) = (L̂g f (g))L̂xg(x), (F.14)

which can be recognized as the correct form for the differential of a function of a
function. Notice that the n = 0 term has disappeared from the sum in Eq. (F.14) since
L̂xg(x)0 = 0.

Recalling that differentiating any power, p of x, leads to a power of p−1, apart
from p= 0, we are now in a position to find the function g(x) for which L̂xg(x)= x−1.
First we note that ln(expx) = x. Let expx = g, then from Eq. (F.14)

L̂x(ln(exp(x))) = L̂g ln(g)L̂x exp(x) = (L̂g ln(g))exp(x) = (L̂g ln(g))g (F.15)

So, we can conclude, since L̂x(ln(exp(x))) = L̂xx = 1, that L̂g ln(g) = g−1, from
which, L̂x ln(x) = x−1.

Eq. (F.14) may also be used to show that Eq. (F.5) can be generalized to any
irrational exponent of x, as follows. By Eq. (F.14)

L̂x(ln(xq)) = x−qL̂x(xq), (F.16)

where q is an irrational number. However, ln(xq) = q lnx, so the lhs of Eq. (F.16) is
qL̂x(lnx) = qx−1, and then we get L̂x(xq) = qxq−1, as required.

We have now succeeded in reconstructing the key results of differential calculus
entirely by algebraic means without recourse to taking limits and in so doing shown
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the power of algebraic rules. Clearly, it is important to know that we can get the same
results by considering limiting chords on curves as tangents, as Newton and Leibniz
did, in the original formulation of what we now call differential calculus, that gives
an interpretation of calculus in terms of the geometrical gradients of those curves and
hence giving a connection to rates of change in dynamical systems. However, there
is also something remarkable about being able to get these powerful results simply
by examining the logical consequences that follow from an operator that does not
obey the associative rule for multiplication.

As we have seen, the operator L̂x has the property of a derivation. It is clear
that it does not obey the associative rule. However, from the earliest mathematical
formulation of quantum mechanics [50, 24], operators were represented by matrices.
Indeed, quantum mechanics was often referred to as matrix mechanics. However,
matrix algebra is associative and thus L̂x cannot be represented by a matrix. Dirac,
in his very first paper on the subject [24] showed how matrices could be used to
represent the differentials of operators. It is actually a great advantage to be able to
represent differentials of operators by an associative non-commutative algebra since
this allows operators to be represented, for explicit calculations, by matrices, which
of course obey the associative rule under multiplication. Dirac [24] actually started
his argument with the two rules in Eqs. (F.1) and (F.2). Let us write the differential
of an operator Â as Â′, then Eqs. (F.1) and (F.2) translate into

(Â+ B̂)′ = Â′+ B̂′ (F.17)

and
(ÂB̂)′ = Â′B̂+ ÂB̂′. (F.18)

Dirac argued that Eq. (F.17) implied that Â′ must be linear in Â. This actually agrees
with our result above since we can interpret L̂x as x′ = L̂xx, and more generally

f ′(x) = L̂x f (x), (F.19)

where f (x) is any analytic function of x.
Now suppose Ĉ is a linear operator coefficient in the linear relationship between

Â′ and Â that obeys the associative rule Ĉ(ÂB̂) = (ĈÂ)B̂. Then clearly Â′ , ĈÂ, since
(ÂB̂)′ , ĈÂB̂. There is another linear relationship, if we allow for non-commutation
between operators, i.e., we could consider Â′ = ÂD̂, where D̂ is a second linear co-
efficient, which also obeys the associative rule. Clearly, this also fails for the same
reason as ĈÂ did. However, we can consider, Â′ = ĈÂ+ ÂD̂, which is also a linear
relation. Then

(ÂB̂)′ = ĈÂB̂+ ÂB̂D̂. (F.20)

We also have

(ÂB̂)′ = Â′B̂+ ÂB̂′ = ĈÂB̂+ ÂD̂B̂+ ÂĈB̂+ ÂB̂D̂, (F.21)

which implies ÂD̂B̂+ ÂĈB̂ = Â(D̂+Ĉ)B̂ = 0 for all Â and B̂. The only way this can
be true in general is if D̂+Ĉ = 0. So we get

Â′ =−D̂Â+ ÂD̂ = [D̂, Â], (F.22)
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which is Dirac’s result [24], although he used a somewhat different argument involv-
ing explicit matrix components.

Assuming that Â has an adjoint, Â†, then

Â†′ = [D̂, Â†], (F.23)

but if Â†′ = Â′†, then

[D̂, Â†] = [D̂, Â]† = [Â†, D̂†] =−[D̂†, Â†], (F.24)

which implies D̂† =−D̂ and so D̂ must be anti-Hermitian. We can replace D̂ by±iK̂,
where K̂ is an Hermitian operator. Choosing the positive alternative we get

iÂ′ = [Â, K̂], (F.25)

which is identical to the H-type equation of motion for an operator that was derived
in Chapter 2. The negative alternative is

iÂ′ = [K̂, Â], (F.26)

which is the form of the von Neumann equation that is important in quantum statisti-
cal mechanics [110]. The key point about both Eqs. (F.25) and (F.26) is that it is the
product [K̂, Â] that has the derivation property, i.e.

[K̂, ÂB̂] = [K̂, Â]B̂+ Â[K̂, B̂],

despite the fact that (K̂Â)B̂ = K̂(ÂB̂), etc. So just as we have shown in this appendix
that calculus can be constructed algebraically, without limits, from the Leibniz rule,
then so can the H-type equation of motion. As we have seen in Section 2.9, it is the
derivation property of commutator algebra that underlies these results.
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G Mean-field approximation
The mean-field approximation allows a simplification of the many-body interaction
Hamiltonian, Eq. (9.25), that was derived in Section 9.2. That equation is reproduced
here as

Ω̂ = ∑
i

WiĈ
†
i Ĉi + ∑

jklm
VjklmĈ†

j Ĉ
†
kĈlĈm. (G.1)

We are interested in a single term in the sum in the interaction part of the Hamiltonian
in Eq. (G.1), but also recognize that included in the sum is an adjoint term which
ensures that the Hamiltonian as a whole is Hermitian. So let us examine one such
term and its adjoint, i.e.

VjklmĈ†
j Ĉ

†
kĈlĈm +V ∗jklmĈ†

mĈ†
l ĈkĈ j.

The mean-field approximation then involves treating the combination like ĈlĈm as
equal to a large mean 〈ĈlĈm〉 plus a small time varying operator so we replace each
pair, ĈlĈm, by

〈ĈlĈm〉+ĈlĈm

where ĈlĈm is small compared to 〈ĈlĈm〉, so that we can neglect products of such
terms. Similarly, we can replace the original Ĉ†

mĈ†
l by 〈Ĉ†

mĈ†
l 〉+Ĉ†

mĈ†
l . Then we get

a contribution to the interaction Hamiltonian of

VjklmĈ†
j Ĉ

†
k 〈ĈlĈm〉+V ∗jklm〈Ĉ†

mĈ†
l 〉ĈkĈ j = ∆ jkĈ

†
j Ĉ

†
k +∆

∗
jkĈkĈ j, (G.2)

where ∆ jk = Vjklm〈ĈlĈm〉 is a complex number. There is a corresponding pair of
terms to those in Eq. (G.2),

∆lmĈ†
mĈ†

l +∆
∗
lmĈlĈm,

but these are essentially Eq. (G.2), with a different pair of dummy indices, so the Eq.
(G.1), in the mean field approximation becomes

Ω̂ = ∑
i

WiĈ
†
i Ĉi +∑

jk
(∆ jkĈ

†
j Ĉ

†
k +∆

∗
jkĈkĈ j). (G.3)

There will also be constant terms of the form

〈Ĉ†
j Ĉ

†
k 〉〈ĈlĈm〉,

but these can be neglected because they have no effect on the Heisenberg equation
of motion for the operators of the system.
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Finally, we note in the case of the BCS Hamiltonian, attention is concentrated on
coupled pairs, all of which lie close to the Fermi energy, and then, without loss of
generality, we can take ∆ jk = ∆∗jk = ∆, so

Ω̂ = ∑
i

WiĈ
†
i Ĉi +∆∑

jk
(Ĉ†

j Ĉ
†
k +ĈkĈ j). (G.4)

Recalling that, in the case of the BCS Hamiltonian, the interaction term is negative,
so we have ∆→−∆, which leads to Eq. (9.27).
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H Legendre transformation

We begin with the two functions,

λ = λ (vx,vy,vz,x,y,z, t) and ω = fω(kx,ky,kz,x,y,z, t), (H.1)

together with the relation between them

λ = ∑
i

kivi−ω, (H.2)

where i indicates the three components of the vectors k = (kx,ky,kz) and v =
(vx,vy,vz). Eq. (H.2) is referred to as a Legendre transformation. Then

dλ = ∑
i

kidvi +∑
i
(vi−

∂ fω

∂ki
)dki−∑

i

∂ fω

∂xi
dxi−

∂ fω

∂ t
dt. (H.3)

Since λ does not depend on ki, we must have

vi−
∂ fω

∂ki
= 0,

and so
∂ω

∂k
= v =

dx
dt

, (H.4)

which confirms that the group velocity is equal to the frame velocity in Section 11.8.
From Eq. (H.3) we also get

∂λ

∂v
= k, (H.5)

which is the definition of a canonical momentum in standard mechanics. In addition,
from Eq. (H.3) we also get

∂λ

∂x
=−∂ω

∂x
and

∂λ

∂ t
=−∂ω

∂ t
. (H.6)
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