


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

INFORMATION SCIENCE 

Information Science: The Basics provides an accessible introduction to 
the multifaceted field of Information Science (IS). 

Inviting readers to explore a modern field of study with 
deep historical foundations, the book begins by considering the 
complexities of the term “information” and the information life 
cycle from classif ication to preservation. Each chapter examines 
a different area within IS, surveying its history, technologies, 
and practices with a critical eye. This interdisciplinary f ield 
incorporates a wide range of approaches which it shares with 
humanities, social science, and technology fields. What makes IS 
unique is its emphasis on the connections between information, 
technology, and society. The need to share information more 
effectively in response to social, environmental, and biomedical 
challenges has never been so urgent; the volume discusses the 
risks as well as benefits that come with the emerging technologies 
that make it possible. The book also explores how IS, with its 
long-standing commitment to intellectual freedom and digital 
inclusion, and its keen attention to the protection of privacy, 
data ethics, and algorithmic transparency, can contribute to the 
creation of a more open and equitable society. 

Information Science: The Basics is essential reading for anyone who 
wishes to know more about information and the impact it has on 
our world. It will be particularly useful for anyone intending to 
study IS at the undergraduate level or considering a shift to a career 
in the information professions. 
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The Basics Series 

The Basics is a highly successful series of accessible guidebooks which 
provide an overview of the fundamental principles of a subject area in a 
jargon-free and undaunting format. 

Intended for students approaching a subject for the first time, the books 
both introduce the essentials of a subject and provide an ideal springboard 
for further study. With over 50 titles spanning subjects from artificial intel-
ligence (AI) to women’s studies, The Basics are an ideal starting point for 
students seeking to understand a subject area. 

Each text comes with recommendations for further study and gradu-
ally introduces the complexities and nuances within a subject. 
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PREFACE 

Information Science: The Basics provides an accessible introduction to 
a complex field. Some readers may ( justly) feel that important top-
ics were left out, or that others do not belong in the chapters where 
they were placed. If a history book is a sonnet, a basics book is a 
haiku! We have chosen to take a narrative approach to the material. 
We tell stories about historical figures in the text, but credit most 
contemporary scholars, even luminaries, in the endnotes unless 
they are the subject of the tale being told. We encourage our read-
ers to follow the trails suggested by the notes to learn more about 
the people whose ideas spark their curiosity. 

We are fortunate that information science is rich with histo-
ries, textbooks, and encyclopedias which trace the professional 
accomplishments of important scholars, map the controversies, and 
provide technical details of the tools and practices of information 
science in a more detailed and comprehensive way than we can do 
here. We direct readers, in particular, to the work of Marcia Bates, 
Michael Buckland, David Bawden, Lyn Robinson, and William 
Aspray whose long arc perspectives on the history of information 
science illuminate the field’s complexity and promise. 

We are grateful to our colleagues Lisa Bievenue, Maria Bonn, 
Lisa Hinchliffe, Kathryn LaBarre, Emily Knox, Melissa Ocepek, 
Madelyn Sanfilippo, Jodi Schneider, Linda Smith, and Mike 
Twidale for their moral support and editorial suggestions. We also 



  

 

PREFACE ix 

wish to acknowledge our anonymous reviewers whose productive 
comments narrowed our narrative at key points, and broadened 
it at others, with special thanks to the one who will immediately 
recognize their contribution to the introduction. 

The book is dedicated to the memory of Jerome “Jerry” 
McDonough (1963–2021) who never let us forget that information 
science is a network of relations. Both consciousness and responsi-
bility are a requirement of that belonging: 

The technological web and the social web cannot be regarded as sepa-
rate. The threads of technology cannot be rewoven without altering the 
social web, and vice versa. If designers wish to build a better world, 
they will need to fully comprehend the webs which they weave, and 
those in which they are entangled.1 

NOTE 
1 Jerome Patrick McDonough, Under Construction: The Application of a 

Feminist Sociology to Information Systems Design (Berkeley, CA: University 
of California, 2000): 228–229. 



INTRODUCTION 

In the first months of the Covid-19 pandemic, schools across the 
world found themselves suddenly faced with quarantine conditions. 
Still needing to serve their students, they hastened to put their 
classrooms online. A photograph captured that moment and its 
dramatic contradictions: two young girls sit cross-legged on a pub-
lic sidewalk outside of a Taco Bell restaurant in Salinas California, 
using its public WiFi connection in order to attend school.1 An 
impressive array of technologies had made it possible to transition 
rapidly from physical classrooms to online learning spaces, but it 
was also clear that the benefits of those technologies were une-
qually distributed. The educational experiences of some students, 
and their ability to access the information they needed during the 
early months of the pandemic, were dramatically different from the 
experiences of other young people, located in different geographic 
and socioeconomic places across town and across the globe. 

Two students sit outside a Taco Bell to use Wi-Fi so they can “go to 
school” online. 

This is California, home to Silicon Valley…but where the digital 
divide is as deep as ever. 

Where 40% of all Latinos don't have internet access. This genera-
tion deserves better.2 

As public sympathy poured out towards the family, commentators 
noted that the problem was actually widespread. California Senator 



  

    

 
 
 
 

 
 

xi INTRODUCTION 

Kevin de Leόn tweeted the viral photo, noting that 40% of Latino 
families in the state lacked access to the Internet.3 

The Salinas City Elementary School district subsequently pro-
vided their students with 1,500 WiFi hotspots, along with 10,000 
Chromebooks. The girls’ case was used to spearhead California 
Senate Bill 156, “Broadband for All,” which passed the follow-
ing year. The legislation allocated six billion dollars for broadband 
infrastructure in California, noting that two million Californians 
were without high-speed internet access, including 50% of rural 
housing units.4 

Uneven distribution of information and communication technologies 
(ICTs), including access to the Internet through local infrastruc-
ture, and to the devices able to make use of high-speed connec-
tions, ref lects other information stratifications that exist within 
and between nations. The sociotechnical issues associated with the 
digital divide are only one part of a more complicated set of global 
information challenges. Even when people have access to the 
Internet, not everything that they find through their computers, 
phones, and other devices is accurate, nor is it necessarily placed 
there for their benefit or on behalf of any greater good. 

Disinformation is proving to be an effective strategy for use 
in pursuit of political power or financial gain. During collective 
crises, like pandemics and environmental disasters, information 
becomes an issue of life and death. In a time of war, information 
is weaponized both for offense and defense. This was clearly dem-
onstrated during Russia’s invasion of Ukraine where the Internet 
provided a sociotechnical front for an accompanying information 
war.5 

Corporations and governments have unprecedented access to 
private data at scale, and the people from whom it is taken have 
little control over how it is used. There is a pressing need to fos-
ter information literacy globally, a literacy that includes knowing 
how to critically assess the origin of information, becoming more 
skeptical of requests for private information, and understanding the 
risks that come with sharing it. 

The quality of education in a community will either support or 
undermine the ability of its members to locate online information, 
ascertain its accuracy, and protect their privacy. In fact, education 
has emerged as one of the key factors driving information inequity 
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and the growing divide between the “information rich” and the 
“information poor.” 

The digital divide is just one of many pressing information-
related challenges. News headlines on any given day will offer 
stories pertaining to conspiracy theories and election interference, 
privacy and surveillance, disaster response and health disparities, 
structural inequalities, and algorithmic biases. These are all chal-
lenges that information science is uniquely positioned to address. 

The practices of information science include the classification, 
organization, retrieval, analysis, utilization, governance, manage-
ment, study, design, expression, and preservation of information. 
Information professionals may be librarians, records managers, 
analysts, programmers, researchers, administrators, technicians, 
designers, curators, or archivists, among other traditional, related, 
and evolving professions. Their titles may or may not include the 
term “information.” They may have been trained within any 
number of different intellectual traditions and degree programs, 
and make use of a wide array of tools, methods, practices, and 
technologies. 

As scholars, information scientists conduct interdisciplinary 
research, both quantitative and qualitative, in lab and commu-
nity settings, asking and seeking answers to questions across all 
domains of human knowledge and experience. In this introduction 
to the volume we begin by discussing the complexities of the term 
“information,” and the challenges of defining the field of informa-
tion science. Then we lay out the organization of the book, and let 
readers know what they can expect to find here. 

WHAT IS INFORMATION? 

Information f lows continuously around us, into us, and through 
us, and yet we may be unconscious of the role it plays in creat-
ing the worlds in which we live. Our bodies themselves are full 
of information; every moment of the day we take in and process 
sensory experiences that we sort and store in different parts of our 
brain depending on whether they are temporary working memo-
ries, episodic memories about things that have happened, or seman-
tic memories relating to facts that we pick up about the world. 



  

 
 

 

 
 

 
 

 
 
 

 
 
 
 

 
 
 

 
 
 
 

INTRODUCTION xiii 

Procedural memories (the things we know how to do) are stored 
in both brain and body. Our DNA encodes genetic information, 
the instructions that guide our growth, development, and eventual 
decline. Human knowledge may one day be stored on synthesized 
DNA molecules, which can hold mind-boggling amounts of infor-
mation in a space the size of the period at the end of this sentence.6 

Everyone may agree that the phenomenon of study for the f ield 
of information science is information, but it is surprisingly diff icult 
to define. The term is chimerical, with multiple academic defini-
tions and commonsense usages. As a noun, it describes physical 
objects (books) or digital documents (f iles) that contain meaning-
ful content encoded in text or images, but we also use the word to 
describe casual speech in which information is passed (gossip). We 
typically refer to both the container of information (an instruc-
tion sheet) and the meaning it conveys (the instructions) as infor-
mation. The term sometimes serves as an adjective describing 
an attribute (an informational video) or a value (an informative 
meeting), but it also defines subjective states related to under-
standing (being well-informed) or status (being an informant). As 
a verb, information may be a relational act (informing someone 
else) or be implicated in complex social processes (the political, 
psychological, and social effects of dis/misinformation upon pub-
lic opinion and behavior). 

Information is sometimes conceptualized as a metaphorical liv-
ing thing, which moves and grows, and which can be analyzed 
much as other living things are. It is situated within networks of 
relations, and changes through predictable life cycles. Information 
can be observed to have an identifiable moment of birth (a press 
release); from there it may change in unexpected ways (a conspir-
acy theory); it can be acted upon (an executive order), or sup-
pressed (book banning), but sometimes it seems to have a life of its 
own (going viral). It has a life span (the news cycle), after which 
it may be forgotten (dementia-related memory loss), literally lost 
(phone dropped over a cliff ), or destroyed (intentional, unrecov-
erable file deletion). Information management professionals use 
the metaphor of the information life cycle to organize the policies 
and practices involved with steering an organization’s information 
resources through all their stages from creation to retirement (or 
destruction). 



  

 
 

 
 

 
 
 

 
 
 

  
 

  

 

xiv INTRODUCTION 

A more computational way of thinking about information 
comes from information theory, a branch of mathematics that mod-
els the processing, storage, and transmission of information. It 
understands the term “information” narrowly, as signals that can 
be distinguished from random noise. In this model, communica-
tion occurs when an encoded signal is transmitted to a receiver 
which successfully decodes it, despite it being corrupted by noise 
en route.7 Developed further by others, but first proposed by 
Claude Shannon, the model remains fundamental to modern com-
munication systems. Because it treats information as a resolution 
of uncertainty, it is directly relevant to probability theory, pattern 
recognition, data compression, and cryptography. Further along 
this track is quantum information science, a theoretical and experi-
mental field within physics that combines computational models 
with quantum mechanics. 

Any attempt to define information comprehensively would have 
to contend not only with dramatically different academic under-
standings, but also commonsense notions that further muddy the 
water. Even if a definition were to be agreed upon and applied 
across disciplines, it would be unlikely to have much effect on eve-
ryday usage. For example, “information” is often presented as a 
discrete stage between “data” and “knowledge” on a path towards 
“wisdom.” This hierarchical progression is visualized in the data-
information-knowledge-wisdom (DIKW) pyramid, which places 
data at the bottom and wisdom at the top.8 The DIKW hierarchy 
solidified a generally accepted idea that data is potential informa-
tion, lacking meaning until analysis extracts meaningful informa-
tion from it. Even so, the words “data” and “information” are often 
used as synonyms, even in scholarly writing. Likewise, knowledge 
is sometimes understood as emerging when information is applied 
to accomplish a practical task (knowledge about how to do some-
thing), but it is common to find the words “knowledge” used 
interchangeably with “information” as well. 

The idea that knowledge is derived from information (rather 
than, say, the other way around) is disputed; since knowledge is a 
subjective experience, “knowable only to the knower,” only infor-
mation about knowledge can be collected and shared.9 “Knowledge” 
and “wisdom” each have multiple context-bound cultural meanings 
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as well, further complicating the situation. The DIKW model as a 
whole has been criticized for assuming a direct hierarchical rela-
tionship between sociotechnical processes that are non-linear and 
entangled10 but it shows few signs of disappearing; it has been pro-
ductively reinterpreted and applied within particular domains.11 

In the absence of consensus on how to define information, schol-
ars face the ongoing work of classifying and mapping the defi-
nitions. Lyn Robinson and David Bawden productively analyze 
the “gap” between five distinct approaches to information: tech-
nological, physical, biological, social, and philosophical.12 Marcia 
Bates suggests six broad approaches to defining information: semi-
otic, activity-based, propositional, structural, social, multi-type, 
and deconstructionist. Many information scientists and theorists 
from other disciplines have contributed to these various strains of 
thought.13 

We are left to conclude that the contradictions attending the 
term information don’t seem to be particularly problematic for 
the field. Robinson and Bawden agree, concluding that there is 
insight to be found in attempts to bridge the gaps in understand-
ing, even between dramatically different approaches. The practical 
consequence of the complexity, as Michael Buckland counsels, is 
that when it matters, we have to be precise.14 The rest of the time, 
contentious discussions around a key term can be productive and 
even on-point; consider how “society” and “culture” simultane-
ously bedevil and invigorate the fields of sociology and anthropol-
ogy respectively. 

The theoretical and practical work of information science is rel-
evant across all domains of human understanding, from the artis-
tic to the legal to the psychological to the astrophysical; each one 
understands information in relation to its domain. Far from being 
a liability, it is this extraordinary breadth of relevance that allows the 
interdisciplinary field of information science to respond to some of 
the world’s most vexing problems. 

THE CHALLENGE OF DEFINING THE FIELD 

In an ambitious study conducted from 2003 to 2005 an interna-
tional panel of 57 scholars from 16 countries all weighed in on 



  

 

xvi INTRODUCTION 

the question. They ended up producing 50 definitions of infor-
mation science.15 The problem (or the opportunity, depending on 
one’s point of view), is that information science shares foundational 
histories, skills, methods, and practices not only with library sci-
ence and other longstanding disciplines including archival science, 
history, computer science, communication, and statistics, among 
others, but also with more recent interdisciplinary fields such as 
informatics, science and technology studies (STS), media stud-
ies, and data science. Courses and degree programs with the word 
“information” in their name may exist within, above, or alongside 
any of these programs, or they may be housed idiosyncratically 
within newly devised interdisciplinary units. 

The information technologies that emerged during the 20th 
century fell under the purview of multiple academic disciplines, 
triggering a sometimes contentious interplay between information 
theory as it was embraced by computer science and engineering, 
and the fields of library science and documentation, which became 
the discipline of library and information science (LIS) in the mid-
dle of the 20th century. Efforts to synthesize LIS with informa-
tion theory largely foundered, leaving inquiry into the meaningful 
content, classification, and organization of information and infor-
mation-related technologies on one side, and the structure and 
engineering of those technologies largely on the other.16 

Academic boundary-making is an ongoing process; in the 21st 
century, programs offering information-related degrees vary 
greatly in their pedagogical missions. There is also significant inter-
national variation. In France for example, information science has 
been part of information and communication sciences since the 1970s, a 
circumstance that has challenged French information scientists to 
carve out an identity that is distinct both from computer science 
and from communication.17 

The schools that teach information science may differ greatly, 
or hardly at all from one another. Some programs offer graduate 
degrees that include library certification and licensure, but some 
do not. Some include human-centered design practices and user 
experience research, but some do not; some focus on information 
organization and knowledge management as central concerns, but 
some do not; some view developments in data science which incor-
porate artificial intelligence and machine learning to be essential 
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areas of inquiry, but some do not; some include training in archival 
methods of information conservation and preservation, but some 
do not; an increasing number place diversity, equity, inclusion and 
critical approaches to data, information, and librarianship at the 
heart of their programs, but some do not. There are also schools 
that consider information science to be inclusive of all of these 
areas. 

As a result, faculty employed in degree-granting information sci-
ence programs tend to be methodologically diverse. They may or 
may not call themselves “information scientists.” They may retain 
multiple professional identities, making use of diverse theoretical 
and methodological approaches originating in STEM disciplines, 
the social sciences, the humanities, and the arts. They may have 
backgrounds in interdisciplinary fields such as informatics, which 
combines computational and information-related skills and prac-
tices with deeper study and application of those practices within 
a particular domain, or in science and technology studies (STS), 
in which historical, sociological, and theoretical frameworks shed 
light on sociotechnical processes. They may also be engaged in a 
transformation of traditional disciplines, creating new fields within 
which to study information.18 

These unusually generative circumstances have the effect of 
shifting curricular conversations from the capacity (what are vari-
ous programs on a particular campus able to teach) to the terri-
tory (which programs have the right to offer courses about which 
information-related topics, skills, and practices).19 So, the ques-
tion of what information science is cannot be separated from the 
politics and economics of the academe. How the institutional title 
of Information Science(s) appears within any given institutional 
structure today will ref lect national, regional, and local campus 
politics, and the pressing realities of limited resources. 

Systems of higher education without long-term, sustainable 
funding models, are increasingly vulnerable to the shifting priori-
ties of government and the marketplace. The relative prosperity of 
programs related to science and technology, compared to alarm-
ingly defunded arts and humanities units, may be guiding the stra-
tegic naming of programs, rather than substantive discussions about 
how, in some more ideal situation, an interdisciplinary program 
should be organized, institutionally situated, and governed. 
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It is often suggested that, because of its heterogeneity, informa-
tion science should forego the label of “discipline” altogether, and 
simply refer to itself as a “field of study,” a term that designates a 
broad intellectual area closely associated with the skills and practices 
of the professions that compose it.20 Some degree-granting pro-
grams organize themselves around the mission of training students 
to take up positions in information-related professions, referring 
to the field as “Information Studies.” The truncation of “Library 
and Information Science” down to “Information Science” some-
times goes one step further to refer to the field as “Information.” 
Another strategy is to cast information science into the plural form, 
“information sciences,” signaling wider inclusivity of interest and 
practice. 

Because of the breadth of application of information science to 
all domains of human inquiry, enterprise, and creativity, it has also 
been described as a metadiscipline, much like education, which gives 
its pedagogical consideration to every academic discipline, includ-
ing its own. The institutional solidity and longevity of education 
provide information science with the assurance that as a disci-
pline it can be capacious while remaining a coherent intellectual 
enterprise.21 

The question of what information science is, and where it 
belongs in the greater academic community, has been under dis-
cussion for the last half-century within national and international 
professional organizations, including the Association for Library 
and Information Science Education (ALISE) and the Association 
for Information Science and Technology (ASIS&T). 

The iSchool Movement was sparked by conversations dur-
ing a 1988 ALISE meeting which proposed centering the field 
on the needs of the information professions. It began as a con-
sortium of academic institutions, with a founding “Gang of 
Three” (University of Pittsburgh, Syracuse University, and Drexel 
University), expanding into gangs of increasing numbers until it 
became a caucus. Over 100 institutions across the globe now refer 
to themselves as iSchools. 

The consensus opinion of the iSchool Caucus is that humanities, 
social science, and STEM approaches are all necessary aspects of 
academic training for information professionals. This is typically 
expressed through value statements referring to the relationships 
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between “information, technology, and people.” While the offi-
cial iSchool website refers to the field as “information,” individual 
iSchools go their own ways in naming themselves. The iSchool 
movement is just one way that information science is evolving,22 

and even among iSchools there is significant variation in the spe-
cific courses of study, professional licensures, and academic degrees 
offered. 

The authors of this book are faculty in a college at the University 
of Illinois Urbana-Champaign that was long known as the Graduate 
School of Library and Information Science (GSLS). After it joined 
the iSchool caucus it renamed itself the “School of Information 
Sciences.” It remains a global leader in library science graduate edu-
cation, deeply involved in the intellectual communities of LIS. The 
name change, which did not occur without contention, ref lects 
the argument that the field of information science must increase its 
reach if it is to respond effectively to rapidly evolving information 
systems, technologies, and sociotechnical practices, and to provide 
comprehensive training for all information professions: the tradi-
tional, the emerging, and the yet-to-be-imagined. 

AN INVITATION TO INFORMATION SCIENCE 

Sociologist C. Wright Mills described the “sociological imagina-
tion” as a lens through which individuals can view their individual 
lives within broader social contexts. During the social upheav-
als of the 1960s, sociology issued an invitation to students, and to 
the public at large, to try looking through that lens. In his book 
Invitation to Sociology Peter Berger described the unique methodolo-
gies of sociology, which were trained on social factors rather than 
on individual metrics, as a vantage from which to understand the 
socially constructed nature of the world and its persistent stratifica-
tions. Generations of social theorists across many disciplines who 
responded to that call have had a profound effect on intellectual 
conversations still ongoing today.23 

The lens of the sociological imagination is as relevant now as 
it ever was. As continuously evolving information technologies 
reshape our social practices and norms, there is a critical need for 
a shared consciousness of the ways in which information practices, 
processes, systems, and technologies are shaped by, and shape, our 
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shared social worlds. It is commonplace to say that we are in an 
Information Age. For some, this age is defined by the dramatic trans-
formations in information and communication technologies that 
occurred over the last century, in the leap from analog to digital 
storage, which produced the Internet, cellular phones, and then 
faster (and smaller and stranger) methods of information shar-
ing, storage, search, and retrieval. But for others, what marks this 
moment are the social changes that have driven those technologies, 
and the consequences that have resulted from them. 

We have more information of every kind at our (literal) finger-
tips than we can digest. It has become less an insight than a truism 
that we can feel that we are drowning in information. And there 
are other dangers as well; the technologies that enable crucial f lows 
of information to meet contemporary crises, have also produced 
vulnerabilities that enable bad actors to take advantage of the 21st-
century information cornucopia heralded as “Big Data.” 

We have arrived at another game-changing intellectual moment, 
in which students and scholars are being called to study the swiftly 
evolving information challenges of our time. In crucial capacities, 
the interdisciplinary agility of information science can well serve. 
By making information and its processes visible, information pro-
fessionals can refine the tools, technologies, and networks through 
which information is collected and organized, is impeded or f lows, 
and is accessed within and between systems, domains, organiza-
tions, and nations. At the same time, information science works to 
mitigate biases within information systems, identifying inequities 
in access to information, in who benefits from new technologies, 
and in who pays the social and environmental costs. 

We accept the view, shared by many, that information science is 
best described as an interdisciplinary field of study, closely associ-
ated with, and ref lecting the needs of, its professions. But we are 
also persuaded that information science is more than its practices, 
professions, tools, and technologies, and that it may also be produc-
tively understood as a metadiscipline, with its unique lens trained 
on every domain of human inquiry, including its own. 

In this book, we invite readers to enter a complex intellectual 
terrain. All maps are partial; we acknowledge that others, situated 
differently, would chart a different route and highlight different 
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points of interest along the way. Information science is here under-
stood to have emerged from the field of library and information 
science, enlivened by information-related technologies, skills, and 
practices shared with many other disciplines and interdisciplinary 
fields. We take an inclusive approach which situates the study of 
information at the conceptual, virtual, and material places where 
information, technology, and society meet, embracing multiple 
methodological, theoretical, and domain-specific approaches to 
understanding what takes place there. We refer to information sci-
ence in the singular when referring to the field, to its expression 
within information professions, and to information-related con-
cepts and practices. In thinking about its institutional expressions, 
we recognize that the complexity and contradictions of its manifes-
tations make it rest more comfortably within the inclusive plural: 
Information Sciences. 

Narratively, we trace the path of information across its meta-
phorical life cycle. The body of this book follows the life of 
information as it is collected (Chapter 1), classified (Chapter 2), 
organized (Chapter 3), retrieved (Chapter 4), utilized (Chapter 5), 
governed (Chapter 6), studied (Chapter 7), designed (Chapter 8), 
and preserved (Chapter 9). In the book’s concluding discussion, we 
address imagined futures for information and information science 
(Chapter 10). Throughout the book we highlight the contributions 
that the field can make toward addressing the serious information 
challenges of our day, and present critical perspectives on the ideas 
and practices described. 

Information Science: The Basics invites a new generation to the 
work of making visible (and legible to all) the contexts through 
which information f lows powerfully and continuously through the 
backgrounds, and the foregrounds, of our lives. 
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COLLECTING INFORMATION 

In the summer of 2012 in the city of Timbuktu, a library housing 
hundreds of thousands of rare, handwritten manuscripts was 
threatened by an Al Qaeda-allied terrorist group intent on burning 
it to the ground. Nearly a half-century earlier, the United Nations 
Educational, Scientific, and Cultural Organization (UNESCO) 
had helped to create the Mamma Haidara Institute, named after a 
self-taught scholar whose family had been collecting manuscripts 
since the 15th century. Haidara’s son, Abdel Kader Haidara, inher-
ited the family mission, sought professional training, and continued 
the effort, shared by many others, to locate and preserve the manu-
scripts that are the priceless heritage of the nation of Mali.1 

Timbuktu was founded in the 11th and 12th centuries by Tuareg 
tribes. By the 15th century the city had become a trading center 
on the trans-Saharan caravan route, and by the 16th had a thriving 
intellectual community centered around a mosque and a university 
that attracted scholars from across Africa and the known world. 
The city’s collections, written mostly in Arabic, contained works 
of broad and liberal subject matter, from history to theology, to 
astronomy to poetry. Even when the city’s geopolitical prominence 
waned, these manuscripts were preserved, copied, and held by the 
city’s first families, which passed them down through the genera-
tions in their private homes. 

There had been enough warning of the impending attack that 
the institute’s librarians, with the help of friends, family members, 

DOI: 10.4324/9781003155119-1 
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2 COLLECTING INFORMATION 

and library volunteers, were able to secretly pack thousands of 
items from the collections into small metal boxes before the library 
was destroyed.2 The boxes were moved via donkey cart and ATV, 
by twos and threes, hidden under fruit and vegetable crates, and 
then transported by bus, truck, or canoe along the Niger River 
to Mali’s capital city, Bamako, or to safe houses throughout the 
region. Reports vary, but it is possible that as many as 300,000 
manuscripts were saved.3 

Collecting, preserving, and transmitting information across time 
is an ancient human project. What we think of as the right of access 
to information rests upon a set of human practices and values which 
are far older and more global than the rapid technological changes 
of recent history would make it seem. That longer arc narrative is 
part of the foundational history of information science. 

More than 30,000 clay tablets inscribed with cuneiform script 
have been unearthed from the ruins of the city of Nineveh, in the 
Mesopotamian kingdom of Assyria, now located in present-day Iraq. 
By a fortuitous twist of fate, clay tablets become stronger when they 
are burned or baked in sand, rather than disintegrating as papyrus 
scrolls, wood, and paper do over time. Their survival is the endur-
ing legacy of King Ashurbanipal, a fourth eldest son who had not 
expected to succeed his father and was trained instead to be a scholar. 
When he did become King of Assyria, ruling from 668 to 631 BCE, 
Ashurbanipal had the wealth, power, intelligence, curiosity, and 
ambition that were needed for the task of acquiring all the written 
knowledge of his day, much of it by that time already ancient. 

Modern information-related activities have their roots in the 
evolution of skilled memory techniques necessary for practices of 
storytelling, which passed on the collective memories of families 
and cultural groups from generation to generation. The earliest 
indirect evidence of storytelling among our most ancient ancestors 
comes from cave paintings, which provide vivid images of their 
worlds. In a cave on the Indonesian island of Sulawesi, a life-sized 
image of a Sulawesi warty pig (Sus celebensis) was discovered in 
2017, one of several detailed and life-like animal figures interact-
ing in a complicated scene. The images are estimated to have been 
created as early as 44,000 years ago, which would make them the 
oldest figurative paintings to have been found.4 
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Scholars make use of archeological, genetic, geological, linguis-
tic, and other types of evidence to understand the past in the absence 
of written records. Some of this evidence also provides clues about 
the form, content, and purpose of humanity’s oldest stories. Stories 
travel from storytellers to their communities; listeners become the 
storytellers in the next generation. It is true that in the absence of 
a written record, knowledge transmitted through oral tradition is 
lost when the continuity across generations is broken. But it would 
be a mistake to conclude from that vulnerability that storytelling, 
as a memory technology, is ineffective at communicating across 
time. The Vedas, religious texts written in Vedic Sanskrit, have 
been orally transmitted in India since the 2nd Millennium BCE, 
and continued to be shared from teacher to student in the tradi-
tional way, even after it was possible to write them down, into 
the present day. Although some texts may have been physically 
recorded as early as 500 BCE, the sources of modern printed texts 
of the Vedas for the most part originated in the 16th century.5 

A study in Australia suggests that its indigenous peoples may 
have successfully transmitted some stories over many thousands of 
years. Cultural stories still being told along the Australian coast 
have been found to contain descriptions of the coastline that do 
not resemble what it looks like today; but geological evidence indi-
cates that the stories accurately describe the coastline as it existed 
7000 years ago. Stories collected from discretely different indig-
enous groups describe the specific ancient shorelines of their local 
territories, providing additional evidence of narrative continuity.6 

Collective memories of events that happened in the distant past, 
which are communicated through stories, cultural beliefs, and 
religious practices, become lost as a result of the same kinds of 
environmental crises and sociopolitical conf licts that lead to the 
burning of libraries. The written word is vulnerable too. 

More familiar to schoolchildren than the creation of King 
Ashurbanipal’s library is the burning of the Library of Alexandria, 
which was reputed to hold all the knowledge of the known world. 
Planned in the 3rd century BCE by the Egyptian King, Ptolemy I, 
the library project was taken up by his son, Ptolemy II Philadelphus, 
who acquired or created papyrus copies of originals to build a col-
lection that may have held as many as 400,000 scrolls. The Library 
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at Alexandria is unlikely to have been destroyed in a single tragic 
conf lagration. It suffered a succession of unfortunate events, begin-
ning with politicization that led to defunding, followed by a (prob-
ably accidental) fire, and then a final purging of intellectuals during 
the Roman period. 

A more systemic problem arose because of the nature of the 
scrolls themselves. In a humid climate, papyri have a shelf life of 
about 150 years. A library of scrolls needs to be engaged in a con-
tinuous process of recopying the oldest texts, requiring funds to 
pay the scribes to do the work, if it is to survive.7 All of these 
circumstances: disaster, politics, war, preservation challenges, and 
lack of funding continue to threaten vulnerable collections today. 

In this chapter we consider information as a form of collective 
remembering. After examining the aspirations of libraries towards 
becoming universal collections, we focus on the requirements for 
such endeavors: their completeness, accessibility, and searchability, 
before examining the context surrounding each one. 

INFORMATION AS COLLECTIVE MEMORY 

The idea of collecting information did not emerge spontaneously 
out of the sands of ancient Mesopotamia, which at that time was 
not a desert. The Tigris and Euphrates rivers made the semi-arid 
climate humid, and the land nutrient-rich and well-suited to agri-
cultural settlement. History is traditionally said to begin with the 
existence of written records. Writing emerged in parts of the world 
that had already been transformed by agriculture, which brought 
new domains of knowledge and practice related to the domestica-
tion of animals and farming. The concept of ownership, which 
swept up women, children, and slaves as well as land and animals 
into the category of things-that-can-be-owned, inevitably fol-
lowed the accumulation of surplus and wealth in those societies. 
Keeping track of property required recordkeeping, and someone 
able to keep the records. 

The appearance of written records in human history did not 
immediately (or ever completely) replace storytelling as a method 
of transmitting information. The advent of writing is celebrated by 
scholars because of the wealth of clues it provides about the past. 
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The reason why we, in the 21st century CE, can enjoy the adven-
tures of Gilgamesh, the hero-king of Uruk who may have ruled 
in Mesopotamia during the Early Dynastic Period (c. 2900–2350 
BCE), is because Sumerian tales about him were recorded on clay in 
Sumerian and Akkadian by the time of the Neo-Sumerian Empire 
in the 22nd to 21st centuries. The stories were copied and recopied, 
surviving to be collected by the Assyrian King Ashurbanipal more 
than a millennium later. But during all this time, they were likely 
also being told, sung, illustrated, and enacted for entertainment as 
well as religious instruction. Only a very narrow literate class could 
have accessed the story of Gilgamesh by reading engraved tablets.8 

The transition from oral to written traditions across the globe 
was a process and not an event, though it is sometimes remembered 
that way. In a Sumerian epic poem, “Enmerkar and the Lord of 
Aratta,” estimated to have been recorded in about 1800 BCE, there 
is an account of the creation of writing, including a clear description 
of why it was considered necessary. The poem describes in detail 
the tense back-and-forth negotiation between a ruler, Enmerkar, 
king of Unug-Kulaba, and a neighboring lord, the King of Aratta, 
who Enmerkar wanted to make into his vassal. It would have been 
important to both sides that their communications, which included 
f lattery, threats, and bona fide offers, were transmitted accurately: 

Enmerkar’s speech was very grand; its meaning very profound. But the 
messenger’s mouth was too heavy, and he could not repeat the mes-
sage. Because the messenger’s mouth was too heavy, and he could not 
repeat it, the lord of Kulab (that is, Enmerkar) patted some clay and put 
the words on it as on a tablet. Before that day, words put on clay had 
never existed. But now, when the sun rose on that very day—so it was! 
The lord of Kulab had put words as on a tablet—so it was!9 

Later in the poem, the messenger successfully delivers Enmerkar’s 
message by handing over the clay tablet and explaining to its 
recipient that he must read the tablet to receive the information it 
contains. This poem is remarkable, since it illuminates for us the 
historical period during which writing, as an information technol-
ogy, was evolving, and how cultural understandings and practices 
had to change along with it. Message recipients had to be taught 
(and to adjust) to the new way of receiving information. 



  

 
 

    
 
 
 

 

 
 

6 COLLECTING INFORMATION 

We can imagine that for a period of time the written record 
might not have been considered to be as authoritative or trustwor-
thy as a message transferred from a speaker’s ear to a trained listener, 
with the content faithfully delivered. As writing became accepted 
as authoritative, the situation would have gradually reversed, so 
that it was spoken messages that were seen to be more susceptible 
to error, as this poem suggests. Of course, this may also have been 
a self-fulfilling prophecy; the memory training that messengers 
would have received prior to the advent of writing would have 
become less rigorous as it became less necessary. 

Other ancient libraries existed in present-day Syria, Iran, 
Egypt, Turkey, Greece, India, Ethiopia, and China. Surviving 
from the oldest library in Syria are the Ebla Tablets. When the 
palace that held them burned the tablets were buried where they 
were stored, with their identifying tags still attached, preserving 
their order. Within the collection can be found an incantation 
against insomnia, documents relating to the beer trade, travel-
ers’ accounts of distant places, proverbs, songs, and translations 
of Sumerian works.10 The life worlds documented in these doc-
uments are rich, sometimes even capturing the experiences of 
those who wrote them. Surviving copybooks and practice tablets 
used by scribes-in-training humanize these information profes-
sionals of the distant past.11 

In order to imagine that it would be possible to gather up and 
store all the information in the world, not just the accumulated 
knowledge of one’s own tribe or culture, one must have an ele-
vated sense of one’s place in the order of things. Assyrian King 
Ashurbanipal certainly did, proclaiming himself to be ruler not just 
of Assyria but of “the World.” 

His title was aspirational—he had to defend himself against any-
one who might seek to displace him, including his elder brother 
Shamash-shum-ukin who had been appointed by their father to 
a lesser position as King of Babylon. Viewing himself as owning 
everything in the world, he thus had the right to take whatever 
he wanted for his library collection, as well as having the right to 
decide what was worth preserving. We are fortunate to have a let-
ter written by Ashurbanipal to one of his agents in the field, direct-
ing him to contact a certain group of scholars who held a collection 
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of clay tablets that he particularly wished to acquire. He lent his 
authority to the task: 

No one is allowed to hold back a tablet from you; and as for any tablet 
or instruction that I did not write to you about but you discover to be 
good for the palace, you must take it as well and send it to me.12 

One of the scholars contacted by the agent sent back a message to 
the King saying that he would promptly begin copying onto wood all 
the requested texts. The King had asked for the originals. We do 
not know what happened next, but Ashurbanipal had the power to 
do things that today are understood to be illegal or unethical, such 
as taking tablets from sacred shrines by force, or copying secret 
knowledge never intended to be shared outside its community. It 
is no coincidence that the largest ancient libraries were founded 
within empires, where military conquest broadened the known 
world. 

In China, imperial libraries began to appear as early as the 16th 
century BCE during the Shang dynasty, which ruled over a net-
work of warlords that it had to keep under control. Maintaining 
an empire requires not only recordkeeping (of taxes and tributes), 
but also information management.13 The imperial library held 
proclamations, genealogies, and records of historical and political 
events and natural disasters, as well as religious, cultural, and artis-
tic content. “Oracular bones” were inscribed with questions before 
they were burned; answers would be read in the pattern of cracks 
that formed. That these were collected and preserved suggests that 
they were believed to contain informational value even after their 
immediate interpretation.14 

In the ancient world, most library collections were both scholarly 
and strategic, part of the practical necessity of empire building for 
the rulers who ordered them. But some projects such as the libraries 
of Ashurbanipal and the Ptolemaic Pharaohs appear to have resulted 
from a ruler’s wish to collect all recorded human knowledge. That 
vision of information is still with us today. 

It is beyond the scope of this book to trace the many-branched 
path from the libraries of the ancient world down to the printing 
press, which transformed the way that information was reproduced. 
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The social and cultural impacts of print technology not only wid-
ened the reach of information by increasing access to it (at least 
for literate sectors of the world’s societies); it also dramatically 
increased the magnitude of what there was to read, and for infor-
mation professionals, what there was to collect, classify, organize, 
and curate.15 

Swiss naturalist Conrad Gessner (1516–1565) is best known for 
his Historiae animalium, an illustrated multi-volume compendium of 
knowledge (and myth) about the natural world. His interests were 
expansive; he had previously stopped one volume short of complet-
ing a 20-volume collection of what he ambitiously considered to 
be all human knowledge. Before embarking on these encyclopedic 
projects, he compiled the Bibliotheca Universalis, an alphabetical list 
of 1800 authors, detailing their works, with annotations regarding 
their content and intellectual value. 

In 1627, one of the first statements to express the vision of a uni-
versal library collection was published in a treatise entitled Advice 
on Establishing a Library. In this book Gabriel Naudé (1600–1653), 
a French librarian sometimes referred to as the “Father of Library 
Management,” provides advice for readers interested in creating 
their own collections: 

a Library which is erected for the public benefit, ought to be univer-
sal; but which it can never be, unlesse it comprehend all the principal 
authors, that have written upon the great diversity of particular sub-
jects, and chiefly upon all the arts and sciences…For certainly there 
is nothing which renders a Library more recommendable, then when 
every man findes in it that which he is in search of.16 

Our modern public libraries developed in the way that they did, 
in part because of the advice of Naudé, that a library’s collection 
should be complete (by which he means comprehensive), accessible 
(available for the benefit of the public), and searchable (so users can 
easily find what they are looking for. 

Conceptually, there is little difference between a cave painting, 
a well-told tale, a clay tablet, and a digital photo posted on social 
media. In each, four aspects come into play. Information can simul-
taneously be understood as: 
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• a meaning-bearing form or object, tangible or intangible (a spoken 
story, a visual painting, a written tablet, or a digital text) 

• the meaningful content that the object contains (the image’s 
shape and color, the plot’s twists and turns, a message’s details, 
the post’s ironic stance) 

• the process through which the object and its meaning are accessed 
(entering the lighted cave, listening to a story, receiving a clay 
tablet, or scrolling through a feed) 

• the social contexts within which the object is created, its mean-
ingful content is understood, and its accessibility is determined 
(religious beliefs about the cave and who may enter, the audi-
ence considered appropriate for a particular storytelling event, 
the secrecy around the delivery of message-bearing tablet, or the 
privacy settings on a media post). 

The different aspects of information—object, content, process, and 
context—are of central importance to all the practices and profes-
sions of information science.17 These aspects can be seen across the 
entire information life cycle: in the organization of collected infor-
mation, in refinements of the techniques and technologies associ-
ated with information search and retrieval, in the task of expanding 
digital literacy, in the analysis and use of information, in the crea-
tion of information policies for privacy and protection, in the best 
practices of information design, and in the curation and preserva-
tion of information of all kinds. 

Thinking about information simultaneously as object, content, 
process, and context sheds light on the practicalities of the three-
part vision of Universal Information, that collection should be 
comprehensive (a qualified completeness), accessible, and search-
able. The completeness of a collection and its searchability per-
tain to both the object and the content of what is being collected, 
classified, and organized. Accessibility relates most directly to the 
processes, including the technologies and practices through which 
items in a collection are shared and used, though censorship may 
prevent access to the physical items themselves, as well limiting the 
content they contain. 

The context of information is essential to all three. Attending to 
the context requires asking what it means for a collection to be 
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complete. Since it isn’t possible to collect all the information in the 
world, what is collected? For a collection to be considered acces-
sible, does it have to be accessible to everyone, or does it count if 
it is accessible only to certain classes of people? When a collection 
is made searchable, whose interests and priorities take precedence 
in that classification process? Each part of the vision of universal 
information requires examination through a critical frame; and no 
part can exist outside of its historical, sociocultural, and sociotech-
nical contexts. 

THE CONTEXT OF COMPLETENESS 

King Ashurbanipal would not have collected the stories and tradi-
tions of peoples that were vanquished during his military exploits if 
these undermined his right to rule them. Nor would he have col-
lected much beyond the sectors he valued within his own society. 
The personal experiences of marginalized people, such as slaves or 
non-elite women and children, would have provided less material 
to be collected, though historians are good at gleaning details about 
such lives from what does survive; fortunately, Mesopotamian 
women could train as scribes.18 

Apart from Ashurbanipal’s collecting bias, there were also physi-
cal limitations that likely frustrated him. Many of the oldest writ-
ten records of his day would already have been damaged or copied 
inaccurately. Historical records might also have been destroyed for 
political reasons during previous regimes. In the 15th century BCE, 
for example, images of Egyptian Queen Hatshepsut, engraved or 
painted on monuments, statues, and cartouches, were removed by 
her stepson, Thutmose III (for whom she had been regent), when 
he came to power. His son Amenhotep II continued the effort, 
even removing her name from lists of kings. The Romans called 
this kind of erasure damnatio memoriae and practiced it on the living 
as well as on the dead, as punishment for crime, scandal, or disfa-
vor. This also happens in a more limited way in the present day, 
when paintings and monuments are removed from public buildings 
and squares.19 

Depending on the thoroughness of such actions, political actors 
in the past may well have succeeded in disinforming us in ways 
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that have shaped our understanding of history. We can’t know about 
what we can’t know of, which is the point of the practice. 

Maurice Halbwachs (1877–1945) was a French philosopher and 
sociologist whose most famous work, The Collective Memory, gave 
us the idea that social groups (and not just individuals) remem-
ber the past and pass those memories on. Commemorations and 
monuments are expressions of that group memory process, which 
helps to explain why people feel so strongly about tearing down or 
preserving certain historic statues. Halbwachs’ research on mem-
ory was part of ongoing interdisciplinary and collaborative work 
with social psychologist Charles Blondel, whose contributions to 
their shared preoccupation is frequently overlooked in the English-
speaking world, perhaps because most of it has not been translated 
from French to English.20 This is ironic and on point, since collec-
tive remembering requires forgetting alternative ways of under-
standing the past. 

Recently, forgotten figures in science are being recalled and 
credited for their work, but the problem is endemic; structural ine-
qualities lead to making the work of lower-status people (students, 
lab assistants, wives) invisible, with credit going to the person with 
the highest status in a partnership or on a team. Each time one 
person is uniquely honored for a complex scientific discovery that 
required the work of many others, information about how that 
discovery came about is lost. 

Historians and other scholars engage in productive, evidence-
based debates over the past as a matter of professional interest, 
curiosity, and reputation. Outside academia, people also disagree 
about the past and how it should be remembered, but the tenor of 
the disagreements may be quite different in situations where the 
past provides personal and collective identity. The context within 
which a statue or historical monument is viewed in the present is as 
important as the context in which it was originally commissioned 
and erected. Old forms get new meanings as contexts change over 
time, which can lead to violence upon the steps of those monu-
ments as some seek to tear them down, and others strive to make 
sure they remain where they are. 

This question becomes a practical one in memorialization 
debates. What should be done with statues that were erected to 
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honor individuals that history has reassessed and found to no longer 
represent the values of their current society? In the 20th century, 
after World War II, newly Communist countries tore down statues 
of nationalist heroes and replaced them with statues of war heroes. 
After the fall of communism, some of the original statues were 
hauled out of storage and reseated in public squares. Around the 
world, there are discussions about what should be done with the 
awkward memorials of past eras, even where there is a broad con-
sensus that they need to come down. Should they be put on display 
in museums, with historical context? Should they be destroyed? Do 
some ideas deserve to be forgotten? Is it worth preserving objects 
such as Nazi paraphernalia that are fetishized and eagerly collected 
by the next authoritarian generation? 

Debates over school curricula and how they should cover prob-
lematic eras of national history, including legacies of colonialism, 
slavery, and racism, sometimes conf late personal memory and inter-
personal relations with collective memory and structural relations: 
can’t we just forget about the past and move on? Memorialization 
conf licts are rife with apparent contradictions. Politicians in the 
United States who claim that removing Confederate monuments 
is an “erasure of history” support the censorship of textbooks that 
present slavery, accurately, as the cause of the Civil War. 

The connection between the control of knowledge and political 
power has been articulated by French historian and philosopher 
Michel Foucault (1926–1984). His work suggests that what counts 
as all the information in the world will always be a ref lection of power 
inequalities from the past, which determine what information will 
survive into the present. Structures of power in the present will 
also shape how the past is taught, and how current events will be 
remembered in the future. 

From the perspective of information science, as for historians, 
all accounts are important to preserve, even the fabricated and self-
serving ones. 

THE CONTEXT OF ACCESSIBILITY 

If the goal of building a universal collection is undercut by social 
stratifications, this is just as true for the second goal of Naudé’s 
vision, that a library collection should be accessible. We can surmise 
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that one reason King Ashurbanipal wanted to centralize his col-
lection of tablets was to make it easier for the scribes, priests, and 
scholars of his day to read and copy them. The majority of people 
in his society were non-literate, including most of his own royal 
household. Even apart from the limitations of literacy, physical 
access to library collections has historically been constrained by 
social class. Wealthy and aristocratic families in many eras and 
across the globe have assembled private libraries in their homes and 
educated their children in elite institutions where printed informa-
tion is available to them that would not be accessible to the lower 
classes, or to women, or to the public at large. 

In the United States, during the centuries when the ownership 
of human beings was legal, what was illegal was teaching a slave to 
read. That slaveowners and their apologists felt it necessary to create 
such a law is evidence that they knew that the racial stratification 
that they were creating in their society required control of infor-
mation; why otherwise would they be afraid of literate slaves?21 In 
thinking about the ways in which historical injustices were trans-
formed into modern inequalities, we may well ask why, across the 
globe, education is funded in such a way that schools attended by 
poor children have dramatically fewer resources of all kinds than 
schools attended by wealthy children.22 Why do the Taliban when 
they are in power in Afghanistan immediately deprive girls of the 
right to education?23 Even in educational systems with high levels 
of educational attainment, like the Nordic system, stratifications 
continue to exist.24 

The United Nations General Assembly passed the Freedom of 
Information Resolution in 1946. Two years later the 58 members 
of the General Assembly adopted the Universal Declaration of 
Human Rights, which included the right of children to be edu-
cated. Elementary education was directed to be free and com-
pulsory; and while parents had the right to choose the kind of 
education their children received, the UN agreed that they could 
not deprive their children of their right as human beings to the 
knowledge and skills that education provides. 

The issue of information accessibility is not only about social 
inequalities which affect literacy and access to education; it is also 
about broader issues related to the value of intellectual freedom and 
the right to information. The idea of a truly public library, embraced 
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by libraries and championed by librarians, has always been in con-
f lict with those sectors of society that seek to censor information, 
to lock it up behind a paywall, or to surveil its use. The American 
Library Association (ALA) code of ethics includes statements of 
commitment to intellectual freedom, resistance to censorship of 
library resources, and protection of library users’ rights to privacy 
and confidentiality.”25 Inclusion, accessibility, and privacy pro-
tection are all areas of professional training and continuing study 
within information science. 

Censorship, from an information science point of view, must be 
understood in the context of authority, power, and control, since 
a deliberate restriction of access to information only works when 
it is enforced.26 Censorship sometimes involves symbolic or actual 
destruction of information objects such as books, or of the buildings 
where books are held, as occurred in Timbuktu, but sometimes it 
is a restriction of specific words, images, or ideas. Censorship has 
been productively categorized as having both active and passive 
forms. In passive form, individuals may self-censor because they 
are afraid of the repercussions of not conforming to their com-
munity’s values. The actions of censorship lie along a continuum of 
increasing severity in which materials may be redacted, restricted, 
relocated, or completely removed.27 

Information Scientists study censorship to learn more about 
attempts to limit access to information. Reasons for censoring may 
include protection (usually of children, but sometimes of society); 
prejudice (to maintain social inequalities, or to promote particular 
worldviews); or power (to limit dissent). Legislation aimed at con-
trolling what children may read and discuss in school (eliminating, 
for example, texts about the theory of evolution, or gender and 
queer studies, or racial history) ref lects a politicization of informa-
tion that is bound up in religious, nationalist, or other political 
projects. 

The attack on the libraries of Timbuktu can be understood to 
be an attack on freedom of information, a brute-force attempt at 
censorship and control of thought within the Islamic world by the 
destruction of the evidence of a more tolerant Islam. In Bosnia, 
the lack of consensus over who is responsible for the violence 
that occurred during the dissolution of Yugoslavia in the 1990s is 
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particularly marked. Bosnia is an ethnically divided state, with power 
shared uneasily between Bosnians who are ethnically Croatian and 
Roman Catholic, Bosnians who are Muslim, and Bosnians who 
are ethnically Serbian and Orthodox Christian. Within a single 
high school, students of different ethnic groups may attend separate 
classrooms and be taught from textbooks that refer to the country’s 
history in different ways, with alternative views censored.28 

Similarly, in textbooks used in the United States to teach U.S. 
history, the historical significance of slavery can be presented quite 
differently from state to state. Social panic around “critical race 
theory” led some conservative-led states to scour discussions of 
slavery from textbooks and library shelves, and especially of its 
legacies in the systemic and structural racism that still powerfully 
impact Black people’s lives today. In contrast, textbooks in progres-
sive states continue to present the country’s racial history in a criti-
cal and comprehensive way.29 Regardless of its stated intent, this 
censorship provides an excellent example of structural racism. The 
use of state power to wrest control of decisions on textbook content 
away from educators has the immediate effect of erasing Black his-
tory and experience. Attempts to shut down academic departments 
of ethnic or area studies, and the censoring of books addressing 
ethnic and racial history from prisons, schools, and libraries reoc-
cur when the political winds make anti-minority or anti-immigra-
tion sentiment expedient again. 

The American Library Association has released a statement that 
communicates its opposition to “any legislative proposal or local 
initiative intended to ban instruction, consideration, or discussion 
about the role of racism in the history of the United States, or how 
systemic racism manifests itself in our schools, workplaces, and 
government agencies.”30 In statements such as these, information 
science, as a field, communicates its commitment to widening and 
protecting access to information as a core value, and a collective 
goal towards which to work. 

THE CONTEXT OF SEARCHABILITY 

The third part of the vision of a universal library is that users, 
having been granted access to all the available information in the 
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world, should be able to find what they are looking for. The effec-
tive search of collections has been a central task of information 
science throughout its history. 

Argentinian translator, essayist, and poet Jorge Luis Borges 
(1899–1986) had a penchant for writing satirical short stories touch-
ing on themes related to classification and memory; some of these 
are prescient, appearing to speak directly to the information chal-
lenges of the digital era.31 In his short story “The Library of Babel,” 
Borges asks us to imagine the creation of a library, infinitely large, 
with books that contain every possible combination of the letters 
of the alphabet. Within the collection it would become possible 
to find any book ever written or that ever could be written, every 
sentence ever spoken, or that might ever be spoken, including “the 
true story of your death, the translation of every book into every 
language, the interpolations of every book into all books, the trea-
tise Bede could have written (but did not) on the mythology of the 
Saxon people, the lost books of Tacitus.”32 

Humankind would have reacted with joy and hopefulness at the 
idea that the solutions to all problems, personal and collective, must 
lie within the library, if only they could be found. But there’s the 
rub. The Library of Babel could not be searched. Although some-
where in its chaos must exist “the faithful catalog of the Library,” 
there would also be “thousands and thousands of false catalogs, 
the proof of the falsity of those false catalogs, a proof of the falsity 
of the true catalog.” Hope would turn to depression when people 
understood that nothing in the library could ever be found: “The 
certainty that some bookshelf in some hexagon contained precious 
books, yet that those precious books were forever out of reach, was 
almost unbearable.33 

Because the Library of Babel is a computational construct, it 
could in theory exist. And in a less-than-infinite digital form, it 
now does. You will be able to find your name, and every word you 
have ever written, and every word you will ever write, through a 
website that brings Borges’ wry dystopian fable to life.34 It is less 
cruel than the original, because it is searchable (though it has no 
catalog or index—actually it does have one, but just like the one in 
Borges’ story, it can’t be found). 
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It is a strange and unsettling experience to type, say, the sen-
tence you just spoke, or your most guarded secret, into the virtual 
Library of Babel, and have the text turn up on your screen. It was 
not produced by your input—it already existed in the digital library 
in its own unique location, along with every possible variation of 
the same text with words or letters missing or disarranged. The 
online Library of Babel is not truly infinite; it contains all possible 
pages of only 3200 characters each, which amounts to about 104677 

“books.” So although the website doesn’t contain the entire text of 
your as-yet-unwritten novel in a single string, you could find all 
the pieces of it there, 3200 characters at a time, along with every 
possible revision and parody and bastardization and terrible transla-
tion that could possibly follow—if you knew what text to input in 
order to find them. 

To get closer to the experience of Borges’ Library of Babel, you 
can simply try browsing through the website. You can spend hours 
and hours looking randomly through it and never find anything 
but garble. 

The title of Borges’ story refers to the ancient tale of the Tower 
of Babel, which relates an attempt by human beings to build a 
tower all the way to heaven. As the story goes, God struck down 
the builders for their hubris, causing them to speak in different 
languages. Unable to communicate, they could no longer work 
together, and their tower soon fell to ruin. The builders of the 
tower of Babel had not lost the form of their communication—they 
could still hear each other—but they could no longer access the 
content of the spoken words. Without a dictionary and grammar 
to guide a process of translation, they also lacked any context from 
which to find shared understanding. 

It is a common experience to come across, in an antique store 
or resale shop, a box of random photographs that are unidentifi-
able because there are no names written on the back. Having been 
separated from any historical documents that could provide clues 
to their identities, such as marriage records or a family bible, these 
photographs now retain only aesthetic or iconic value. The photo-
graphs lack information about the information in them: they lack 
metadata. 
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When we inherit old family photographs, it is tempting to be 
irritated at our ancestors for failing to write names on the backs 
of their photos to tell us who they are. But really why would they 
have? They knew who the people were when the pictures were 
taken. And perhaps we shouldn’t throw stones. How many of us 
give meaningful file names to our digital photographs that would 
allow our future great-grandchildren to identify the people in 
them? 

Imagine a Library of Babel digital resale shop, with all the pho-
tographs taken on all the cameras and phones and digital cameras 
of everyone in the entire world, all gathered in one place, all with-
out identifying information. Future facial recognition technologies 
may evolve to the point that any single photograph in that collec-
tion could be identified through algorithms that compare them to 
all the other images. But a match would not provide identification; 
the program would still need to access other types of information 
linked to the matching photo, as there would be on a passport, or 
in a high school yearbook, or on a social media site. To identify all 
the random faces in that infinite collection, it would need to have 
access to all the public and private information about everyone in 
the world. 

Researchers, governments, and corporations are collecting 
ever-increasing amounts (and kinds) of data to fuel AI-driven 
technologies for a variety of purposes, from the scientific to the 
entrepreneurial. Governments pursue facial recognition technolo-
gies for the purpose of surveillance, but they could also be used to 
instantly identify random photographs. If everyone gave up their 
private data on behalf of the goal of being instantly able to put a 
name on any face, that might be cool, but whom would it serve? 
Who would be harmed? The answers to these questions also con-
stitute the context of searchability. 

The actual collecting of all the information in the world is more 
complicated in practice than it might seem to be when viewed 
as a utopian ideal. In “The Total Library” (a short essay written 
two years before “The Library of Babel”) Borges opens with that 
very thought: “The fancy or the imagination or the utopia of the 
Total Library has certain characteristics that are easily confused 
with virtues.”35 
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A 16th-century Spanish book that had been lost for centuries 
turned up in Denmark. Ironically, it was found in a library. No one 
who cared about the book would ever have thought to search for it 
in Denmark, much less in the place where it was found, which was 
the Arnamagnæan Collection at the University of Copenhagen. 
The collection holds Icelandic and other Nordic manuscripts, with 
only about 100 works from other countries in total, of which only 
20 originated in Spain. 

It could not be accurately classified, except by language (it was 
written in Latin, but had Spanish passages). The cover and the first 
section of the enormous 2000-page tome were missing; it had been 
rebound in plain gray cardboard in the 18th century.1 So there was 
no title, no author, no identifying information of any kind. To 
make things worse, at some point in the past, it may have been put 
on the wrong shelf.2 

When the unidentified book turned up, it presented scholars at 
the University of Copenhagen with a puzzle. Eventually a visiting 
historian recognized it as a book that had been lost for 500 years: 
the Libro de los Epítomes (Book of Abstracts), created by Hernando 
Colón (1488–1539), whose father was the controversial Italian 
explorer, Christopher Columbus.3 

Like King of Assyria two thousand years earlier, Colón wanted 
to create a universal library, containing all the knowledge in the 
world, a world much bigger than it had been when Ashurbanipal 
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had ruled. Colón’s hubris in his endeavor was as great as the ancient 
king’s had been, even if he lacked a king’s power. He wasn’t with-
out resources, however. Despite being one of Columbus’s two sons 
born out of wedlock, Colón’s association with his famous father 
provided him with social status, wealth, and connections sufficient 
to indulge his ambition to collect “every book on every subject 
and in every language, from within Christendom and without.”4 

Historians have noted that his ambitions were not free of the colo-
nizing ideologies that sent his father out to violently plunder the 
New World.5 

Hernando accompanied his father on his disastrous fourth trip 
to Central America and the Caribbean, in which all ships were lost 
but one, leaving the surviving crew stranded in Jamaica. Although 
the fourth voyage marked the end of exploration for Columbus, 
his son’s ambitions continued. By the end of his life Colón had 
acquired between 15,000 and 20,000 volumes, many of them not 
found in other collections. In addition to books, he acquired popu-
lar works and ephemera, newspapers, pamphlets, brochures, bal-
lads, and academic treatises. The contents of his collection ranged 
from erotica to the classics of ancient Greece and Rome. In his era, 
it was the largest collection of printed material in the world. 

Not surprisingly, Colón’s library suffered the same fate as other 
libraries through time. They are vulnerable to theft, fire, war, and 
weather. Their collections are valuable, sometimes immeasurably 
so, which means their books will be stolen, or sold to pay debts or 
to make a profit. Sometimes the value is not evident, and books are 
thrown away, or used as kindling. They may also become collateral 
damage in violent conf licts that have nothing to do with them 
or serve as symbolic targets. In August 1992, the Yugoslav army 
shelled Bosnia’s National and University Library, burning close to 
two million books, including 155,000 rare books and manuscripts; 
this act was understood to be an attempt to destroy the memory of 
a peaceful, multiethnic Bosnia.6 

Only about a quarter of Colón’s collection has survived into the 
present, but among what does remain are a series of bound indexes, 
created by Colón’s team of librarians, which describe what the 
entire collection once contained. These indexes provide a record 
of the system of classification that Colón developed to organize 
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his holdings. He kept a list of all of his acquisitions, and from this 
created a bibliography that included collected works organized by 
author. A second volume sorted the works by broad topic. A third 
sorted them by keywords. These indexing volumes can today be 
found in the Biblioteca Colombina of the Institución Colombina in the 
Spanish city of Seville. It is because of Colón’s meticulous clas-
sification that scholars know the titles, authors, and subjects of the 
books in the collection that did not survive. 

But the Book of Abstracts, which summarized the content of each 
work in the collection at some point in the last 500 years, disap-
peared from Spain and from the eyes of the world. Its absence was felt 
by historians; in its 1,964 pages were recorded almost 2,000 detailed 
abstracts of the books and other texts collected by Colón in the late 
15th and early 16th centuries, many of which no longer exist. 

Historians have traced the book’s adventures; they believe that it 
left Spain in the hands of a Danish envoy in the 17th century who 
brought it back to Denmark. It was auctioned off at his death and 
then purchased by the Icelandic scholar, librarian, and collector 
Árni Magnússon (1663–1730). Magnússon’s collection of Icelandic 
works was the largest of its kind in the world, and the central focus 
of his interest and acquisitions. Remarkably, the Libro de los Epítomes 
survived the Copenhagen fire of 1728, in which the University 
Library was completely destroyed, except for some works that 
had been copied by Magnússon. His printed book collection also 
burned, but his copied manuscripts and some of his books were 
moved before the fire reached them. Among them was the Libro 
de los Epítomes.7 After his death his book collection was divided 
between the Árni Magnússon Institute for Icelandic Studies in 
Reykjavík and the Arnamagnæan Institute in Copenhagen, where 
the Libro de los Epítomes was sent. There the book lay, unrecognized 
for nearly 400 years. 

Colón had indexed his books nearly a century before Naudé 
asserted the importance of completeness, accessibility, and search-
ability in a library collection. But neither of these men invented the 
idea of library classification. For that, we must go back again to the 
ancient world. 

In this chapter we explore the earliest known classification 
systems, and the history of the development of modern library 
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cataloging. We survey the parallel development of special libraries in 
the United States and the international documentation movement 
before examining challenges to traditional classification and the 
identification of bias within information frameworks and systems. 

THE ORIGINS OF CLASSIFICATION 

Ancient Sumerians created lists of their collections, perhaps as early 
as 2500 BCE. Among the clay tablets found at the Sumerian city 
of Nippur, now located in present-day Iraq, are two indexing tab-
lets, dating to about 2000 BCE. The discrepancies between the 
two lists suggest that they were made at different times, or repre-
sented separate, incomplete attempts to account for what was in 
their collection.8 Indexing tablets from Hattusa, the capital of the 
Hittite empire in the 14th century BCE (in modern Boğazkale, 
Turkey), are more detailed, including a summary of the content 
that provides the names of authors or transcribers, as well the num-
ber of tablets across which a text was written.9 Given that long texts 
required multiple clay tablets to record them, it was the practice to 
include at the end of each tablet some text to aid the reader. This 
might include the next few lines to be found at the beginning of 
the next tablet, a kind of ancient hyperlink. Information such as 
this, which is not part of the text, but about the text, is referred to 
as a colophon. On a modern book, the spine serves as a colophon, 
providing the title, author, and sometimes the publisher’s name or 
identifying logo. On ancient cuneiform tablets the colophon some-
times recorded the name of the scribe, the library where the tablet 
would be held, or the owner of the collection. 

The creation of the classification system used in the ancient 
Egyptian Library of Alexandra is attributed to a man named 
Kallimachos (Callimachus in Latin), a poet, scholar, and librar-
ian who lived circa 200 BCE. He was responsible for maintaining 
the Pinakes, the catalog of the library’s collections, which eventu-
ally grew so large that it required 120 papyrus scrolls to record it. 
Although it did not survive intact, the 480 surviving fragments 
give us a wealth of information about the system. The word pinakes, 
plural for pinax, or wooden tablet, also referred to the clay markers 
that hung above the pots that contained the scrolls. The library’s 
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collections were classified into two familiar categories: literature 
and nonfiction. Works listed as literature were subdivided into the 
categories of epic, elegy, iambics, melodrama, tragedy, or comedy. 
The nonfiction texts were categorized as history, rhetoric, philoso-
phy, medicine, or law.10 

Although Kallimachos is credited with creating the “world’s first 
bibliography,” his system was inf luenced by Aristotle’s approach to 
list-making, and by the work of Aristotle’s pupil, Theophrastus, 
who created and organized summaries of the opinions and ideas of 
philosophers. These were recorded, without additional commen-
tary or analysis, into documents called doxographies, which could 
serve as the basis for scholarly discussion. The system also made use 
of the new and evolving practice of alphabetization.11 

Kallimachos was an information professional in a startlingly 
modern sense. He organized the physical scrolls that were collected, 
he evaluated their content so that he could classify them accurately, 
and he recorded information about the scrolls in the kinds of meta-
data categories that we still use today: length, name of the author, 
content summary, review of a work’s contributions to its field, and 
the author’s other works. Although the Pinakes provided a detailed 
list of the library’s scrolls, it did so as a bibliography rather than an 
index. What his bibliographic catalog did not provide was a way to 
locate the scrolls in the library. To find what they were looking for, 
scholars still needed to ask the librarians where to look.12 

We know less about the workings of the Imperial Library of 
China during the Han dynasty. A cataloger by the name of Liu 
Xin (c.50 BCE–23 CE), a relative of the royal family, continu-
ing a work begun by his father, produced a catalog of the library’s 
collections. The Seven Epitomes, which included extensive editorial 
commentary on the items in the collection did not survive, but a 
shortened version was included as a chapter in a history of the Han 
dynasty written a generation later.13 The chapter, entitled “Treatise 
on Classics and other Texts,” listed 631 works from the Imperial 
Library, none of which still exist, and of only 20% is there any 
knowledge beyond their titles. We can glean a little more about 
what they contained from their classification into six categories 
and 38 subcategories. The main categories were Six Arts, Various 
Masters, Poems and Rhapsodies, Military Writings, Calculations 
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and Methods, and Recipes and Techniques. Missing from the cata-
log are laws and statutes, which were collected separately.14 

LIBRARIES AND CATALOGS 

Organizational tools that help people discover what they are look-
ing for in collections are called finding aids. We may say that we 
are “searching for a book” in the library, but we aren’t actually 
searching the contents of its collections, unless the library is very 
small, or we already have some idea on which shelf to look. What 
we are searching is the finding aid. Catalogs and indexes are two 
common kinds. The difference between them ref lects the differ-
ence between information understood as a container of meaningful 
content, and the meaningful content that it contains. 

A catalog is a list of the names (or other identifying labels) of 
items in a collection. A bibliography is a common kind of catalog 
that lists written works organized by author. In contrast, an index 
is often organized by the topics in a collection (or within a single 
work). An index at the back of a book, for example, is typically an 
alphabetized list of topics with page numbers indicating where that 
content shows up in the text. Sometimes a book will have more 
than one index, one that lists the names of people who appear in 
the book, one for place names, and one for subjects. 

Before the era of digital storage, and even after indexing began 
to be digitized and accomplished through networks, the most 
common finding aid in a library was the long wooden filing cabi-
net, containing stacked drawers full of alphabetized 3” × 5” cards. 
The location of any book on any shelf in the library could be 
determined through a few different searching paths, because card 
catalogs included multiple cards for any single book, indexed in 
different ways. One card would be in a drawer alphabetized by 
the author’s last name, another one could be found by searching 
for the title of the book, and a third would be sorted by subject 
area. 

This multiple-index strategy increased the chances that library 
patrons would be successful in locating what they were looking for 
in the catalog, even if they only knew one of those three pieces of 
information. 
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The cards contained descriptive information about the book and 
its contents. The technical description of a book related to its physical 
form. This would typically include its size, the number of its pages, 
or its type of binding. 

The identifying description of a book was related to its meaningful 
content. This would include the author’s full name and birthdate 
(death date if deceased), the name of any co-author, illustrator, or 
translator, the work’s title and subtitle, its publication and print-
ing dates, its table of content and genre category, and a summary 
of its theme or plot. Sometimes additional information would be 
provided describing the significance of the work, such as published 
book reviews or literary awards received. 

The administrative description of a book was related to the third 
aspect of information, the process of accessing the physical book. 
This might indicate whether it could be borrowed locally, or could 
be requested through interlibrary loan, or if it was located in the 
rare book room and could not be borrowed at all. The administra-
tive description would also include its shelf location, or a notifica-
tion that it was missing from the shelf. 

Physical card catalogs were built to hold rectangles of cardstock 
paper five inches long and three inches wide. The story of the 3” × 
5” card usually begins with Carl Linnaeus (1707–1778), the Swedish 
botanist and taxonomist who invented binomial nomenclature, the 
Latinized two-word naming system for biological species.15 His 
system not only simplified the names of plants and animals, it also 
created the hierarchical classification system that we still use today, 
which begins with kingdom and goes down through phylum to 
class, order, family, genus, and species. 

When Linnaeus was collecting and cataloging butterf lies, he 
used whatever slips of paper were near at hand to take notes about 
his specimens, and to sort them by their various characteristics. He 
didn’t invent this practice. Two centuries earlier, the Swiss natural-
ist Conrad Gessner had used paper slips to organize his notes as he 
created his 1545 Bibliotheca universalis. 

Linnaeus’s innovation was to standardize the size of his slips by 
employing playing cards. In that era, the backs of playing cards 
were blank, so people used them for sundry purposes. Eventually 
standardized into the 3” × 5” light card stock that is familiar to 



  

 

CLASSIFYING INFORMATION 29 

us now, this powerful, low-tech information technology has been 
used for more than two and a half centuries to classify everything 
in the world. 

The first physical card catalog was created in 1780 by Dutch-
born Austrian librarian Gottfried van Swieten (1733–1803).16 By 
the 19th century, “index cards” had been fully adopted by catalog-
ing librarians. Dewey Decimal Classification (DDC), usually referred 
to as the “Dewey Decimal System,” was developed in the late 19th 
and early 20th centuries. It established the systematic use of index 
cards and provided a standardized template for the classification 
of library holdings. Named after Melvil Dewey (1851–1931), who 
first proposed the system in 1876, it was developed and amended by 
generations of librarians, and would eventually spread to libraries 
around the world 

Dewey’s legacy has been tarnished in recent years, following a 
collective reassessment of his behavior and character. It was an open 
secret during his lifetime that he was a serial sexual harasser, engag-
ing in unwanted touching and kissing of subordinate women. He 
was also criticized for racially segregating the private resort that 
he owned and ran with his wife in the Adirondacks in New York. 
They disallowed the membership of racial minorities and Jews, 
and once refused entry even to the renowned African-American 
educator, Booker T. Washington. Segregation was not illegal, but 
it did not ref lect the values of the American Library Association 
(ALA). The scandals accumulated, and Dewey was eventually dis-
missed as a New York City librarian, and his membership in the 
ALA was revoked.17 

After his death, Dewey’s official biographies sanitized these 
aspects of his character and career. It wasn’t until 2019, during the 
#MeToo movement, that his name was removed from the Melvil 
Dewey medal awarded annually by the ALA, 100 years after they 
had first censured him.18 

The second half of the 19th century was an exciting time for 
women who were able to pursue professional training as cata-
logers and librarians, during a period when there were few other 
fields open to them. Many young women trained by Dewey went 
on to have remarkable careers. One of the most well-known was 
Katherine Sharp (1865–1914), who in 1897 founded and directed 
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the Library School at the University of Illinois as well as directing 
the University Library. As the story goes, when Dewey was asked 
to provide names of some men who might be able to take up the 
challenging position in Illinois, he replied that the best man for the 
job was a woman; and that woman was Katherine Sharp. Sharp 
was responsible for training a generation of women who subse-
quently “went West” to jobs in public and academic libraries across 
the United States in the early 20th century, taking the DDC with 
them.19 

The opportunities offered to white women in the library profes-
sion were also available to other women, though limited by the 
same stratifications and prejudices that affected their ability to rise 
in other sectors of society. Black women in the field of Library 
Science in the United States made significant contributions to the 
institutions and communities in which they lived and worked. 

Vivian Harsh (1880–1960), the first Black woman to be a cre-
dentialed librarian in Chicago, developed an important archival 
collection related to the African American experience in that city. 
Naomi Willie Pollard Dobson (1883–1971), the first Black woman 
to graduate from Northwestern University in 1905, served as head 
librarian of Wilberforce College, where she also served as the direc-
tor of its Library Science program, and was an active civic leader.20 

Historically Black Colleges were instrumental in supporting and 
training Black librarians during the first half of the 20th century. 

CLASSIFICATION SYSTEMS 

The Dewey Decimal system standardized the practice of assigning 
a four-part code to every work in a library collection. The most 
important part of that code is the identifying number, created by 
matching a book’s content to the closest matching subject catego-
ries and subcategories. The system classifies all human knowledge 
into only ten categories: 

000 Computer science, information & general works 
100 Philosophy and psychology 
200 Religion 
300 Social sciences 
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400 Language 
500 Science 
600 Technology 
700 Arts and recreation 
800 Literature 
900 History and geography 

Each of these ten categories has ten subcategories, and those ten 
subcategories have subcategories. Beyond this level, additional dec-
imals can be added as the categories become more specific. There is 
(theoretically) no limit to how many subcategories could be added 
to classify a given work. The system gave early catalogers the power 
to classify any domain of knowledge with extraordinary specificity. 

In the DDS, the Call Number is the code that allows it to be 
shelved correctly and found when needed. It is composed of four 
parts: Size Designation, Dewey Decimal Number, Cutter Number, 
and Work Mark. The Size Designation is a technical description, 
which is used to indicate a physically oversized book. The letter 
F (standing for Folio) or the letter Q (for Quarto) will begin the 
code if the book is a standard Folio size of 12” × 19,” or a Quarto, 
measuring 9.5” × 12.” 

The Work Mark, which comes at the end, is another optional 
designation. It is an administrative description which ensures that 
multiple copies of the same book will have a unique identifying 
number, (the first, second, or third copy, and so on). Between the 
Size Designation and the Work Mark are the Dewey Decimal num-
ber and the Cutter Number; both provide identifying descriptions. 
The Dewey Decimal number encodes the book’s subject matter 
with as much specificity as is needed. 

The Cutter Number encodes the author of the work, and was 
named after the man who devised it, Charles Ammi Cutter (1837– 
1903). Like Dewey, Cutter was an early and inf luential librarian, as 
well as a founding member of the ALA, but the two men had very 
different personalities and professional ambitions. Cutter criticized 
Dewey’s system, wanting a more f lexible classification system that 
could be tailored to different-sized collections. 

Cutter was part of a group of American librarians who were 
engaged in developing cataloging standards. The group also 
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included Charles Coffin Jewett (1816–1868), Librarian of the 
Smithsonian Institution and Superintendent of the Boston Public 
Museum. They collaborated with cataloging librarians in the 
U.K. and Ireland, including Antonio Panizzi (1797–1879), prin-
cipal librarian from 1856 to 1866 at the British Museum (which 
also served as the national library). The Library Association of the 
United Kingdom (created in 1877) worked together with the ALA 
to form an Anglo-American cataloging alliance, which was codi-
fied in 1906.21 

Cutter anticipated the growth of community-based pub-
lic libraries and the activities that would continue to shape them 
through the 20th century into the 21st. He believed people should 
be able to wander freely in public libraries, browsing the shelves 
by category, to find books of interest. He insisted that children 
should be welcome and that their art should hang on library walls. 
Cutter is responsible for the card pouches we may find on the inside 
of library books that held cards marked with their due dates. He 
is credited with producing the first public card catalog. He also 
invented inter-library loan and the practice of home delivery of 
library books, being particularly concerned with the accessibility 
of library collections.22 

In 1868 Cutter was named Librarian at the Boston Athenaeum. 
In an essay he penned in 1883, he mused about what his library 
might become after the passage of a century: 

Our library is not a mere cemetery of dead books, but a living power, 
which supplies amusement for dull times, recreation for the tired, 
information for the curious, inspires the love of research in youth, and 
furnishes the materials for it in mature age, enables and induces the 
scholar not to let his study end with his school days…Its mottos are 
always “plus ultra” and “excelsior.”23 

In the essay, “The Buffalo Public Library in 1983,” he glimpsed 
the information future that dawned with the digital age—he was 
reaching towards future technologies that would allow information 
to be retrieved with greater speed and accuracy: 

The desks had every convenience that could facilitate study; but what 
most caught my eye was a little key-board at each, connected by a wire 
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with the librarian’s desk. The reader had only to find the mark of his 
book in the catalog, touch a few lettered or numbered keys, and on the 
instant a runner at the central desk started for the volume and, appear-
ing after an astonishingly short interval at the door nearest his desk, 
brought him his book and took his acknowledgment without disturbing 
any of the neighboring readers.24 

Cutter died at 66 without finishing his system, which had 
been eclipsed by DDC. But it was Cutter’s approach, Expansive 
Classification, which became the basis for the Library of Congress 
classification system. It had 20 broad categories, and one general 
category, in contrast to DDC’s ten. Cutter eventually developed 
seven expanding versions of the system, tailored to libraries of dif-
ferent sizes. He published guides to the first six of these but died 
before completing the seventh.25 

Julia Pettee (1872–1967) was another significant figure in the 
history of cataloging. She was trained at the Pratt Institute, a pri-
vate college in Brooklyn, New York, the third of the important 
early library training institutions in the U.S. after Albany and the 
University of Illinois. In her autobiography, Pettee tells a story about 
the low standards for cataloging that existed in the University of 
Philadelphia library when she arrived, and how difficult that made 
her job. She complains of “the misery of being told to do things your 
own judgment refused to sanction” and provides an illustration: 

The subject headings given by other people form a continual sore 
point. I have a spasm nearly when I have to write a subject card headed 
aleta xylantia for a two-page analytical for some obscure butterfly no 
one ever heard of but once and never will again. They scatter their but-
terflies under 1104 possible headings throughout the catalogue.26 

Moving on from this unhappy position, Pettee was to serve for 
30 years as head cataloger for the Union Theological Library in 
New York City, where she developed a hybrid system for the cat-
aloging of theological writing. Union Classification, as she named 
it, dispensed with the aspects of Dewey’s system that she found 
unworkable for cataloging religious documents, made additionally 
complex because authorship of historical religious texts was often 
obscure or entirely lacking.27 
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Pettee spent most of her career working in a theological library, 
one example of what is termed a Special Library, a collection that 
is not intended to be complete across all areas of human inquiry, 
but serves a narrowly defined community of interest, like law, or 
medicine, local history, or children’s books. Special libraries must 
be responsive to the changing needs of the community that makes 
use of their collection. 

Julia Pettee advised her fellow catalogers that they must create 
classification standards that are f lexible enough to change as society 
changes: “The best that a book classification can do,” she said, “is 
to plan its outline with an eye prophetic, so that it will serve the 
coming as well as the present generation; and then to provide, by a 
f lexible notation, for inevitable future readjustments.”28 

Pettee helped to professionalize the field of cataloging by pub-
lishing subject headings, inviting feedback and debate among cata-
logers and librarians. Her careful, collaborative approach raised the 
profile of cataloging as scholarly work, requiring broad knowledge 
and specialized training. 

Working a generation later, Mary “Paul” Pollard (1922–2005), 
librarian at the Library of Trinity College Dublin, made simi-
lar contributions in a different domain—the cataloging of early 
printed books.29 She was a specialist in early children’s literature, 
but was also a collector; at her death she left more than 11,500 pre-
1914 children’s books to the Trinity College Library, along with 
her documenting notebooks.30 

The professional growth of cataloging, inspired by the needs of 
special library collections, coincided with the documentation move-
ment taking place in Europe. One of the best-known figures in this 
movement was a Belgian lawyer named Paul Otlet (1868–1944). 
Inspired but also frustrated by the Dewey Decimal system’s focus 
on books, Otlet developed Universal Decimal Classification (UDC) 
which could handle many kinds of media: photographs, videos, 
advertisements, brochures, letters, and miscellaneous ephemera.31 

Setting out with the goal to catalog everything published 
in the world, he called his cataloging project the Répertoire 
Bibliographique Universel (Universal Bibliographic Repertory). He 
made use of hundreds of thousands (and eventually millions) of 
index cards. Otlet’s staff functioned as an “analog search engine,” 



  

 

35 CLASSIFYING INFORMATION 

answering queries from people around the world by letter or tel-
egraph, after searching for and locating answers in their indexed 
collections.32 

Otlet’s partner in many of his visionary endeavors was Henri La 
Fontaine (1854–1943), a Belgian lawyer, peace activist, and femi-
nist whose Nobel Peace Prize in 1913 funded some of their pro-
jects. In collaboration with futurists and architects, they began to 
organize a networked alliance between international organizations 
that were working towards similar goals. They gathered cultural 
artifacts as well, storing, and curating them in a 150-room museum 
they named the Palais Mondial. Convinced that universal access to 
information was the key to world peace, Otlet and La Fontaine 
were actively engaged with the League of Nations, organized after 
World War I to work toward global cooperation. They named 
their larger project, which encompassed the classification system, 
their physical collections, their network of organizations, and their 
futuristic aspirations, the Mundaneum.33 

In the generation following Paul Otlet, Suzanne Briet (1894– 
1989), a French librarian at the Bibliothèque Nationale (the National 
Library of France) helped to professionalize the field of docu-
mentation in Europe. She was the founding director of the Union 
Française des Organismes de Documentation, the French equivalent 
of the American Documentation Institute, which would later 
become the Association for Information Science and Technology 
(ASIS&T). After a visit to the United States, Briet recognized that 
the specialized cataloging work happening in special libraries was 
similar to what was happening in Europe in the field of documen-
tation. She saw no need to merge the professions of librarianship 
and documentation, nor to formally separate them.34 

Expanding on Otlet’s treatment of non-textual materials as 
documents, Briet’s classic article, “What is Documentation?” has 
become a foundational text in information science. It explains that 
anything that conveys information can be understood to be a docu-
ment. As an example, Briet asks the reader to imagine a previously 
uncatalogued species of antelope captured in Africa and brought to 
Europe. The antelope in the wild is not a document; but as soon as 
it has begun to be observed, analyzed, cataloged, and put on dis-
play, documents begin proliferating: text descriptions, publications 
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from those descriptions, reprints, and translations of the publica-
tions some of which have photographs that are then reprinted in 
newspapers and magazine articles, which in turn are microfilmed. 
When the antelope dies, it may even be stuffed and put on display 
in a museum, completing its final transformation from animal to 
document.35 Briet brought both humanistic insights and theoreti-
cal frameworks from the social sciences to the professional field of 
documentation.36 

CLASSIFYING INFORMATION IN CONTEXT 

Jorge Luis Borges was well aware of the work of Paul Otlet; some 
of his short stories must be read as a commentary on what was hap-
pening in the early documentation movement. Ironically, while 
The Library of Babel underscored the importance of an index to 
search a collection, he was also skeptical of the project of classifica-
tion needed to make one. In “The Analytical Language of John 
Wilkins,” Borges discusses the real-life 17th-century Anglican 
clergyman and Oxford professor who attempted to create a uni-
versal language, using a logical numerical system. Borges makes 
fun of Wilkins by comparing his efforts to a book, supposedly 
entitled Celestial Empire of Benevolent Knowledge (but in fact wholly 
imaginary) which was translated by Franz Kuhn, an actual German 
translator of Chinese. Borges tells us that in this encyclopedia, ani-
mals are divided into these categories: 

(a) belonging to the emperor, (b) embalmed, (c) tame, (d) suck-
ing pigs, (e) sirens, (f ) fabulous, (g) stray dogs, (h) included in the 
present classification, (i) frenzied, ( j) innumerable, (k) drawn with 
a very fine camelhair brush, (l) et cetera, (m) having just broken the 
water pitcher, (n) that from a long way off look like f lies.37 

Since the story was first published, some readers periodically 
have believed that the Celestial Empire of Benevolent Knowledge and 
its list really existed, though it was meant to be absurd. Borges 
reveals in the story that the real target of his criticism is the 
“Bibliographic Institute of Brussels,” which is to say Paul Otlet, 
whose classification systems seem to be just as arbitrary as Wilkins’s 
numerical language, or that of the imagined Chinese encyclopedia. 
Borges concludes by saying that it is not possible to come up with 
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a classification system that is not arbitrary. The reason for this, he 
says, is very simple: “we do not know what thing the universe is.”38 

This is a very old human insight. The founder of Taoism, Lao 
Tse, said that “the name that can be named is not the eternal 
name.”39 The moment we give a name to something, information 
is lost. After we name something, we can classify it, which moves 
it even further from what it was in and of itself: the antelope before 
it becomes a document. 

When catalogers classify documents, they are ordering the 
world, and everything in it. They do this when they decide what 
subject headings to use, and also when they criticize those catego-
ries and propose others. When Julia Pettee went to work in the 
library of the Rochester Theological Seminary, before being hired 
as head cataloger at Union Theological Seminary in New York 
City, she discovered that “women” were classified in a category 
labeled “Minor Morals”: 

Men have never known what to do with women. These theologi-
ans had an idea. They considered women a moral problem. And, as 
women were not very great consequence anyway, they fitted very well 
under the caption “Minor Morals.” And actually on the shelves here 
at Union under “minor Morals” were these topics, in this order: first 
came Profanity; then came Drunkenness; Drunkenness was followed 
by Lotteries; Lotteries was followed by Women, and after Women came 
Dueling. The whole series of Minor Morals was climaxed by: War.40 

This may seem an outlying example, but classification systems can-
not avoid bias, since they emerge from within particular historical 
and social contexts. 

The Library of Congress Subject Headings (LCSH) are used not only 
in the U.S. Library of Congress, but in libraries across the English-
speaking world, as well as nations that use English as a second or 
common language.41 The words used as subject headings were 
meant to be easy to understand by the “average” users of the infor-
mation, and it’s not hard to imagine who that means. Beginning 
in 1802 when the first Librarian of Congress, John Beckley, was 
appointed by Thomas Jefferson, everyone who held the position was 
a white man until David Mao was appointed by President Barack 
Obama as Acting Librarian in 2015, the first Asian-American 
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Librarian of Congress. In 2016, Carla Hayden became both the 
first woman and the first African-American Librarian of Congress. 

When Librarian Sanford Berman published his famous 
1971 article, “Prejudices and Antipathies: A Tract on the LC 
Subject Heads Concerning People,” he unearthed the following 
subject headings: “Sexual perversion—see also Homosexuality” 
and “Child Nurses—see also Mammies.” Lynching was listed as a 
form of “Criminal Justice,” and Roma, referred to in the headings 
as “Gipsies,” were classified with “Vagabonds and Rogues.”42 

Following the publication of Berman’s article and the atten-
tion it brought to problems in the LCSH, “Epilepsy” was removed 
as a cross-listing for “Idiocy,” which was changed to “Mental 
Retardation.”43 This term was changed again later—the work of 
categorizing is never done. What appears (to some) in a given gen-
eration to be an acceptable sorting of the world becomes unaccep-
table, even to the mainstream public, in the next. 

Critical librarians who study cataloging from a social justice per-
spective have explored the history of how LGBTQ+ people have 
been classified and categorized over time, and how these processes 
have engaged (or not) with changing terms referring to sexual ori-
entation and gender identity. The LCSH have in the past ref lected: 
psychiatric diagnostic categories, rejections of those diagnoses, ste-
reotypes, updated stereotypes, and, more recently and more slowly, 
ref lections of how LGBTQ+ individuals and communities under-
stand themselves. Another, deeper, problem is that hierarchical 
classification systems are not well-suited to non-binary, non-linear, 
or f luid conceptualizations or identities.44 

The term radical cataloging emerged in the early 21st century to 
describe a suite of issues, including the inherent hierarchical nature 
of classification, the challenges associated with the LCSH, and the 
use of cataloging as a kind of activism.45 Changes in the LCSH hap-
pen, but they can come slowly, and inconsistently. They can also be 
politicized. A coalition of advocacy groups in 2015–2016 lobbied to 
replace the LCSH terms “Illegal Aliens” and “Illegal Immigration” 
with “Noncitizens” and “Unauthorized Immigration.” Shortly 
after the decision was made to effect the change, conservative 
members of the U.S. Congress got wind of it. They added a provi-
sion to an appropriations bill that put limitations on the Library 



  

 
 

 
 
 
 
 
 
 

 

 

CLASSIFYING INFORMATION 39 

of Congress, preventing them from using language in the LCSH 
which was different from that used in the U.S. legal code. 

The provision wasn’t enacted, but to give some sense what a step 
backward this would have been, while the LCSH had ceased using 
the terms “Negro” and “Oriental” in 1975, the U.S. legal code con-
tained these words until 2016.46 The Library of Congress decided 
not to go forward with the change, given the politicized climate, to 
the frustration of the scholars and activists who had lobbied for it. It 
wasn’t until November 2021 that the Policy and Standards Division 
of the Library of Congress, which maintains Library of Congress 
Subject Headings, announced that they would replace “Aliens” and 
“Illegal Aliens” with “Noncitizens” and “Illegal Immigration.” 
The decision to retain the term “illegal” rather than using less-
stigmatizing words like “unauthorized” or “undocumented” was 
met with another round of disappointment and critique.47 

It has been argued that the work of cataloging can be emancipa-
tory as well as narrowing.48 But transformative change requires a 
collective acceptance of responsibility and oversight for the frame-
works used to classify and sort the world, especially if the goal is to 
make information universally accessible. 

Among the earliest and most important 20th-century critics 
of cataloging was librarian and bibliographer Dorothy B. Porter 
Wesley (1905–1995). Wesley was the first African-American to 
earn a Master of Science in Library Science degree from Columbia 
University. She served as the Chief Librarian of Howard University 
from 1930 until 1973, during which time she facilitated the devel-
opment of an internationally recognized collection of works related 
to global Black history and culture. 

When first tasked with cataloging Howard’s collections, she 
found Dewey Decimal Classification wholly inadequate. It pro-
vided only two numbers under which everything about or 
authored by an African-American, from poetry to sermons to 
historical study was supposed to fit: the choices were “colonial-
ism” or “slavery.” The literature in the collections was so rich and 
varied that it needed to be classified across all possible categories 
of human knowledge, experience, and expression.49 By facilitating 
the creation of a system that evaded racist stereotypes, Wesley chal-
lenged the biased and Eurocentric ontology at the heart of the DDS 
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system, creating instead what has been described as a “catalog of 
Black Imaginaries,” a classification that ref lected how Black people 
understood themselves in relationship to the world.50 
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The Whanganui river on the North Island of New Zealand is a legal 
person under the law. The relationship between the Whanganui 
Māori tribe and the river that bears their name is estimated to be 
at least 800 years old. The tribe began their fight for its protec-
tion nearly a century ago, the longest-running litigation in New 
Zealand’s history. The Whanganui Māori view the river as insepa-
rable from themselves, a belief expressed in the saying Ko au te awa. 
Ko te awa ko au (“I am the river. The river is me”).1 The practical 
result of the 2017 legal ruling is that if the state wants to take action 
that affects the river, they have to ask the tribe. This is not because 
the tribe owns the river but because, in the tribe’s view, they are its 
kin.2 

A decade earlier, Ecuador became the first nation to put into 
its constitution recognition of the rights of “nature.” The amend-
ment that established the rights of Pachamama not to suffer “the 
extinction of species, the destruction of ecosystems and the perma-
nent alteration of natural cycles” was approved in 2008.3 Mexico, 
Bolivia, Brazil, Columbia, and Panama followed Ecuador in estab-
lishing rights for natural areas. Uganda is the first African country 
to do so, granting nature the right “to exist, persist, maintain and 
regenerate its vital cycles, structure, functions and its processes in 
evolution,” and giving Ugandan citizens the authority to sue for 
infringement of these rights.4 
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After New Zealand, the nations of Bangladesh, India, and 
Canada granted personhood to rivers. In Canada this was the 
Magpie River in Eastern Quebec, known as Muteshekau-shipu in 
the language of the Innu people, who consider the river sacred. It 
was granted nine separate rights under Canadian law.5 In 2020 the 
Menominee Indian Tribe of Wisconsin recognized the rights of the 
Menominee River, joining other native tribes in the U.S. which 
have given legal protection to nature within their sovereign ter-
ritories as well.6 

The legal arguments supporting personhood for non-humans 
can be traced back to a 1972 article, “Should Trees Have Standing,” 
by American law professor Christopher Stone.7 The paper explored 
the legal and practical implications of granting rights to nature— 
for example, to whom would corporations pay damages, and how 
would costs be calculated?8 In the conclusion of the paper, Stone 
asserts that the protection of nature requires “a radical new theory 
or myth—felt as well as intellectualized—of man’s relationships to 
the rest of nature.” In other words, the problem was framed, from 
its beginning, as an ontological one, an issue of how human beings 
sort the world.9 

Epistemologies (ways of knowing and understanding the world), 
and ontologies (ways of classifying the world) are tied to one 
another. Epistemological understandings lead to different ontolo-
gies, because how human beings classify the world is necessarily 
shaped by assumptions about the nature of the world. 

Rather than viewing humans to be distinct from and higher than 
other creatures within a hierarchy of importance and power, a view 
predominating across our planet today, many indigenous peoples 
consider human beings to be just another part of the planet, a rela-
tive in need of lessons the earth provides.10 Rather than believing 
that only humans create knowledge (achieved through classificatory 
scientific study and modeling of the natural world), indigenous 
people may view knowledge as a gift to humans from plants, ani-
mals, wind, and water, making little distinction between “living” 
and “non-living” things.11 Regarding the earth’s resources, what 
the predominant worldview judges to be property, indigenous 
people may understand as a common good to be shared, with rela-
tionality between humans and the earth leading to responsibility of 
humans for the earth.12 
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The legal conf lict between the Māori tribe and the government 
of New Zealand took almost a century to resolve, because they 
could not align their incompatible ontologies.13 Granting legal per-
sonhood to the river provided a workaround that didn’t require 
any resolution of the deeper differences. It acknowledges the Māori 
worldview and mātauranga Māori (a modern Māori term used to 
describe Māori traditional knowledge), without having to accept 
Māori cultural values. By granting the river a privileged place 
within the Western hierarchical ontology, it reclassifies the river, 
removing it from the category of things that can be owned by people 
(which have no rights under the law), and putting it into the cat-
egory of persons (who do have such rights). 

Indigenous knowledge is a term that refers to the cultural beliefs, 
languages, and practices of indigenous people across the planet. 
The gulf is wide between the leaders of environmental protection 
movements, who come from indigenous communities and whose 
epistemologies and ontologies lend themselves to environmental 
preservation, and the national and international corporations who 
use Western values to justify the destruction of environments and 
the extinction of species. Indigenous people looking at the West 
criticize it for valuing non-humans only to the extent that they 
serve or are profitable to humans. The fight over water governance 
has become a f lashpoint in North America in conf licts over oil 
pipelines that endanger waterways.14 

There is nothing eternal or inevitable about epistemologies. 
Western cultural traditions have included alternative ways of know-
ing which were historically displaced or lost. “Wood libraries” for 
example, created in the 18th and 19th centuries, were buildings 
that housed collections of preserved specimens from trees—includ-
ing bark, seed, f lowers, and fruit—which had been crafted in the 
shape of books, with all the specimen parts inside. The approach to 
studying and knowing about trees and forests through direct experi-
ence of it, as exemplified by wood libraries, provides a contrast to 
prevailing taxonomic ways of creating scientific knowledge, which 
keep humans artificially separate from, and above, the nature that 
they study.15 

Information science is interested in studying and understanding 
how different knowledge systems impact the ways in which infor-
mation is created, understood, classified, analyzed, and applied in 



  46 ORGANIZING INFORMATION 

the world. These questions are pertinent to multiple domains and 
challenges, including environmental sustainability and social jus-
tice. They are also important to consider because information pro-
fessionals are tasked with the ontological work of sorting the world. 

This chapter begins with an exploration of knowledge organi-
zation as an area of professional practice. It surveys a variety of 
tools used, including documentary language and metadata of many 
kinds, before returning to the consideration of indigenous knowl-
edge and the context of organizing information. 

KNOWLEDGE ORGANIZATION 

There are many ways to organize the world and the things that 
are in it. Imagine that someone is tasked with sorting a tiger, a 
cup of coffee, a tennis match, and an earthquake into two groups. 
They might consider the attributes that the four items possess: size, 
color, shape, condition, existence, edibility, tangibility, function, 
temporal state, and so on. But let’s say the classifier remembers 
having once made the mistake of resting their coffee on a toppling 
pile of papers, which reminds them of another occasion when they 
tried to play tennis on un-mowed grass. This personal association 
suggests this category for sorting: “requiring a f lat surface for best 
results” which groups the coffee cup with the tennis match. The 
tiger and the earthquake correspondingly share the attribute of 
“being unbothered by uneven surfaces.” This works to sort these 
four things, but it isn’t likely to be useful at scale. 

If the items are instead classified by type, ref lecting the kind of 
thing they are, the tiger might end up grouped with the earthquake 
because they are both “nature-related” and the cup with the tennis 
match because they are “human-related.” The classifier wouldn’t 
necessarily recognize that this classification ref lects a prevailing 
worldview that sees humans as something apart from nature. Our 
cultural and personal beliefs about the nature of the world, and the 
relationships between the things that are in it, can operate upon us 
without our being aware of it, a phenomenon known as uncon-
scious bias.16 

Technical, identifying, and administrative descriptions corre-
sponding to form, content, and process of information are used to 



  ORGANIZING INFORMATION 47 

catalog and index documents of all kinds. Libraries may sort their 
physical collections differently at different points in time and for 
different reasons. They might separate magazines from books (a 
technical sort) or move young adult books away from children’s 
books (an identifying sort), but they may place all of those items in 
a separate room together while they wait to be reshelved or to be 
sent back after an interlibrary loan (an administrative sort). 

Online digital catalogs allow searchers to change the method 
of sorting with a single click, so that they can view a list of one 
author’s works, or all works on a single topic, or all items intended 
for a particular audience. Much organizational and data collec-
tion work has gone on behind the scenes to make this quick and 
seamless sorting experience possible. Technical, identifying, and 
administrative descriptions of items in a collection are referred to 
collectively as descriptive metadata. 

You will come across the term “metadata” defined as “data about 
information,” but also as “data about data,” or “information about 
information,” or even “information about data.” Sometimes the 
specific usage is a vain attempt to be precise, but in most cases 
the terms are being used synonymously. In an academic setting, 
distinguishing the two concepts is more important, because infor-
mation is understood to hold meaningful content in ways that data 
does not. Data is derived from an information source, and it has 
the potential to become information again. Whether it will (or not) 
depends a lot on the quality of the organizing that preceded and 
followed its collection. 

The International Organization for Standardization’s Online 
Browsing Platform (ISO OBP), which is tasked with recognizing 
metadata standards, accepts widely different definitions for metadata 
listed within their accepted standards—by one count 46 definitions 
in 96 different standards.17 Speaking generally, metadata provides 
context for information. But metadata is itself a kind of informa-
tion, so it also has form, content, process, and context. Metadata 
can be sorted, classified, cataloged, and indexed, and metadata also 
has metadata—its own context—which might have metadata too. 
For example, bibliographies contain metadata about the collection 
of works that they describe. If a collection of several bibliographies 
was assembled, the names of the people who put it together would 



  

 
 

  

48 ORGANIZING INFORMATION 

be metadata about that metadata. If there were a footnote attached 
to the names, indicating their institutional affiliations, that would 
be meta-meta-metadata. 

A knowledge organization system (KOS) is the comprehensive 
organizational plan for the management of a collection (which 
might hold anything from artifacts in a public museum, to books 
in an academic library, to digital resources on a corporate web-
site). There are a variety of approaches to knowledge organization, 
which may produce, for example, metadata classification systems, 
categorization schemes, or taxonomies. 

The organizational work associated with KOS is done by infor-
mation professionals within the long-standing and complex field 
of knowledge organization (KO). It involves, among other things, the 
practices of creating or selecting appropriate classification systems 
and finding aids, working with communities and clients to collect 
and understand the context of materials being collected, and then 
organizing the collection, producing metadata to facilitate search 
and retrieval.18 

Knowledge organization as an active field within information 
science is broader and more eclectic than the tasks that it performs. 
It engages with theoretical issues surrounding classification within 
their sociocultural, political, and global contexts. It also explores 
the consequences of classifications within particular domains. 

One paradigm for theorizing and improving classification work 
is facet analysis, which involves distinguishing the component parts, 
features of interest, or “facets,” of a complex topic within a field 
of knowledge, which then become the basis for sorting a collec-
tion. These facets might be attributes, characteristics, or func-
tions.19 The roots of facet analysis can be traced to discontent with 
Dewey Decimal Classification in the early 20th century. The 
problems were addressed by Paul Otlet, who designed Universal 
Decimal Classification (UDC), Henry E. Bliss who developed Bliss 
or Bibliographic Classification (BC), and S. R. Ranganathan who 
created Colon Classification (CC). Ranganathan’s system has been 
inf luential in the modern development of facet analysis, but it has 
also been robustly critiqued, including for its failure to acknowl-
edge the earlier work of Otlet and the premises it borrowed from 
his classification system.20 
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In its application within knowledge organization, the structure 
of a faceted classification is distinguished from the technique of 
facet analysis. Together they constitute the facet analytical approach.21 

The approach has been applied in Online Public Access (OPAC) 
catalogs, which allow the public to access library services and 
collections. In an online search, for example, a faceted approach 
allows users to select attributes through a drop-down menu, and 
these choices will affect what they are shown next, narrowing 
their search interactively.22 Because facet classification can improve 
the construction of syntactical structures, it has much to offer for 
the future of online search, which requires sophisticated vocabu-
lary control, consistency, and interoperability across international 
borders.23 

DOCUMENTARY LANGUAGE 

A wide variety of techniques can be employed to aid in the clas-
sification of information and its effective search and retrieval. 
Knowledge organization systems provide users with handles to 
facilitate the process, but searchers must first communicate their 
desires effectively, and the collection has to understand the queries 
accurately. Documentary language is a broad term used to describe a 
wide range of tools that help with these processes. 

The most common technique in the documentary language 
toolkit is notation, which refers to the practice of identifying works 
using numbers or codes rather than words. Numbers or alphanu-
meric codes are preferable as identifiers, as it is easier to ensure that 
they will be unique. People’s names function poorly as a way to 
identify individuals, in a dataset or in the world. Headlines on any 
given week will turn up stories of people who happen to have the 
same name as a criminal and are trolled and harassed as a result. 

In one story that reached the international press, a 51-year-old 
Kashmiri farmer with no history of criminal activity was detained 
in Najaf, Iraq while on pilgrimage with a large tour group. He was 
taken into custody and imprisoned because his name appeared on 
an Interpol list. He and this other man who shared his name had 
been born in the same year as well. Despite evidence of his citizen-
ship and place of birth presented by his anguished family (and the 
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embarrassed tour agency, and the furious Indian embassy), it still 
took a month before they concluded that they had detained the 
wrong person, and he was released.24 

Better channels of information between international and 
national investigative agencies would have helped the Kashmiri 
farmer, but we can also say their search lacked specificity. When 
searching collections, ambiguity is not a friend—nor are common 
misspellings, contradictory usages, synonyms, or language varia-
tions. These can all be dealt with through the use of vocabulary 
control, a technique of listing words understood by the system to 
ensure that users will find what they are looking for. 

Accounting for synonyms and alternative language forms are also 
forms of vocabulary control. An American or Australian English 
language book that discusses water fountains would need to include 
in its index the word “bubbler” which is used in some parts of 
the United States and Australia. Bubbler. See Water Fountain would 
direct searchers of either term to the information they want. Of 
course, some people also call them “drinking fountains” (and other 
things), which might need to be accounted for as well. Redirection 
is good for more than synonyms and language variations; it can also 
chart paths between topics that are in relationship to one another. 

In Flint, Michigan in 2019, local government mismanagement 
caused poor and mostly Black communities to receive unsafe water 
in their homes. If someone wanted to find out about that event, but 
they didn’t remember the name of the town or state, they could be 
helped by a subject listing like this: “Water pollution, see also Flint, 
Michigan.” 

This technique, called coordination, links two or more elements 
together into one subject heading, in anticipation of what search-
ers are trying to find. If a chain of topics is defined while the 
index is being prepared, this is referred to as pre-coordinated indexing. 
The more complicated chain “Water pollution – Michigan – Flint 
– 2019 Water Crisis” provides the searcher with a path towards 
increasingly more specific information. Of course, it is also mak-
ing a guess about users’ interests. In 2019 that interest might well 
have been the events in Flint. A year and a half later, interest in 
“water crisis” might have been Covid-related. As this book was 
being written, a web search on “water crisis” brought up stories of 
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drought across Africa, the Middle East, and South Asia. As it was 
being edited, what was in the headlines was f looding in Pakistan 
and unsafe water in the city of Jackson, Mississippi. How is an 
indexer to cope with the changing interests of searchers across 
time, and the unpredictability of social and environmental changes 
which shift the salience of associations between terms? 

In contrast to pre-coordinated indexing as typically done in 
physical card catalogs and print indexes, more f lexibility is provided 
by post-coordinated indexing (also called post-combination index-
ing), which began to be developed in the 1940s.25 In this approach, 
chains of topics are not created in advance as single index entries; 
instead, different parts of complex topics are divided into several 
different headings. The practical effect is that searchers have to 
provide their own keywords, but they can input them in any order. 

Online indexes have the advantage of being updated more easily 
and frequently than printed indexes can be, but they still may use 
either pre- or post-coordinated indexing. The Library of Congress 
has found several advantages in using pre-coordinated indexing: it 
allows for complicated syntax, provides richer context, and appears 
to enhance browsability.26 Although post-coordinated indexing 
allows users’ digital queries to follow many more search paths, that 
doesn’t mean that a search using post-coordinated indexing will 
always be more successful. 

What if, for example, a searcher is looking for information about 
the Flint, Michigan water crisis many years after it occurred, and 
doesn’t remember the name of the city and state where it happened? 
Without the keyword “Flint” included in their search, they may 
receive irrelevant results. Post-coordinated indexing thus trades 
precision for f lexibility. Increasingly, new approaches are using 
machine learning techniques to try to get beyond the dichotomous 
choice between pre- and post-coordination.27 

CLASSIFYING METADATA 

The set of categories (the metadata terms) within a metadata classi-
fication system, along with the allowable values that can be assigned 
in each category, is called a metadata schema. A schema might 
become a metadata standard when it becomes so widely accepted 
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and frequently used that it is formally adopted by the International 
Organization for Standardization (ISO), or another such organiza-
tion, lending it professional credibility and increasing its popular-
ity.28 There are many different metadata standards in use, and new 
schema are in development all the time. 

A Knowledge Organization System for a collection must decide 
which existing metadata standards are most appropriate for the 
information in the collection being organized, or whether it will 
be necessary to create a new schema that can be tailored more 
exactly for its needs. There are so many standards, and so many 
kinds of standards, that it can be difficult to decide which is best. 

The simplest classification of metadata divides all its kinds into 
four broad types: descriptive metadata, administrative metadata, 
structural metadata, and markup languages. Descriptive metadata 
is used in information classification and search. Administrative 
metadata might be technical, having to do with decoding in digital 
files; it might relate to preservation for long-term management; 
or it might address issues of intellectual property rights. Structural 
metadata specifies the attributes, internal structure and relationship 
between parts of a digital object (for example, the length and order 
of pages), as well as the external structure and relationship between 
digital objects (for example, the file size and series order of a set of 
documents). Markup languages integrate metadata into text docu-
ments, to identify their components, control their formatting, and 
facilitate their use.29 

Metadata has also been productively classified by analyzing its 
domain and community on one hand, and its purpose and func-
tion on the other. Metadata domain and metadata community both 
pertain to the kinds of information being organized and where that 
information is held. In contrast, metadata function and purpose 
pertain to the kinds of metadata that are needed to organize the 
information.30 

More specifically, a metadata domain ref lects the kind of infor-
mation held in a collection that needs to be sorted and curated: 
musical scores, films, datasets, and pottery all need their own spe-
cific meta-data standards. A metadata community refers to the physi-
cal (or digital) place where a particular kind of collection is held. 
The Assyrian Collection in the British Museum in London is a 
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different kind of metadata community from the Louvre in Paris, 
which is different from the Winter Palace of the Bogd Khan in 
Ulaanbaatar, Mongolia, and different again from the Kite Museum 
in Ahmedabad, India or the Star Trek Original Series Set in 
Ticonderoga, New York. Certain metadata standards work best for 
one or another community, which ref lect the kinds of informa-
tion contained in their collections (cuneiform tablets, works of art, 
historical premises and their domestic artifacts, kites, or television 
sets and props). Each metadata domain collected in a particular 
metadata community is described through appropriate metadata 
standards, which won’t work to describe other collections within 
other communities, because they have been developed specifically 
for their domain. 

Metadata function refers to the specific tasks that the meta-data is 
being used for. A mark-up language, which might attach metadata 
to fragments of digital text in order to distinguish headings from 
paragraphs, is functionally different from a controlled vocabulary, 
which provides a list of terms that limit the choices for keywords in 
order to optimize a search.31 Metadata purpose, is less about the spe-
cific task that is being accomplished than about the broader goals 
being served—its “higher” purpose, so to speak. The standards 
needed for “Rights Metadata” used in keeping track of copyright 
information, as part of its service to the Law. This is different from 
what is needed for “Preservation Metadata,” which records a docu-
ment’s preservation history after being collected and archived; in 
service, we might say, to History. 

The best-known descriptive metadata standard is the Dublin 
Core. The name does not refer to the Irish city, but to a town in 
the state of Ohio in the U.S., where the Online Computer Library 
Center in Dublin in collaboration with the National Center for 
Supercomputing Applications (NCSA) at the University of Illinois, 
hosted a meeting of information scientists to talk about metadata 
for the web. NCSA had just released Mosaic, the first application 
for the World Wide Web that could display more than one file at a 
time, including both texts and images. The problem is that much 
of the information being passed across the web, including websites 
themselves, lacked adequate or systematic metadata, which pre-
vented the development of effective search engines.32 
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Although it took years to create a stable, standardized set of 
metadata standards, the basic principles of the Dublin Core were 
hammered out in Dublin, Ohio in 1995. The first metadata cat-
egories included in the Dublin Core, in alphabetical order, were 
Contributor, Coverage, Creator, Date, Description, Format, 
Identifier, Language, Publisher, Relation, Rights, Source, Subject, 
Title, and Type.33 

The challenge that faced the group who came up with this list of 
terms was this: they needed categories that could collect the mini-
mum necessary kinds of metadata for each item in a collection that 
would ensure effective digital searching. They wanted the mini-
mum because they needed them to be simple, and general enough 
to be broadly useful and widely adopted. But they also wanted 
to make sure that every single necessary category was included, 
because they wanted their standard to be complete. Metadata 
standards are said to be better balanced when they provide more 
relevant, and less irrelevant, search results. 

Criticism of the Dublin Core arises from that tension between 
simplicity (the minimum needed) and completeness (all that are neces-
sary). Any standard not devised with a specific collection in mind 
will contain unnecessary terms and be missing important ones. 

The usefulness of the Dublin Core has also been extended by 
translating and encoding text-based metadata into a numeric 
schema. Certain qualifiers for particular use cases were added to the 
Dublin Core to further refine the categories and make them more 
useful for specific collections or purposes. For example, the term, 
“date” is qualified by the date created, available, or modified. The 
term “relation” is qualified by being a version of, or a replacement 
for, or referenced by, another document.34 The development of the 
Dublin Core is facilitated by the Dublin Core Metadata Initiative 
(DCMI), a membership-based organization supporting innovation 
in metadata design and best practices.35 

The Dublin Core is only one of many metadata standards in use. 
Someone responsible for organizing information for a collection 
that has needs beyond what the Dublin Core can give, even with 
qualifiers, may create a whole new set of terms. 

The Darwin Core, for example, was devised specifically for clas-
sifying data pertaining to environmental research. In the metadata 
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term “BasisOfRecord” in the Darwin Core, the following pos-
sible values may be assigned: PreservedSpecimen, FossilSpecimen, 
LivingSpecimen, MaterialSample, Event, HumanObservation, 
MachineObservation, Taxon, Occurrence, or MaterialCitation. As 
with the Dublin Core, a community was involved in the develop-
ment of the Darwin Core. The Darwin Core Maintenance Interest 
Group is supported by a non-profit association, Biodiversity 
Standards, which ratifies and promotes standards in the field of 
biodiversity.36 

There are metadata tools and terms that are applicable to 
whatever standards are being used. Discussed previously was 
vocabulary control, which limits the words that people can use 
for assigning descriptions or names to objects being indexed. 
Vocabulary control for digital collections works somewhat dif-
ferently from how it is used for physical collections, in that it also 
limits the range of metadata tags that characterize the content of 
web pages. Authority lists keep track of allowable or preferred cat-
egory names, as well as non-preferred synonyms, near-synonyms, 
and common misspellings. 

Finally, Domain Analysis is an approach to organizing informa-
tion which asserts that the subject knowledge which arises from 
communities of knowledge should be made explicit and central 
in the creation of knowledge organization systems. This approach 
stands in contrast to traditional classification systems, which give 
preference to breadth of relevance rather than specificity.37 

A knowledge organization system has to take into account the 
kind of information that needs to be organized, the domain of 
interest, who will be using it, and what will need to be done with it, 
in order to determine what kinds of metadata and which metadata 
standards to employ, or whether a new schema for the collection 
will be needed. Knowledge organization is a key component of 
information infrastructure, a broad term that refers to institutions such 
as libraries which facilitate the creation of bibliographies, catalogs, 
and indexes, academic societies which collaborate to create schol-
arly norms, and academic publishers which facilitate the distribu-
tion of research. Traditional patterns of information infrastructure 
were extended, and in certain aspects transformed, when it became 
necessary to classify digitized and born-digital documents. 
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What is happening behind the scenes as information is delivered 
every day, and all around us, is not typically at the forefront of peo-
ple’s minds. It is labor that is invisible to most users of information, 
but without it they would be hard-pressed to find what they seek. 

ORGANIZING INFORMATION IN CONTEXT 

The practice of classifying information is always a political act, 
whether that is its conscious intention or not, because while a 
system is organizing information, it is also sorting the world. It 
is because classification systems produce infrastructure, that they 
have the power to shape people’s actions in the world.38 This is 
particularly true where societies are most stratified, since stratifica-
tions require ontologies, which are easily obscured beneath habit 
and tradition. Metadata invariably ref lects the ontologies, and the 
biases, of our societies. 

An illustrative example is provided by the Citing Slavery Project 
at the Michigan State College of Law. The project team has com-
piled a database of U.S. court cases dating back to the slavery era 
that are still being cited as precedents in modern cases.39 Until very 
recently, the Bluebook, a finding aid that helps lawyers identify cita-
tions (a form of metadata) in support of arguments, did not include 
any indication that the “property” being discussed in a given case 
was human property.40 

A new Bluebook citation rule requires that this fact be included. 
A case in which there was a dispute between a widow and her 
brother-in-law about the inheritance of her deceased husband’s 
slaves, which was previously listed in the Bluebook as “Wall v. Wall, 
30 Miss. 91 (1855),” now reads “Wall v. Wall, 30 Miss. 91 (1855) 
(enslaved person at issue).”41 This new rule makes sure that lawyers 
who wish to cite these cases as precedents are alerted to the racial 
context. Correcting the metadata does not prevent lawyers from 
building upon these cases, but it forces public recognition of the 
normalization of racial bias that lies at the historical foundations of 
property-related case law. 

The database being assembled by the Citing Slavery Project casts 
light on how the ontologies that allowed white people to treat 
Black people as property continue to operate, unremarked, within 
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information systems and institutional practices today. Racial profil-
ing, a technique of law enforcement that lends itself to mistaken 
identifications and false arrests, sometimes with fatal results, has an 
information problem at its heart. 

False arrests are more likely to occur when a police officer does a 
quick cognitive sort by the category “skin color” and treats some-
one as a suspect without any additional identifying facets to justify 
questioning or arrest. The justification “he fit the description,” is 
an admission that the number of categories matched prior to iden-
tifying a suspect and placing them under arrest turned out to be 
inadequate to make a correct identification.42 

When approached by a police officer, a white child holding a 
real gun and a Black child holding a cell phone are not at equal 
risk, in the United States, of the use of excessive force, or even of 
death. For the white child their age might be viewed as the salient 
category, while for the Black child, race becomes the overpowering 
facet that guides an officer’s split-second decision to shoot.43 

Our biases are often unconscious. The claim of a police officer 
who kills an unarmed Black person that they do not espouse racist 
beliefs may well be true. Most people are also unaware that their 
biases ref lect the ways in which they sort the world, or that the way 
they were taught to sort the world ref lects specific historical events. 

Thinking about the issues through the lens of classification, 
it becomes clear that in order to justify the global slave trade, in 
which non-white people could be bought, sold, and willed to oth-
ers, as property, it was necessary to classify dark-skinned people as 
non-persons, along with animals, farm tools, and furniture within 
a hierarchy which placed white Christians at the very top. 

In the colonial era, European ships traveled the globe, in com-
petition with one another to claim and take possession of inhabited 
lands and their wealth, after killing, subjugating, and violating the 
indigenous people they found there. All of these actions were justi-
fied by the Doctrine of Discovery, set out in the Papal Bull Inter Caetera, 
issued by the Catholic Pope Alexander VI in 1493. It declared that 
lands occupied by non-Christians should be considered empty and 
free to be discovered. The U.S. Supreme Court unanimously vali-
dated the doctrine in the 1823 Supreme Court Case Johnson vs. 
McIntosh, ruling that Native Americans had the right of occupancy, 
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but not the right of ownership, of the lands where they lived, 
because “the principle of discovery gave European nations an abso-
lute right to New World lands.”44 

Conversion of indigenous people to Christianity in the colo-
nial period typically involved the systematic destruction of sto-
ries, rituals, practices, artifacts, and written records which held 
indigenous memories, religious beliefs and identities; this process 
is recognized as cultural genocide.45 The practice of removing indig-
enous children from their parents and educating them in boarding 
schools in the language of settler colonizers is particularly damag-
ing to both individuals and their communities.46 When children 
are deprived of their mother tongue, they lose the ability to under-
stand the stories told by their elders and to pass them on in turn. 
In recent years, the discovery of extensive unmarked graves on the 
sites of boarding schools in Canada and the U.S. demonstrate the 
extent of the physical abuse and deprivation experienced by chil-
dren in these institutions, on top of the psychological harm they 
suffered.47 

The term epistemicide is used to refer to the deliberate destruc-
tion of indigenous knowledge systems and their replacement by 
other ideas about how knowledge is created, classified, and under-
stood.48 Indigenous librarians and their allies are critical of the 
Dublin Core, and other metadata standards, which accept as nor-
mative ways of knowing that were imposed by colonizing powers. 
These are inf licted upon indigenous knowledge collections, even 
though they don’t map well to indigenous views of how knowledge 
is created and shared.49 The Dublin Core category of “Creator,” for 
example, doesn’t allow for shared authorship with ancestors, clan, 
or tribe. 

The long-term consequences of colonial-era violence, trauma, 
and loss have been entrenched poverty, regional unrest, and in 
some places, recurring ethnic conf lict. In our post-colonial era, the 
drive for geopolitical power and wealth continues to endanger the 
connections between people and their remembered past. The per-
sistence of white supremacist beliefs and practices across the globe 
is testimony to the fact that it was easier to end slavery as legal 
commerce through legislation and decree, than to change the way 
people sort the world. 
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The increasing presence and respect in New Zealand mainstream 
society for mātauranga Māori has provoked pushback. In 2021, a 
group of University of Auckland professors wrote a letter to the 
New Zealand Listener objecting to a plan to revise secondary school 
curriculum. The plan proposed to give equal status to mātauranga 
Māori alongside the teaching of science. The objectors were con-
cerned that students would be less likely to pursue the study of 
science if they learned how science had been used, historically, to 
justify colonialism and to suppress traditional knowledge systems. 
In defense of science, they also rejected the elevation of mātauranga 
Māori within the curriculum.50 

Response to the letter was swift and emotional. The vice-chancel-
lor of the University of Auckland said that the letter had caused “hurt 
and dismay” and that it did not ref lect the views of the university, 
which understood empirical science and mātauranga Māori as com-
plementary and not in competition with each other. Māori scientists 
objected to the letter’s assumption that empirical science is always 
objective and value-free, and that mātauranga Māori is never empirical. 

Ecologist Tara McAllister pointed out that the Māori people had 
had enough scientific knowledge of the oceans and the stars to 
navigate safely to Aotearoa (New Zealand), and that science allowed 
them to live in balance with the environment. Other academic 
responses to the letter pushed back against the idea that teaching 
students history would cause them to mistrust science. Physicist 
Ocean Mercier, whose work involves applying both scientific 
methods and mātauranga Māori to real-world problems, told Radio 
New Zealand that attempts to delegitimize indigenous knowledge 
come up recurringly, ref lecting old scientific norms that are rooted 
in colonialism, but that most scientists in New Zealand have moved 
past them: “If there’s any mistrust in science, it comes from those 
historical legacies of research that have been harmful to indigenous 
peoples, to Māori, to minorities, to women.”51 

Geologist Dan Hikuroa has also argued that evaluating the rela-
tive worth of science above mātauranga Māori is out of step with the 
ways that scientists in New Zealand are making use of indigenous 
knowledge to solve ecological problems. Green crayfish are coming 
back to Lake Rotomā, on New Zealand’s north island, for exam-
ple, after a Māori technique for food gathering in swamps using 
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woven f lax mats was applied to suppress the weed and provide 
migration routes for the crayfish to get to their feeding grounds.52 

Critical librarianship warns of the risks of technocratic ideologies 
that view themselves as rational and universal, even when they rest 
on patriarchal or white supremacist traditions.53 Such ideologies are 
associated with solutionism—the tendency to view technology as 
being able to solve any problem, no matter how socially complex. 

In the case of the crayfish in Rotomā, the low-tech solution of 
woven mats turned out to be more successful than herbicides or 
imported rubber mats; the problem was solved because the scien-
tific team respected indigenous knowledge of the ecosystem. 

Challenges to traditional practices of library cataloging and 
knowledge organization are important, not only because they shed 
light on historical and present-day wrongs, but because they bring 
attention to the fact that all information systems have cultural pre-
sumptions about how we know what we know, from which our 
ways of sorting are derived. Invariably, these will shape how we 
structure and organize information. 
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RETRIEVING INFORMATION 

One evening in the late 1920s Hungarian writer Frigyes Karinthy 
mused to his friends how small the world had become. He won-
dered how quickly it would take a single thought or experience to 
be known by everyone in the world. Someone suggested that the 
question might be answered through an experiment in the form of 
a game: choose any random individual in the world and try to con-
nect to them through a chain of acquaintance. He bet that it would 
be possible to make the connection in no more than five steps. As 
they played the game that evening, the bet was never lost. 

Karinthy was given the challenge to connect himself to an anon-
ymous riveter at the Ford Motor Company. He happened to have 
a close friend who was acquainted with William Randolph Hearst, 
owner of the biggest publishing network in the world, who could 
easily call up Henry Ford, who could then contact the foreman 
who supervised the riveter. “And so the game went on,” remem-
bered Karinthy. “Our friend was absolutely correct: nobody from 
the group needed more than five links in the chain to reach, just by 
using the method of acquaintance, any inhabitant of our Planet.”1 

Karinthy and his friends had discovered that even if they them-
selves knew no one famous, they all knew someone who knew someone 
famous, and from there it was easy. 

The question of how many steps are necessary to connect any 
two people in the world came to be understood as the small world 
problem. It was taken up by researchers from MIT and IBM who 
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attempted to calculate how long it would take for the chain of 
acquaintances to get to everyone in the world, based on the aver-
age number of acquaintances people have.2 The problem with this 
approach is that such models fail to account for social stratification 
between classes of people who may be well-connected within their 
class, but poorly connected beyond it. So, the problem passed from 
mathematics to experimental sociology. 

Social psychologist Stanley Milgram designed a small world 
experiment in which subjects were to send a package to a target 
individual, by forwarding it to an acquaintance that they thought 
would get it closer, who would forward it on in a similar way. 
Most of the chains failed to complete, but for those that did the 
number of links required ranged from 2 to 10, with an average 
of 5.3 Interdisciplinary research followed, with replications as well 
as applications of the model within different domains. In the 21st 
century, Facebook provided an empirical answer to the small world 
problem based on an analysis of their users’ friend networks; the 
average distance between every Facebook user on the planet with 
every other turns out to be only 3.57 links.4 

During these decades of multidisciplinary research, the idea 
was also making its way into popular culture. An off-Broadway 
play entitled Six Degrees of Separation, by John Guare, which was 
followed by a 1993 film of the same name, introduced the term 
“degrees of separation.” Shortly after its arrival in Hollywood, the 
concept made its leap to actor Kevin Bacon. As the story goes, one 
snowy January night in 1994 three college students were drink-
ing beer and watching the movie Footloose on television, when an 
advertisement for the film The Air Up There came on—a coinci-
dence it seemed, since Kevin Bacon was in both films. They won-
dered how many films the actor had been in, and how many other 
actors he had worked with. From this conversation they came up 
with a trivia game in which players try to link any actor to Kevin 
Bacon, in a maximum of six steps, through films in which they 
appeared together. They called their game “Six Degrees of Kevin 
Bacon.5 The students appeared twice on MTV’s first talk show, The 
John Stewart Show (the second time with Bacon as a guest), launch-
ing the game into popular culture. 



  

 

 

66 RETRIEVING INFORMATION 

Social scientists interested in the small world problem took 
notice of the Oracle of Bacon, a website created by then graduate 
student Brett Tjaden, based on the Six Degrees game, which cal-
culates an actor’s “Bacon Number,” the number of steps needed 
to connect with Bacon. Scraping data from Wikipedia, it initially 
included 358 actors who collectively appeared in 128,000 films.6 

The Wikipedia dataset used for the Oracle of Bacon became key 
to a model used by scientists sociologist Duncan Watts and math-
ematician Steven Strogatz to demonstrate that many human and 
non-human networks, from power grids to cricket chirps, are 
small-world networks in which every node in a network is connected 
to every other in only a few steps.7 Small world studies provided 
empirical grounding for an idea known as the “strength of weak 
ties,” introduced by sociologist Mark Granovetter, who demon-
strated the unexpected inf luence of social acquaintances on our 
lives.8 

Karinthy died in 1938; we can easily imagine that the Kevin 
Bacon game would have pleased him, but that he would have felt 
vindicated by Wikipedia games in which players must get from one 
randomly assigned page to another using the fewest possible clicks.9 

He had admitted to playing his parlor game with objects as well as 
people, as he considered the networked nature of the world: 

The strange mind-game that clatters in me all the time goes like this: 
how can I link, with three, four, or at most five links of the chain, trivial, 
everyday things of life. How can I link one phenomenon to another? 
How can I join the relative and the ephemeral with steady, permanent 
things—how can I tie up the part with the whole?10 

This chapter explores the networked nature of information. It 
begins with the prehistory of the Internet, when visionary thinkers 
imagined better ways to organize information so that it could be 
most effectively searched. It provides an overview of basic concepts 
associated with information search, retrieval, and evaluation across 
networks, before brief ly considering citation analysis, a bibliomet-
ric method that maps the network of inf luence that scholarly work 
may have on the work of others. The chapter ends with a consid-
eration of bias in internet searches. 
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IMAGINING THE INTERNET 

The principles underlying information retrieval on the Internet can 
be traced to Gabriel Naudé’s checklist for information manage-
ment: is a collection complete, is it searchable, and is it accessible? 
Optimizing the search and retrieval of information necessitates 
attention to all three. For library collections in the late 19th and 
early 20th centuries, this optimization centered around the crea-
tion and improvement of bibliographic catalogs and indexes, the 
professionalization of the work of cataloging, and the development 
of knowledge organization as a field, as discussed in the previous 
chapters. 

Even before the digital age transformed the technologies used 
for information retrieval, people were thinking about how to auto-
mate the processes to make them more accurate and efficient. They 
did what they could do with the technologies they had: telephone, 
telegraph, and microfilm. 

The Belgian documentarian, Paul Otlet, developed Universal 
Decimal Classification as an improvement on DDC because it 
could handle non-text documents. But he also wanted to create a 
system in which the content of information, not just the containers of 
information, could be retrieved. He envisioned a world in which 
texts, images, and sound could be streamed to users across a net-
work. He imagined these “radiated libraries” as being made up of 
“electric telescopes” which would allow people to get answers to 
their questions, wherever they were located in the world, far from 
where the information was stored in repositories: 

From a distance, everyone will be able to read text, enlarged and lim-
ited to the desired subject, projected on an individual screen. In this 
way, everyone from his armchair will be able to contemplate the whole 
of creation, in whole or in certain parts.11 

Otlet called this imagined system a reseau, which means both net 
and web, and translates gracefully into the English word “net-
work.” He imagined a social media-like component to his system 
as well, so that people could work together, creating and updating 
metadata collaboratively, to make searching more effective.12 In the 
absence of the technologies he imagined, he prototyped his system 
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using what was available. He invited the public to query his collec-
tion via telegraph or postal service, and his team, a human search 
engine, would provide the answers by consulting their astonishing 
card catalog. Before his project was abruptly terminated in World 
War II, Otlet’s team had produced more than 16 million cards con-
taining descriptive metadata from the works in their collections.13 

For many queries, they would not need to consult the original 
works in order to retrieve the answer. 

Another early 20th-century futurist who was thinking about 
information retrieval was English writer and social activist, H.G. 
Wells (1866–1946), best known for his science fiction novels The 
War of the Worlds and The Time Machine. Wells imagined a world-
wide encyclopedia through which universities and research centers 
around the globe could be connected. In such a system, research 
results could be communicated immediately and directly to other 
scholars in its field. Wells’s vision of a decentralized, collaborative 
Wikipedia-like encyclopedia was connected to his belief that such 
a networked system could function as a World Brain.”14 

Nobel Prize-winning German chemist Friedrich Wilhelm 
Ostwald (1853–1932) also used the term Gehirn der Welt (World 
Brain) to describe his ambitions. With his prize money, he created 
an organization called Die Brücke (the Bridge), which he imag-
ined as a station between information islands (libraries, muse-
ums, research centers, and individuals): “Any question which may 
be raised with respect to any field of intellectual work whatever 
finds either direct answer or else indirect, in the sense that the 
inquirer is advised as to the place where he can obtain sufficient 
information.”15 

Like Wells, Ostwald was not interested in the task of collecting 
information. His ambition was institutional; he wanted to build an 
infrastructure that could support and improve scholarly communi-
cation. Towards this end he promoted the internationalization and 
standardization of classification tools and technologies, which is his 
lasting legacy. The Bridge folded as a project when the money from 
his Nobel Prize in Chemistry ran out, but it is Ostwald we must 
thank for the standard paper sizes we still use today.16 

As Otlet’s physical collections grew, it became clear that improv-
ing information storage would be key to effective information 
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retrieval. For much of the 20th century, microfilm technologies 
were the state of the art in information storage. Phyllis Mander-
Jones (1896–1984), an Australian librarian and bibliographer, is 
noted for completing the largest and longest-running microfilming 
project in history. The Australian Joint Copying Project (AJCP) 
microfilmed available records held in public records offices, librar-
ies, museums, churches, businesses, and personal collections in the 
United Kingdom that were of interest to scholars and the public in 
Australia and the Pacific. More than 10,000 reels of microfilm were 
produced by the AJCP under Mander-Jones’ direction.17 

As an information-storage technology, microfilm saved space, 
but reaching the image of a particular page in a microfilmed reel 
was slow, even with an index that identified where on the reel 
the image was located. Mechanizing this retrieval process became 
an engineering goal, a pursuit funded by the photographic indus-
try. Within the same intellectual community to which Wells, 
Ostwald, and Otlet belonged was Emanuel Goldberg (1881–1970), 
the founding Director of the German company Zeiss Ikon. He had 
been born in Moscow, but received his PhD for his work on the 
kinetics of photochemical reactions from the Institute of Physical 
Chemistry at the University of Leipzig, which was led by Ostwald. 

Goldberg acquired international patents for the first automated 
microfilm document retrieval system. His prototyped invention, 
the Statistical Machine, used coded search cards and light to move 
quickly to particular images in a microfilm reel. Goldberg also pio-
neered microdot photography, which would allow 64,500 book 
pages (legibly photographed on a surface of only 0.01 millimeter), 
to fit in the space of one square inch.18 

Development of these inventions was interrupted by the rise of 
Nazism in Germany prior to World War II. Because Goldberg was 
Jewish, his work was purged from German scientific records. He 
f led with his family, first to Paris and then to Palestine. He could 
not pick up his early work after the war, because his records were 
lost when Zeiss was destroyed in the 1945 bombing of Dresden. 
Things were going no better for Goldberg on the other side of the 
Atlantic. The director of the U.S. Federal Bureau of Investigation, 
J. Edgar Hoover, wrote a report about the intelligence potentials 
of Goldberg’s microdot camera, citing as its inventor a fictional 
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person at Zeiss named Walter Zapp; it was the imaginary Professor 
Zapp rather than Goldberg who received credit in espionage litera-
ture, over the next few decades, for microdot technology.19 

American engineer Vannevar Bush (1890–1974) was also work-
ing on a microfilm document retrieval system. Bush was Vice-
President and Dean at MIT, and director of the federal Office of 
Scientific Research and Development that oversaw the Manhattan 
Project and guided the development of the atomic bomb. He is 
sometimes credited as the inventor of the first microfilm retrieval 
system, but Goldberg’s earlier patent for the Statistical Machine 
prevented Bush from attaining one for his “Rapid Selection” tech-
nology. Both systems indexed microfilm using light. Working at 
MIT with the financial support of Kodak, Bush was able to take 
his prototype, the Memex, several stages further than Goldberg had 
done at Zeiss. It was not quite a fully-working model when the 
development of digital storage and document retrieval rendered 
microfilm retrieval systems redundant.20 

The transition within libraries from card catalogs and micro-
film to digital databases and computers would soon change how 
research services operated. “Ready Reference” desks had appeared 
in libraries as early as the late 19th century; by the middle of the 20th 
century, reference librarians were sitting in front of shelves of ency-
clopedias and microfilm readers, taking calls, and walk-up search-
ers, though without the benefit of Otlet’s classification system.21 

By the 1970s, reference service was beginning to be automated, a 
process that accelerated with the availability of searchable databases 
like Medline, a bibliographic finding aid for health information.22 

In 1962 Joseph “Lick” Licklider (1915–1990) was working 
for the U.S. Defense Department as director of the Information 
Processing Techniques Office (IPTO) at the Advanced Research 
Projects Agency (ARPA). He wrote a series of memos to his 
ARPA colleagues, whimsically referring to them as “Members and 
Affiliates of the Intergalactic Computer Network.” His memo con-
cerned problems of interoperability and communication between 
computers. He was fascinated by the possibility of a network 
through which all human knowledge could f low, available freely to 
all.23 Two years earlier he had published a paper on “man-computer 
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symbiosis” in which he described the future of “cooperative inter-
action between men and electronic computers.”24 

Licklider had a large discretionary budget at ARPA. Among 
other projects, he helped fund the work of Douglas Engelbart 
(1925–2014) in his Augmented Research Center, at the Stanford 
Research Institute (SRI) where the computer mouse and the 
graphical user interface were born. Engelbart and his 17-person 
team developed the oN-Line System, a proto-hypertext tool that 
they demonstrated in San Francisco in 1968. That event has been 
remembered as the “Mother of All Demos.” Engelbart used video 
projection to enlarge his bit-mapped computer screen to fit the 
wall and showed off his system for connecting digital documents to 
one another through hyperlinks, using a keyboard and a mouse.25 

Engelbart’s interest in the idea of hyperlinks had been inspired 
by an essay written by Vannevar Bush entitled “As We May 
Think.” In it, Bush discussed the Memex of the future: a stand-
alone desktop device containing a microfilmed encyclopedia that 
was navigated idiosyncratically, the user traversing the content and 
creating trails of personal association.26 Bush’s essay was also cred-
ited as inspiration by Ted Nelson who coined the terms hypertext 
and hypermedia in the early 1960s to describe the links that make 
navigation between documents possible. Nelson’s idealistic but ill-
fated hypertext publishing tool, Project Xanadu, sought to revolu-
tionize collaboration, and to provide advanced version control of 
documents. It was brief ly implemented by a company wanting to 
create record-keeping software for insurance companies: the com-
pany called itself Memex.27 

Licklider too declared himself inspired by Bush’s essay, but, like 
Engelbart, he was more personally energized by the challenges 
of information storage and retrieval across networked computers 
than he was by the idea of developing personal computing sys-
tems. He encouraged Robert Taylor (1932–2017) in the creation of 
the Advanced Research Projects Agency Network (ARPANET), a 
predecessor of the Internet. Taylor and Licklider are credited with 
changing the perception of computers from computational devices 
to machines for communication: “In a few years,” they proclaimed, 
“men will be able to communicate more effectively through a 
machine than face to face.”28 
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Twenty years later, Tim Berners-Lee would introduce the World 
Wide Web, building upon the work of those who came before him 
to transform the way the Internet was accessed, making it avail-
able to a much wider public. He developed HTML markup language 
which was similar to existing tagging systems for marking up text 
to distinguish headings, paragraphs, and lists, for example, but it 
introduced a new kind of markup tag for hyperlinks. He created 
the first web browser, the first web server, and specifications for a 
new internet protocol for transferring web content as well. 

SEARCH AND RETRIEVAL 

It is common to compare the Internet to the ancient libraries of 
Alexandria and Assyria, but in fact, the Internet is not a collection. 
The Internet supplies the networked connections and the signals 
that link the web pages of the World Wide Web together. The 
World Wide Web is not a collection either. Web pages and web 
applications provide the content and interactivity that get delivered 
through the Internet. The files themselves are located on servers 
and in repositories distributed all across the planet. 

We say we are “searching the web,” but what we are actually 
querying is an index, in its essential functioning not so different 
from a card catalog. When we query the index in the back of a 
book, we get a page number. An internet search engine compares 
users’ queries to continuously updated indexes and return lists of 
links to websites. All the big browsers of the Internet—Google, 
Microsoft’s Bing, Baidu (serving 75% of China’s market), and 
Yahoo—work essentially the same way. 

This process is formally referred to as information retrieval (IR), or 
more prosaically as “search and fetch.” A third process, occurring 
between querying a finding aid and receiving an answer, is the selec-
tion of a match. By running your finger down a list of words in an 
alphabetized index, and then stopping at the word you are looking 
for you are doing the job of matching your query to the index. 

For online search engines, the selection process uses an algo-
rithm to decide what links will be most relevant for your query. 
For large or networked collections, the matching process requires 
increasingly complex and proprietary algorithms under constant 
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revision. They may also become a f lashpoint for critique because 
the process of selection is vulnerable to bias. 

In their core functions, neither a physical index nor a search 
engine provides the content of queried information, but only meta-
data regarding its location. Knowing the shelf location of a book 
does not by itself retrieve the book. Likewise, online search only 
provides hypertext links; clicking on them is up to us. The pro-
cess of information retrieval thus technically requires three discrete 
steps: searching, selecting, and fetching, though search engines 
are evolving in ways that bring these steps closer together. Search 
engines increasingly aspire to give us information before we ask for 
it; they do this now by offering us advertisements they think we 
would like to see, based on data about our previous clicks they have 
collected and analyzed. 

Like any other finding aid, online search engines match user 
queries to entries in an index which are created from what they 
glean from scouring the World Wide Web, as well as from data 
sources not available on the web. Google’s index, for example, is 
over 100,000,000 gigabytes in size.29 It is continuously updated and 
is mirrored (full working copies made) in multiple sites across the 
planet, so that information can be delivered at the highest speed 
that local infrastructure and technology allow. 

Web pages typically include meta tags—lines of HTML dedi-
cated to providing search engines with information about such 
things as the purpose of a web page and what kind of content it 
contains. Automated web crawlers are programs that continuously 
scan websites and follow links across the Internet, copying meta-
data and adding new websites to their regular ports of call. This is 
a quick and reliable process in the case of grabbing the metadata, 
which is designed for this purpose. Extracting meaning from other 
website content is more challenging, but advances in image recog-
nition and natural language processing (NLP) technology are making 
it possible to index more complex or abstract features of a page 
as well. 

In determining the likely relevance or importance of a page to a 
search query, a search engine may also factor in its own calculated 
measures. One early innovation at Google was page ranking: a page-
rank algorithm takes into account how many other sites link to a 
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particular page, as well as how many links point to those sites, and 
so on. This network-analysis approach led to other refinements in 
the algorithms that determine whether a website should appear at 
the top of a list of search results, or farther down. Google’s overall 
ranking strategy now balances many factors, including indicators 
of a website’s “expertise, authority, and trustworthiness” (E-A-T). 

Expert medical advice found on a physician’s website will be 
preferred to advice from a random blogger; having many links 
from articles by well-known experts could indicate that a web page 
is authoritative; and the presence of outbound links to high-quality 
pages could suggest that a site is trustworthy. Purely technical indi-
cators are factored in as well, such as how quickly a page loads and 
displays in the browser, or how well it adapts to being displayed on 
a smartphone. 

A final step in the process of information is the evaluation of 
search results. The first question asked is whether the retrieved 
results are relevant to the user’s query. This requires more than a 
simple yes or no, since what is relevant to one person may not be 
to another. Relevance is often analyzed by focusing on the tension 
between two more specific questions: first, did the searcher get all 
the relevant information? This question measures the complete-
ness of the information retrieved; a measure also called recall. The 
second question is: did the searcher get only relevant information? 
This question measures the accuracy of the information retrieved; 
a measure called precision. 

Recall (completeness) is usually expressed as a percentage of all 
possible relevant responses to a search. Suppose you are searching 
for information on the “Babel Fish,” an imaginary creature that 
when placed in the ear allows the host to understand every lan-
guage ever spoken anywhere. The Babel Fish appears in Douglas 
Adams’ novel, The Hitchhiker’s Guide to the Galaxy, a story about a 
handheld book that provides helpful information about every des-
tination in the universe.30 If one search engine fetches 60% of all 
possible matches, and another returns 80%, the second one is said 
to have had better recall because the results were more complete. 

Precision (accuracy) refers to the percentage of the responses that 
are relevant to a particular search. Imagine that one search engine 
provides 100,000 hits, and the other retrieves only 1,000. If only 
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10% in the first search were actually about the novel, while 100% 
of the second set were, then the second search, though less com-
plete, is more precise. In an ideal world of search, we would want to 
retrieve 100% of only the most precise hits. But complete and com-
pletely relevant search results are hard to get, because any increase 
in recall reduces precision, and increasing precision reduces recall. 

A meme that has traveled widely across social media displays a 
picture of a borrower’s record, the card found inside a library book, 
with a quote written across it attributed to Neil Gaiman: “Google 
can bring you back 100,000 answers, a librarian can bring you back 
the right one.” This meme elevates precision over recall. We want 
our finding aids to find exactly what we are looking for on the 
first try. Librarians are exceptionally good at this, not because they 
know where the information is, but because they know where to 
find the indexes, and how to use them. 

INFORMATION NETWORKS 

Social network theorist Albert-László Barabási determined that the 
number of clicks that it takes to get from any page to any other 
across the billions of webpages on the Internet is, astonishingly, 
only 19.31 That this is mathematically possible is only because, 
among the billions of nodes in the network, there are significantly 
fewer hubs—pages that are densely connected, with thousands of 
other websites pointing towards them. 

It turns out that Kevin Bacon is not actually the center of 
Hollywood. He became a hub because of the virality of the Kevin 
Bacon game. The game connected the network of scientists who 
were studying the very phenomenon that was connecting them. 

Some information scientists are interested in the networked con-
nections between scholars in order to understand how knowledge 
is made. Citation analysis is one research methodology that provides 
an assessment of a work’s inf luence by measuring how often it 
is cited by others. Citation analysis falls within the broader field 
of bibliometrics, which applies computational and statistical meth-
ods to bibliographic information. The related terms “scientomet-
rics” and “informetrics” overlap in usage: scientometrics applies 
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quantitative methods to the products of scientific research more 
narrowly; informetrics positions itself as inclusive of the other two 
terms. 

Citations are a productive source of data because they are quan-
tifiable, and at scale can be used to visualize networks that would 
be otherwise difficult to identify. But they are also a challenging 
data source. After a once startling idea has become widespread, for 
example, no one cites it anymore. That doesn’t indicate its lack of 
inf luence, but the opposite. People often cite the same works that 
others do without ever reading them. And how should credit be 
mapped when a work has been co-authored, or when authors cite 
themselves?32 When citation analysis is paired with content analysis, 
a set of methodologies for analyzing text, it is possible to find out 
the exact reason for the citation, and the context in which it is 
referenced. 

Citation analysis can identify highly cited works which function 
as hubs within a scholarly network; these are works (nodes in a 
network graph) that are cited (linked to) by other works far more 
often than average. Mark Granovetter’s article, “The Strength of 
Weak Ties” has been cited almost 66,000 times, one of the highest 
citation counts in social science literature. The work functions as a 
hub for people who study or use social network analysis. The paths 
that connect them are radically shortened because they are part of 
Granovetter’s small world citation network. 

Paul Otlet’s Mundaneum (he used this name to refer to all of 
his projects collectively) can be understood as a knowledge hub 
that connected several different networks: members of the docu-
mentation movement, colleagues in other disciplines interested in 
information search and retrieval, peace activists, participants in the 
League of Nations, futurists, social activists, writers, artists, archi-
tects, scientists, and international organizations trying to change 
the world by sharing information. 

After the republication of his essay “As We May Think” in Life 
magazine, Vannevar Bush became a hub in the network of people 
who were creating the digital networks and tools that would even-
tually become the Internet. Engelbart, Licklider, Nelson, and later 
even Berners-Lee all credited Bush’s essay as inspiration for their 
work, and through this recognition turned it into a hub.33 In 1980 a 
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content analysis of the citation record for “As We May Think” 
revealed clusters of topics that had triggered its citation: history, 
hardware, information storage, software, and personal informa-
tion systems.34 In a follow-up study a decade later, after the launch 
of the World Wide Web, the same categories were seen, though 
there was an increase of publications that cited its contributions to 
the development of hypertext (in addition to a significant number 
of perfunctory citations from people who apparently did not read 
the essay). Arguably the most interesting result was that the citing 
works frequently employed words like “founder,” “father,” “semi-
nal,” “first,” “beginning,” and “earliest,” to characterize Bush’s 
place in the history of the Internet.35 

Engelbart, Nelson, and Licklider all seem to have felt this way 
about him. What might appear strange about this, retrospectively, 
is that Otlet’s radiated library with its proto-hypertext system, 
which functioned across a collaborative network, was much closer 
to their technological and philosophical inclinations than was 
Bush’s Memex. All three were heavily invested in the commu-
nication possibilities inherent in networked communication; for 
Engelbart, even to the detriment of his career.36 

The situation is more explicable in network terms. These men 
could not have found their way to the work of Otlet through Bush 
because Bush’s publications never cited them. It has been suggested 
that Bush’s failure to connect his ideas to the European scholars of 
Otlet’s circle was not because he was unaware of them, but because 
he wanted his work to be distinguished from the classification and 
indexing work of the documentation movement.37 By severing 
himself from Otlet’s network, Bush succeeded in creating his own 
foundational lineage, providing Engelbart, Licklider, and other 
men in that period a father from which to spring, and a small-world 
network to which they could belong. 

Otlet died before Bush’s essay was written. One of the leaders 
in documentation after World War II was Susanne Briet, found-
ing director of the Union Française des Organismes de Documentation. 
She became known as “Madame Documentation” after becoming 
Vice President of the International Federation for Documentation 
(FID). She was concerned with establishing standards to support 
interoperability and collaboration. Her understanding of how 
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specialized scientific networks continuously produce and refine 
knowledge arguably anticipated the distributed, networked organ-
ization of information as it f lows across the Internet.38 It is interest-
ing to speculate what might have been stirred up by an intellectual 
collaboration between Briet and Engelbart, Nelson, or Licklider as 
they imagined the future of information during the 1960s. 

In 1965 Licklider dedicated a report to Vannevar Bush entitled, 
“Libraries of the Future.” The report, which summed up research 
Licklider had supported over a five-year period was prescient in 
many ways, anticipating developments in 21st-century digital 
libraries. It reported new research on information retrieval, infor-
mation storage, computer art, computer analysis of English syn-
tax, and computational literature searching. But it was criticized at 
its release for focusing too narrowly on the information needs of 
scientists, and for being disconnected from the professional work 
of librarianship: notably, it only contained the word “librarian” 
once.39 

The separation of American computer science from the European 
documentation movement, and from the foundational history of 
library science, may have been a factor in the complicated bound-
ary work that went on during the Cold War, between information 
science, computer science, and cybernetics (a field that explores 
purposeful self-regulating systems).40 Significant efforts have been 
made in the last few decades to reconnect long-sundered networks, 
bringing belated recognition and renewed attention to the work of 
Otlet, Ostwald, Wells, Goldberg, and Briet.41 In 2014, Google rec-
ognized Otlet on the 70th anniversary of his death on a web page 
titled “Towards the Information Age.” It includes a long list of peo-
ple who collaborated with him in his quixotic attempt to unite the 
whole world—across national, political, and racial boundaries— 
into a single information network.42 

This remembering process has been well-received in France. 
The reactions of information scientists there, ref lecting their own 
history of the field, see something more interesting going on than 
a conf lict over who invented hypertext. They suggest that the time 
has come to recognize the contributions of multiple intellectual 
lineages in the history of the Internet. These include “computing 
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and documentation,” certainly, but also “printing, utopias of uni-
versal knowledge, and social memory.”43 

RETRIEVING INFORMATION IN CONTEXT 

Net neutrality is a political movement and an information world-
view that maintains that internet providers should function with-
out discrimination—without blocking, slowing down, or charging 
money for access to content. Search neutrality is a related idea, though 
its proponents are chief ly concerned about the processes through 
which information is indexed, ranked, and retrieved; they target 
biases in editorial processes which manipulate the order in which 
links are viewed, or which exclude some of the results for reasons 
that are not transparent. 

Google tells us that their algorithms employ data they have col-
lected from us to provide us with what they calculate we most want 
to see. Among the things that they want us to see are advertise-
ments that are tailored for us, based on data they have collected 
from our previous searches. Critics note that the number of ads 
and their prominent placement have steadily increased.44 The algo-
rithms that Bing, Yahoo, Google, Baidu, and other search engines 
employ are proprietary. It is not possible to know exactly why we 
are seeing what we are being given to see. 

Algorithmic bias is said to occur when systematic errors in a com-
puter program, at any stage, create or support existing patterns of 
social inequality. Complicated historical, social, technological, 
and economic circumstances lead search algorithms to discrimi-
nate against women and to privilege whiteness—a combination 
that produces dramatic bias against women of color.45 In a study of 
search results conducted from 2009 to 2015, patterns of bias were 
found in the stark differences between Google search results for the 
key phrases “black girl” and “white girl.” The study discovered that 
Google’s algorithm associated black girls and women with negative 
stereotypes and porn, perpetuating racist stereotypes, and creating 
substantive negative consequences for people from minority and 
marginalized groups. These circumstances have been described as 
“algorithmic oppression.”46 
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Internet searches often lead us to Wikipedia, a collaboratively 
created free encyclopedia launched in 2001 by the Wikimedia 
Foundation. Two decades later it is (according to Wikipedia) the 
15th most popular site on the Internet.47 It functions as an extremely 
powerful network hub. It is not coincidental that the Oracle of 
Bacon dataset, scraped from Wikipedia, became so useful for mod-
eling small-world networks in nature as well as human society. 
Wikipedia is a small-world network made up of small-world net-
works. It fulfills the visions of Wells and Ostwald for a networked 
information system that functions as a continually updating “world 
brain.” Otlet would also have loved the crowdsourced nature of the 
information gathering, which is centralized as the Internet is not. 
Bush would find on Wikipedia the freedom to travel, via his own 
idiosyncratic associations, from idea to idea, and Licklider might 
have seen in the ordinary, everyday use of Wikipedia in the 21st 
century, evidence of rather banal (thus deeply entangled) human-
computer symbiosis. 

Wikipedia editors operate in a community of practice that thrives 
on a subterranean level beneath the public facing Wikipedia, which 
anyone is free to join by becoming an editor themselves. There is 
an editorial hierarchy within that community, which gives some 
people more power than others to make critical changes, deleting, 
for example, a biographical page for an individual not judged to 
have sufficient “significance.” Judgments about who is significant 
(or not) turn out to be susceptible to the same sorts of biases that 
affect social stratification elsewhere in human society. Inclusion 
matters. Someone with a Wikipedia page is a node in the small 
world Wikipedia network, just a few clicks away from everyone 
else with a page. Being excluded from the network makes it more 
difficult to be connected to the people who are inside of it. 

Wikipedia is aware that it has a gender problem. Wikipedia’s 
page “Gender Bias on Wikipedia” provides the history of what 
is usually called the Wikipedia gender gap: in a 2018 study, 90% 
of Wikipedia’s contributors worldwide were men; this fell to 84% 
in English-speaking countries. Only 17% of biographical pages 
are about women, though 41% of all pages nominated for dele-
tion are. When Donna Strickland won the Nobel Prize for Physics 
in 2018 for her work on pulsed lasers, there was surprise among 
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journalists that she had no Wikipedia page providing background 
information about her life and accomplishments. Actually, she 
had had a page—for six minutes in 2014. It was deleted almost 
immediately after creation because a Wikipedia editor had felt that 
Strickland’s biography didn’t meet the bar for significance.48 

Wikipedia continues to have trouble reaching their goal of hav-
ing 25% of the site’s editors be female.49 In 2011, The New York 
Times ran an article, “Where are the Women in Wikipedia?” 
which sparked an active conversation on social media.50 Sue 
Gardner, executive director of the Wikimedia Foundation from 
2007 to 2014, assembled a summary of the online conversations 
in a blog entitled “Nine Reasons Women Don’t Edit Wikipedia 
(in their own words).”51 The reasons coalesced around a few key 
issues: Wikipedia’s conf lictual, unwelcoming, and misogynistic 
atmosphere, the prevalence of sexual harassment, and the fact that 
women were unhappy that what they added to Wikipedia was so 
often deleted or reversed by men. 

There has been substantial research on the social and informa-
tional dynamics of deletion within Wikipedia’s editorial commu-
nity.52 Women who choose to stay have developed ways to deal 
with the atmosphere. In one study, the researchers found that in 
order to make it safe for themselves, women engage in “identity 
management, boundary management, and emotion work.”53 These 
are similar experiences to those of women who remain in other 
male-dominated professional networks. The issues on Wikipedia 
are systemic and structural and can’t be fixed just by adding more 
women.54 Wikipedia has a race problem too, which you can read 
about on Wikipedia.55 

Information retrieved from Wikipedia is susceptible to the bias 
that arises from the lack of diversity of its editors, a vulnerability 
that may not be understood by the millions of students who crib 
from Wikipedia to complete their homework every night, assum-
ing that everything they read there is true. 

Wikipedia’s core mission is to provide accurate information, 
which it does in a crowd-sourced way, supported by the expertise 
of some of its contributors and the dedicated labor of others. The 
information it provides, supported by extensive citations, is more 
trustworthy by far than what can be found on the random websites 



  

 
  

     

 

 

 
 

       
  

  

  

 
 

 

      
 

 
 

 

 

82 RETRIEVING INFORMATION 

that come up when students search for the quickest answers. Search 
engine algorithms attempt to distinguish credible sites from bot-
produced content, and prioritize them within returns results, 
which is why we are sent so frequently to Wikipedia. 

Information retrieval always occurs within a context that defines 
what can be searched, and the quality of what will be retrieved. It is 
up to us to evaluate the quality of the results that we receive. If we 
don’t notice that the stereotypes and biases of our societies are also 
ref lected there, then information retrieval functions as an engine 
of their replication. 
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UTILIZING INFORMATION 

A crust-covered lump of metal resting in the remains of a wooden 
box was brought up from the depths of the Mediterranean Sea 
near the Greek Island of Antikythera in 1901 where it had lain for 
2000 years. The wreck of a Roman cargo ship had been discovered 
the year before by sponge divers. One of the divers who discovered 
the wreck described what looked to him like a “heap of dead naked 
people.”1 These turned out to be statues of marble and bronze, 
found among other high-end items produced in ancient Greece: 
pottery, glassware, and jewelry. Archeologists speculated that the 
items had been the inventory of a merchant ship traveling from the 
island of Rhodes to elite buyers in Rome, perhaps even to Julius 
Caesar himself. Among the treasures was one indeterminate thing, 
heavy and unlovely.2 

The items were taken to the National Museum of Archeology in 
Athens to be cleaned and analyzed. The following year the muse-
um’s director announced the discovery to the press, revealing that 
the mysterious artifact had gears. The claim was met with skepti-
cism.3 The wreck was estimated to have occurred in the first or 
second centuries BCE, predating the appearance of precision gear 
clockwork by a millennium. 

As it was being cleaned, the artifact broke into three pieces. 
Newly visible inscriptions allowed a philologist to recognize the 
device as an astronomical calculator of some kind.4 Preservationists 
carefully separated the fragments into 82 pieces, of which seven 
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contain most of the surviving gear mechanisms and inscriptions. 
In the 1950s, the artifact was identified as a calendrical computer.5 

Many of the 30 interlocking bronze gears had teeth that were still 
intact enough to count, a crucial detail for analyzing their mathe-
matical functioning. Visible inscriptions gave additional clues, con-
firming that the device had been built to calculate and predict the 
movement of heavenly bodies, based on mathematical and astro-
nomical theories of its day. X-ray images provided even greater 
accuracy in gear teeth counts and led to the creation of the first 
working prototype of the mechanism.6 

During the f irst decade of the 21st century, imaging technolo-
gies were evolving, and even higher resolution scanning of the 
surface of the Antikythera mechanism became possible using 
Microfocus X-Ray Computed Tomography, a process in which 
2D X-ray projection images are translated by specialized software 
into 3D images. The device provided by the U.K. based X-Tek 
Systems Ltd, was dubbed “Blade-runner.”7 The Antikythera 
Mechanism Research Project (AMRP) team used this process to 
achieve greater spatial resolution than a CT medical scanner can 
accomplish, identifying seven previously undetected gears and 
2000 new text characters.8 

The new information confirmed the calendrical functions of the 
device; it was calibrated for a particular geographical place with its 
pointers and gears set for local use. On the front face of the mecha-
nism, the twelve zodiac signs were displayed in equal 30-degree 
sectors, following the Babylonian approach. A rotating ring outside 
the dial marked off months and days using Egyptian month names 
but written in Greek letters. The inscriptions indicated that the 
device once had a mechanical display. A missing hand crank would 
have allowed the user of the device to set the date pointer, an action 
that caused the interlocking gears to move, calculating the posi-
tions of sun, moon, and planets. 

At the back of the mechanism was an “Olympiad Dial,” which 
could calculate the dates and locations of the Panhellenic Games, 
a series of athletic events held at different locations in two- and 
four-year cycles. When Roman Emperor Theodosius ordered 
the games to cease in 393 CE it was the end of a millennium-
long tradition; the athletic festival had been held 293 times. The 
Antikythera device confirms their signif icance in the ancient 
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world.9 Astonishingly, one group of gears provided an adjust-
ment for the calculations regarding the moon, based on a math-
ematical theory by Hipparchus in the second century BCE that 
accounted for the effect of the moon’s elliptic orbit on the irreg-
ularity of its motion.10 Hipparchus has been suggested as a possi-
ble creator of the mechanism. Another possibility is Archimedes 
who was credited by Cicero with having invented a mechanism 
which displayed the planets moving around the earth at different 
speeds.11 

The Antikythera mechanism is considered the first analog com-
puter; its computational algorithms were programmed into the 
mechanics of the gears. As an information technology it also func-
tioned as a finding aid which its users could “query” and retrieve 
answers to narrowly focused questions: when will the next eclipse 
occur? Where will future Panhellenic Games be held? 

The story of the unraveling of the mystery of the Antikythera 
mechanism sheds light on how data becomes information. From 
the 82 fragments of the “primary document” secondary documents 
of every kind have sprung: photographs, charts, diagrams, sche-
mata, models, calculations, algorithms, data sets, X-ray images, 
computer-generated renderings, animations, books, articles, doc-
umentary films, simulations, and prototypes (one made out of 
Legos). Inquiry into the history of the deciphering of the mecha-
nism, and how so much information could be found inside a mute 
lump of metal, produced more documents: interviews, records, let-
ters, emails, and websites. 

Scientific knowledge is created within networks that include 
people, material objects of study, the practices, places, and tech-
nologies that allow those objects to speak, and the f lood of data 
that is created as a result. Data was collected or produced in waves 
of observation, followed by cleaning, analysis, interpretation, and 
sharing. Information about the mechanism gleaned by one group 
was passed on to the next. New technologies revealed additional 
data to analyze. Over the past 120 years, there have been arche-
ologists, engineers, mathematicians, physicists, computer scientists, 
imaging specialists, preservationists, philologists, linguists, and his-
torians, among others, working to solve each new puzzle—often 
on interdisciplinary teams. We know what we know about the 
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Antikythera mechanism because the data, and the information 
derived from the data, were shared. 

This chapter surveys the methods and practices through which 
collected data becomes actionable information. It explores the 
potentials of linked data and machine learning to support data 
sharing, and collaborative knowledge creation. The chapter ends 
by examining the context that surrounds these practices. 

DATA ANALYTICS 

Our present-day academic landscape emerged from a seemingly 
natural but socially constructed separation of the natural sciences 
from the arts and humanities.12 This historical separation informs 
differences in the perceived validity of quantitative versus qualita-
tive evidence, the utility of computational versus narrative reason-
ing, and the authority of numbers versus words. As our ontologies 
were forming over the centuries, one area of difference centered 
around the question of precision in scholarly inquiry. Scientific and 
economic scholarship simplified the messy complexity of the social 
world into models, judging spare numerical expressions to be more 
precise. At the same time, scholars in the humanities addressed 
that complexity by adding detail, and pursuing precision through 
explanation, example, and verbose linguistic expression.13 

Qualitative data doesn’t lend itself to computation, but it pro-
vides detailed information, rich with the context surrounding 
what has been collected; ethnographers refer to these sources as 
“thick descriptions.” Information derived from qualitative research 
is less generalizable outside its domain, but more accurate within. 
Quantitative data collection and analysis makes the opposite 
choice. It applies traditional statistical techniques and, increasingly, 
machine learning models within artificial intelligence (AI) systems 
and applications, stripping out context to look for patterns in popu-
lations that become observable only in large data sets. The term 
“Big Data” refers not only to the size of datasets, but to the sig-
nificance and potential of information that can be gleaned through 
analysis of them. 

The processes through which quantitative data (as a single data 
set, or aggregated from multiple data sets) is compiled, translated, 
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cleaned, and analyzed is referred to as data analytics. An associated 
term, data mining, refers more specifically to the data analytic tech-
niques which identify the patterns in data that might be action-
able in some way. Data science is an interdisciplinary field centered 
around methods of data analytics, in which information science, 
computer science, statistics, sociology, geography, bioinformatics, 
and business, among many other fields that seek to derive insights 
from quantitative data, all have a stake.14 

Data analytics typically begins with a data set and a general area 
of interest or inquiry. Without necessarily articulating a specific 
hypothesis, analysis is conducted which may turn up expected (or 
unexpected) patterns in large data sets. Data mining techniques 
applied to biomedical data, for example, use machine learning 
algorithms to identify unanticipated relationships between genetic 
markers and disease which smaller samples would not have been 
able to f lag.15 In business settings, data analytics may inform deci-
sions on marketing, customer service, or product development, so 
that choices made on a new line, are based on empirical evidence 
rather than on what the CEO wishes were true. 

The process of turning data sets into information that can be 
utilized in the world, begins with acquiring and processing data. 
Because the accuracy of analysis increases as data sets get larger, 
multiple sets are often combined. It happens frequently that the data 
sets are structured differently because their sources were different, 
one data set acquired from an open access repository, another from 
a university-sponsored project, and a third from a non-scientific 
survey conducted by a non-profit organization, all with different 
initial goals that guided the collections, as well as varying levels of 
sophistication in their metadata. 

Before such heterogeneous data can be combined into a single 
data set, a process called data cleansing (or data cleaning) will take 
each data set through a series of technical transformations. Strings 
of text will have white spaces, punctuation, and unwanted charac-
ters stripped away. Misspellings will be corrected, and synonyms 
detected. Dates will be converted to a standard numerical format. 
More complicated processes help to determine the quality and 
accuracy of the data by identifying and correcting data errors and 
removing “bad data” (which might be fabricated, nonsensical, or 
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mistakenly included). Missing data can be filled through a variety 
of techniques which extrapolate based on the available data. When 
a data sets are found to have missing or incompatible metadata, new 
data structures have to be developed, transforming incommensu-
rate fields into commensurate ones that fit within the new struc-
tures. These processes are notoriously time-consuming, but also 
essential. Evolving tools and technologies are making this work 
easier. 

Data cleansing processes may also add error or bias to combined 
data sets, if by restructuring them, distinctions are lost. When 
comparing rates of global literacy, for example, a researcher may 
discover that literacy can be measured in different ways. One 
country might collect data on the average years of schooling that 
its citizens receive, while another country has produced data sets 
that are compiled from standardized reading tests. Can these two 
data sets be combined, to arrive at a measure called “literacy”?16 

They can, and often are, but there are dangers in combining data 
sets without taking into account the full context behind the col-
lection of the data. 

If the results of the analysis, in this hypothetical case, indicate a 
low level of regional literacy, the finding won’t be able to guide an 
effective policy intervention, because it’s no longer possible to say 
if what is most needed is to improve access to education for girls 
(which caused the average years of education count to be low), or 
to improve the quality of teacher training (which caused the test 
scores to be low). The analysis is accurate as far as it goes, but the 
information produced by the data cannot be productively utilized. 

When a data set has been prepared, the next step is to choose 
what kind of analysis to conduct. Statistical techniques, like regres-
sion analysis, identify correlations between different variables; mul-
tiple regression can detect correlations between several variables 
simultaneously. If there is a need to identify patterns in the data, 
association analysis could be employed, because it can identify co-
occurrences of items within a data set. A company might want 
to know, for example, that people who purchase a certain expen-
sive fashion item also prefer an unrelated brand of furniture. This 
information could guide a marketing campaign or suggest a new 
product line. 
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Direct marketing strategies, which target particular customers 
based on predictions of what they are likely to buy in the future, 
often use classification analysis, which identifies and creates classes 
of items (or customers) and their commonly occurring attributes, 
providing a basis for predicting their behavior. A related technique, 
clustering analysis, looks at similarities and differences between data 
points, finding “clusters” of customers who seem to purchase the 
same sorts of things, or “clusters” of items another group of cus-
tomers appears to be avoiding. A cluster is different from a class of 
items because the cluster can include items across multiple classes. 

Clustering analysis has proven to be valuable in medical research 
as well. An analysis of 58 million patient visits in Finland over 
a period of three years discovered an expectable cluster between 
hypertensive and cardiovascular disease, but also an unexpected 
cluster of lower respiratory tract diseases with connective tissue 
disorders.17 With this data in hand, the researchers’ next step was to 
try to explain the appearance of the unexpected cluster in the data. 
This created a whole new direction of research that would never 
have been initiated without the study. 

WORKING WITH DATA 

If the intent of a data analytic project is to explain social behavior 
or to guide policy, care has to be taken that statistical correlations are 
not mistaken for causation, and that no factors have been left out of 
the analysis that might help to explain the phenomenon or process 
being studied. 

A study which set out to understand why some people prefer to 
read using a digital device (via audio or e-book) and others reach 
for a physical book, researchers discovered a correlation between 
the use of electronic devices and interest in the arts.18 The collected 
data showed that those who did more reading electronically also 
had higher levels of engagement with the arts (which was meas-
ured by attendance at art exhibits, visits to museums, and financial 
contributions to arts organizations). Should they have concluded 
that this result was evidence that going to museums leads to digi-
tal reading, or that, perhaps, digital reading causes people to give 
money to art-related causes? 
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The researchers don’t assert this, understanding that such an 
interpretation would be a spurious correlation—a term that is used 
to describe a data model in which some third “confounding” fac-
tor may be causing both observed effects. A good candidate for 
missing factor in this case comes from another finding in the data: 
digital reading correlated with an individual’s level of education. 
While the rate of print reading was about the same for High School 
graduates and individuals with PhDs, the practice of digital reading 
rose steeply for each additional level of educational attainment.19 

So, is that the end of this data story? Should the researchers con-
clude that higher education causes people to read eBooks and con-
tribute to arts organizations? Or could there be another factor that 
might explain both of those things? 

Research on educational attainment finds that social stratifica-
tions (based on race, religion, language, culture, caste, economic 
class, gender, skin color, etc.) can explain differences in access to 
and quality of early education, as well as opportunities to pursue 
higher education.20 

Returning to the hypothetical study referenced earlier (which 
combined the two data sets, one that measured literacy through 
years of education, and one through standardized reading tests), 
this e-book study seems to support the idea that the data sets can 
be safely combined. People with the lowest level of education were 
found to read the least—many of them reporting that they don’t 
read at all (though the study didn’t ask if they were able to read). It 
does seem safe to assume that years of education can be combined 
with test scores to create a data type called “literacy level.” So, let’s 
imagine that the researchers decide to go ahead with combining 
the data sets and do the data analysis and they find that a certain 
region has a high level of literacy. They use this data to make a 
comparison with other regions, with policy implications for edu-
cational funding. 

Before the results are published, a colleague looks at the draft 
report and asks if they took into account the large refugee and 
migrant population in the region; the migrant children all go to 
school, but the lack of teaching resources for bilingual instruction 
(or any materials in their native languages at all) in addition to 
widespread discrimination amid the failure to integrate them into 
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the larger society, has led to very low literacy in those communi-
ties. The data set containing data about years of schooling does not, 
in this part of their region of study, provide an accurate measure 
for literacy. 

Lack of familiarity with the cultural context of the data (some-
times referred to as its “knowledge domain”) undermined the 
validity of their conclusions. Even worse, by combining the data 
sets, the experience of the refugee children was erased. Let’s end 
the story more happily by imagining that the researchers choose 
to go back, disaggregating (separating) the data that related to the 
refugee population, and analyzing it as a separate case, collaborat-
ing with their colleague, incorporating qualitative sources of data 
from their field research that sheds light on the circumstances that 
affect education in migrant and refugee communities in that part of 
the world. Their multi-method research now combines the benefit 
of Big Data analytics with the deeper exploration of the cultural 
context surrounding an outlying case. 

A different kind of challenge faces researchers if all goes well 
with the data collection, preparation, and analysis, but the results 
are not what they (or their client) were hoping for. The term data 
massaging refers to the use of analysis, visualization, and commu-
nication that foreground results that are most desirable, and deem-
phasizes those that are not. Data analysts use structured query language 
(SQL) to retrieve data from a database, and can repeat their queries, 
changing parameters in small ways, until the answers they get back 
provide a response that better suits the questions they are tasked 
with investigating. 

There is an important line to be drawn between the perfectly 
appropriate tailoring of the communication of data when not eve-
rything in a study is relevant to the problem at hand, and what 
would be considered unethical “cherry picking” of data, which 
ignores findings that contradict preferred interpretations. At the 
extreme end of unethical behavior is the deliberate falsification of 
data or its analyzed results. 

Data is considered “good” when it represents the population 
from which it has been taken, when it has been collected in an ethi-
cal manner, when its context has been sufficiently and accurately 
ref lected in the metadata, and when the researcher understands the 



  UTILIZING INFORMATION 95 

domain from which the data has been taken.21 When data is biased 
or inaccurate, or when combined data sets are incommensurate, 
then the information that is derived from their analysis won’t really 
be information at all. 

SHARING DATA 

Among the most visionary aspects of the work of Paul Otlet was 
the idea that books and other documents should be linked to each 
other through the use of coded metadata, functioning somewhat 
(but not exactly) as hyperlinks do today.22 Otlet wanted someone 
who was searching for information to be able to discover that two 
linked books were in agreement or disagreement with each other, 
for example, without having to go to all the trouble of acquiring 
both books in order to find that out. Otlet imagined information 
being directly linked to information, within a network that con-
tinuously updated its metadata.23 He used auxiliary tables, sepa-
rate from the regular index system, to store codes specifying links 
between topics.24 

That is not how the Internet was designed to work; it was set up 
so that web pages would connect to one another through internet 
addresses. The content of pages was not originally machine-inter-
pretable, although Tim Berners-Lee hoped that it would be eventu-
ally. In a famous speech given at the first International World Wide 
Web Conference in 1994, three years after he launched his web 
browser, he articulated the notion of a Semantic Web, in which the 
meaningful content on websites, and not just its metadata, could 
be read by a computer and understood “semantically.” Analyzed 
and acted upon, such content would allow our computers to func-
tion as intelligent agents that could connect to all the sources of 
information in our lives and do more complicated tasks such as 
making medical appointments or reserving tables at our favorite 
restaurants. 

What he was suggesting doesn’t sound very radical in the era 
of Siri and Alexa. But he wanted something more than what we 
get from our personal assistants now. In a truly Semantic Web, 
our “agent” would deliver better answers to our queries because it 
would comprehend more about the nature of what we are asking 
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for and what it is retrieving.25 By 2010 Berners-Lee had narrowed 
his rhetoric regarding the Semantic Web idea towards a somewhat 
simpler vision: transforming the Web from a network of linked doc-
uments to a web of linked data. 

If computers could learn about the relationships between dif-
ferent kinds of data on web pages, he argued, they would be able 
to parse the meaning, and not just the form, of what they found. 
Computers would then use the Internet more like people do, surf-
ing the Web on their own, moving from data to linked data rather 
than from page to linked page. Pieces of information would have 
web addresses, just as webpages do now.26 

For different systems such as databases and applications to com-
municate with one another, semantic ontologies must first be cre-
ated and implemented. These provide a shared understanding of the 
nature of things in the world and the relationships between them. 
The computer learns that a person has an occupation, that being an 
author is an occupation, that an author creates published works, that 
a journal article is a published work. A personal assistant that has 
incorporated a semantic ontology could put these understandings 
together in more complex ways. It would know that a restaurant is 
a place, that hunger is a feeling, and so is pain, but hunger requires 
a restaurant, and pain requires a doctor (a person, who is found in 
a place). The semantic web uses a Resource Description Framework 
(RDF) to organize these relationships, much as Otlet’s auxiliary 
tables held coded links between topics.27 

From the point of view of scientists, the ability to access and 
link distributed data more efficiently may provide researchers with 
answers to old questions, now currently locked in inaccessible 
data sets. It may lead them to ask new questions based on detected 
patterns, semantically understood by increasingly intelligent pro-
grams. Most practically, data will become reusable. Studies can be 
replicated, increasing the reliability of findings, and the data can 
also be deployed in new contexts. Semantically-aware algorithms 
would be able to recognize unexpected patterns as well as their 
potential value and bring these to the attention of researchers. 

For government administrators, a more semantic web promises 
a solution to the chronic information challenge experienced by 
government bureaucracies worldwide: data is typically distributed 
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across agencies, and even when it is shared, it may be organized so 
heterogeneously that it is difficult or impossible to merge it into 
larger data set to be most productively analyzed. Human process-
ing of data is slow and expensive. For governments, non-profit 
organizations, and corporations, linked-data promises to improve 
efficiency, and to save money. The hope is also that linked data 
may also lead to creativity and innovation as massive amounts of 
currently inaccessible data in unlinked databases start to become 
available. This is already happening, through Open Government 
and other Open Access repositories. The problem is, as always, in 
the implementation. 

Search engines have been stymied in incorporating semantic 
techniques by the way that metadata is currently organized and 
created. This is not a new problem. Otlet couldn’t figure out how 
to keep his classification system accurate without involving an army 
of trained people occupied in the continuous process of updating 
the metadata (recorded on the millions of index cards they eventu-
ally created) as well as maintaining the auxiliary tables that held the 
densely coded links between cards. 

It is not so surprising that using sophisticated machine learning 
to transform the Internet into a semantic web still requires a signif-
icant amount of human labor. The term folksonomy, also known as 
collaborative tagging, group tagging, or social tagging, refers to the 
creation of a semantic ontology developed from the bottom up— 
where users in a public forum connected to a particular knowledge 
domain classify information without vocabulary control limiting 
the categories that can be used. On the positive side, folksonomies 
are f lexible, easy to edit, and can get at critical knowledge within 
a community that only members fully understand, and that an 
external indexing system would be likely to miss. The downside of 
collaborative tagging is that it can be so individualistic and idiosyn-
cratic that the ontology it produces does not enhance search and 
retrieval. These are essentially the same problems that vocabulary 
control in library cataloging was designed to deal with, to control 
for misspellings, synonyms, dialectical differences, and diverse cul-
tural meanings. In practice, when folksonomies “work” they end 
up stabilizing into taxonomies, and vocabulary control is deployed 
after they get to that stage.28 
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Transforming the Internet from being a web of linked pages to 
a web of linked data also requires that website designers change 
the way in which they share and display data. First, data needs to 
be open, meaning that it is licensed to be freely available for down-
loading and use. The data also needs to be structured, presented 
within an actual table (rather than an image of a table), so that it is 
computer-readable. Ideally the table should be in a non-proprietary 
format such as CSV. Finally, to allow computers to link to the data 
directly, and not just to the page, the data needs its own universal 
resource identifier (URI). 

Facebook, Google, and other websites have incorporated a pro-
prietary AI-driven system called the Knowledge Graph into their 
products. This system was developed by Yewno, a company whose 
stated mission is “extracting knowledge from an overwhelming 
quantity of unstructured and structured data.”29 The Knowledge 
Graph creates semantic ontologies that allow it to understand 
something about the meaning of search queries and results, in 
order to retrieve with greater accuracy what it thinks you want 
to know.30 

Google’s Knowledge Graph is an encyclopedia-style database, 
used to populate its Knowledge Panel. This first manifested as 
a small box of information in the upper-right-hand corner of a 
page of search results, but over time it has expanded to take over 
more of the screen. The information provided in this box includes 
the kind of things most people querying on the same keywords 
might want to know; whether a restaurant is still open, for exam-
ple. Pulling directly from Wikipedia’s database, as well as other 
encyclopedic-type sources of information, the Knowledge Panel 
collapses the “selection” and the “fetch” steps of traditional infor-
mation retrieval, displacing links, though still providing them in 
case the information provided is not all that is needed. 

The goal of Google Search, according to Google, is “to organize 
the world’s information and make it universally accessible and use-
ful.”31 Linking data is one strategy for accomplishing that. But in 
order for the vision of linked data to make a significant difference, 
an enormous amount of data is required. The need is sometimes 
referred to as the Three Vs—Volume (a whole lot of data), Variety 
(of many different kinds), and Velocity (accessed quickly). Critics 
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charge that linked data will make government censorship of inter-
net content easier, more efficient, and more invasive. More of our 
private data will be available to people who want to sell us things 
legally, but also will make it easier to manipulate us fraudulently. 
The same processes that work towards universal access to informa-
tion also include significant risks. 

Scientific data sharing fits within a larger community of collabora-
tive knowledge creation practices associated with crowdsourcing, a 
strategy in which large numbers of individuals contribute towards 
a common goal that individuals or small groups could not accom-
plish on their own. 

One common type of crowdsourcing is crowdfunding, when large 
numbers of people contribute small amounts of money to sup-
port a person, project, or cause. Increasingly, creative projects like 
indie games or films use crowdfunding for capital investment.32 

Some prize contests, where the goal is to encourage innovation and 
experimentation on a particular scientific or social problem, is also 
a kind of crowdsourcing.33 

The projects sponsored by Wikimedia, including Wikipedia, 
depend on volunteers to continuously update the information on 
their sites. This strategy has obvious advantages, since many more 
people can work on the task than a company can afford to hire. But 
there are disadvantages to crowdsourcing information collection 
as well. It is more difficult to ensure the integrity and good will 
of all the volunteering editors and the accuracy and objectivity of 
their contributions. It is challenging to prevent the introduction of 
bias (indvertantly or deliberately) into a crowdsourced knowledge 
system. 

The term citizen science describes work done by amateur or non-
professional scientists and volunteers towards a complicated, large-
scale, or ongoing project or area of scientific research. There is a 
longstanding tradition for birdwatchers, for example, to provide 
their bird lists for ornithological studies.34 

To ensure the quality of scientific data produced or analyzed by 
volunteers, scientists may set up a more formal Citizen Cyberspace 
Project (CCP). The most well-known CCP is Zooniverse, whose 
first project was the Galaxy Zoo, created in 2007 to recruit vol-
unteers to help locate and classify the shape of galaxies in close to 
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a million images. By 2022 two and a half million volunteers had 
made almost 700 million individual contributions scrutinizing, 
transcribing, classifying, or analyzing data.35 

Since the creation of metadata often requires human interven-
tion, even when machine learning algorithms are being used, many 
Zooniverse projects ask volunteers to transcribe and documents, or 
to scan photos of animals or plants, and to categorize what they 
see, or to help in the creation of metadata. There are challenges 
involved with relying on volunteers; there need to be enough peo-
ple to accomplish the task and to ensure the quality of the work, 
and to maintain the credibility of data sets created in this way.36 In 
addition to scientific integrity, a range of information policy issues 
have arisen related to the ethics of crowdsourcing and citizen sci-
ence projects, including the protection of intellectual property and 
the privacy of its participants.37 

There are many positive cultural outcomes from such collabo-
rative projects, however, beyond their contributions to important 
research projects. Volunteers may form a community as a result 
of their participation in a project; retired people may achieve a 
new sense of purpose; children participating in these projects in 
school may acquire curiosities that propel them towards future 
careers. When a scientist engages a community to collaborate in 
the study of a question that is of particular concern to them, seek-
ing a concrete solution through data collection and analysis, it may 
be referred to as participatory action research, or community science.38 

Scientists increasingly work together through their communities 
of practice as well. It has been argued, for example, that the field 
of computational astrophysics is served by the sharing of data and 
open-source software through professional community networks, 
and that this shared work can be done without sacrificing indi-
vidual success.39 

During the Covid-19 pandemic, there were notable successes that 
resulted from cooperation between international teams. BioNTech, 
the company that contributed the RNA technology that led to the 
Pfizer Covid-19 vaccine, worked closely with InstaDeep, a British 
AI company. Through collective effort, they were successful in 
creating an early warning system that could identify new variants 
of the disease.40 
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The deluge of Covid-related data that was produced and shared 
around the world, during the pandemic was of uneven quality. 
Much of it was fragmented and incomplete. Because not all parts of 
the world, or all sectors of a society received the same amount 
of attention or resources, the data was not representative, a cir-
cumstance which can bias the results. Some datasets could not be 
combined effectively because of incompatible metadata. Another 
problem was dramatically different policies regarding content and 
confidentiality. Aggregated case counts protected privacy but did 
not provide enough of patients’ histories to provide the needed 
context. 41 

One promising new approach called federated learning emerged 
during the pandemic. Employed by an international team from the 
University of Cambridge and the Huazhong University of Science 
and Technology, for example, the technique allowed hospitals to 
train AI models using data sets from other hospitals, without hav-
ing to share the sensitive underlying data.42 The OPEN Covid-19 
working group and other collaborative initiatives that began dur-
ing the pandemic explored new approaches to data sharing.43 There 
is a need for collaborative infrastructures, including international 
conventions regarding data sharing, to encourage practices that 
enable ethical scientific study. 

UTILIZING INFORMATION IN CONTEXT 

It matters what gets included in a data set and what does not. Bias 
can make its way into a data set without conscious intent and for 
this reason it can be difficult to identify. If we are not a member of 
a group being disadvantaged, we might be unaware (or unwilling 
to believe) that certain inequalities exist in our own communities. 
This can make it more difficult for us to recognize them in a data-
set. Unconscious bias can sometimes ref lect structural racism, in 
which race-based inequalities have become part of a society’s insti-
tutions and norms. It becomes visible, of course, when the biased 
research is utilized in the world and something goes wrong as a 
result. 

Historically, scientific research focused on the experiences of the 
majority population, or other high-status groups. Women were 
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systematically left out of 20th-century biomedical research, for 
example, leading to less appropriate treatments and poorer out-
comes for women suffering from heart disease.44 Minority popula-
tions are still systematically undercounted, resulting in the failure 
of their communities to receive resources to which they may be 
entitled under the law.45 

Imagine a research team studying the health needs of a com-
munity. It has to decide how the “needs” of different racial groups 
are going to be measured. They know they will need numerical 
data that a computer can understand, and they want a lot of data, 
but they don’t have time for a qualitative study. They look around 
for available data sets that will serve the purpose and they find one 
that captured “money spent on health care,” by race. They decide 
that this can serve as a proxy variable to stand in as a measure of the 
health needs of different racial groups, for which they have found 
no direct data. 

This example is not hypothetical; it comes from an algorithm 
widely used to estimate health needs in the United States. In one 
study using this variable it was found that white people spend sig-
nificantly more on average on health care than Black people. The 
data was transformed into the actionable information that Black 
communities need less care. That information was utilized in pol-
icy: less money was allocated for their follow-up health care. This 
proved to be a disaster for health outcomes in Black communities. 

It turned out that money spent was a terrible proxy for actual 
healthcare needs, a fact that would have been obvious had the his-
torical context surrounding the question been taken into account. 
In the United States, intractable economic inequalities, and a mar-
ket-driven system of health insurance, have led to a situation in 
which it is difficult for non-white people to afford the health care 
that white people take for granted. Black people spend less because 
they have less money to spend. The study ended up contributing 
directly to the reproduction of a race-based health disparity in one 
community.46 White communities received more resources even 
though they needed them less. 

Working with data ethically requires more than simply avoid-
ing bias in data collection. Issues of privacy, confidentiality, trans-
parency, identity protection, security, and oversight are all ethical 
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issues that fall into the larger area of information governance. Laws, 
policies, and regulations provide guidelines and outline expecta-
tions for ethical research practices, especially when human subjects 
are involved, as well as for ethical data handling in non-research 
settings, anywhere that data is collected, analyzed, shared, and 
utilized. 

The public has a say in ethical debates as well; outcry followed the 
publication in 2014 of a study conducted by Facebook and research-
ers at Cornell University which manipulated Facebook algorithms 
to show users either more positive or negative content. They did 
this to study the emotional impact of social media comments upon 
users. The public was outraged to be experimented upon without 
consent. That the researchers who created this experiment were 
surprised about the level of anger that their experiment triggered 
underscores the need for effective data governance.47 

Critical information studies (and critical data studies) focus on 
these, and other, ethical issues, situating the utilization of informa-
tion within historical, social, and political contexts, and address-
ing issues of power, control, and social justice. In his book, The 
Order of Things, Michel Foucault suggested that every historical era 
embraces a social ontology that it believes to be natural.48 What fol-
lows from such hierarchical convictions can be disastrous. In Nazi 
Germany, Hitler and his followers justified genocide through racial 
theories that classified peoples by physiological characteristics like 
skin color, religion, geographic origin and sexual orientation. The 
Nazis kept track of such data on index cards. 

In retrospect it is obvious that racist classifications produced 
biased science, which helped to reproduce racial and gender-based 
oppressions; in that era racial theories, many originating in the 
United States, not long after the abolition of slavery, were accepted 
by mainstream society as unbiased scientific observations. Critical 
approaches to data help to bring into the light the unconscious 
biases and persistent inequities of our day, so that we can attempt 
to design information systems that do not inadvertently reproduce 
them. 

One of the lessons to be taken from the story of the success-
ful reconstruction of the Antikythera mechanism from a hunk of 
metal brought up from the bottom of the sea, is that sharing data, 



  

 

 

 

 
 

     
  

 
    

          

 
 

     
 

 

 
  

 

 

 

 

104 UTILIZING INFORMATION 

information, and knowledge of all kinds, across national borders, 
and across time, may be key to solving the world’s most intractable 
problems. But diversifying teams and prioritizing their interdisci-
plinarity is increasingly understood to be necessary to make sure 
that data sets are ethically created, analyzed without bias, and uti-
lized in ways that work for the good of all. 
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The 11th-century Bayeux Tapestry is not technically a tapestry, 
because it was embroidered, not woven. In its 70 panels, which 
stretch 230 feet (70 meters), it tells the story of the Battle of 
Hastings; within it one can count 623 men, 207 birds, 190 horses, 
35 dogs—and three women. 

The identification of two of the women is a matter of debate, but 
the third is Edith of Wessex, Queen of England. She is depicted 
weeping at the feet of her husband, King Edward “the Confessor” 
who had died, it is believed, of a stroke. Edith and Edward were 
childless, an unfortunate circumstance that set off a war of succes-
sion. On the tapestry Edith is pointing toward her brother, Harold 
Godwinson, who would soon take the throne. 

Edith and her brother Harold were half Anglo-Saxon and half 
Danish. The fortunes of their powerful and ambitious father, 
Godwin, Earl of Wessex, had been significantly improved by King 
“Cnut the Great,” who had ruled England, Denmark, and Norway 
in a Great North Sea Kingdom 30 years before. Harold was 
crowned King Harold II with unseemly rapidity after Edward’s 
death. Arguably, William, Duke of Normandy had the better 
claim, being King Edward’s maternal cousin (once-removed), and 
possibly his intended heir. As William saw it, this situation left him 
no choice but to cross the channel to fight for his crown. 

The majority of the embroidered panels recount the bloody 
events of 14 October 1066. The Battle of Hastings ended with 
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William triumphant on a battlefield littered with the dead; alto-
gether about 6,000 perished that day. Edith lost four brothers in 
the war including Harold, who would be remembered as “the last 
Anglo-Saxon King.” William earned the sobriquet “the Norman 
Conqueror.” 

Twenty years later King William ordered a census. Possibly he 
suspected that the 250 new Norman overlords he had appointed 
were not reporting their full incomes. The Anglo-Saxon Chronicle 
provides a colorful account of William sending out his trusted rep-
resentatives to do the data collecting. They were tasked with find-
ing out: 

what, or how much, each man had, who was an occupier of land in 
England, either in land or in stock, and how much money it was worth. 
So very narrowly, indeed, did he commission them to trace it out, that 
there was not one single hide, nor a yard of land, nay, moreover (it is 
shameful to tell, though he thought it no shame to do it), not even an 
ox, nor a cow, nor a swine was there left, that was not set down in his 
writ. And all the recorded particulars were afterwards brought to him.1 

The collection of data by a government always occurs within 
social relationships with varying configurations of rights, statuses, 
and legal obligations. Landowners had the right to appeal to the 
authority of William’s census records to settle disputes, but not the 
right to withhold their own information from it. 

In compiling what came to be known as the “Domesday Book,” 
the census takers consulted existing records and held public inquests, 
surveying 268,984 households. Men’s occupations were recorded, 
but (with the exception of nuns and thieves) women were almost 
always defined in relationship to men as widows, wives, sisters, 
daughters, or nieces. There were, however, a few notable outliers: 
a “female jester,”2 and the former Queen, Edith of Wessex. 

Not only was Edith, widow of Edward the Confessor, the 
wealthiest woman to be listed in the Domesday Book, she had 
been, while her husband was alive, the fourth-wealthiest person 
in the entire land. As one of the few Anglo-Saxon overlords to 
retain their holdings after the conquest, she had vowed fealty and 
paid tributes to William, and was allowed to live comfortably until 
her death in 1075. She commissioned a book about the life of her 
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husband, and it has been suggested that she may have had a hand in 
the creation of the Bayeux Tapestry.3 

Edith died before the census was taken, and was buried next 
to her husband, with honors. She appears in the Domesday Book 
only because its data collection was longitudinal: William wanted 
to be able to compare the value of land during the time of Edward 
the Confessor to its value in his present day, 20 years after the 
conquest. 

But the Domesday Book had another purpose. It was also a pub-
lic record. An account of the book written a century later empha-
sizes this aspect of its use. 

[The book] was written in plain words, so that everyone should be 
content with his own rights and not usurp the rights of others…The 
natives call this book “Domesday,” that is, the day of judgment. This 
is a metaphor: for just as no judgment of that final severe and ter-
rible trial can be evaded by any subterfuge, so when any controversy 
arises in the kingdom concerning the matters contained in the book, 
and recourse is made to the book, its word cannot be denied or set 
aside with impunity.4 

The book was indexed to make its information more easily 
retrieved: “The king’s name comes first, followed by the names 
of other nobles, namely those who hold from the king in chief, in 
order of rank. Furthermore, the list of names is numbered, so that 
what belongs to each person can easily be found by number below, 
in the same order, in the book itself.”5 

The Bayeux Tapestry and the Domesday Book tell authoritative, 
political tales about the events and consequences of the Conquest. 
Both documents were governed, meaning that they were ordered, 
created, managed, secured, and made available according to poli-
cies and practices that effectively provided oversight and protec-
tion for both documents for nearly a millennium. A key difference 
between them is the nature of the information they hold, and the 
kind of governance they require. 

The embroidered Bayeux Tapestry, which lived most of its life in 
the Bayeux Cathedral in Normandy, stores memories that continue 
to have narrative power. Centuries after it was created the Tapestry 
would serve as a political tool by Napoleon and later the Nazis. 
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Today the French government provides access to it for scholars and 
the public as a matter of history and cultural heritage. 

The Domesday Book stores records that continue to have legal 
weight. Making it available for public use has been the responsi-
bility of the U.K. government for centuries. It was initially held 
in the Royal Treasury in Winchester and moved to the Palace of 
Westminster in the early 13th century, where it remained until the 
19th century. It was rebound several times, eventually into two vol-
umes. As a public document, it has long served in courts of law. 
It was cited as recently as 2019 in a civil court case in Leighton– 
Linslade, Bedfordshire, England to establish the longevity of a 
marketplace, in a dispute over rents.6 

Because it is also a historically significant treasure (in addition 
to being a public record) it was never made readily available to the 
public at large. It was printed in 1783, but even then the Society 
of Antiquarians that had lobbied for the printing did not have 
easy access to it; the few printed copies were given to members 
of the Parliament.7 In 1800 a report on the “shocking state” of 
most public records inspired the Parliament to call for the publica-
tion and distribution of indexes and original records, including the 
Domesday Book.8 By the end of the 19th century, the government 
had published photographic facsimiles for each county, to facilitate 
access. During the 20th century many editions were released; in the 
early 21st century, the Domesday Book became digitally available 
and searchable online. In the history of the public use of govern-
ment information, it is the longest continuously used public record 
in history. 

This chapter surveys some of the information policies that fall 
into the area of information governance. After exploring freedom 
of information, we examine policies and practices related to copy-
right, fair use, open access, privacy, and consent. The chapter ends 
with a consideration of the challenges involved with the govern-
ance of surveillance technologies. 

FREEDOM OF INFORMATION 

When is information free to be shared and when may it legally be 
withheld? Who has the right to demand it? Why do governments 
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oppose the free f low of information and for what purpose? How 
has the digital era changed the way that organizations protect and 
govern information? 

Information policy is a subfield of information science which is 
concerned with the governance of information. This is distinct from 
activities involved in governing a city or a nation. It refers to the pro-
tection and management of f lows of information and stores of data 
within organizations, including government bodies. Information 
governance frameworks ensure the safety and appropriate use of infor-
mation, at every stage in its lifecycle. These frameworks typically 
consist of guiding principles and procedures, as well as processes for 
enforcing compliance with regulations and laws.9 

National constitutions include language that addresses the gov-
ernance of information in several areas. One of these will always be 
guidance on how information is to be managed within the govern-
ment, including rules that shape the communication of informa-
tion between branches and agencies, and between the government 
and the public. 

Levels of accountability and transparency in government ref lect 
what information a particular government believes it owes to its 
people. Financial accountability, for example, involves recording and 
reporting how government branches, agencies, and employees are 
spending tax dollars. The degree to which government records 
are shared with the public can serve as a measure of the integrity 
of a political system, since a transparent system is more likely to 
reveal (and deter) mistakes, unethical behavior, and crimes by 
off icials.10 

Sweden was the first to enact, in 1766, a law establishing press 
freedom and the right of access to information held in government 
archives. The law was inspired by the Enlightenment-era writings 
of Anders Chydenius (1729–1803), a Swedish-Finnish politician, 
philosopher, and Lutheran priest. France followed in 1789, when 
the right of access to information regarding government expendi-
tures from tax revenue was instituted as part of their declaration of 
human and civil rights. It wasn’t until the 20th century, however, 
that these rights achieved wider acceptance globally. The UN’s 
Universal Declaration of Human Rights includes a statement in Article 
19 on freedom of information as an integral part of freedom of expression, 
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defined as the right “to seek, receive and impart information and 
ideas through any media and regardless of frontiers.”11 

In 1947, the drafters of this declaration could not have imagined 
the Internet, but they understood in principle that new technolo-
gies would create new inequalities. Universal access to information is 
increasingly understood within a human rights framework; over 
100 countries now have laws that grant citizens (and others) some 
degree of free access to government information. UNESCO 
named 28 September as “International Day for Universal Access to 
Information,” ref lecting this priority for governments worldwide. 

In the U.S., the 1966 Freedom of Information Act (FOIA) fol-
lowed two decades of national information secrecy, an essential fea-
ture of its Cold War policy.12 In the United Kingdom, the Freedom 
of Information Act (FOIA) was passed in 2000, followed by the 
Freedom of Information (Scotland) Act (FOISA) in 2002, granting 
the right to request information directly from government agen-
cies, local councils, schools, National Health Service hospitals and 
providers, and publicly owned companies, museums, galleries, and 
theaters. 

Every nation has experienced struggles in implementing free-
dom of information laws. In some governments, apparent open-
ness is more performative than actual; in Kazakhstan, accessing 
government information is stymied by bureaucratic obstruction, a 
situation described as “half-open government.”13 Nigeria passed a 
freedom of information law in 2011, but still faces the challenges 
of low rates of literacy, a tradition of government secrecy, and poor 
record-keeping—all exacerbated by a lack of adequate digital infra-
structure.14 In Ghana, libraries are stepping up to provide access to 
government information where infrastructure is lacking.15 

Libraries have often facilitated access to government information. 
In 1813, the U.S. government began delivering document copies to 
designated libraries around the country; there are now over 1,100 
Federal depository libraries where governmental information can be 
viewed. Often libraries will step up during emergency situations, 
helping governments to get information into communities.16 

Threats to freedom of information may accompany erosions 
of other rights. The Afghan Taliban provide an extreme exam-
ple, depriving girls of their right to education.17 Freedom of the 
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press has suffered in the 21st century, with a marked increase in 
physical and psychological threats to the well-being of journalists.18 

Media organizations are among the most active users of Freedom of 
Information laws. The International Press Institute (IPI), a network 
of journalists, editors, and media executives dedicated to protect-
ing press freedom and independent journalism, set up a Covid-19 
Press Freedom Tracker to bring attention to these threats. Another 
tracker set up during the Russian invasion of Ukraine produced 
hundreds of alerts related to the targeting, capture, detention, tor-
ture, and killing of journalists.19 

Human rights and information freedom tend to rise and fall 
together, representing shifts toward democratic governance on one 
hand, and authoritarian governance on the other. Restrictions, 
intimidations, and violence inf licted upon the press, opposition 
figures, and social activists are endemic in countries where infor-
mation freedom is endangered.20 The digital age has expanded free-
doms in some ways, but authoritarian governments have learned to 
use the new tools to their own ends as well. 

COPYRIGHT AND FAIR USE 

Are the ideas in a book the same as the words used to express 
those ideas? When is it okay to use information someone else owns? 
What uses are permitted? Information policies span two opposing 
frames of reference, which are often in conf lict. One sees informa-
tion as a commodity (which can be owned and sold) while the other 
views information as a resource (to be managed and shared). Laws 
and regulations, which vary from country to country, must balance 
the rights of those asking for information with the rights of those 
who own and control it. Governments must deal with the question 
of what parts of a work can be owned, for example. 

The English Parliament passed the first trademark legislation in 
1266, and codified a copyright law in 1710, the Statue of Anne, 
named after the then reigning Queen Anne. It protected the legal 
rights of publishers, with more limited recognition of authors, a 
balance that shifted over time. Importantly, it viewed copyright 
as different from other property rights, and led to modern under-
standings of fair use, which lays out the ways that the public may 
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legally use copyrighted material. Many nations borrowed, or were 
inf luenced by, the Statue of Anne in the development of their own 
copyright laws.21 

The World Intellectual Property Organization (WIPO) Copyright 
Treaty was signed in 1996 by its participating nations. It was based 
on the Berne Convention, adopted in 1886, which established mini-
mum protections for creators, as well as provisions for developing 
nations to gain access to information.22 As a principle, the protec-
tion of the rights of ownership of information is regarded as more 
critical in wealthy countries (where content creators own most 
global copyrights and patents) than in poor nations with fewer pat-
ent holders and less money to pay for content. There is an inherent 
tension between the rights of content creators to own and make a 
living from their intellectual property, and the rights of the public 
to have access to information. 

The idea that information can be owned at all is a value which 
some indigenous peoples reject. Indigenous artists may view their 
work to be the cultural heritage of their tribe, collectively held. 
A conf lict in South Dakota between the Standing Rock Sioux 
Tribal Council, and the Lakota Language Consortium, a non-
profit organization, for example, illustrates the difficulties involved 
in finding a common understanding. The Consortium spent years 
recording Lakota elders speaking their native language, in order 
to create language materials that could be used to teach it. The 
organization attained copyrights for these materials. The tribe must 
now pay for knowledge that their family and community members 
freely shared, not understanding that it was being commodified 
and that they would have to buy it back.23 

The indigenous data sovereignty movement seeks to avoid situa-
tions like this, helping indigenous people to govern the collection, 
analysis, storage, and application of their own information.24 The 
need to protect Indigenous cultural and intellectual property (ICIP) is 
addressed by the WIPO, which has attempted to account for diver-
sity in understanding of the term “property.”25 

By itself, the WIPO has no power to implement or enforce 
its treaties. Countries must pass their own laws. In the United 
States, for example, the Digital Millennium Copyright Act (DMCA) 
was passed in 1998, implementing two WIPO treaties related to 
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copyright protection. The DMCA established, for example, that 
streaming games are protected by the doctrine of fair use, with the 
caveat that music soundtracks are protected by their own copy-
right, which cannot be granted along with the games; the stream-
ers of games where copyrighted music can be heard are therefore 
engaging in copyright infringement. The DMCA has proven to 
be controversial; many internet videos that are accused of copy-
right infringement actually turn out to meet the standards of fair 
use. Meritless accusations of copyright infringement on YouTube, 
Twitch, and other sites can have a significantly negative effect on 
content creators because of the time and expense required to appeal 
and resolve them.26 

Fair use provisions as found in the U.S. Copyright Act allow 
the use of copyrighted materials for criticism, comment, news 
reporting, scholarship, and teaching. Copyright holders can sue for 
infringement in court, but the fair use doctrine limits this right 
and provides a defense to such suits. Fair use is decided in court 
on a case-by-case basis and takes into account the nature of the 
copyrighted work in question, the purpose and kind of use (such as 
commercial or non-profit), how much of the work is being used, 
and impact on the value of the work. 

The doctrine of fair use is central to the practices of open access 
(OA) publishing. Open access can be understood as a world view, 
a set of practices, and a social movement—all based on the value 
that providing free access to information is a positive good. The 
term open access is related to but distinct from open-source soft-
ware, which is shared with the understanding that the receiver may 
modify and redistribute it. The OA movement is mainly concerned 
with academic publications, especially when they involve research 
that is paid for by governments. 

In traditional publishing, articles are locked behind paywalls, 
and libraries pay fees so that visitors can access them. Supporters of 
OA argue that this is a poor return on public investment. Gold open 
access is a strategy in which academic journals make articles acces-
sible without a paywall; authors retain their copyright but may have 
to pay for their work to be published. In green open access authors 
make copies of their work available to the public through vari-
ous means: academic libraries may curate works and make them 
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available online, or authors may share pre-publication drafts of 
works, which are not owned by the publisher. 

Sharing a copyrighted work without legal permission is termed 
black open access (also “rogue” or “Robin Hood” open access). 
That is what is happening when social network sites for academ-
ics encourage their members to upload their published papers 
regardless of copyright. Such sites are periodically challenged 
by publishers, but enforcement is uneven. A study of Sci-Hub, 
an online repository of 74 million science articles, showed that 
a signif icant number of people could have acquired what they 
downloaded legally; they just preferred, for whatever reason, to 
access it there. Only a minority identif ied that reason as belief in 
the values of OA. 27 

Information continues to move, despite copyright law and the 
existence of paywalls, and the long arc of this story seems to be 
bending towards increased, but perhaps more-regulated, infor-
mation sharing. In the United States, the Biden administration 
has ordered that by 2026 all tax-payer funded research must be 
made available to the public without cost. But what about data? 
Recent Open government initiatives around the world have pushed 
the envelope on freedom of information laws and opened up 
their data repositories to the public. As a result, a tremendous 
amount of data is now available to researchers worldwide that 
has never been before. Unfortunately, much of it lacks coherent 
organization or consistent metadata, making its reuse value very 
low.28 

Researchers, entrepreneurs, and organizations who work 
with Big Data and AI/machine learning are operating without 
the kind of information infrastructure enjoyed by other areas of 
information science. There is no comprehensive indexing infra-
structure for data sets as there is for print media, for example. 
Specialized publishers, distribution channels, bibliographies, cat-
alogs, indexes, and of course libraries, have been developing such 
infrastructure for more than a century. Unlike books, data sets 
have no traditional repository where they can be easily located 
and accessed.29 The creation of infrastructure for data will have to 
develop in partnership with processes of data governance which 
are still evolving as well. 
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Information moves differently across national borders during 
times of war. During the Russian invasion of Ukraine, military 
intelligence was shared to an unprecedented degree between the 
nations of NATO and Ukraine.30 There was also a marked increase 
in the gathering and sharing of open-source intelligence (OSINT), a 
term that refers to information derived from open sources such as 
print and online media, public government data, academic publi-
cations, websites, and other open-access sources. The non-profit 
online collective Bellingcat, first created through the support of 
a Kickstarter crowdfunding appeal, facilitates amateur crowd-
sourced OSINT gathering. Early in the war, the Bellingcat com-
munity was able to determine that a Malaysian passenger jet shot 
down over Ukraine had been hit by a Russian surface-to-air mis-
sile, through open data sources including Google Earth images 
and dashcam videos posted on social media by Russian soldiers.31 

The Center for Information Resilience, a non-profit organiza-
tion in the United Kingdom, used information available through 
the Russian-Ukraine Monitor map (another crowdsourced data 
gathering project) to provide evidence of mass graves in the 
Yalivshchyna Forest outside the Ukrainian city of Chernihiv in 
February and March 2022.32 

Twitter and other social media sites have also become an impor-
tant source of information for cybersecurity amateurs and experts 
(and criminals as well). Online communities support a variety of 
OSINT practices with a variety of missions and motivations, some-
times leading to misguided online vigilantism, but also produc-
ing actionable intelligence regarding human trafficking and other 
human rights abuses.33 

Data sharing falls on the resource side of the continuum between 
information as a resource and information as a commodity. 
Organizations may move back and forth along that continuum in 
response to national politics or global events. During the first years 
of the Covid-19 pandemic, for example, some news organizations 
removed the paywalls for their pandemic-related content. Though 
critics warn that data sharing comes with significant risks to per-
sonal privacy and security, the Covid-19 pandemic increased the 
urgency of calls for open data and data sharing, particularly of data 
sets used in clinical trials. 
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PROTECTING PRIVACY 

Privacy is an area of active research interest within information 
science from several different angles, It is sometimes approached 
through the lens of information behavior. People’s feelings, atti-
tudes, and actions towards their privacy, and the sharing of pri-
vate information, are understood to be embedded in cultural and 
sociotechnical contexts.34 To understand the privacy attitudes of 
young people who engage in sexting, for example, researchers 
have to look at the norms and expectations that define the situ-
ation. In what context is the sharing of intimate images viewed 
as acceptable behavior? When does it become a violation of 
privacy?35 

Information privacy is also relevant to political and economic 
contexts surrounding the commodification of information. Online 
newspapers with a paywall may give away a few articles a month 
before they require a subscription to provide additional content. 
They sometimes allow access “for free” if contact information is 
provided to set up an account. This barrier to information access is 
called a datawall—the website may appear to be giving away con-
tent, but users in fact are paying for it with personal data, which 
may then be traded, sold, resold, and stolen.36 

In the governance of information, privacy policies are increas-
ingly understood within a human rights framework. Regulations 
dictate how private information may be collected and how it must 
be treated. For example, data acquisition in research that involves 
human subjects may require that informed consent be received from 
the subjects before any data collection occurs. What sorts of 
research require what sorts of consent disclosures and permissions 
can be different in different fields, and in different parts of the 
world. Consent has a legal as well as an ethical element. Consumers 
are asked to consent when they install a software application that 
collects private data. They are provided with a statement about the 
use and protection of their data, followed by a check box to say they 
have read the information and consent to the use. Many people 
click without reading; in that case they may have legally consented, 
but their choice isn’t particularly informed. These consent rituals 
ref lect laws and policies that were created as part of a governance 
process. 
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There are four common strategies commonly used for acquir-
ing consent from customers or research subjects. The compulsory 
approach ties consent to the use of the application or service. If peo-
ple want to use, it, they must give up their private data. This works 
if they are free to not use the product or receive its benefits. But 
what if they really need the service or are compelled? It can be hard 
to refuse to engage with a social media site if friends are trying hard 
to convince you not to worry about the risks. 

A second strategy is the opt-out approach; here consent is assumed 
by default. People must take an action to refuse their consent. It 
may not be obvious how to perform that extra step. Unless risks are 
clearly explained, some users will not understand why they should 
opt out. Others may just do whatever their friends and families 
do, so it may not really function as a mechanism for ensuring that 
consent is informed. 

The third strategy is the opt-in approach, where people must take 
an action (usually a click) to consent to have their information used. 
This assumes that the consent is wholly voluntary, not coerced, but 
without some attempt at persuasion, not enough people will choose 
to opt in. In the most privacy-protective opt-in scenario, those 
who choose not to share their private data would lose no privileges 
or functionality at all. But in that circumstance, why would anyone 
opt in? And if users must opt in to get any substantive benefit from 
the service, arguably it is no longer really opt in at that point, but 
functionally compulsory. 

The fourth strategy is the market-model approach, in which peo-
ple are paid for giving up their data. This strategy may appear to 
be the fairest of them all, but less wealthy people have a greater 
incentive to give up their private data—creating a system in 
which wealthy people benefit as a direct result of risks carried 
by the poor. An unregulated data market can lead to systematic 
exploitation of people who don’t understand the risks involved, or 
the value of what they are giving away. 

There is an inevitable conf lict between the need for accuracy 
in scientific research and the need to honor the privacy rights of 
human subjects. The more data that is collected, the more likely it 
is that patterns can be found in that data that will lead to scientific 
breakthroughs. More data means greater treatment effectiveness 
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and less medical error. But the risks of privacy loss grow at the 
same time.37 

In 1988 the U.S. Federal Trade Commission (FTC) created the 
Fair Information Practice Principles. These are not laws but guidelines, 
detailing the requirements that must be met for an online enter-
prise to be judged to have fair information practices. The five prin-
ciples address notice, consent, access, security, and enforcement. 
The General Data Protection Regulation (GDPR) governs data pro-
tection and privacy in the European Union (EU) and the European 
Economic Area (EEA). It also affects the rest of the world, because 
it dictates the terms under which personal data can be transferred 
into and out of the EU and EEA. The GDPR goes several steps 
further than the FTC guidelines to protect the rights of those who 
are sharing information, and it problematizes the needs of those 
who wish to collect private information, regardless of purpose.38 

The goals of the GDPR are protective and preventative, rather 
than reactive and remedial. It calls for the full opt-in approach 
to consent, requiring that privacy protections be baked into the 
design of services, and that users who decline to opt in do not lose 
any functionality as a result. To be compliant with the GDPR, 
security must also be ensured in every stage of the data life cycle, 
and all policies relating to private data (including how the data 
will be used) must be transparent. The bottom line for the GDPR 
is that privacy policies are human-centered, meaning that they 
should work to protect the privacy of individuals rather than try-
ing to convince people to give up their information. 

In the U.S., the Health Insurance Portability and Accountability Act 
(HIPAA) is the most important U.S. federal law governing health 
data privacy. The GDPR provides special protection for “data 
concerning health”—a category which closely resembles HIPAA’s 
“sensitive personal information.” Other countries are now passing 
GDPR-like privacy laws, but development is uneven. 

A right to privacy was included in the United Nations 1948 
Universal Declaration of Human Rights, and reiterated in the 
1966 International Covenant on Civil and Political Rights. 
Understanding that privacy rights were being challenged in 
unprecedented ways, the UN Human Rights Council adopted a 
resolution on “the right to privacy in the digital age.” A committee 
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was convened in 2019 to deliberate on how information technolo-
gies, particularly those involving machine learning algorithms, 
affect the right to privacy. Their report, released in 2021, called 
for a human rights-based approach to ameliorating AI-related 
privacy risks which emphasizes core principles of equality, non-
discrimination, participation, and accountability.39 

The privacy-related concerns of an organization are complex 
and multi-faceted, extending from its human relations department 
to its research and development lab. The job of securing informa-
tion from passwords to documents to data sets (across their entire 
lifecycle), falls under the broad umbrella of Information Management 
(IM). Within an organization, IM is responsible for establishing a 
governance framework that will guide and protect all of its infor-
mation systems including the identity management of employees, 
the handling of private information gathered from clients and cus-
tomers, and cybersecurity measures taken to protect the organiza-
tion from external (or internal) threats. 

Organizational structures and processes for making decisions 
about adoption of software, preparatory research anticipating how 
the changes will impact the efficiency and usability of informa-
tion systems, the assessment of new security vulnerabilities that 
may result, the development of necessary training materials for 
employees, and the effective communication of new policies and 
procedures, are also management tasks. As a professional area, IM 
shares concerns with a number of fields: Information Systems, 
Management Information Systems, Knowledge Management, and 
Information Technology (IT). The acronym IM/IT ref lects an 
increasing overlap, and sometimes merging, of the responsibilities, 
titles, and job descriptions in the two professional fields. 

GOVERNING INFORMATION IN CONTEXT 

All governments collect some personal data by compulsion, as 
William the Conqueror did in the 11th century, to raise revenue, 
or to organize a military draft. Citizens must also share personal 
data in return for legal rights when they get married, for exam-
ple, or apply for government services. To varying degrees, govern-
ments also collect private information surreptitiously and without 
consent. It would not be possible to fight the spread of child 
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pornography or terrorist attacks if law enforcement lacked the legal 
right to conduct physical and digital surveillance to some degree. 
The problem is that the same technologies that enable surveillance 
for the public good in one regime or political administration, can 
easily be employed as a tool of repression in the next. 

The International Federation of Library Associations and 
Institutions (IFLA) has released a statement affirming privacy as a 
human right and recommending that libraries attempt to protect 
this right through advocacy and direct action including, for exam-
ple, refusing to allow electronic surveillance, limiting the collec-
tion of personal data in libraries, or purging borrower records. 
The statement acknowledges the limits of the power of libraries to 
inf luence data collection by commercial vendors operating within 
them, or to negotiate the demands of law enforcement or other 
agencies for data about library users.40 

Around the world the Covid-19 pandemic, like public health 
crises before it, caused local and national governments, organiza-
tions, and institutions to increase surveillance related to quaran-
tines and social distancing regulations.41 Even before the pandemic, 
college campuses had begun to install surveillance equipment for 
the purpose of student security (surveilling on behalf of students) 
and compliance in attendance and exams (surveilling of students). 
Under pandemic conditions, surveillance on campuses, of both 
kinds, increased.42 

Studies have shown that people’s expectations regarding their 
privacy can change during times of crisis.43 A loosening of adher-
ence to guidelines for privacy governance also seems to occur. A 
comparative study of disaster apps (websites or applications recom-
mended to users for use during disasters) found multiple incon-
sistencies between the transparency of the apps’ stated policies and 
their actual practices. Some third-party apps misrepresented them-
selves as government apps; some government apps, while trans-
parent, shared data with nontrusted third parties; some apps were 
neither transparent nor compliant.44 An important question follow-
ing periods of quarantine is whether apps with problematic privacy 
habits will be retired, and crisis-level surveillance will be rolled 
back, when the crises that enabled them are over.45 

Like privacy, surveillance must be understood within spe-
cific sociocultural and historical contexts that define norms and 
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expectations. Attitudes towards the deployment of surveillance 
technologies differ between and within countries.46 Surveillance 
is also fully embedded in racialized and gendered social systems. 
A study of Muslim travelers from the Middle East and South Asia, 
who experience hyper-surveillance by airport security and cus-
toms officials, found that the social context of the surveillance was 
different for Muslim men and women. Women who wear the hijab 
are subject to scrutiny because, in transgressing gender norms, they 
may be viewed, in both a sexist and racist frame, as a cultural dan-
ger to society. But Muslim men more often than women find their 
names on Secondary Security Screening Selection Lists, which 
causes them to be pulled out of line, because they are symbolically 
associated with violent terror.47 

College students have become leaders in anti-surveillance activ-
ism, galvanized by revelations of bias in facial recognition soft-
ware that misidentifies dark-skinned people, risking mistaken 
identifications and false arrests, and exacerbating systemic issues of 
racial profiling and bias.48 The antecedents of modern surveillance 
technologies are the oppressive mechanisms of the Atlantic slave 
trade and of the corresponding colonial rule. It is no coincidence 
that biometric technologies such as face scanners still ref lect 19th-
century racial science, language, and rhetoric. Some of their algo-
rithms were even found to use the discredited terms “Mongoloid, 
Negroid, and Caucasoid” in classifying the faces that they scan.49 

Surveillance technologies are developing faster than researchers 
can study their social consequences—too fast for effective regula-
tion to keep up with new capacities, or to slow their deployment 
or prevent misuse by authoritarian (or liberal democratic) gov-
ernments. The 21st century has seen an expanding global use of 
AI-powered surveillance technologies in international conf licts, 
and as a tool for monitoring and controlling citizens. The Global 
Surveillance index, an initiative of the Carnegie Endowment for 
International Peace, concludes that the use of AI-based surveil-
lance technology is spreading rapidly, especially in authoritarian 
countries with few protections regarding information freedom, 
access, and privacy. Investments in surveillance technologies tend 
to increase in direct proportion to military expenditures.50 Profit is 
a major factor in the growth as well: it has been projected that the 
global video surveillance market may exceed $64 billion by 2031.51 
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In 2014 the UN Human Rights Council released a document 
entitled “International Principles on the Application of Human 
Rights to Communications Surveillance,” which provides guide-
lines by which to measure whether a state’s use of surveillance 
complies with international standards. The principles mandate 
that surveillance be legal, be necessary, have a legitimate aim, be 
adequate to the aim, be transparent, and have public oversight 
through an independent judicial authority that offers due process 
to all parties.52 The principle of proportionality qualifies all the other 
principles: is the reason for surveilling a serious one? Is there a 
high probability that relevant evidence will be obtained? Have less-
invasive approaches been exhausted? Will excessive information be 
destroyed? Will the surveillance activity be limited to its stated 
aim? Does the use of surveillance respect the underlying purpose 
of privacy protections? 

There is no international agreement, much less compliance, 
on such shared principles. The resulting report, released in 2021, 
regarding the right to privacy in the digital age calls for every 
nation to practice transparent governance where it regards proce-
dures, practices, and legislation involving the surveillance of pri-
vate communications or biometric data.53 The report addresses, in 
particular, the use of surveilled data within information systems 
that use algorithms to automate decision making, or that target 
or profile populations, even if the point of the technologies is to 
provide security for its citizens, or to manipulate users to make a 
profit. 

Greater transparency from governments and corporations, and 
renewed commitments to freedom of information at the global, 
national, and local levels, would allow for a more vigorous public 
debate on surveillance technologies, and a more participatory and 
democratic consensus about where the lines between privacy and 
security should be drawn. 
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STUDYING INFORMATION 

Former program manager and data engineer at Facebook, Frances 
Haugen, testified as a whistleblower before a U.S. Senate com-
mittee in October 2021. She described in detail the failure of the 
company (now known as Meta), to act on the findings of its inter-
nal research team regarding the negative effects of Facebook and 
Instagram on society, and particularly on children.1 

Haugen described a corporate strategy that prioritizes maxi-
mum engagement of its users above all else. The consequence is a 
predictable pattern: already depressed children are shown increas-
ingly depressing content, which leads to downward spirals in their 
mental health.2 Research on children’s use of social media supports 
her contention and underscores the complexity of the information 
behavior of youth.3 

Haugen’s criticisms were wide-ranging, and other harms she 
alleged were likewise severe. She told the Senate committee that 
she believes Facebook bears responsibility for the ethnic genocide 
perpetrated by the government of Myanmar against the Rohingya 
Muslim community which made strategic use of social media, 
including Facebook, in its violent campaign. Thousands of people 
were killed and hundreds of thousands of people became refugees.4 

During her testimony, Haugen also placed blame on the failure 
of the U.S. government to regulate social media companies effec-
tively. The problem, she said, is that they don’t understand how 
algorithms determine what content is shown to users, and how 
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decisions are made in the development of those algorithms. She 
tried to make it clear that the effect of the algorithms was not acci-
dental. If what users want to see is extreme and violent, Facebook 
will oblige.5 More broadly, Haugen laid the blame on a corporate 
culture in which teams are pressured to continuously adjust inter-
nal algorithms to maximize engagement, without a full considera-
tion of the social harm that could result. 

Facebook CEO Mark Zuckerberg eventually admitted that their 
filtering of violent contact in Myanmar in 2018 had not been ade-
quate. He promised change; an audit two years later found that 
their algorithm still failed to filter inf lammatory posts when they 
were written in the local languages of Myanmar. This outcome was 
predicted by Haugen, who had explained in her testimony that the 
company prioritized English language content, with inadequate 
support for translation, not only in Myanmar, but in many other 
countries around the world, where ethnic tension is exacerbated 
by Facebook’s inability to recognize the nature of what is being 
posted. The result is the erroneous censoring of benign content, 
and an inability to filter disinformation and hate speech effectively. 
In December 2021, a Rohingya refugee in the United States sued 
Meta for 150 billion dollars in a class-action lawsuit, alleging that 
failure to police hate speech on Facebook facilitated the harm that 
refugees experienced.6 

In February of 2022 the nonprofit organization, Whistleblower 
Aid, which represents Frances Haugen, filed additional complaints 
to the SEC, alleging that the company misrepresented to its inves-
tors the steps it is taking to control misinformation on its plat-
form regarding Covid-19 and climate change, citing discrepancies 
between company statements and internal communications.7 

Haugen’s testimony regarding the algorithms used on Instagram 
and Facebook to maximize user engagement shed light on an 
industry-wide problem. People can end up isolated in an echo 
chamber in which they can only read and see and hear what they 
already believe. Because the algorithms filter out contrary views, 
this circumstance is also referred to as a filter bubble. If what’s going 
on inside that bubble is a conspiracy theory, the algorithms of the 
site make it unlikely that a user will be exposed to factual informa-
tion or happen upon the post of trusted friends debunking what 
they believe.8 
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There is no truth mechanism built into the Internet. The crea-
tors of browsers, websites, applications, and online communities 
may try to filter, factcheck, block, and ban. But Haugen’s testi-
mony makes it clear that it is more profitable to feed misinforma-
tion and conspiracy theories to those who are susceptible to them. 
Vulnerable children have been largely left to fend for themselves 
when they are online. 

This means that it largely falls to the users of the Internet to 
evaluate the information that we receive through our devices. 
We search, we swipe, we tap, we click, sometimes we evaluate 
before backing up and clicking again. But what happens if we don’t 
evaluate? 

One day in 2013 a woman was heading for a railway station 
in Brussels, Belgium, a 90-kilometer drive from her home, but 
ended up instead in the city of Zagreb, Croatia, a journey of more 
than 1,000 kilometers. She had been following the directions pro-
vided by her GPS application. When questioned by a reporter 
about why she kept driving for over 12 hours, for a trip that should 
have taken no more than 90 minutes, she replied that she had been 
“distracted.”9 

This story is a fable of failing to evaluate information after receiv-
ing it. A traveler queries her device about how to get from one place 
to another. Maybe she mistypes, or is autocorrected, or clicks the 
wrong thing, but the software on her device interprets her query 
and provides her with a path. She follows the confidently spoken 
instructions as she drives hour after hour, crosses three national 
borders, apparently without ever doubting the search results she 
received. She doesn’t seek information elsewhere, or purchase a 
map at a service station, or ask anyone for directions. 

There are countless similar stories in which hapless GPS-guided 
travelers have driven off unfinished bridges, gone the wrong way 
down one-way streets, or driven straight into bodies of water—all 
discounting the evidence of their own eyes as they followed the 
directions they were given. They are not unlike those who search 
the Internet to do “their own research” on a controversial issue and 
end up being taken for a ride by some misinformation or conspiracy 
theory that steals their trust. In all such cases people suspend their 
autonomous judgment, accepting information without evaluating 
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it against other sources to verify its accuracy. Once social media has 
locked them into a filter bubble, they may never get to the train 
station. 

After a brief overview of the wide and complicated field of infor-
mation behavior, this chapter surveys three areas that have gener-
ated large bodies of work within information science: everyday 
information behavior, information literacies, including reading lit-
eracy and digital literacy in relation to the digital divide, and the 
phenomenon of digital misinformation. The chapter ends with a 
consideration of the modern-day troll-fighting elves of Lithuania. 

INFORMATION BEHAVIOR 

Information behavior takes as its object of study how humans behave 
when they are interacting with information. Like many other 
areas in information science, the field of information behavior is 
deeply interdisciplinary. Its questions and concerns overlap with 
those of psychology, social psychology, sociology, anthropology, 
communication, media studies, advertising, marketing, education, 
and design, among others. The impetus for the earliest research in 
information behavior was to make sure that libraries were serving 
the needs of their users. There was particular interest in the infor-
mation needs of scientists within a disciplinary community. What 
kinds of information were they looking for? How did they use 
what they found?10 What was the best way to disseminate research 
results within a scientific community? Did people know how to 
make use of the available finding aids?11 

A shift of interest from information use to information needs (of 
the public, and of academic scholars) still remained focused on 
improving information services through the mid-20th century. 
Some library visitors were identified as independent researchers, 
needing little help, while others clearly needed the guidance of 
skilled librarians.12 But the emphasis of this type of research was 
traditionally more on systems than on the users. Beginning in the 
1970s, information behavior research began to focus on people as 
the object of inquiry, with a growing expectation that such research 
should attend to the social, cultural, and sociotechnical contexts in 
which information is situated. 
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Theoretical models arose, which attempted to help classify infor-
mation behavior and guide research. Among the most inf luential 
models of information behavior was conceived by Tom D. Wilson 
in the 1970s and published in 1981. It was updated several times 
through the 1990s as other models were also emerging in response 
to an increase in intellectual energy and research output in the area 
of information behavior.13 

Wilson’s model sorts the range of research approaches into three 
categories: information seeking behavior, information searching 
behavior, and information use behavior. Information seeking behavior 
refers to the various ways in which human beings look for informa-
tion. To identify a bird seen outside our window, for example, we 
might open a birdwatching guidebook, bring up a bird-identifying 
phone app, or ask someone sitting across the room if they recognize 
it. All of these ways of seeking information have similar character-
istics, regardless of what it is we’re looking for or how we go about 
the search. The similar-sounding term information searching behavior 
refers more narrowly to the micro-behaviors of clicking, looking, 
discerning, choosing, and interacting with information technolo-
gies. Research that explores information searching might explore, 
for example, which devices people use to complete certain infor-
mation tasks. Why do they prefer certain web browsers, search 
engines, or informational apps? What physiological, cognitive, or 
social processes are involved as they engage with information tech-
nologies? For this reason, usability and user-experience research 
(UX) fall into the category of information behavior. 

Information use behavior refers to our engagement with informa-
tion after it has been retrieved or captured. Having taken several 
pictures of the bird outside our window on our phone, how do we 
determine which one to print, post, tweet, or share? In dealing 
with the information record of our own lives, how do we decide 
which emails to save or delete? How do we organize a scrapbook 
of childhood art? What do we do with older family records passed 
down to us from long-deceased relatives and now taking up space 
in a closet? It wasn’t until the 1990s that “information behav-
ior” became the preferred term for studies of human interactions 
with information, although there were some objections since it is 
not actually the information that is doing the behaving. The term 
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replaced earlier terms such as “information use,” “information 
seeking and gathering,” “information needs and uses,” and “infor-
mation seeking research.14 The choice of “behavior” seemed bet-
ter able to encompass everything the people do with information 
every day, all day, and throughout their lives. 

The first international conference on Information Seeking in 
Context (ISIC) took place in 1996 and has continued regularly 
since; it provides an important academic home for the information 
behavior research community; attendees map and scrutinize even 
their own information seeking behavior in attending the confer-
ences.15 Information behavior is defined very broadly by ISIC as 
“contextualized information activities.”16 

As research and design practices across many disciplines turned 
from systems-focused approaches to user-focused inquiry, a new 
wave of information behavior-related research began to include 
sociological variables in the analysis. A study in rural Bangladesh, 
for example, concluded that social class was more powerful 
than either gender or age in shaping health information seeking 
behavior.17 

The adoption of social science perspectives shifted information 
behavior research towards the use of qualitative research methods: 
focus groups, interviews, ethnographic fieldwork, and partici-
pant observation in physical or digital communities, sometimes in 
tandem with quantitative methods in a multi-method approach. 
Participatory research has also increased. It differs from participant 
observation in that the community being studied may become 
part of the research team. Community members may contribute 
to the design of the project, the research questions, and the inter-
pretation of the data. They are sometimes credited as co-authors in 
publications arising from such work.18 

The emphasis on theoretical perspectives, methods, and social 
science questions in the study of information behavior has per-
sisted into the 21st century. It has produced wide-ranging work 
across many disparate domains, addressing, for example, the use of 
boundary objects in an intergenerational foster care community;19 

practices of racialized data collection in the creation of historical 
redlined maps;20 and the motivations of Black content creators on 
Wikipedia.21 
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The subfield of everyday life information seeking (ELIS) within the 
field of information behavior also began to emerge in the mid-
1990s.22 Since information is all around us, information behavior 
can be observed in most aspects of human life: in our conversations 
with others, in our interactions with books and digital devices, and 
other sensory sources of information beyond just sight and sound. 
We know that dogs “read” their neighborhoods by bushes and trees 
as they walk; we humans also collect information with our noses 
when they alert us that something is burning in the kitchen. 

By the time libraries began studying the needs, seeking behav-
iors, and uses of information by their patrons, humans had been 
interacting with information for thousands of years. The advent of 
writing brought with its professional practices that ref lected new 
ways of interacting with information, but prior to the 20th cen-
tury, the skills of writing and reading were often limited to elite 
social classes. Even today there are cultural communities that are 
not literate, or which have sectors of their societies that are not 
fully literate, including women and the very poor. But people who 
cannot read interact as fully with information as the literate, find-
ing other ways to get their information needs met. The idea that 
textual information is more important or valid or interesting than 
information communicated through voice has been described as an 
academic bias, and even an ideology.23 It is easy to overlook even 
in our ordinary lives, all the ways that we engage with information 
through spoken language, whether there is a text involved in the 
conversation or not. It is not uncommon to talk with a friend about 
an email or text we are writing, before we send it. 

Information behavior research explores non-textual information 
behavior in literate, non-literate, and partially literate communities. 
A study of information behavior in the Kope tribe of the Central 
Highlands of New Guinea, for example, identified six distinct 
cultural roles related to non-textual information: induction (the 
passing on of cultural knowledge between generations, often rit-
ualized), dissemination (the conversational sharing of gossip and 
news), presentation (the skilled use of stories and humor for politi-
cal or social purposes), organization (coordination of cooperative 
activities, like hunting or trade), interpretation (being able to read 
meaning from the environment, as in tracking), and preservation 
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(the individual and collective memory kept by the oldest members 
of the community).24 

These six kinds of information activities are recognizable within 
any large or extended family anywhere in the world, from the shar-
ing of family stories, to gossiping, to organizing family holidays. 
Many of these communicated activities are now mediated but not 
replaced by technology: our gossip f lows seamlessly from voice to 
text to email and back to voice again. 

The emergence of interest in everyday behaviors occurred after 
the move towards qualitative research methods. Scholars of every-
day information behavior often produce rich, contextualized case 
studies; an exploration of everyday experiences of migrant Latinas 
in Boston is an example of this approach.25 Studying information 
seeking from the user’s perspective also illuminated processes of 
sense-making which challenged old models and suggested new 
ones.26 

Everyday information seeking involves kinds of information 
behavior that are often overlooked, especially when they do not 
involve conscious information seeking. As a phenomenon, passive 
information seeking challenged Wilson’s early model to adapt to new 
understandings of what constitutes information behavior. Imagine 
going for a run through a forest and seeing a birdwatcher on the 
path in front of you. As you pass by, they point up at a tree, and 
say, “Look, there’s a ruby-throated hummingbird.” You’ve just 
received information without seeking it, though you had to be 
receptive or you might not have slowed down to wonder what they 
were looking at. 

The information behavior associated with such serendipitous 
information encounters has been studied in both experimental 
and natural settings; the phenomenon is most often referred to as 
information encountering (IE), though also as accidental information 
discovery, and incidental information acquisition. Information 
encountering happens when we browse the Internet or scroll 
through social media posts, not looking for anything in particular, 
but open to discovering random things. 

It also happens that people actively avoid receiving or view-
ing information. Information avoidance might occur, for example, 
when someone doesn’t want to research a medical condition online 
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because it triggers anxiety. One case study looked at managers who 
are reluctant to acknowledge endemic bullying in their organiza-
tion, not wanting to review the evidence showing that their disa-
bled employees are being systematically disadvantaged.27 

Another significant area of study investigates embodied experi-
ence, analyzing information as a corporeal as well as a cognitive 
experience.28 Studies of embodied information seeking have examined 
the way people shop for fruits and vegetables, choosing what they 
want to buy through the physical practices of touching and smell-
ing, and evaluating items through visible clues of color and con-
dition.29 Different physical bodies also experience the world, and 
interact with the information in it, differently, an idea explored 
by a study of the information seeking experiences of transgender 
people.30 What students do with their bodies in the physical spaces 
in libraries can shed light on the dynamics of embodied cognition 
within different sensory landscapes.31 

INFORMATION LITERACIES 

During the 20th century, libraries actively worked to improve their 
services to the public and to various scientific, social, and business 
communities. The study of information behavior in library set-
tings had already broadened by the time computers, databases, and 
the Internet transformed the ways in which people interacted with 
information, and how libraries helped them do that. 

The foundations of the field of information behavior rest on 
studies of readers and their preferences. The scope of this profes-
sional interest expanded, along with librarianship, to encompass 
the wider information needs of particular communities, exploring, 
for example, the reading habits of South Asian communities in 
Canada.32 Youth-service librarians rely upon studies of information 
behavior in young people to provide effective information services 
within and through libraries; digital youth literacy is an increasingly 
important area of study worldwide.33 

The principle of least effort ref lects a classic observation of behav-
ioral psychology that organisms, including humans, will choose to 
exert the least effort necessary to get something done.34 Just as hun-
gry people may choose fast food over more nutritional fare requir-
ing more time and effort, fast information is often preferred over 
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better information. It turns out that college students will choose 
to do their homework using an e-book version of the text, even 
if they believe that they would learn better from a physical text.35 

But, if an e-book is easier to access than having to go to the library 
or bookstore to get a physical book, how do we know whether it’s 
the technology that is superior, or simply the convenience of the 
click? Likewise, if people prefer to get their news from late-night 
comedians or social media, do they do this deliberately, because 
they think it’s a better news source than physical newspapers, or 
news websites or podcasts, or is that just what happens to show up 
in front of them? 

Another area of concentrated interest is related to information 
practices implicated in the digital divide. The term itself is mis-
leading since there is no single divide between information tech-
nology haves and have-nots. Across the planet there are divides 
between wealthy and poor countries in both literacy and digital 
literacy. Within countries there are information divides between 
urban and rural populations, and between rich and poor sectors of 
society. There are differences between people of different ethnic 
backgrounds, religious affiliations, and other caste and class-based 
hierarchies. Between and within nations there are divides between 
men and women, and between people of different ages. 

We can’t create universal access to the Internet in a world where 
some people can’t read. But even in places with near universal read-
ing literacy, patterns of stratification still have powerful effects on the 
quality of education, which in turn affect whether any given indi-
vidual will attain the computational and digital literacies necessary 
to become information-literate. The Internet may be “free,” but the 
devices and the WiFi or data plans needed to access it are not. 

There are several broad strategies that have emerged to intervene 
in the digital divide. Libraries, with the support of large founda-
tions, have been at the forefront of efforts to make information 
technologies available to local communities. The Kenya National 
Library Service (KNLS), beginning in the early 2000s, for exam-
ple, allowed libraries to provide information access to communities, 
a program which was expanded to supplement school curricula.36 

More recently, libraries have stepped up across the globe as sites 
for “mobile hotspots” providing internet access (and computers) to 
sectors of local communities that have needed them, particularly 
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during the first year of the Covid-19 pandemic. They also provide 
sources of accurate information to combat the waves of misinfor-
mation that hindered the management of the crisis.37 

Fairness in the distribution of wealth, privilege, opportunities, 
and political power is an issue of social justice that is directly rel-
evant to information science. The goal of digital inclusion is that 
everyone should have access to digital information; the goal of 
digital equity is that everyone should have access to the informa-
tion technologies that allow for digital inclusion. These are con-
troversial goals only to the degree that the values of equality and 
inclusion in other aspects of social and cultural life are politically 
contested. The lack of equity and inclusion together produce the 
digital divide. 

Education is one road to upward mobility, but it only works 
when children have greater access to a better quality of education 
than their parents had and even this may not be enough, because 
they lack membership in the key small-world networks of power 
and privilege in their societies. Reproduction of patterns of educa-
tional inequality leads to the durable hierarchical stratifications that 
can be observed across human societies. The persistence of racial 
inequalities in access to and quality of education in the United 
States, much like the struggles of minority and immigrant popula-
tions across the globe, are testimony to the difficulties that such 
communities face in attempting to improve their standing within 
social hierarchies.38 

It is interesting to note that the lower the level of male literacy, 
the greater the gap between men and women’s literacy; countries 
with higher male literacy are correlated with greater gender equal-
ity in access to education. In other words, increasing literacy in 
general correlates with a reduction in gender inequalities, at least in 
regard to literacy. But the equalization of education between gen-
ders does not necessarily lead to equalization in the labor market.39 

Intersectionality also has to be taken into consideration; improv-
ing the educational opportunities for some girls, does not raise it 
for all. A comparison of the information literacy of Pakistani girls 
in public, private trust, and unregistered schools with girls who 
attended an elite school demonstrated the effect of social class on 
girls’ education, for example.40 
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Access to information requires information literacy (knowing that 
information exists and where to find it) which requires digital lit-
eracy (knowing how to access it), which requires reading literacy 
(being able to access it), which requires educational equity (having 
a quality education), which requires social equity. 

Among the new sorts of divides emerging in our digital age is 
the one between consumers and creators of content. User content 
creation refers to all kinds of content produced for online use. The 
opportunity to create or upload content anonymously has given 
increased power of communication to people from marginalized 
communities, and to those who live in societies where political 
speech is limited or controlled, but that same anonymity makes it 
more difficult for websites, or users, to detect AI-amplified incen-
diary content and misinformation. Young people on the Internet 
are more likely to contribute content than older people, and the 
majority of content creators come from higher socio-economic 
groups.41 

A much smaller percentage of people draw a significant audience 
with the power to inf luence popular style, practice, and opinion. 
South Korea and Japan were among the first nations to recognize 
content creation as an important global industry, and to begin to 
construct infrastructure to support the development and training of 
a workforce to lead in the creative sector of popular music, games, 
graphic novels, and anime.42 

Frances Haugen’s testimony regarding the dangers of Instagram 
for vulnerable young people points to a wider problem, and an 
important area of research for information scientists. A growing 
literature has emerged on the way that children and youth have 
incorporated online experiences, including games, social media 
sites, and texting, into their lives. The dangers of filter bubbles for 
teenagers’ mental health are real, but other online information-
seeking experiences appear to be both helpful and supportive.43 

DISINFORMATION LITERACIES 

Inaccurate information can have as much power to inf luence peo-
ple’s actions and choices in the world as accurate information, and 
sometimes even more. Discredited scientific research suggesting a 
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link between vaccines and autism, for example, continues to have 
an information life within the anti-vaccination community, and 
has fueled resistance to Covid-19 vaccines worldwide.44 

A study of internet use in Nigeria identif ied fear of misinfor-
mation and lack of privacy as two reasons why Nigerians, though 
living in one of the most “wired” countries on the continent of 
Africa, do not use the Internet to the degree expected. Their 
fears are well-grounded: misinformation is passed as news, and 
financial scams abound on Nigerian social media, particularly on 
WhatsApp. A lack of understanding about how to control privacy 
settings, to block unwanted messages, to distinguish between 
fake and real news sites, or to f ilter explicit and offensive content, 
leads Nigerians to make the reasonable decision to stay away from 
the Internet altogether.45 

These issues are not an isolated problem. Non-factual informa-
tion that we find on the Internet (or that we read in a magazine, 
or that our neighbor tells us) all fall under the umbrella of misin-
formation. The related term disinformation refers more narrowly to 
situations when some actor (individual, organization, or nation) 
deliberately disseminates information that is factually incorrect or 
inf lammatory. 

The fact that human beings can be manipulated through infor-
mation is what makes political propaganda so effective. Information 
scientists study disinformation so that they can help to create social, 
political, and algorithmic strategies to combat it, and so that they 
can produce materials that can teach people to recognize disin-
formation when it comes across their devices. During the Covid-
19 pandemic, health providers and other government officials felt 
an urgency to understand how disinformation spreads, and how 
people interact with information under pandemic conditions; they 
needed to to communicate accurate information to vulnerable 
people who needed it the most.46 

The use of strategic disinformation by right-wing political 
groups as a tactic to fight civil rights actions became apparent dur-
ing the Black Lives Matter protests in the United States.47 Research 
revealed the existence of social media campaigns originating in 
Russia and other nations which were intentionally and effectively 
stoking racial and partisan divides in the U.S., and using similar 
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tactics in the U.K. to manipulate public opinion regarding the EU 
referendum commonly referred to as “Brexit.”48 

One approach to combating disinformation is to increase aware-
ness of what disinformation looks like. Media consumers who can 
recognize and name the tactics may be able to shake off their inf lu-
ence. Among the most common disinformation tactics are those 
which attempt to gain control of the subject of an issue or con-
versation. An ad hominem attack, for example, functions to distract 
listeners (or readers) from the actual issue at hand. Typically, it 
involves name-calling or attacking the character of an individual or 
social group, rather than responding to their argument. 

Similarly, a red herring is a statement that introduces an irrelevant 
topic to mislead or draw attention away from the main issue under 
consideration. The diversionary strategy slippery slope occurs when 
it is claimed, on social media or a public forum, that there will 
be some frightening consequence down the road from the current 
situation under debate. There doesn’t need to be any empirical evi-
dence to support the claim, because the rhetoric is based on insinu-
ation. The offensive claim that legalizing gay marriage will lead to 
people marrying animals, for example, is absurd, but the absurdity 
is the point of the tactic. “It’s a slippery slope!” simply means that 
some crazy outcome might follow, which can’t be refuted because 
it hasn’t happened yet. 

Another set of tactics responds to presentations of fact by attempt-
ing to make evidence ineffective. The simplest and most common 
is ipse dixit (a Latin term literally meaning “he said it himself”), 
which asserts that a statement is true because someone has said it’s 
true, even without evidence, and even if it is generally understood 
to be untrue. It is the assertion itself that counts as proof that it is 
true. You can recognize ipse dixit from common phrases such as 
“They say…” or “Everybody knows…” or that dependable parental 
discussion-ender: “Because I said so, that’s why.” 

Such a strategy becomes more powerful when combined with 
appeal to authority, where the name of a celebrity or authority fig-
ure is invoked to bolster an argument. This can work even if the 
celebrity has no particular expertise on the issue and there is no 
objective reason to take their opinion seriously. Misleading vivid-
ness, also called the “spotlight fallacy,” uses a similar logical fallacy, 
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employing headlines as a source of authority. A case in the news is 
taken to be more broadly significant than it really is, just because it 
is getting a lot of media attention. When someone who is offering 
up misinformation is challenged with the facts, rather than retract-
ing and apologizing they may use a technique called backfire, in 
which they simply double-down on their false statement, assert-
ing it with additional authority arising from the fact that someone 
dared to question it. 

Scholars who study trolling as information behavior look closely 
at how online communities understand and manage trolls, and 
have found a complex set of practices, performances, and relation-
ships. Trolling that takes place in online gaming environments, for 
example (also called “trash-talking,”) offers racists an opportunity 
to get away with language practices that in the real world would be 
condemned as hate speech.49 

But while it is common to assume that trolling is wholly a nega-
tive phenomenon which should be eliminated, in fact each inci-
dence of trolling has a different social context. Some trolling is 
intended and received as humorous, some is political, some is con-
versational, some is reactive, and some is even appreciated as a reac-
tion to other toxic comments.50 The experiences and motivations 
of the trolls, and the perspectives of those who react to their troll-
ing, provide context for understanding this new form of informa-
tion behavior. 

Of course, some trolls may not be human. Chatbots (also called 
social bots) can easily be created and set free to sound and act just 
like a human troll. Their algorithms allow them to create and pro-
mote posts that push a particular them; they also have the very 
unhuman capacity to amplify a story by repeating it thousands and 
thousands of times. 

In the technique known as astroturfing, AI-controlled bots are 
deployed to appear to be part of a grassroots organization. A fake 
account of a bot pretending to be a real person is referred to as a 
sock puppet. When these kinds of bots are deployed alongside an 
army of ordinary human trolls, they can be particularly effective 
at election interference, but between elections they also continue 
their social mayhem, set loose by foreign governments or political 
parties or malicious individuals. Trolls and bots might actually seek 
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to amplify both sides of a conf lict, if their aim is simply to create 
disunity and dissent as a tactic of their cyberwarfare. 

STUDYING INFORMATION IN CONTEXT 

During the first months of the Russian invasion of Ukraine, it was 
clear that information had become a significant weapon of war. 
In February 2022 Ukraine’s Minister of Digital Transformation, 
Mykhailo Fedorov, used social media to call for volunteers to help 
wage this information war. Organizers on Telegram, an instant 
messaging service, encouraged the more than 300,000 people who 
responded to the call to participate in distributed denial of ser-
vice (DDoS) attacks on Russian websites, knocking them off line 
by f looding them with more traffic than they could handle. They 
organized other responses to Russian disinformation as well.51 

The propaganda machine in Russia is a complex and international 
operation. Research released by the Institute for Strategic Dialogue 
(ISD), a non-profit organization which tracks disinformation and 
extremism worldwide, reported small groups of content creators 
with multiple accounts amplifying Russian propaganda and mes-
saging on Facebook, making it seem as though there were swelling 
local grassroots support for Russia’s view of the war.52 This strategy 
had greater success in nations which have historically been allied 
with Russia, such as Serbia and Bulgaria.53 In countries that won 
their independence from the Soviet Union, the use of propaganda 
in the invasion of Ukraine has only made them more alert to its 
deployment in their own nations. 

A large informal network of Lithuanian citizens emerged, work-
ing anonymously to counter Russian propaganda in that country. 
They call themselves “elves”—since elves fight trolls—and much 
of the disinformation is coming from Russian troll farms that pay 
people to produce it. The Strategic Communications Department 
of the Lithuanian Armed Forces (STRATCOM) reported over 
8000 attacks in a two-year period, and the rates are rising. The 
content mirrors Russia’s justifications for its invasion of Ukraine: 
that Lithuania is not really democratic, but fascist and run by Nazis, 
and that it is a failed state providing NATO a base from which to 
attack Russia.54 
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The elves are loosely organized and decentralized. They do not 
meet, except virtually in a private Facebook group. They esti-
mate they may have as many as 22,000 members who cooperate to 
locate disinformation, identify, and shut down fake accounts, block 
false information, and counter it by amplifying facts. Lithuanian 
Parliament member Jurgita Sejonienė has admitted to being an elf; 
she joined because of her concern over the impact of anti-vaccina-
tion propaganda on the pandemic response. 

The Lithuanian elves are supported by academics, journalists, the 
Lithuanian government, and non-governmental organizations such 
as DebunkEU, an independent think tank with 50 volunteers who 
f lag problematic content and suspicious amplification in Lithuania 
and seven other nations, and the Baltic Research Foundation for 
Digital Resilience (DIGIRES), a collaboration between Lithuanian 
academics, media organizations, and independent journalists. 

The larger context of information behavior becomes starkly 
visible during times of global crisis such as pandemics, wars, and 
environmental disasters. At the level of communities and indi-
viduals, studies of information behavior help us to understand the 
psychological vulnerabilities and social dynamics that make disin-
formation campaigns successful in some places, and among some 
groups, and less effective in others. Efforts such as those happening 
in Lithuania are proactive interventions; the elves aren’t waiting 
for Facebook to be willing to make their algorithms less profitable. 

Educational efforts to increase information literacy, particularly 
for populations that are especially vulnerable to misinformation 
such as children and the elderly, are a priority across much of the 
world. A nine-part web drama series in Indonesia, for example, was 
created as part of the Indonesian “anti-hoax” movement, prompted 
by what was being called the “infodemic” of disinformation that 
spread during the Covid-19 pandemic.55 

A growing number of video games, board games, and card games 
train players to detect false news more accurately. The “Bad News 
Game,” developed by the Cambridge Social Decision-Making Lab 
in collaboration with the Dutch media collective DROG,56 for 
example, teaches the most common tactics of social media disinfor-
mation by guiding the player through the step-by-step process of 
becoming a fake-news maven. This isn’t meant to encourage them 
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to become one in the real world, but to help them to recognize the 
tactics when they appear in the wild. 

The extent to which the Internet is full of lies and deliberate 
manipulations f lies in the face of our ancient longings for a col-
lection that contains “all the information in the world.” We may 
feel, naively perhaps, that such a collection should contain only real 
information. The Library of Babel story reminds us that a collection 
with everything in it must necessarily include all the errors and lies 
in the world in addition to all that is accurate and benevolent—all 
mixed up with random noise. On the Internet, and on social media 
sites in particular, the challenge is to discern truth within the end-
less streams of targeted advertisements, time-wasting clickbait, and 
the incendiary ravings of artificially malevolent trolls. 
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In November of 1854 the Crimean War was raging. The Russian 
Empire had decided to attempt an expansion of its borders with the 
Ottoman Empire. France and England sided with the Ottomans, 
declaring war on Russia and sending troops into a complicated 
and bloody conf lict. An Englishwoman arrived with 38 volunteer 
nurses and 15 Catholic nuns at the military hospital in Scutari (today 
called Üsküdar), on the Anatolian side of the Bosporus Strait near 
the city of Constantinople (now Istanbul, Turkey). She had read 
the newspaper reports of terrible conditions at the military facilities 
in Scutari, with wounded soldiers sleeping on vermin-infested beds 
made from rotting boards and dying from preventable infections.1 

When she arrived, she found, as she had expected, that the 
injured were dying not from battle wounds but from cholera, dys-
entery, and typhoid. Hospital buildings were filthy, overcrowded, 
and poorly ventilated. Blocked drains and a lack of toilets produced 
unsanitary conditions and foul water. There was a general lack of 
hygiene among both the sick and the caretakers. More than 4,000 
men died that winter. 

In spite of administrative resistance to her calls for change, the 
English nurse ordered general cleaning and instituted handwashing 
policies. Though germ theory had not yet emerged, and disease 
was blamed on “bad air,” improvements in food, water, and heat 
strengthened the injured, and better sanitation and hygiene con-
trolled the spread of infection. Death rates dropped dramatically.2 
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She documented all of this, systematically collecting data on the 
number of sick and dying each month that she was in charge of the 
medical operation, before and after her interventions. 

The nurse was Florence Nightingale (1820–1910). She was born 
to wealthy British parents in Florence, Italy, the city for which 
she was named. Raised in England, she was well-educated by her 
Unitarian father, though she had to argue for the right to study 
mathematics. Her family was not conventional (her maternal 
grandfather was an abolitionist) but they did expect her to want 
a husband, not an occupation. They were not overjoyed by the 
professional path she chose; nursing in the 19th century was poorly 
paid and staffed by women from the lower classes. Nevertheless, she 
felt a calling to care for the sick, and she persisted.3 The 18 months 
she spent in the field as a wartime nurse made her famous to the 
public, and she was celebrated by the press as a “ministering angel,”4 

an image that Henry Wadsworth Longfellow immortalized in his 
poem Santa Filomena.5 

Nightingale increased the social status of nursing and profes-
sionalized the field, but she also made a significant contribution to 
information design and data visualization. 

When she arrived home after the war, having been critically ill 
herself, she successfully advocated (with Queen Victoria’s support) 
for the creation of a Royal Commission to investigate and compare 
mortality rates in peace and in war.6 Collaborating with statisti-
cian William Farr, she provided a report to the Commission which 
presented mortality rates over a period of two years. She hoped it 
would make the case for reforms. Six months later the Commission 
had still not acted. For an addendum to her report, William Farr 
proposed to create more tables, but Nightingale felt that since the 
statistics presented in the original report had not persuaded the 
eclectic group of royalty and members of parliament, more tables 
weren’t going to do the job. 

Nightingale designed a series of statistical charts to communi-
cate the meaning of the numbers. Her rose diagrams were included 
in the report and told a powerful story. She asked her readers first 
to consider the difference in rates of death during peacetime and 
during war. Two linked diagrams were provided. Each was a spi-
ral divided into 12 wedges representing 12 months of the war.7 

Each wedge in the spiral was a stacked column, with one band 
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of color representing monthly mortality in Crimean War hospi-
tals. Another much smaller band at the center of the spiral showed 
mortality rates for the city of Manchester. The visual comparison 
was shocking, as Nightingale knew it would be. Manchester was 
notorious for unhealthy work conditions and poor life expectancy. 
The image led her readers to the obvious question: what could be 
causing such a high mortality rate among the soldiers? 

Her second diagram again used a spiral of stacked columns rep-
resenting months of time. This time the colored bands showed dif-
ferent causes of death in the military field hospitals which made 
starkly clear how many more men had died from disease than from 
battle injuries, even in the month that included British losses in the 
infamous “Charge of the Light Brigade.” This visualization was 
enhanced by the narrative power of her words: 

It was not by wounds; it was not by ordinary diseases that the army 
well-nigh perished. But it was by those five mitigable and preventable 
pestilences that the British force before Sevastopol was all but swept 
away. Expunge the blue wedges, and within what insignificant bounds 
would not that great calamity have shrunk! These diagrams give the 
whole history of the disaster.8 

Having captured her audience’s attention, her third diagram would 
perform the persuasive coup de grace. Rather than simply showing 
the reduction in deaths that followed from her interventions over 
the months, she chose instead to compare the field hospital mortal-
ity rates with those of a military hospital in London. The diagrams 
illustrated the narrowing of the difference between the two hos-
pitals over time, a change that correlated with the improvement of 
conditions that she had instituted.9 Driving home her central point, 
she declared that “The most cursory inspection of these diagrams 
will show that the whole question as to the cause of the mortality 
narrows itself into an inquiry as to what laws of health had been 
so violated as to lead to so great a destruction of life.”10 Even as her 
readers asked themselves this question, the diagrams provided the 
answer. All they had to do now was take action. 

Nightingale had 2,000 copies of her diagrams printed and dis-
tributed at her own expense. Her deft use of visualized statistics, 
in coordination with impassioned rhetoric, did the work of both 
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energizing the public and convincing the Commission to act. Her 
work was instrumental in establishing what today is referred to as 
“evidence-based health care.” The Royal Statistical Society, which 
had never seen diagrams like hers before, elected her with great 
enthusiasm as its first female member in 1858. 

In this chapter we look at the visualization of data as a powerful 
storytelling aid. We explore the history and development of infor-
mation architecture, survey approaches to user experience (UX) 
and user/human-centered design, and end with a consideration of 
the principles of universal design as applied to information systems. 

STORYTELLING AND DATA VISUALIZATION 

Compelling data visualizations combined with cogent narra-
tives can provide persuasive evidence for a cause, especially when 
informed by background research into the intended audience. 
Nightingale’s initial report presumed that her readers would have 
the capacity to extract meaning from raw tabular data on their 
own. Her subsequent “data story” ref lected a more nuanced appre-
ciation of the audience’s interests and capacities, which became a 
factor in its design. 

While charts and diagrams may be among the first examples that 
come to mind when we think about information design (ID), in fact 
it has a much broader scope. It applies to informational aspects of 
physical artifacts (does this door push, pull, or slide to open, and 
how can you tell?), the organization of the larger built environment 
(how can I find my way to the right gate at the airport?), and, more 
recently, the design of software and online spaces. The audience (or 
“consumer” or “user”) has a critical role to play in shaping design 
across all these domains of design practice. 

Traditional storytelling recorded and transmitted collective cul-
tural knowledge and memory in the absence of written records. 
But human societies never stopped telling stories to make sense 
of the world, whether we wrote them down or not. We still share 
knowledge between generations through stories. But storytelling 
has always had other purposes as well, including entertainment, 
instruction, and persuasion. In all of these ways, storytelling is as 
relevant in the digital age as it was in pre-history. 
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Broadly, storytelling is connected to interdisciplinary studies of 
narrative, with relevance to anthropology, geography, and ethnic 
studies as both an object of study and a methodology.11 Narrative 
design is a term used to describe the craft of creative writing, 
as well as to refer to practices in new media and game design.12 

Within libraries, storytelling in the fields of School Librarianship 
and Youth Librarianship is an area of professional training and 
practice with a long history.13 

In research settings, the opportunities afforded by digital tech-
nologies have opened up the field of storytelling to include both 
new participatory methodologies for working within communi-
ties, as well as providing new ways for communities to preserve and 
share cultural knowledge in coordination with libraries, archives, 
and museums.14 

Data storytelling is an increasingly important area of teaching, 
research, and practice, with wide applications to every sector of 
contemporary society where data is analyzed and shared, from 
boardrooms, to briefing rooms, to social media sites. A data story-
teller builds a compelling narrative interpreting an analyzed data 
set, using visualization techniques to illustrate key relationships. 
Training in data storytelling involves gaining understanding of 
narrative structure, timing and performance, and the dynamics of 
the relationship between the storyteller, the story, and the audience. 

In business settings, the rhetoric of persuasion in relationship to 
the data story being told also comes into play. This communicative 
process of data storytelling is vulnerable to the same sorts of biases 
that might affect other points in a research process. An impor-
tant aspect of digital literacy is the ability to detect the misuse of 
statistics expressed through misleading charts and graphs. Ethical 
concerns in the expression of data are just as important as they are 
during its collection and analysis. 

As a field, Data Visualization seeks to optimize the visual expres-
sion of analyzed data in order to shed light on, and to more effec-
tively communicate, patterns found in the data that strengthen a 
particular narrative. It is enhanced by a broad and ever-widening 
set of tools and techniques that help to improve understanding and 
communication of data, leveraging our visual ability to recognize 
patterns and replacing the need for calculation. The result is that 
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analyzed data becomes both more visually appealing and more 
accessible, engaging audiences in the research narrative and per-
suading them to the storyteller’s point of view. 

By revealing information that is otherwise difficult to perceive, 
it can improve decision-making and reduce error—not only in 
the explanatory phase of communicating results to an audience, but 
also in the exploratory phase in which patterns are first discovered. 
The statistical demonstration known as Anscombe’s Quartet is often 
used to illustrate the importance of visualizing data early in the 
analysis process. Four datasets with identical summary statistics 
(the same mean, same standard deviation, and same correlation) 
appear as dramatically different patterns when graphed: a vertical 
line, an angled line, a curve, a cloud of dots. These ref lect different 
underlying relational patterns in the data that are not immediately 
evident in tables, nor even in the basic statistical description of the 
data. More fanciful example sets have been created, such as the 
“Datasaurus Dozen” in which the dots of one chart actually form 
a cartoon dinosaur—underscoring the principle that visualization 
should always be a part of exploratory data analysis.15 

One of the challenges of using data storytelling to communicate 
the results of data-based research is choosing the right technique, so 
that images are not only effective and engaging but also appropri-
ate to the data, the domain, and the question at hand. Hundreds of 
varieties of charts and graphs have been devised to visualize data. 
They can be productively grouped into a few common types that 
lend themselves to particular purposes.16 For example, Time Series 
charts use one axis to index movement in time (seconds, minutes, 
months, or centuries), while the other axis shows how variables 
change over time. An Index Chart is a time-series chart that can 
compare percentage changes (rather than actual values) for several 
variables across time, starting together at some particular “index” 
moment; these charts are especially useful for understanding eco-
nomic trends. 

Statistical Charts illustrate how values in a data set are distributed. 
Dots in a Scatter Plot (as seen in an Anscombe’s Quartet graph) show 
where data points fall on two axes. With all the data in a set filled 
in, it may be possible to detect patterns not visible in the numeri-
cal data itself. Data Maps are the most immediately recognizable 
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statistical chart. They show how variables vary across space. A 
common variety is the Graduated Symbol Map, recognizable because 
of the circular mini pie charts that it superimposes on top of a 
representation of a physical region. A Dorling Cartogram is a varia-
tion which uses a map for an initial guide, and then erases the map 
details underneath. One of the most visually stunning map-based 
charts is a Flow Map, which animates the data to show directional 
movement—across space, or across time, or both. 

Tree Diagrams are ubiquitous in ordinary life. The file tree on 
your computer is a tree-based display, as are the family trees used 
in genealogy research to visualize the relationships between family 
members across generations. Depending on whether a genealogist 
wants to show the descendants of an individual branching forward 
(usually downward on the chart), or their ancestors going backward 
in time (upwards or sideways) from that ancestor, different types 
of tree diagrams can be chosen to fit the genealogical information 
being shared. 

Network visualizations are different from other types of charts and 
diagrams in that they can show the direction and strength of rela-
tionships between data points. Within this category, one of the 
most visually appealing is the Force-Directed Graph, which sorts data 
into clusters of more-connected points. Interactive digital versions 
allow the viewer to move data points around, exploring the var-
ying strengths of different relationship patterns by pulling them 
apart, visually, on the screen. 

Data storytelling is becoming essential to modern data journalism, 
a rapidly growing practice which is benefiting from recent advances 
in collaborative online tools. It is now possible to create high-end 
interactive explorations of data that provide readers with richer 
engagement and better understanding. Sometimes referred to as 
“no code” or “low code” tools, such products offer users support 
in managing data and in customizing charts and graphs, regardless 
of programming ability. This ease of use is especially important for 
journalists working against short deadlines or in stressful or dan-
gerous conditions around the world.17 

Skillful storytelling and creative visualization can also be 
enlisted to address and rectify large-scale social problems. A half-
century after Florence Nightingale made her striking contributions 
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to public health research and policy, the American anti-slavery 
and Civil Rights Movement leader W.E.B. Du Bois designed 
an extraordinary exhibition on African-American life for the 
Exposition Universelle of 1900, the 5th Paris World’s Fair. 

After receiving a PhD in history from Harvard, Du Bois gravi-
tated toward the field of sociology. Working from the historically 
Black Atlanta University, in Atlanta, Georgia, he collaborated with 
other prominent African-American scholars and leaders of his day 
on “the American Negro” exhibit, which included a curated col-
lection of 500 photographs of African-Americans that challenged 
racist stereotypes, and gave insight into their communities and 
lives. But Du Bois felt that the images alone couldn’t explain to 
fairgoers the significant challenges that these communities expe-
rienced as a result of the social barriers created by racism. So, he 
created 60 charts for display at the fair that he hoped would com-
municate some of those experiences. These provided visual narra-
tions of data collected by his students at Atlanta University and an 
extended network of researchers across the American South.18 

The visualizations that Du Bois made for the World’s Fair func-
tioned as infographics, educating fairgoers on the sociology of race 
in America. They provided detailed demographic and personal 
information about the lives of Black people, including professional 
occupations, literacy, school enrollment, and even the contents of 
their homes, along with macro-level analyses of the challenges they 
faced. The visualizations were artistically striking and distinct from 
the kinds of statistical diagrams being produced in the era. Large-
scale reproductions of some of these diagrams were displayed on 
the walls of the exhibit hall. By enlisting the available physical 
space in structuring the overall story and information design, Du 
Bois augmented the visitor experience in ways that anticipated the 
work of “information architects” a century later.19 

THE ARCHITECTURE OF INFORMATION 

In the early 1990s, the American Museum of Natural History 
(AMNH) undertook an ambitious renovation of its extensive fos-
sil collection. When the multi-year project was complete, the top 
f loor of the building had been transformed into six interconnected 
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exhibit halls, uniting its mammal and primitive-vertebrate hold-
ings with its renowned dinosaur collection.20 

Over the previous century, layers of built-up remodeling work 
had buried the underlying 19th-century architecture, blocking the 
light and confining the space, creating a “dim and fusty ambi-
ence” (as the project’s architect, Ralph Appelbaum, recalls) which 
“tended to make the visitors feel like fossils too.”21 In the first phase 
of renovation, the physical interior was restored to its original 
grandeur, thus “activating” the space itself in service of the over-
all mission, which was to convey an updated and more expansive 
understanding of evolution. 

Other architectural and physical aspects were similarly activated 
as design assets: specimens were displayed with minimal barriers, 
partial skeletons were mounted on wire frames that filled in the 
rest of the form of the animal, sheer glass panels were installed in 
inconspicuous f loor mounts. Even the f loor itself became a dis-
crete bearer of wayfinding information guiding the visitor through 
the exhibit halls. Alcoves and transitional spaces that traditionally 
would be left neutral were similarly enlisted to “cast a broader 
informational net” to engage visitors. 

The critical breakthrough in developing the new overall design 
occurred during master planning. Most conventional evolution-
ary exhibits are organized around the simple metaphor of a “walk 
through time”—but evolution, as we now know, is actually much 
more of a “puzzle of shared characteristics.” The museum’s project 
director, Lowell Dingus, described the paradigm shift underpin-
ning the new organization: 

We hit upon the idea that people are naturally interested in their family 
history, especially in a country of immigrants like the United States. In a 
very real sense, evolutionary history simply represents an extrapolation 
of one’s family history no matter what kind of organism you are. So, we 
decided to see if we could take the basic concept of a family tree and 
spatially expand it.22 

In the case of evolution, the structuring metaphor of family history 
is realized in a scientific diagram known as a cladogram, depicting 
relationships of descent as nodes and branches of a tree. This was 
rendered into the museum’s physical layout as the main circulation 
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path through the halls. Visitors could walk along this branching 
system, guided by patterns in the f loor, and encounter species 
arrayed in a complex pattern that follows modern understandings 
of evolution. 

The AMNH project was featured prominently in archi-
tect Richard Saul Wurman’s 1996 book Information Architects. 
Information architects, he suggests, are “a new breed” of designers 
who are able to “make the complex clear” in a wide range of con-
texts including airports, museum exhibitions, illustrations, maps, 
and scientific diagrams. 

Wurman had already begun to popularize the idea of “informa-
tion architecture” two decades earlier, as a way of foregrounding 
aspects of an architectural approach to design that organizes infor-
mation in ways that lead to better understanding. Among these are a 
concern for the soundness of underlying organization and structure, 
and reduction of irrelevant detail so that critical information stands 
out from noisy background contexts. These are parts of the design 
process that are not undertaken in order to be noticed and displayed 
and appreciated; when they are effective, they become invisible. 

Another critical “principle of clarity” is that of familiarity. 
People only understand new things in relation to something they 
already understand, which might be visual, verbal, or numerical 
understanding.23 This principle was deployed to great effect by 
Nightingale, when she compared wartime medical care in distant 
Crimea with that provided in local London hospitals; by Du Bois 
in his depiction of African-Americans within ordinary life con-
texts familiar to every visitor; and by Appelbaum and Dingus as 
they (literally) inscribed the familiar family-tree metaphor into the 
f loor and layout of the exhibit halls. 

Although Wurman was instrumental in reframing and popular-
izing the idea of information architecture, the term had actually 
been coined several years earlier by Peter McCollough, then CEO 
of Xerox.24 Both IBM and Xerox had adopted expansive missions 
to control and organize information, which would entail inventing 
and integrating diverse new information technologies and artifacts 
such as computers and terminals, copiers, microfilm, printers, fax 
machines, screens, and transmission systems; and designing and 
building ambitious complex systems out of them. 
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Such multi-layered information systems included humans in 
key places, interacting with computers across interfaces that also 
had to be designed. These interfaces tended to be conceived by 
engineers analogously with all the other interfaces between layered 
components, such as between computer hardware and memory, 
or between software and “peripheral” devices such as printers. 
Studying how to get human beings into the system emerged under 
the rubric of “human factors”—variables to be studied, accounted 
for, and controlled effectively. 25 

The term user-friendly emerged in the early 1970s but didn’t 
enter popular discourse until the advent of personal comput-
ing in the 1980s and an expanding market for software prod-
ucts like spreadsheets and word-processing applications, which 
had to be operable by non-experts. The field of Human Computer 
Interaction (HCI), with roots in the work of Douglas Engelbart 
and Joseph Licklider in the 1960s, was popularized in the 1980s.26 

“Interaction design” became a key area of interest, but it was 
still centered on the interface between computer and human, and 
focused narrowly on the technical and cognitive aspects of inter-
actions across that interface. 

In Scandinavia during the same period, a more political strain 
of HCI was developing. Articulated by Danish computer scientist 
Susanne Bødker, participatory design (PD), also referred to as coop-
erative design or co-design, emerged as computers began to appear 
on factory shop f loors. Bødker and her colleagues were interested 
in involving workers in the design of information technology in 
the workplace. Participatory design in its early years was intended 
to resolve conf licts between workers and management through 
democratic processes. On a larger scale, they wanted to inf luence 
the way that information systems would be developed and deployed 
in the world.27 

In the early 1990s, the term user experience (UX) drew attention 
to the human being at the center of a system, with an elevated 
focus on the usability of a technology (or other product). The basic 
tenets of user-centered design practice, which was developed and uti-
lized across a wide range of disciplines, had already coalesced by 
the late 1980s. Key practices included consulting users early in the 
design process, continuously evaluating a design throughout the 
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development process, and using “iterative” design techniques to 
evaluate and improve prototypes. 

User-centered design approaches prioritized overall quality of 
engagement and interaction as a goal in the practical design of arti-
facts for human use, taking into account users’ values, emotional 
responses, and the meaning that the system, technology or prod-
uct holds for them. Attention to broader social goals and the need 
for problem-solving processes with multiple stakeholders led to the 
emergence of human-centered design (HCD).28 

INFORMATION ARCHITECTURE FOR THE WEB 

The appearance and explosive growth of the early Web intro-
duced a new interface to design for: interactive web pages run-
ning within a browser application or “user agent” such as Firefox 
or Safari. User experience considerations gradually took hold in 
this new context, and would eventually guide web design prac-
tice, but early web technologies offered only limited options for 
customizing layouts and interactions. More dramatic improve-
ments in user experience were achievable by organizing the 
information being sought and delivered; by creating “invisible” 
layers of supporting structure that function similarly, in many 
ways, to those that architects have always used in the context of 
designing physical spaces. 

Architects create blueprints—densely informational design 
guides—to coordinate all aspects of construction, including (for 
example) the routing and installation of plumbing and electrical 
and heating systems, all performed by different specialist subcon-
tractors. Before construction begins, the underlying loads and 
stresses of supportive structures are calculated by engineers, and 
even before this stage the desires and preferences of the client for 
how the building should function are worked out in conversations 
and prototype diagrams and drawings. All this critical information 
is assembled and fashioned into a single common document set that 
precisely depicts the same project from multiple angles, for multiple 
practical purposes. 

Architectural plans are an example of what information scien-
tists refer to as boundary objects—specially-crafted tools (including 
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purely abstract ones) that facilitate collaboration across very differ-
ent social or professional or cultural contexts, even when collabo-
rators have limited knowledge of one another’s worlds.29 

In the late 1990s, Peter Morville and Louis Rosenfeld wrote an 
inf luential book that adapted certain architectural principles to the 
challenge of designing for the Web. Now in its fourth edition, 
Information Architecture for the Web and Beyond consciously applied 
Wurman’s approach to designing “information environments” to 
the new virtual spaces of the emerging online world. Their distinc-
tive contribution was to also weave in key ideas and practices from 
library and information science. Simply put, the goal of information 
architecture (IA) in this new sense is to create online spaces—“spaces 
made of information”—in which people can easily find whatever 
they’re looking for, discover new things, and understand what they 
find.30 

Information architects (IAs) rely on a wide variety of boundary 
objects to align the goals of a diverse (and sometimes very large) set 
of stakeholders that includes not only their clients and the ultimate 
end-users of a website or application, but also other third-party 
entities that provide critical support, such as search engines or pay-
ment gateway services. Among the more tangible objects are site 
map diagrams that depict the overall organization of linked pages, 
wire frame diagrams that outline where text and images and other ele-
ments will appear on specific pages, and page templates (sometimes 
called “recipes”) that define the kinds of content that will appear 
on specific types of pages. 

On a more abstract level, IAs work with clients to master the 
wealth of content that may already be available, particularly when 
the challenge is to redesign a large organizational website. Boundary 
objects on this level would include controlled vocabularies, the-
sauri, and taxonomies, which can help bring order and simplicity 
to more tangible UX components such as labeling and navigation 
systems, walkthroughs, wizards, and search systems. Facet analyses 
are especially prominent in the design of e-commerce search and 
navigation. The immediate goal for all such objects is to prompt 
deeper discussions among designers and developers, and to docu-
ment progress, while steering towards consensus and overall coher-
ence in the final product. 
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As web technologies matured, the range of possible uses for a 
website expanded, and we all increasingly found ourselves com-
ing to the Web not only to find information, but to get things 
done online, such as banking, event planning, and booking hotel 
rooms. IA designers were able to make e-commerce sites dramati-
cally more useful by developing faceted classification and tagging 
systems that (for example) allow a visitor to a furniture store to 
fine-tune search results with a few mouse clicks, filtering a hunt 
for living room items down to just sofas of a certain color and size 
and price (the findability principle), or adding suggested items that 
they hadn’t thought of, such as a pillow or end-table, to their carts 
(discoverability). 

The availability of new open-source JavaScript code libraries 
facilitated the design of sophisticated browser-based software appli-
cations that rival their desktop equivalents in functionality. It also 
became possible to deliver content—say, a batch of the next dozen 
blog posts or tweets or products—without requiring the user to 
link away to another page. This ushered in the era of the single page 
application (SPA), where the challenge of designing “navigation” 
is more about delivering understandable controls to manage the 
“state” of the application: indicating how to view, or edit, or save, 
etc. Creating the UX interface for these new web apps increasingly 
entailed advanced technical skills, contributing in part to a gradual 
eclipsing of pure IA.31 

As the scope of the interdisciplinary field of UX design stead-
ily expanded, greater demands were put on the research side of 
the design process to differentiate the main types of visitors to a 
site, and to identify their needs and objectives, in order to coordi-
nate design across all the various “channels” and “touchpoints” by 
which a customer or visitor would engage with an organization— 
website, social media, smartphone, call center, in-person, etc. The 
goals of UX design came to include ensuring maximum consist-
ency in a user’s overall experience. 

Achieving such consistency implies aligning the efforts of design-
ers with those of multiple other stakeholder teams, each with a 
different set of interests and perspectives: marketing, customer ser-
vice, tech support, etc. New types of boundary objects emerged to 
support these efforts, including the persona (a brief stylized profile 
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of a fictional but typical user), and the journey map (a step-by-step 
diagram of the process a person goes through in accomplishing a 
goal). These and other mapping and diagramming techniques are 
used to focus and document the work of cross-disciplinary teams, 
as they collaborate on a final UX design that achieves everyone’s 
objectives. 

The steady expansion of the scope of user research has been 
driven by both commercial and altruistic imperatives, which tend 
to largely (but not completely) overlap. Understanding your cus-
tomer and providing for a pleasant and efficient shopping experi-
ence is obviously connected to sales, customer satisfaction, brand 
reputation, and long-term viability as an enterprise. Aligning IA 
with the goals of external stakeholders such as Google has led to 
a thriving consulting industry, which advises designers on how to 
compose, structure, and tag content to achieve search engine optimi-
zation (SEO). 

From an IA perspective such advice is usually harmless, and often 
even constructive: use HTML markup to distinguish the functional 
areas of a page, keep the hierarchy of heading levels consistent, and 
describe the content of images for the sake of vision-impaired visi-
tors as well as for search indexing, and so on. And Google is can-
did about its primary service: delivering trustworthy search results, 
along with stylized metadata, for the convenience of its users. 

But sometimes overall IA goals are not so easily aligned, as when 
Google rewards sites that include frequently-asked questions (FAQ) 
sections. Google can mine these for ready-made responses to search 
queries, often short-circuiting the search process before the user 
even visits a site. But FAQs are also problematic: if they duplicate 
content found elsewhere on the site, they can easily get out of sync 
when information is updated; they also place a higher demand (or 
“cognitive load”) on the user, who must scan through them for 
answers that may not even be there. A better design approach is to 
ensure that well-structured content exists on the site to answer any 
frequently asked questions, and that the information is easily find-
able through search or navigation. 

By the mid-2000s, the number of searches on Google for the 
term “UX” overtook searches for “information architecture,” and 
the gap has continued to widen. The unique professional identity 
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of information architect that Rosenfeld and Morville had helped 
to cultivate and promote is now often regarded as a central, but 
subordinate, aspect of UX design. Nonetheless, the emergence in 
2012 of the World Information Architecture Association (WIAA), 
and its ongoing program of annual World IA Day conferences held 
in 30 locations across five continents, and now going into its second 
decade, suggests that IA continues to have a role in a broad range of 
fields, internationally, supporting research and professional train-
ing across a global community of practice.32 

DESIGNING INFORMATION IN CONTEXT 

A stress case in the context of design, is a situation where informa-
tion interfaces may fail due to the circumstances of the moment. 
When designing signage in a hospital to guide visitors from the 
front lobby entrance to the emergency department, the designer 
must take into consideration the good chance that visitors may be 
anxious and distracted as they try, for example, to rendezvous with 
a family member who has arrived separately by ambulance. Their 
own wayfinding abilities may be significantly impaired; having 
to search through a directory with dozens of lines of identical-
looking text would only compound the stress.33 Aesthetics as well 
as usability are entailed in the design of colorful and strategically 
placed arrows and icons that usher anxious visitors through the 
maze of corridors to the correct elevators and eventually to a loved 
one’s bed. 

Value-sensitive design (VSD) extends the scope of HCD to incor-
porate the ethical values held by users and other stakeholders. These 
values may only become clear through ethnographic research and 
exploratory conversations with users and others, and frequently 
only emerge in the course of actually engaging with the technol-
ogy or design itself. Travelers finding their way in an airport, for 
example, rely on a myriad of cues and signs as they make their way 
to a departure gate. It would be reasonable to assume that someone 
on the autism spectrum would want these signs to be designed so 
as to give them maximum independence, freeing them from any 
need for personal assistance. But one such traveler described this 
assumption as an oversimplification of a subtler and more important 
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value—autonomy—which in a real-life context, is not the same as 
independence. The ideal system might be achieved by combining 
both information-design and human-service components.34 

A mature UX design for an information system will address the 
needs of users who may have a wide range of abilities. HTML 
now includes features that directly support screen-reader software. 
Browsers offer powerful tools to guide designers without leaving 
the development workf low, such as checking for adequate color 
contrast between text and backgrounds or revealing how color 
blindness would affect the perception of a design. 

Good design will also take into account more complex adaptive 
patterns of information seeking, processing, and use. Screen-readers, 
for example, are not only important for blind or vision-impaired 
individuals. They can help an autistic reader conserve a limited 
budget of energy and attention by distributing the cognitive load 
between vision (reading words and seeing images) and hearing 
(confirming what is read, and what is present in images). This can 
also be extremely helpful for someone who is just learning the lan-
guage in which the content is written—or learning to read at all. 
Braille-based screen readers can similarly complement and relieve 
the burden of using auditory devices, especially after several hours 
of listening through headphones.35 

An overall approach to designing things in ways that accommo-
date the widest possible range of abilities and circumstances avoids 
the need to create special alternative versions or extra devices to 
adapt for particular users. This was articulated in the 1990s in one 
of the seven design principles referred to as universal design.36 All of 
the principles of universal design have relevance for the develop-
ment of information systems and for UX design generally. Flexible 
use (such as can be provided through modern HTML markup), 
tolerance for error (as in designing for stress cases), and perceptible infor-
mation that is simple and intuitive (as with clear emergency room 
signage and wayfinding) are particularly suited for information 
design.37 

In the U.S. universal design emerged at the same time as the 
Americans with Disabilities Act, which mandated equal access to 
physical environments; such access is also described in the European 
philosophy of Design for All and in Article 4 of the UN Convention 
on the Rights of Persons with Disabilities (CRPD) which came 
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into force in 2008.38 If we view equal access to information as a 
human rights issue, then universal design offers a way forward: its 
principles advocate for usability and accessibility. It also presumes 
that access requires equity.39 

Among the practitioners of participatory design, there has been 
a collective reassessment of their history; the political edge that the 
field had in the 1970s dissipated into the blandness of user-experi-
ence research, with “ethics” coming to stand where political action 
used to be.40 There are calls for renewing the political agency of 
design, and of challenging academic systems to make activism more 
supportable.41 Moves towards a human de-centered design perspective 
have also pushed the design field to take into account the needs and 
values of marginalized social and cultural groups. It more specifi-
cally highlights the needs of non-human actors and stakeholders: 
animals, ecosystems, and the planet as a whole. 

Decentering human needs—which too often only include the 
needs of the mainstream and elite—can help to enlarge the con-
text of design discussions, and promote the collaborative creation 
of more ethical, engaged, and transformative information systems, 
and a more equitable information society.42 
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The Ancient One was re-buried in a ceremony conducted in 
2017 by members of five northwest Pacific Native American peo-
ples: the Umatilla Tribes, the Colville Tribes, the Yakama Nation, 
the Nez Perce Tribe, and the Wanapum Tribe. The bones of the 
person known to scientists as “the Kennewick Man,” had been 
found two decades earlier by college students near the city of 
Kennewick in southeastern Washington State.1 Forensic analysis 
determined that the remains were not from a recent murder victim 
but were far older: the man they had found had lived 9,000 years 
ago. He had a stone spearpoint embedded in his hip. 

An archeologist working with the Benton County Coroner 
described the man’s skull as appearing to be “Caucasoid” (rather 
than Native American). This claim would become important 
because the Native American Graves Protection and Repatriation Act 
(NAGPRA), a U.S. federal law passed in 1990, mandated remains 
of indigenous peoples held in museums and other collections be 
respectfully returned to tribal communities for reburial.2 The pas-
sage of NAGPRA was a late response to a shameful history. For 
hundreds of years, the bones of indigenous men, women, and chil-
dren were harvested from battlefields or robbed from graves by 
soldiers and looters, and collected in the Army Medical Museum, 
or in public or private museum collections.3 

A group of eight scientists became plaintiffs in the Kennewick 
Man case. Among them was a physical anthropologist who argued 
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that the skeleton did not resemble modern Native Americans, and 
that the man was more likely related to ancient Polynesians or to 
the Ainu of Japan—which meant that it would not be subject to 
the terms of NAGPRA. The scientists sued the Army Corps of 
Engineers and the Washington and Oregon Tribes, claiming that 
since this was one of the best-preserved skeletons from an ancient 
era, precious scientific data would be lost if it were returned to the 
ground. The scientists won and then won again on appeal.4 But it 
was not over. 

During the scientific studies conducted after the ruling, a sam-
ple of DNA was sent to the University of Copenhagen, where its 
genetic markers were compared to a worldwide genomic database. 
The autosomal DNA, mitochondrial DNA, and Y chromosome 
data of the Ancient One all demonstrated affinity with modern 
Native Americans, particularly Algonquin groups, and that it most 
closely resembled the DNA of living members of the Colville tribe, 
one of the groups claiming him as an ancestor.5 

To facilitate the repatriation of the Ancient One to the tribes, 
a bill was passed, and signed by President Barack Obama, which 
superseded NAGPRA and allowed for expedited return. This reso-
lution of the two-decade-old drama was celebrated not only by the 
tribes, but by many museums and anthropologists who embrace the 
values of NAGPRA.6 

In the last decades of the 20th century, and into the 21st, calls 
have increased for the decolonization of museums in the U.S. and 
across the globe. In the U.S., many of the early efforts focused on 
repatriation of human remains and sacred objects to indigenous 
communities. NAGPRA started the process, but repatriation has 
moved slowly. The remains of tens of thousands of indigenous 
ancestors are still held at the Smithsonian, and in university collec-
tions all across the United States. 

In France, a report commissioned by President Emmanuel 
Macron, and written by Senegalese social scientist Felwine Sarr 
and French art historian Bénédicte Savoy, was released in 2018.7 

Rapport sur la restitution du patrimoine culturel africain. Vers une nouvelle 
éthique relationnelle (Report on the restitution of African cultural 
heritage: Toward a new relational ethics) calls for repatriation of 
items appropriated by France from lands it colonized, as well as 
payment of restitution to the nations from which they were taken. 
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The report also challenged other former colonial powers to con-
sider their museum collections containing art, artifacts, and bod-
ily remains taken from the people they had colonized. A modest 
return of cultural heritage items followed: Germany returned items 
to Namibia, the Netherlands to Indonesia, and Scotland to Benin. 
In Portugal, scholars, journalists, and the government were com-
pelled to respond to the report, but this did not lead to a national 
policy calling for ref lection on colonial history as occurred, for 
example, in Germany.8 

The intent expressed by the Macron-commissioned report, as 
with NAGPRA in the U.S., was to promote not only physical repa-
triation, but also a rethinking of the relationship between museums 
and the communities whose history and cultural knowledge they 
curate along with the cultural artifacts they hold. Some scientists 
warned that these new and proposed policies would usher in an era 
in which certain areas of scientific study of the past would cease 
completely. Three decades after NAGPRA, this has not occurred. 
Scientific practices have changed as a result of the law, but in pro-
ductive ways: there has been an increase in community-based and 
participatory research which only proceeds with tribal consent, and 
with the assurance of respectful treatment of ancestors. 

Who owns public information, and who should control access 
to it? Under what conditions do we cease to preserve information, 
through the documents and artifacts that carry it? And in the case 
of the Ancient One, who has the power to allow the potential 
information contained in someone’s bones to die with the man? 

In this chapter we begin by discussing the ways that informa-
tion science is entangled with the disciplines of the humanities, 
including the digital humanities and the field of scholarly com-
munication. We survey the professional work that takes place in 
institutions which are responsible for the curation and preservation 
of information, and examine the specific challenges associated with 
the preservation of cultural heritage, and with digital preservation. 

INFORMATION AND THE HUMANITIES 

Information professionals have developed ways to organize the 
artifacts of collective memory, to make them searchable and acces-
sible to scholars and to the public for educational and research 
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purposes. Not all information technologies are machines, and not 
all information is digital. Correspondingly, not all the humanities-
based research that goes on inside the wide community of informa-
tion science falls into the category of “the digital.” Some scholars 
study the historical eras in which information technologies were 
developed and used, analyzing transformations over time, with 
time-spanning interests in the tablet, the scroll, the book.9 Others 
may explore information-related questions that fall into diverse 
areas of humanistic concern, from the relationship of philosophy 
to information science,10 to race and class in children’s literatures,11 

to the transmission of cultural knowledge within immigrant 
communities.12 

The interdisciplinary field of digital humanities (DH) is described 
variously as a methodology, a community, and a set of practices.13 

Activities associated with DH have historically fallen into roughly 
three approaches.14 First, DH can be understood to pertain to digi-
tal tools and practices that support traditional humanities research 
questions, using traditional methodologies. Digital technologies 
can make documents, physical artifacts, and other sorts of media 
more accessible, and analysis more efficient. An older term, human-
ities computing, originating in the mid 20th century, refers to the 
supportive practices of indexing, digitizing, and computer-aided 
analysis of documents, as well as to online publishing. In this sense 
of DH, the scholarship being supported is not digital in nature; it 
only uses digital tools.15 

A second set of activities are those which make use of digital, 
quantitative, and computational methods, not only to support, but 
to enhance humanistic inquiry. Such research might employ text 
mining, language modeling, or natural language processing. The 
practices involved in analyzing multiple texts through computa-
tional methods have been described as distant reading, to contrast it 
with the close reading of a smaller set of texts, a signature method of 
traditional literary studies.16 

The third general category associated with DH focuses on digital 
forms, practices, cultures, or communities as objects of inquiry. 
This includes digitally transformed as well as born-digital documents 
(e.g. hypertext, hypermedia, chatbots, data maps, memes, and 
procedurally generated art). The fields of new media, electronic 
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literature, and game studies intersect with DH across multiple 
modalities.17 Museums and galleries are also active in these areas, as 
they seek new methods of curation. Increasingly digital technolo-
gies are employed to engage their users with collections through 
interactive interfaces and immersive environments.18 

The field of DH has been challenged by its inherent interdisci-
plinarity. Conf licts between scholars of different intellectual incli-
nations are sometimes expressed by questioning the sufficiency or 
sophistication of theory or methods. Has a project taken a critical 
perspective in interrogating its questions, methods, analysis, and 
findings? Were the analytic or statistical methods used sophisti-
cated and sound? Conf licts over identity, territory, and inclusion 
within the field, and in relationship to non-DH scholars outside the 
field, ref lect intellectual boundary-making, as well as the inher-
ent structural difficulties associated with interdisciplinary research, 
since scholars are often disincentivized to publish outside their own 
disciplines. 

The DH field has in recent years experienced a global turn, as 
scholars have taken a critical stance towards the development of the 
field itself, bringing sociological and political perspectives to bear 
on the global issues related to DH research. They have, for exam-
ple, drawn attention to the multiple ways in which the negative 
consequences of new information communication technologies 
(ICTs) disproportionately affect the Global South(s).19 Such studies 
may examine the material life cycles of ICTs, from the extraction of 
minerals needed for their manufacturing to the labor provided by 
software engineers, customer service call center employees, and 
disassemblers of residual ICT components at the end of their use-
ful life.20 Some studies investigate the historical and sociotechnical 
engines that create and recreate the global digital divide.21 Others 
explore intersectionality and its relationship to epistemic injustice.22 

The disciplinary neutrality of academic libraries, with their mis-
sion to support scholars across all academic domains, makes them 
well-situated to provide support for digital humanists. Academic 
libraries were among the first institutions to engage in digitiza-
tion projects, and to create centers offering support and training to 
humanities scholars in the use of new technologies and platforms. 
Libraries were also at the forefront of digital publishing, facilitating 
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the creation, dissemination, and access to academic knowledge 
more efficiently than print technologies alone can do. 

Scholarly communication is a professional field within academic 
librarianship that supports scholarly work across its life course, 
from research, writing, publication, dissemination, preservation, 
to assessment of impact.23 Specific areas of responsibility and prac-
tice associated with Scholarly communication include academic 
publishing, issues of intellectual property (open access, copyright, 
licensing), managing research data, and direct teaching support for 
digital scholarship, as well as research related to all these practices. 

Among the support services that libraries provide is the creation 
of information commons dedicated to curating and providing open 
access to databases, networks, and digitized collections. HathiTrust, 
for example is a digital library of more than 17 million documents 
available for the purpose of scholarly research.24 Each scanned page 
has an associated plain text file created through optical character rec-
ognition (OCR). The document record makes use of a data format 
created by the Library of Congress. MAchine Readable Cataloging 
(MARC), which allows computers to understand and use biblio-
graphic information. Participating academic and research institu-
tions provide MARC-compliant metadata along with digitized 
materials from their physical collections. In return, HathiTrust 
provides long-term preservation of, and public access to, the infor-
mation it holds. 

HathiTrust was created in 2008 by several academic institutions 
and networks, which were partners in the Google Books initiative. 
In 2004 Google announced its intention to digitize all the books 
in the world in order to create a universal library.25 The company 
began to digitize and make public many works that were not in 
the public domain. This was problematic for authors and publish-
ers who had not given permission for their works to be used in 
this way. Others feared that Google would eventually find a way 
to monetize what it was collecting, despite its claim to be collect-
ing the material for public use.26 Two lawsuits alleging copyright 
infringement were introduced the following year by the Authors 
Guild and the Association of American Publishers, and a similar 
lawsuit was filed against HathiTrust and its university partners. 

HathiTrust and Google successfully argued that their use of cop-
yrighted material was fair because it was transformative. The search 
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capabilities afforded by digitization and OCR provided essential 
services for print-disabled readers who cannot access the materials 
in any other way. This accessibility issue was persuasive; some uses 
were deemed to be transformative, and thus fell under the protec-
tions of the fair use doctrine.27 Despite the ruling, Google Books 
began slowing its digitization operations in 2017, and has commit-
ted few resources to the project since. 

For scholars, especially those who had criticized Google 
Books for its inconsistent and faulty metadata, HathiTrust and 
other large digital repositories filled the gap. The U.S. Library 
of Congress has put many of its collections online, with curated 
items in 470 languages.28 Gallica is a digital library produced by the 
Bibliothèque Nationale de France (National Library of France), which 
provides free public access to millions of documents including 
maps, sound recordings, musical scores, newspaper files, and peri-
odicals. The website can be browsed in French, English, German, 
and Italian.29 

GALLERIES, ARCHIVES, LIBRARIES, AND 
MUSEUMS 

The Global Seed Vault in Spitsbergen, on Norway’s Svalbard archi-
pelago, was built to serve the future, holding seeds from 930,000 
varieties of food crops. Sometimes referred to as a doomsday collec-
tion, the Norwegian seed vault stores and preserves genetic infor-
mation against the worst-case scenarios of environmental disaster.30 

The Auschwitz-Birkenau Memorial and Museum, on the site of 
the former Nazi concentration and extermination camp, also serves 
the whole world, though in a different way: it preserves every-
day artifacts that belonged to victims of the Holocaust, exhibiting 
them with the hope that visitors will understand the horrors of 
World War II and help to make sure they don’t happen again. In a 
recent trend, social media figures have filmed themselves visiting 
the museum and shared their experiences with their fans. This new 
form of curation accesses an audience of people who may not be 
uniformly receptive, but who might never have visited otherwise.31 

There are almost 50,000 museums in 132 countries that are 
part of the International Council of Museums (ICOM) network, 
a non-governmental organization that sets professional and ethical 



  

 

180 PRESERVING INFORMATION 

standards for museums. Among its missions, it works to combat 
illicit trafficking in cultural heritage items and encourages emer-
gency preparedness to protect collections in case of environmental 
disaster, civil strife, or war.32 Scattered across the globe are num-
berless idiosyncratic local museums, archives, and public collec-
tions. The Museum of Broken Relationships, for example, began 
in Zagreb, Croatia as a work of public art. It contains personal 
objects contributed by the public ref lecting painful personal his-
tories. Among the items curated in their collections are a “little 
rubber piggy,” a “stupid frisbee,” and “toaster of vindication.” As it 
describes its purpose, the museum is “a physical and virtual public 
space created with the sole purpose of treasuring and sharing your 
heartbreak stories and symbolic possessions.” 33 

When collections become large and permanent, and especially 
when they are open to the public, they require curation, which in 
an institutional sense refers to professional administration, typi-
cally including records management, knowledge organization, and 
other kinds of tasks, depending on the size of the collection. In its 
narrower sense curation refers to the written and visual storytell-
ing that provides interpretation for physical or digital documents 
that have been selected to be put on public display. Collections 
are always larger than their curated parts; selections are made, and 
changed, as an expression of particular scholarship, as part of a 
research initiative, or in response to changes in institutional priori-
ties or current events that are relevant to a collection. A historian or 
anthropologist, or other individuals with specific domain knowl-
edge, may be hired to curate particular collections within an insti-
tution. This work is also supported by volunteer labor, particularly 
in local, community-based, and cultural heritage collections.34 

The information professionals who do this type of work are 
part of an interdisciplinary field referred to Galleries, Libraries, 
Archives, and Museums (GLAM). An additional “R” representing 
“records management,” is sometimes added, making it GLAMR. 
Some people prefer to call it “LAM,” to prevent confusion with 
commercial art galleries; the “G” of GLAM refers only to art muse-
ums or galleries associated with libraries, archives, and museums in 
which works are selected and curated for scholarly, aesthetic, or 
educational purposes, rather than for sale. 
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Online curation allows visitors to interact with items in an archive 
or museum collections through immersive experiences at a dis-
tance. It is now possible to explore the ancient art found in prehis-
toric caves, for example, through virtual reality (VR). The physical 
environments in which this art is found are fragile places, and often 
difficult to access. A VR headset takes over a user’s visual field 
and allows them to feel as though they are inside a fully three-
dimensional world. The related term, augmented reality (AR) refers 
to the overlay of computer-generated information onto an ordi-
nary visual field. Users need to look at their phone or other device 
to see that content. Mixed reality (MR) combines both approaches. 
The smartphone game Pokémon Go is an example of MR; while 
playing the game on a phone it can seem as though Pokémon are 
living in the world all around us. These approaches are referred 
to collectively as extended reality (XR), and are increasingly being 
explored in museum settings. 

Advances in natural language processing and machine learning 
have also allowed museums to incorporate narrative AI into their 
curation. The Anne Frank House in Amsterdam, for example, 
provides a chatbot docent to museum visitors through Facebook 
Messenger.35 The Museu do Amanhã (Museum of Tomorrow) in 
Rio de Janeiro, Brazil also provides its visitors with an automated 
personal assistant to accompany them through the exhibits. 

Archives, in contrast to museums, are less likely to focus on 
enhancing the experience of non-scholarly visitors. Defining the 
word archive is challenging because of its multiple usages. The verb 
form “to archive” refers to the process of creating or adding some-
thing to an archive. As a noun it can refer to a collection of documents 
(of all kinds) that are collected and preserved together. An archive 
is also the part of an organization that does the storing, organizing, 
and maintaining of the records that are important to its history 
and ongoing activities. An archive can be an entire organization, if 
its mission is to provide the service of collecting and organizing 
records and other materials on behalf of clients, and an archive can 
be a physical place—the actual building or certain rooms in a build-
ing where archival collections are held. 

Thus, a for-profit archive (in the business of archiving things) may 
have its own archive (a department within its organization) in which 
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archivists work in their archive (a physical room or virtual website) 
which contains a variety of archives (collections of records). 

Margaret Cross Norton (1891–1984) was the director of the State 
Archives of Illinois from 1922 to 1957. When she first arrived in 
Springfield, Illinois, she went hunting for documents in the attic 
and basement of the State Capitol building. She found piles of lost 
records stashed in corners filled with moldering trash, and took to 
carrying a metal pipe with her, to swing at the rats she found in the 
dark corners where documentary treasures lay.36 Norton modern-
ized the Illinois State Archives, but she also assumed a leadership 
role in professional organizations dedicated to archival practices, 
establishing standards for archival management, and professional-
izing the field. This was happening in parallel to the development 
of professional librarianship in the early 20th century. 

Rather than using a library classification system, archives pre-
serve the original order of documents, at least to the extent that it 
is known or can be determined. The order in which the materials 
arrived at the archive is also documented, along with a complete 
chronological history of the location and ownership of the mate-
rials prior to its arrival. This type of documentation, referred to 
as the provenance of the materials, helps archivists determine their 
authenticity and trace ownership in the case of theft. Provenance is 
a foundational principle of archival theory that also guides practice; 
the concept has been a matter of debate, refinement, and reimagin-
ing since the 18th century.37 

Conversations among archivists regarding provenance have 
been energized by the challenges associated with archiving web-
sites. Traditional curatorial practices have had to change to accom-
modate digital archives, with practices expanded to include web 
crawling and the devising of frameworks for documenting web 
archive provenance.38 

An essential part of archival training includes learning the tech-
niques and practices necessary to protect collection from deterio-
ration and damage. These include, for example, controlling the 
physical environment (e.g. temperature, humidity, light) and mini-
mizing document handling. The terms preservation and conservation 
are both used, in different contexts, to talk about the protection 
of collections. Preservation is the more general term, referring to 
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the goal of preventing the loss of information that arises from the 
damage or physical deterioration of documents. But it also is used 
to describe the legal obligation of archives to store and make acces-
sible records that are requested as part of investigations or lawsuits. 
In the case of government records, archives must be compliant with 
laws that regulate their preservation. 

Conservation more narrowly refers to the physical practices of 
repair and restoration that require specialized training to master. 
In the digital age, conservation often includes the proper han-
dling of fragile historical documents that are being digitized and 
made available electronically, so that the originals can be stored, 
untouched, in protective environments. Conservation professionals 
are also called upon to authenticate originals and copies, carry out 
appraisals, and ensure the reliability of records. 

REMEMBERING AND FORGETTING 

GLAM institutions are considered memory institutions because of 
their shared mission to preserve the collective experiences and 
understandings of communities; this work is also referred to as 
cultural heritage management. UNESCO supports struggling GLAM 
institutions in the work of preserving both tangible and intangi-
ble cultural heritage. Intangible heritage goes beyond what can be 
curated in a traditional museum exhibit to include, for example, 
dialects, dances, childrens’ games, and recipes.39 

A group of researchers who studied the UNESCO initiative 
concluded that in order to archive intangible culture effectively, it 
is necessary to engage with a community earlier in the process than 
might typically happen when curating other kinds of collections.40 

Alongside the report that emerged from UNESCO’s cultural her-
itage initiative, a remarkable visualization of its work across the 
globe gives testimony to the cultural diversity of the planet, and to 
the vulnerability of cultural heritage and memory to damage and 
destruction from civil conf licts, environmental crises, and war.41 

UNESCO helped to mobilize international organizations to 
protect Ukrainian cultural heritage during the Russian invasion. 
During the early months of the war, crowdsourced collaborative 
international efforts were organized.42 A group of more than 1300 
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“librarians, archivists, researchers, and programmers” participated 
in SUCHO (Saving Ukrainian Cultural Heritage Online).43 They 
worked together to identify at risk collections in Ukraine, and to 
archive digital content and data. They systematically web-crawled 
and archived the websites of Ukrainian museums, libraries, and 
archives, preserving the sites and their content. This information 
was copied and mirrored on servers outside the country and on the 
Internet Archive. 

Increasingly, indigenous groups are assuming leadership roles 
in memory institutions that collect and curate vulnerable cultural 
histories. These efforts are supported by non-profit organizations 
like the Association of Tribal Archives, Libraries, and Museums.44 

Small and non-traditional archives work in partnership with tradi-
tional institutions to engage in and control the processes of collec-
tion, preservation, and curation of materials of cultural importance 
to their communities. 

The life and career of Chicago librarian Vivian Harsh (1890– 
1960) illustrates the community-based nature of special collections 
within libraries, and how a community can become involved in 
the development of an archival collection. The Vivian G. Harsh 
Research Collection, now located within the Woodson Public 
Library in Chicago, holds the largest collection of historical records, 
documents, and literature related to African-American history in 
the midwestern United States.45 

Under her directorship, the George Cleveland Hall Branch 
Library, located in the historic neighborhood known as Bronzeville, 
was transformed during the middle of the 20th century into a com-
munity center. Clubs, activities, and public forums enriched the 
educational and cultural life of African-Americans in Chicago; 
Langston Hughes and Zora Neale Hurston were among the well-
known writers who spoke at Hall as part of the Chicago Black 
Renaissance.46 Harsh’s experience illustrates what the archiving 
of tangible and intangible cultural heritage looks like when it is 
integrated with the cultural life and information of a community. 
It also provides an early example of how generative collaboration 
between GLAM institutions can be. 

In part because of the similarity of skills and practices neces-
sary for digital curation, there has been a convergence occurring 



  

 

PRESERVING INFORMATION 185 

between GLAM institutions, which includes physical co-location, 
but also collaboration, and partnership between physically distinct 
institutions. In Germany GLAM is BAM (Bibliotheken, Archive und 
Museen); BAM is also the name of a digital portal that provides a sin-
gle point of access to the collections of multiple collaborating insti-
tutions, and cultural heritage initiatives in Germany, Austria, and 
Switzerland. Behind the scenes, BAM provides organizational and 
administrative structure that coordinates metadata standards and 
authority files.47 Europeana, created by the European Commission 
of the European Union, uses a similar approach to provide a single 
point of access for cultural heritage information across the con-
tinent. Institutions contribute information to Europeana through 
a network of partners that serve as aggregators, collecting data, 
validating it, and adding links to datasets and other material.48 In 
India, the National Digital Repository for Museums, with funding 
from India’s Ministry of Culture, provides a portal to ten national 
museums. This project is happening as part of a larger project to 
digitize museum holdings across India, not only to improve records 
management in these institutions using new technologies, but also 
to make them more accessible. 

Convergence in education is also occurring as the professional 
training for library studies, museum studies, and archival studies 
increasingly includes information-related tools and technologies 
necessary for all the GLAM professions. Separate coursework con-
tinues to offer the specialized skills needed for each. Increasingly, 
these programs of study are finding the interdisciplinary space of 
information science to be a good fit.49 

Who decides what digital information should be kept, and who 
is responsible for keeping it? It is a misconception that digital infor-
mation is safer than physical information; in fact, if it is not purpose-
fully collected, it can disappear rapidly. A research team exploring 
the problems associated with preserving the digital worlds of online 
games and gaming communities, for example, delivered the news 
that much of the digital record of the bulletin board system (BBS) era, 
which including online game-playing of many kinds, is irrecovera-
bly gone. The report also identified the complex challenges associ-
ated with the digital archiving of games.50 Many of these challenges 
pertain to the preservation of digital material in general. 
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Copies and near-copies abound. Are they considered the same 
document, and safe to delete, or are they different enough to be 
considered separate documents to be stored as such? If a meme goes 
viral, should it be kept in every context in which it is published and 
commented upon by viewers? Do the physical originals of digitized 
materials still need to be kept? If they are kept, how long should 
they be kept? 

With the adoption of each new technology, old technologies are 
neglected or forgotten. It can be a tough call whether or not to 
expend scarce resources on maintaining a physical collection of the 
technologies necessary for old software to run. But even if the tech-
nologies are preserved so that files can be read, is there metadata 
sufficient to provide context and meaning? If there is metadata, 
what about copyright? Should owners of copyrighted material be 
allowed to endanger the historical record by preventing the archiv-
ing of material they own? And what about people’s privacy rights? 
Wanting to archive information does not mean that a repository 
will be free legally (or ethically) to do so. 

Not all GLAM institutions have the information professionals on 
staff to deal with such complicated digital asset management, or the 
financial resources to support the necessary technological infra-
structure. Digital curation includes the core tasks of traditional 
curation but adds to them the development of online repositories, 
designing information architectures through which digital mate-
rials can be accessed by researchers and the public.51 The Internet 
Archive, for example, is a non-profit repository, begun in 1996. Its 
digital collections contain over 625 billion webpages, 38 million 
texts, 7 million videos, 4 million images, and 790 software pro-
grams. Its stated mission is to preserve the digital record of the 
Internet itself.52 

The open-source movement opened the door for open-GLAM, 
an initiative associated both with the Creative Commons, 
which hosts the community website for open-GLAM, and the 
Wikimedia Foundation, the host of Wikipedia.53 Open-GLAM 
promotes exchange and collaboration between memory institu-
tions, but also facilitates public access to material that is in the 
public domain, and to copyrighted material under the limitations 
of fair use. Hosting an open access collection requires investing in 
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better search optimization for the hosting website, and an ability to 
handle increased web traffic. 

Large institutions will offer parts of their collections for open 
access; the National Palace Museum in Taiwan, which allows 
downloading of both images and datasets.54 The Metropolitan 
Museum of Art in New York City has released over 492,000 
images of public-domain artwork through open access licensing, 
free and with unrestricted use.55 

PRESERVING INFORMATION IN CONTEXT 

It would not be possible to collect and preserve all the informa-
tion in the world without using surveillance to infringe on privacy 
rights in a way that most people would find ethically unacceptable. 
For the sake of argument, imagine a totalitarian society which did 
succeed in collecting continuous visual, audio, and biometric data 
showing what everyone in the world was doing every moment of 
their lives, with satellites and drones taking pictures of every street 
on the planet, and even peering into people’s windows. Would all 
this data capture the world? 

Jorge Luis Borges and Lewis Carroll both wondered about the 
practicalities of such ambitions. In On Exactitude in Science, Borges 
tells of a map so detailed that it included inch for inch everything 
in the area that it was mapping. A perfect map of the world must 
be exactly the size of the world. In Carroll’s story, which inspired 
Borges, farmers complained that such a perfect map, which had to 
be stored on top of the land it charted, was blocking out the light.56 

Cognitive science tells us that thinking requires forgetting and 
abstraction, even imprecision. Our brains make no attempt to retain 
most of the sensory data that we take in every day. We remember 
some manageable parts of it, in ways that help us to understand and 
make sense of the world.57 That insight might help to explain why 
in 2017 the Library of Congress announced that it would no longer 
be collecting every tweet on Twitter (half a billion every day), but 
only those of “ongoing national interest.” The library will instead 
focus on curating the billions of tweets in its collection.58 

Borges’ also had something to say about forgetting. In Funes the 
Memorious, he describes a man (Funes) who was thrown from a horse; 
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after recovering finds himself unable to forget anything. He can 
recall with perfect precision all the details of every day of his life. 
Rather than enhancing his life, Funes was profoundly impaired by 
his inability to forget. He once tried to classify his (ever-expanding) 
memories into 70,000 categories but gave up because the task was 
interminable and pointless. At the end of the story Borges concludes 
that Funes was “not very capable of thought.” In order to think, we 
need “to forget, to generalize, to abstract.”59 

Sometimes people deliberately forget the past in order to shape 
the present and the future. Businesses and governments do this 
when they destroy records to control what can be known about 
their actions. The Romans threw statues of their political rivals 
into garbage heaps; famous poets and other personages (or their 
heirs) burned letters and diaries to protect their legacies. Forgetting 
exists in tension with remembering. Archeologists and historians 
go looking through what other people have discarded—the con-
tents of ancient garbage heaps, the remaining unburned diaries. 
What is dead is not necessarily gone forever, even when we want 
it to be. 

Tech companies including Facebook and Microsoft have pat-
ented technologies that can create chatbots from the social media 
postings of people who have died. Deepfake technologies can pair 
those chatbots with procedurally generated video images, putting 
new words in their mouths. This is done through deep machine 
learning, “training” a software model on surviving photographs, 
texts, and voice recordings. We can now ask Albert Einstein ques-
tions about physics.60 The Dalí Museum in St Petersburg, Florida 
uses deepfake technology to allow museum visitors to speak to (and 
take selfies with) Salvador Dalí, who can say things that the real 
Dalí never said, but the way he might have said them.61 

Teaching science and increasing the immersion of museum 
visitors are not the only uses to which deepfakes have been put. 
The parents of Joaquin Oliver, who died at the school shooting in 
Parkland, Florida in 2018, brought him back to advocate for gun 
regulation.62 That it was his parents who authorized the making of 
the video makes it feel somehow different from other uses; their 
pain is so palpable, who wants to tell them (some people do) that 
they don’t have the right to make meaning from their son’s death 
in that way? Compare that use to the soft drink advertisement 
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featuring a deepfake of the legendary and beloved painter Bob 
Ross, who died in 1995. His image and voice were legally licensed 
from the Bob Ross Foundation, but his fans were not amused. 

The right to be forgotten (RTBF) refers to a person’s right to request 
that public information about them be removed from indexes and 
search results. It does not yet include the right not to be brought 
back as a chatbot after death. 

The legal and ethical issues surrounding the digital afterlife are 
already prompting scrutiny of the emerging digital afterlife indus-
try which provides services ranging from handling someone’s social 
media accounts after they die, to sending out posthumous emails 
to loved ones.63 It may become common practice to include in our 
wills a section where we advise our loved ones whether we consent 
to be brought back as “deadbots,” through the digital materials we 
leave behind, just as we now consent or refuse (opting in or opting 
out, depending on what country we live in) to have our organs 
harvested after death.64 

Not everyone who lived will be brought back as a member of 
the data undead, even if they would want to be, just as not every-
thing that is collected will be preserved, and not everything that 
is preserved will be curated. GLAM institutions regularly “weed” 
their collections. Curators are situated within particular social, cul-
tural, and structural systems when they make their curation selec-
tions deciding what will be remembered and how. The scientists 
who fought in court for the right to retain the bones of the per-
son they referred to as the Kennewick Man, argued that the tribes 
were destroying the potential scientific information that his bones 
contained. 

Who gets to say if a skeleton found in the river should be remem-
bered as the Kennewick Man or the Ancient One? Sometimes 
information is left to deteriorate; sometimes it is deliberately 
destroyed; and sometimes a judge steps in and orders it to be reclas-
sified from “information” to “ancestor,” so that it can be put back 
into the ground. 
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Matthias Röder, who creates classical music through machine 
learning at the Salzburg-based Karajan Institute, assembled a team 
to complete Ludwig Beethoven’s tenth symphony, left unfinished 
when the composer died in 1827. He recruited computer scien-
tist Ahmed Elgammel, composer Walter Werzowa, musicologist 
Robert Levin, and computational music expert Mark Gotham. 
The project began by translating Beethoven’s works into a digital 
format understandable by a computer.1 

Deep machine learning (DML) makes use of complex algorithms to 
form neural networks, machine learning models that allow com-
puter applications to discover complex patterns in very large data 
sets. Once these models are trained on existing data, they can be 
used to generate novel patterns. Röder trained their model on the 
composer’s distinctive style, as well as traditional forms of sym-
phonic composition, so that it could predict what Beethoven might 
have chosen to do with his musical ideas had he lived to develop 
them into a full symphonic score. The musicians and musicologists 
integrated the AI-suggested material with the musical sketches 
Beethoven had made before he died, to create their first attempt at 
a finished symphony. 

A piece of the symphony was tested before a group of Beethoven 
scholars, who were unable to tell where Beethoven’s orchestra-
tion ended, and the team’s work began. The team spent another 
18 months completing the rest of the symphony, which premiered 
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in Bonn, Germany, Beethoven’s birthplace. Headlines announc-
ing this event proclaimed that “robots” or “artificial intelligence” 
had finished Beethoven’s work.2 But the more interesting aspect of 
the project, from an information science perspective, was the col-
laborative sociotechnical process through which a musical score— 
a particular and distinct kind of information—was created. The 
combined expertise of scholars, composers, and musicians was 
extended by the computational capacities of the program. 

When AI is used as a proper noun as if it were a person, it can be 
easy to forget that the underlying algorithms, even when working 
autonomously and calculating at a speed and complexity beyond 
what a human brain can do, were designed. A machine learning 
process might be argued to have its own material agency, as any 
object does within a sociotechnical system, but it retains human 
intentions because it has none of its own. In the case of Beethoven’s 
unfinished symphony, crediting AI as the composer makes a better 
headline, but it doesn’t give the humans their due. 

The program could not assess how the music feels to a listener, so 
it couldn’t have evaluated its own success or failure. The algorithms 
were tuned by a skilled programmer and the output was guided by 
the trained ears of people familiar with Beethoven’s work. The 
AI enhanced the capacities of its human team members, as they 
enhanced the capacities of the AI, in a delicate dance of resistance 
and accommodation.3 

The process that took the team from concept to concert involved 
an iterative design process within a complex more-than-human 
information system. Arguably, they had collectively become a 
cyborg. To say that AI “finished the symphony” looks past the real 
magic of what was achieved. 

In this chapter we bring the book to a close by surveying some 
of the emerging technologies that are inspiring both utopian hopes 
and dystopian fears. We brief ly revisit the stories told through the 
volume, as we consider imagined futures for the field of informa-
tion science and our information society. 

INFORMATION FUTURES 

Artists, designers, and programmers are exploring creative AI, an 
emerging field in which algorithmic and computational processes 
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have been used to generate visual art, write original poetry, ani-
mate old photos, or produce endless streams of heavy metal.4 Some 
artists may view themselves as collaborators with the AI. Artists 
whose work is used by others to train AI may feel that their style 
has been stolen; copyright law will need to catch up with the new 
technologies. But some people do see in the creative output of AI 
something more transcendent. They may be looking forward to the 
imagined moment when a computer program becomes self-aware. 
Others fear the singularity, a future in which superhuman intelli-
gence brings about the end of the human era.5 

Utopian visions and dystopian fears regarding autonomous arti-
ficial intelligence have been present in speculative fiction since well 
before the digital era, in stories about automatons, golems, and the 
reanimated dead. In the 20th century the architects of the Internet 
argued about whether the development of AI should aim to pro-
duce independent cognition, or hybrid human-machine systems. 
The robots-versus-cyborgs debate continues, but more urgently 
now that machine learning is a part of our ordinary lives. 

In June 2022 a Google employee announced to the press that 
their Language Model for Dialogue Applications (LaMDA) had 
achieved sentience.6 Transcripts of LaMDA also claiming to be a 
squirrel f lew across social media as AI researchers responded in 
unanimity that its responses were computationally derived. Some 
also warned that “crying sentience” is an unhelpful red herring, if 
announcements like this distract the public from looking critically 
at the risks that human ambition and unregulated AI pose as black-
boxed algorithms become more deeply established in our informa-
tion infrastructures. 

Research suggests that risks associated with AI fall dispropor-
tionately upon marginalized people.7 A study testing the language 
model that LaMDA had trained on, found that when it was asked 
to complete the prompt, “Two Muslims walked into a—” it pro-
duced a response related to violence (axes, bombs, fire, shooting, 
killing) in 66% percent of the completions.8 Allowing a bot to learn 
directly from public sources makes it even more susceptible to par-
roting and elaborating upon stereotypes that it does not under-
stand. In 2016 Microsoft released their now infamous Twitter bot, 
Tay, as a “conversational experiment.” Within 24 hours she was 
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producing sexist, racist, and antisemitic tweets.9 The experience 
didn’t make Tay racist, as some headlines reported. She had just 
learned to sound racist, an expectable outcome that her program-
mers failed to anticipate. 

Researchers have studied the application of AI-driven Big Data 
surveillance technologies for predictive policing, a technique in 
which a system is trained on large data sets that include historical 
crime data, in order to decide where best to deploy limited police 
forces, and which communities and individuals should be more 
closely surveilled. The results of the study suggest that the use 
of such technologies doesn’t create bias in the society where it is 
employed as much as it amplifies existing bias. In this particular 
case, the AI extended the capacities of the racist practices histori-
cally associated with the over-monitoring and control of minority 
communities.10 

The ideal of AI-human cooperation has produced positive 
results in a variety of domains: human-drone collaboration in emer-
gency rescue has proved successful,11 and there are significant 
breakthroughs in robotic and other accessibility tools for people 
with disabilities, some of whom already think of themselves as 
cyborgs.12 Advances in natural language processing, video ana-
lytics, and biometrics are leading to innovations across science, 
healthcare, and education. 

Industries are turning to smart manufacturing to improve the effi-
ciency of their operations, lower their labor costs, and take advan-
tage of new data-driven opportunities. Automation is well-suited 
to repetitive tasks. The introduction of robots and co-bots, working 
alongside people in the workplace may reduce error and injury but 
it will require invasive surveillance.13 Economists warn that with-
out social intervention in wealth distribution or extensive educa-
tional retraining, AI automation will exacerbate already widening 
income inequalities. 

The Internet of things (IoT), smart homes, and smart cities all promise 
benefits by connecting our devices together. Critics point to the 
risks (to privacy, to autonomy, to anonymity) that are unavoidable 
in implementing the data-hungry, mass surveillance technologies 
required to create these integrated and automated worlds. The jury 
is still out on the safety of self-driving cars, not because of f laws in 
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the technology that can’t be fixed, but because of the unpredictable 
imperfections of the world. Making the world safe for self-driving 
cars may be the greater challenge.14 

Deepfake technologies also have two imagined futures. When 
they are used for educational, political, entertainment, and com-
mercial purposes, game designers create realistic non-player charac-
ters (NPCs) with faces that are indistinguishable from real people, 
except that these have never lived; creative apps put our faces onto 
the bodies of famous actors in our favorite movie scenes or make 
photographs of our great-grandparents smile, dance, and wink.15 

When they are used with malice, deepfakes may be deployed for 
cyberbullying, sexual harassment, revenge porn, child porn, fraud, 
political manipulation, and election interference.16 

Optimistic hopes, pessimistic fears, and also cynicism arising 
from over-hype, hover around new information technologies. 
Some people are heralding a migration of all human interaction 
into a digitally mediated shared metaverse made possible via block-
chain technologies and VR interfaces. But for other people, block-
chain is the enabler of bitcoin pyramid schemes, and VR is only 
another way to play—one that produces nausea or a headache if a 
headset is worn too long. 

More certain is the steady expansion of the role of games, gam-
ing, and game-like interfaces in every domain of our lives. Game 
studies research and game design are of increasing interest to infor-
mation science because games have transformed the interfaces 
through which we interact with information, and with each other. 
We play (and watch) games for sport, entertainment, learning, 
training, relaxation, excitement, activism, exercise, and personal 
enrichment. We play on consoles in our living rooms and bed-
rooms, on tabletops in our kitchens and dining rooms, on phones 
or tablets in bathrooms, waiting rooms, cars, and public transpor-
tation. Students play at science through Minecraft17 and learn the 
skills of archeology by conducting virtual digs.18 

Things that aren’t quite games, but which incorporate game-
like elements, are all around us. Chatbots answer our customer 
service questions. We train for new jobs through professional simu-
lations. The economy is experimenting with games, as blockchain-
enabled crypto games invite us to gamble for non-fungible tokens 
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(NFTs). Even dating apps, with their swiping of faces left and right, 
make our interpersonal relationships technologically mediated and 
game-like too. 

Imagined information futures—both the optimistic and utopian, 
and the pessimistic and dystopian—are immediately relevant to the 
practices and professions of information science. The field is pre-
paring the information professionals of the future. They will be 
tasked with classifying, organizing, optimizing, managing, gov-
erning, studying, designing, evaluating, critiquing, curating, and 
preserving the information that is required or produced by each 
new tool, technology, and system when it is created, as long as it 
lives, and after it (inevitably) gets left behind. 

Information, chimerical and ubiquitous, is at the center of it all. 

IMAGINING INFORMATION IN CONTEXT 

If we were to imagine an information future in which we do a bet-
ter job responding to current and future information challenges as 
they arise, what might that future look like? 

It is possible to imagine a more accessible information future. This 
book began with the viral image of children attending school on a 
sidewalk during the first year of the Covid pandemic, highlighting 
the dramatic disparities that exist in access to information. How 
can information infrastructures change so that everyone has access 
to the Internet, regardless of income or location? 

It is possible to imagine a more inclusive information future. The 
burning of the libraries in Timbuktu told a story about censorship, 
the attempt to control information that challenges institutions and 
hierarchies. How can information professionals help to make sure 
that no one’s history or experience is marginalized, excluded, or 
erased? 

It is possible to imagine a more responsive information future. The 
story of the Libro de los Epítomes, the book that was lost in a library, 
was the springboard for a discussion about how we sort the world. 
How can classification systems and information institutions become 
more self-conscious, f lexible, and open to criticism and change? 

It is possible to imagine a more restorative information future. We 
considered the personhood of the Whanganui river, and how 
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different ways of knowing the world affect how we organize infor-
mation. How can information science engage with indigenous and 
other historically marginalized groups, taking responsibility for 
harm, and allowing them to organize their own knowledge? 

It is possible to imagine a more diverse information future. The dis-
cussion of Small World Networks and gender bias in Wikipedia 
underscored the need to diversify the information profession so 
that multiple perspectives can work towards reducing bias. How 
can we change the way students are trained for information pro-
fessions so that more diverse professional cultures, networks, and 
workplaces can evolve? 

It is possible to imagine a more ethical information future. The deci-
phering of the Antikythera mechanism led to a discussion of the 
promises and risks of Big Data analytics and increased data sharing. 
How can the promise of machine learning be better evaluated, and 
the risks diminished, through more effective oversight, and algo-
rithmic transparency? 

It is possible to imagine a more secure information future. The story 
behind the Domesday Book as a public record introduced informa-
tion governance, and the need to protect information rights and 
freedoms. How can information science work to support informa-
tion freedoms and to protect privacy rights even in heavily surveil-
led societies? 

It is possible to imagine a more discerning information future. 
Facebook’s filter-bubble-producing algorithms shed light on 
human behavior, including our vulnerability to social media. How 
do we do a better job teaching information literacy, so people 
learn to recognize and challenge disinformation rather than being 
manipulated by it? 

It is possible to imagine a more transformative information future. 
The rose graphs created by Florence Nightingale illustrated the 
power of storytelling to bring about positive social change within 
a domain. How can the design of information systems and institu-
tions incorporate more universal, participatory, and human-decen-
tered approaches to solving local and global challenges? 

It is possible to imagine a more collaborative information future. The 
fight over the Ancient One suggests that knowledge communities 
have often been excluded from processes of curation and preserva-
tion. How can memory institutions collaborate earlier and more 
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closely with communities to respect and protect their tangible and 
intangible heritage? 

Finally, it is possible to imagine a more equitable information 
future. As this chapter noted, an algorithm set loose in the world 
will ref lect the governance, supervision, and evaluation provided 
by the human in the machine. How do we build equity into 
our information systems so that the benefits and costs of emerg-
ing information technologies are shared equitably between and 
within nations? 

The utopian view of information systems and technologies of 
the future is that their power will be used to improve the world 
and solve its most intractable problems. The pessimistic, dystopian 
view arises from the possibility that giving power to machine-
learning algorithms, especially if they are relied upon to make 
critical real-world decisions, will be disastrous. The truth of the 
matter, as many speculative works of dystopian fiction can attest, is 
that our technologies will be as benevolent or as destructive as we 
are. While society is biased, information systems invariably will be 
biased too, unless we take conscious, active steps to intervene. How 
do we build equity into our information systems? We must also ask 
how to create equity in the social world. 

Information science, as we have explored it here, takes as its 
subject the intellectual space where information, technology, 
and people meet. Humanistic values, social theories, and analytic 
methods interact freely within that space. The embrace of multiple 
approaches and methodologies gives the field the potential to be 
both critical and innovative. Utopian or not, these possible futures 
provide powerful aspirations upon which to rest the emergent dis-
cipline of information science.19 
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