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Preface

Since 2011, the fourth industrial revolution (IR4.0) has played a sig-
nificant role in education, research, and industrial growth. There are 

nine pillars under the framework of IR4.0 namely Big Data and Analytics, 
Robotics, Simulation, Horizontal and Vertical Integration, Internet of 
Things (IoT), Cybersecurity, Cloud Computing, Additive Manufacturing 
and Augmented Reality. Besides, data technologies have been evolving 
rapidly to cater the rapid growing size of the data as well as to enhance 
the security of the shared data through multiple resources and platforms. 
Machine learning, IoT, simulation and cloud computing are the main-
stream tools to develop an up-to-date Intelligent Systems of Computing 
and Informatics (ISCI). This new system can be used to produce the 
desired outcome for the industries through efficient computational intel-
ligence techniques as well as software development. The developments of 
ISCI are significant as they will enable the related agencies and policy-
makers to conduct the quick and reliable self-decision-making involving 
complex processes in the fields of engineering and computer sciences. In 
this book, a total of 20 chapters are contributed by the respective experts 
from all over the world. The main theme of the book is to develop a new 
Intelligent Systems of Computing and Informatics (ISCI) to cater the 
needs of industries that are in line with the United Nations Sustainable 
Development Goals (SDGs) No. 7: Affordable and Clean Energy; No. 9: 
Industry, Innovation, and Infrastructure; and No. 11: Sustainable Cities 
and Communities.

The main topics covered in this book are:

• Machine learning

• Big data and data analytics

• Computer networking and IoT
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• Software systems efficiency

• Data processing algorithms and applications

• Signal and image processing

• Modeling and simulation via fast algorithm

• Computational intelligence and statistics

We would like to thank all contributors who provided excellent contri-
butions for this book. Special thanks to the staff at Taylor & Francis/CRC 
Press for the publication of the book. Their superb support has made the 
publication process really a joyful and great experience for all of us!

The main editor is fully supported by the Ministry of Higher Education 
(MOHE), Malaysia, for the financial support received in the form of a 
research grant: [FRGS/1/2023/ICT06/UMS/02/1] (New Scattered Data 
Interpolation Scheme Using Quasi Cubic Triangular Patches for RGB 
Image Interpolation and fruits quality inspection) and Universiti Malaysia 
Sabah. Special thanks to the Faculty of Computing and Informatics, 
Universiti Malaysia Sabah, for the computing facilities support that made 
the completion of the book possible.

This book is highly suitable for postgraduate students, researchers work-
ing in various Research and Development (R&D) agencies, practitioners, 
policymakers as well as scientists that have an interest in Intelligent 
Systems of Computing and Informatics towards IR4.0.

Samsul Ariffin Abdul Karim
Kota Kinabalu, Malaysia

Anand J. Kulkarni
Pune, India

Chin Kim On
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C h a p t e r  1

Intelligent Systems 
of Computing and 
Informatics
An Overview

Samsul Ariffin Abdul Karim

1.1 INTRODUCTION
The fourth industrial revolution (IR4.0) has played a very significant 
role not just in Teaching and Learning (T&L) but also in Research and 
Innovation (R&I), and it has been used as a tool for commercial devel-
opment as well as automation of the processes in the manufacturing and 
consumption. Basically there are nine pillars of IR4.0 (see Figure 1.1)
namely Big Data and Analytics (BDA), Robotics, Simulation, Horizontal 
and Vertical Integration, Internet of Things (IoT), Cybersecurity, Cloud 
Computing, Additive Manufacturing, and Augmented Reality. BDA is a 
crucial technique to cater the huge size of the dataset worldwide. It can be 
used to improve the security of the data shared through multiple resources 
and platforms via multi-factor security. Machine learning that includes 
artificial intelligence, statistical learning, and BDA; IoT; simulation; and 
cloud computing are the main tools to develop and construct a new system 
called Intelligent Systems of Computing and Informatics (ISCI). This new 
system can be used to produce the desired outcomes for the industries 
through efficient computational intelligence techniques as well as software 
development. The developments of ISCI are significant since it will be able 
to help the related agencies and policy makers to conduct the quick and 

https://doi.org/10.1201/9781003400387-1
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reliable decision-making involving complex processes in the fields of 
engineering, manufacturing, physical and life sciences, and computer 
sciences.

Furthermore, Malaysian Institute of Accountants (MIA) has devel-
oped their own MIA Digital Technology Blueprint on 13 July 2018. Their 
focus is on BDA, cloud computing, automation, and artificial intelli-
gence to improve digital economy [2]. Notably, most of the government 
agencies in Malaysia have their own digitalization framework to meet 
the 4IR policy.

Besides 4IR, this book will also cater to the needs of industries that are 
in line with the United Nation Sustainable Development Goals (SDGs) No. 7: 
affordable and clean energy; No. 9: industry, innovation, and infrastruc-
ture; and No. 11: sustainable cities and communities. Figure 1.4 shows all 
17 SDGs. We hope that by 2030, we can achieve SDGs No. 7, 9, and 11 [3]. 
Furthermore, the main agenda nowadays is also to achieve carbon net zero 

FIGURE 1.1 Nine pillars of IR4.0.

Malaysian National Fourth Industrial Revolution (4IR) policy was 
developed by the Malaysian government in 2021 [1]. It is human-centric 
(Figure 1.2) and focused on whole-of-nation approach. Besides, there 
are five foundational strategies for building capabilities based on 4IR. 
Figure 1.3 shows the foundational strategies in detail.
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FIGURE 1.2 Human-centric approach under 4IR policy of Malaysia.

FIGURE 1.3 Five foundational technologies in Malaysian 4IR.
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emissions (CNZE) by 2050 [4,5]. The main objective of CNZE is to reduce 
carbon emissions up to zero, use low-carbon technologies as well as inno-
vation towards circular economy.

1.2 SUMMARY
Following paragraphs provide the organization of the book and summa-
rize each contributing chapter. Each chapter can be considered as a self-
standing contribution.

Chapter 2 entitled “Intelligent Application of Partial Least Square 
Algorithm in Developing Model of Fat Depth Measurement” unveils a 
noninvasive, budget-friendly microwave system (MiS) for fat depth assess-
ment. Through multiple linear regression and partial least square mod-
els, accurate predictions of organic animal c-site fat depth are achieved. 
Utilizing fivefold cross-validation and precision indicators like R-squared, 
both models demonstrate excellence. Tackling multicollinearity chal-
lenges from high-dimensional data, K-means clustering and principal 
component analysis streamline the explanatory variables. In a nutshell, 
the partial least square model shines, surpassing the accuracy parity due 
to its resilience against multicollinearity and unmet assumptions in the 
multiple linear regression model.

FIGURE 1.4 United Nations Sustainable Development Goals (SDGs).
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Chapter 3 entitled “Single Feature Imbalance Classification on Ensemble 
Learning Methods for Efficient Real-Time Malware Detection” presents 
ensemble machine learning techniques using imbalance classification 
approaches based on single feature for fast malware detection. Several 
classical machine learning algorithms and standard ensemble algorithms 
were tested, but they were not performing well due to imbalance class dis-
tribution. Thus, several ensemble bagging and boosting algorithms for 
imbalance classification were examined. It was found that the random for-
est with class weighting gave the highest accuracy, with true positive rate 
of 94.12% and false positive rate of 13.64%.

Chapter 4 entitled “Electroencephalogram-Based Emotion Recognition 
Using Binary Bat Algorithm and Least Square Support Vector Machine” 
presents binary bat algorithm (BBA) and least square support vector 
machine (LSSVM) in analyzing massive electroencephalogram (EEG) 
signals. The proposed model involved five stages: (a) data acquisition, (b) 
feature extraction, (c) feature selection, (d) classification, and (e) evalua-
tion. The experimental results show that BBA has significantly reduced the 
features and provides outstanding results against other existing methods. 
The proposed algorithm achieved the maximum accuracy of 86.76% and 
80.83%, and the mean accuracy obtained is 85.51% ± 0.07 and 80.97% ± 
0.08 for valence and arousal emotions classification, respectively.

Chapter 5 entitled “Sequential Exception Technique for Text Anomalies” 
presents a deviation-based anomaly detection approach to identify anom-
alies in unstructured textual datasets. The technique which was originally 
developed for categorical dataset was adapted by replacing the variance-
based dissimilarity function with the cosine similarity measure. The cosine 
similarity measure is proven to perform better for textual data similarity 
measurements. The adapted technique was tested on two textual datasets 
and the results show a relatively high F-score. The findings revealed the 
feasibility of the adapted technique and that it can be further explored to 
enhance its performance for textual anomaly detection problems.

Chapter 6 entitled “Intelligence Predictive Model for Lamb Carcass 
C-Site Fat Depth using Support Vector Machine” focuses on develop-
ing a robust predictive model for lamb carcass C-site fat depth through 
the application of support vector machine (SVM). This study systemati-
cally compares its efficacy against traditional multiple linear regression. 
Evaluation metrics encompass root mean square error (RMSE), mean 
absolute error (MAE), R-squared and adjusted R-squared, derived through 
fivefold cross-validation. Employing Python and the sci-kit-learn library, 
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the analysis identifies the linear kernel in SVM, complemented by PCA 
transformed data, as the most proficient kernel. Ultimately, this investiga-
tion underscores SVM’s superior predictive accuracy in contrast to mul-
tiple linear regression.

Chapter 7 entitled “Exploring the Power of Convolutional Neural 
Networks in Face Detection” presents a study that develops a neural network- 
based face detection system to count students in a learning environment 
accurately. Its primary goal is to provide an efficient attendance track-
ing method by capturing and detecting student faces with high preci-
sion. Object recognition and classification in digital images are achieved 
through a deep learning technique called neural networks. The training 
phase yielded an impressive accuracy rate of 99%, while testing yielded 
98%. When implemented on a Raspberry Pi, facial recognition demon-
strates robust performance within 1–5 m. However, it faces challenges 
when dealing with distances of 4 m. Nevertheless, accurate results were 
consistently obtained for distances ranging from 1 to 6 m when counting 
students. The main finding is related to UNSDG No. 9.

Chapter 8 entitled “Protecting Higher Learning Institutions from 
Phishing Attacks-A Staff Awareness Program” explores the growing men-
ace of phishing attacks on higher education institutions, as cybercriminals 
relentlessly target staff and students to obtain sensitive data. Shockingly, 
educational organizations fell victim to 6.1 million malware attacks in 
just a month in 2021, with phishing being a prevalent method. The conse-
quences are dire, including data breaches, financial losses, and irreparable 
damage to reputation. The chapter presents a comprehensive case study 
evaluating a multifaceted phishing awareness program that employs post-
ers, infographics, videos, and interactive seminars. It also offers invaluable 
insights into the efficacy of the program and its potential for adoption by 
other institutions seeking to fortify their defenses against phishing threats.

Chapter 9 entitled “Intelligence Random Forest Application in 
Developing Regression Model from Lamb Carcass C-Site Fat Depth Data” 
presents a study that revolutionizes fat depth prediction by leveraging 
machine learning techniques. Addressing the limitations of conventional 
methods, the research employs random forest regression and multiple lin-
ear regression techniques to optimize accuracy. Notably, multiple linear 
regression with K-means clustering outperforms in key metrics (MSE, 
RMSE, R-squared, adjusted R-squared, and MAE). The findings establish 
random forest regression with K-means clustering as the superior model 
for accurate fat depth estimation. By showcasing the potential of machine 
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learning in refining predictions, this chapter contributes to the advance-
ment of fat depth estimation techniques in the realm of lamb carcass 
analysis.

Chapter 10 entitled “Intelligent Identification System for MOOC 
Security” presents a new idea to improve the safety and security of using 
the massive open online course (MOOC) platform. An intelligent stand-
alone program with face recognition features was created to protect users’ 
usage of the MOOC platform. In this study, we compare the performance 
of template matching, geometric-based methods, and convolutional neu-
ral networks (CNN) when using a learning management system. Tests 
were conducted under different conditions, including low resolution and 
excessive brightness. The results show that CNN slightly outperformed 
other methods. On the other hand, template matching and geometric-
based methods may perform better if the hardware used can be improved 
or upgraded further.

Chapter 11 entitled “Low Illumination Surveillance for Object 
Detection and Recognition using Deep Learning Methods” introduces a 
novel approach to address the challenge of accurately detecting and rec-
ognizing objects in low illumination conditions through the application 
of deep learning algorithms. This research focuses on leveraging a specific 
low illumination dataset to train a deep neural network and compares its 
performance to that of images enhanced using image enhancement algo-
rithms. The results of this investigation yield an object detection and rec-
ognition model capable of effectively detecting and recognizing objects 
in low illumination environments. Furthermore, the fine-tuned model 
developed in this study is implemented in a web-based surveillance sys-
tem using a Raspberry Pi and its camera module, showcasing the practical 
application of the research findings.

Chapter 12 entitled “Intelligent System Design for the Solutions of 
Nonlinear Diffusion in the Two-Dimensional Porous Medium” designs an 
intelligent system for the solutions of nonlinear diffusion problems in the 
two-dimensional porous medium. First, we show the discretization of 
the problem using the finite difference method and the formulation of the 
explicit decoupled group successive over-relaxation iterative method. Then, 
we develop the computational algorithm for solving nonlinear diffusion 
problems in the two-dimensional porous medium setting. We evaluate the 
efficiency of the proposed numerical method based on the implementation 
of the method in a computational software. We compare its performance 
in terms of program and computational efficiency against some of existing 
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methods. Next, this chapter presents the design of an intelligent system 
that uses the proposed method and algorithm to solve nonlinear diffusion 
problems subject to the prescribed conditions. The results of applying the 
proposed method to solve nonlinear problems demonstrate the efficiency 
level attained.

Chapter 13 entitled “Improved False Position Method Based on Slope 
(IFPMS)” develops an algorithm to search roots of nonlinear function. 
To find roots of function usually we use some methods such as bisection 
method, false position method, newton method, etc. Such methods only 
can find one root. Previously, researchers have built an algorithm to deter-
mine all roots in a given interval. This algorithm is called improved bisec-
tion method based on slope (IBMS). In this research, a new algorithm has 
been developed which is improved false position method based on slope 
(IFPMS). Simulation has been done to some case nonlinear function. The 
resulting of simulation has shown that IFPMS also can find some roots 
of nonlinear equation in given interval. Most of the relative errors of the 
IFPMS algorithm are smaller than the IBMS algorithm relative errors.

Chapter 14 entitled “Computing of Anxiety or Depression Symptoms 
Indicators Using Lagrange Exponential Modified Euler Method” presents 
a numerical scheme to compute anxiety or depression symptoms indica-
tors data by using Lagrange and a new version of modified Euler meth-
ods. The scheme has proved to be more efficient than the fourth-order 
Runge–Kutta method for this dataset. Lagrange interpolating polynomial 
is employed to approximate the derivative function. Then three numeri-
cal methods are applied to predict the symptoms indicator. An efficient 
algorithm is constructed as the Lagrange exponential modified Euler algo-
rithm. The resulting symptoms indicator have the smallest mean absolute 
percentage error compared to Runge–Kutta and modified Euler methods. 
The main finding is related to UNSDGs No. 9 and 11.

Chapter 15 entitled “Hybridization of Simulated Kalman Filter 
and Minimization of Metabolic Adjustment for Succinate and Lactate 
Production” presents a novel approach for classifying knockout genes. In 
addition, this chapter addresses the critical issue of augmenting succinate 
and lactate production in Escherichia coli. The proposed in silico method 
in this research is a hybrid technique combining simulated Kalman fil-
ter (SKF) and the minimization of metabolic adjustment (MOMA). SKF, 
being a population-based approach within metaheuristic optimization, 
draws inspiration from non-natural sources, while MOMA employs qua-
dratic programming to pinpoint the fitness point in the flux space closest 
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to the wild-type configuration after a gene knockout. The resulting hybrid 
method (SKFMOMA) provides a comprehensive output, including a list 
of gene knockouts, growth rates, and production rates for succinate and 
lactate. These findings serve as valuable resources for subsequent wet labo-
ratory experiments, offering the potential to substantially boost the pro-
duction of succinate and lactate in E. coli, with promising implications for 
various applications in biotechnology and industry.

Chapter 16 entitled “Intelligent Air Conditioning Systems: Enhancing 
Energy Efficiency and Indoor Air Quality through IoT and Air  
Conditioning Unit Using Machine Learning” proposes a comprehensive 
solution integrating IoT and air conditioning unit with machine learning 
technology that addresses the main issues with air conditioning (air condi-
tioning unit) systems, such as high energy consumption and poor indoor 
air quality. The system uses a machine learning model for air conditioning 
to make more intelligent decisions and increase energy efficiency. A smart-
phone application gives customers up-to-date and historical information 
about their air conditioners. The main finding is related to UNSDGs No. 
7B: Expand and upgrade energy services.

Chapter 17 entitled “A Comprehensive Analysis of Air Quality Data: A 
Case Study Approach with the OpenAir Package in R” considers scattered 
data interpolation scheme to visualize air quality data by using TheilSen, 
timeVariation, and scatterPlot functions for trend analysis, temporal vari-
ations, and linear correlation analysis, respectively. The OpenAir package 
model’s data gathering, preprocessing, visualization, and statistical analy-
sis tools are combined in the study to determine the level of air pollution 
and the resulting health hazards. The OpenAir model provides a compre-
hensive investigation of the intricate dynamics of air pollution, which aids 
in making wise decisions for efficient control measures and policy inter-
ventions. The main finding is related to UNSDG No. 7.

Chapter 18 entitled “A Systematic Review on Intelligent Mobile Beacon 
Systems: Applications and Features” presents a review on the recent 
advances of intelligent mobile beacon systems and applications. Major 
aspects like the essential components, interaction features, domain appli-
cations, and open issues are discussed in this chapter. Distinct characteris-
tics of components and notification features inside a mobile beacon system 
and application are also deliberated in detail. Moreover, emerging trends 
in domain application of intelligent mobile beacon systems across many 
sectors are analyzed and discussed. Lastly, limitations and challenges by 
prior mobile beacon systems are highlighted for future undertaking. The 
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main findings from this chapter offer insights on the fundamentals and 
future directions of intelligent mobile beacon systems.

Chapter 19 entitled “Enhancing the Use of Simulation Software with 
Artificial Intelligence Methods for Clean Energy System Performance” 
presents the use of ANSYS simulation software, which uses artificial 
intelligence methods to automatically find simulation parameters, in 
order to improve speed and accuracy simultaneously in the product 
design for clean energy system, which is a common topic of research 
which contributes to SDG No. 7, as to ensure access to affordable, reliable, 
sustainable, and modern energy for all. One of the product designs being 
simulated is for the hydrokinetic turbine system, typically used to drive 
power production from natural flow of a river, especially located in rural 
areas, and this system is usually not connected to national grid electric-
ity services. Using artificial intelligence enhancement, the ANSYS simu-
lation will help the engineers to quickly explore and predict whether or 
not the product design works in the real world by looking at its energy 
performance. Thus, this simulation software is not only important for 
research but also beneficial for teaching and learning in higher educa-
tion, in which students, especially engineering students could explore 
their products design in more depths using AI enhancement simulation 
software packages.

Finally, in Chapter 20, we elaborate further on Intelligent Systems of 
Computing and Informatics: An Extension.
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2.1 INTRODUCTION
In the pursuit of optimizing profits within the meat industry, it becomes 
imperative to minimize labor expenses associated with fat trimming. The 
Australian carcass trading landscape predominantly revolves around the 
weight of the carcass, wherein the amount of subcutaneous fat plays a piv-
otal role in influencing the yield of saleable meat from the carcass [1]. As 
the reduction in lean meat output occurs, the need to invest more labor into 
trimming excess fat becomes inevitable for meeting customer standards [2]. 
To mitigate the risk of substantial economic losses, a novel noninvasive and 
nondestructive technique has been developed for accurately assessing fat 
depth. Figure 2.1 shows the lamb carcass to assess the fat depth.

https://doi.org/10.1201/9781003400387-2
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This innovation involves the application of a microwave system (MiS) to 
gauge the fat content within the carcass. Unlike the invasive methods, this 
approach is favored for its minimal impact on animals and their tissues, as 
it employs low-power, nonionizing electromagnetic waves to quantify fat 
levels [3]. Currently, in the Australian context, the prevailing standards for 
assessing fat and tissue depth in lamb carcasses involve either subjective pal-
pation estimates or invasive objective cut techniques (Anonymous, 2005). 
However, a more promising approach involves the use of MiS. This method 
capitalizes on the unique properties of microwave frequencies to distin-
guish between different layers, particularly biological tissues with varying 
dielectric characteristics. MiS, an active microwave measurement method 
based on inverse scattering, utilizes dielectric attributes to reflect microwave 
signals. These reflected and scattered signals are then collected at the same 
location [3]. Figure 2.1 shows the lamb carcass to assess the fat depth.

An innovative stride in this direction comes from Murdoch University, 
which has designed a portable MiS prototype at a reasonable cost. This 
prototype has been combined with several experimental broadband anten-
nas to predict carcass fat depth [4]. For the acquisition of data and signal 
processing, the MiS incorporates integrated computer modules, an oper-
ating system, and automated Python-based programs. The experimenta-
tion apparatus involves a single broadband Vivaldi patch antenna (VPA) 
responsible for transmitting and receiving reflected signals [5].

The emergence of the noninvasive approach through the economical 
portable MiS offers a viable alternative to ultrasound measurements for 
forecasting C-site fat depth. The significance lies not only in the accu-
racy of this technology but also in its potential to facilitate well-informed 

FIGURE 2.1 Lamb carcass to assess the fat depth.
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decisions throughout the supply chain. Consequently, there is a clear need 
for further research in developing a predictive model for fat depth using 
this technology. The principal objective of this study, therefore, is to for-
mulate a predictive model for fat depth by harnessing the capabilities of the 
noninvasive, cost-effective, portable MiS. Addressing the issue of multicol-
linearity is a significant concern in this high-dimensional dataset where 
the number of predictors amounts to 311, surpassing the available 120 
observations. To tackle this, principal component analysis (PCA) stands 
out as a potent dimension reduction strategy. This technique effectively 
condenses the predictors into a smaller set of uncorrelated components [6].  
Moreover, when grappling with the challenge of multicollinearity, the 
analysis of high-dimensional data through partial least squares (PLS) 
analysis demonstrates noteworthy utility and efficiency [7].

2.2 MATERIALS AND METHODS
This study employed various techniques and procedures to analyze the 
data and build regression models. The workflow chart shown in the 
Figure 2.2 provides an overview of the entire process.

FIGURE 2.2 Flow chart.
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In order to address the issue of multicollinearity in high-dimensional 
data, where the number of predictors (311) exceeds the number of observa-
tions (120), PCA was utilized as a dimension reduction strategy [6]. PCA 
helps reduce the number of predictors to a smaller set of uncorrelated com-
ponents. In addition, PLS analysis was found to be useful and efficient, 
particularly when multicollinearity is a concern [7]. The performance of 
K-means clustering was compared with PCA in constructing the PLS model.

The variance inflation factor (VIF) in multiple linear regression was 
considered to determine the likelihood of rejecting a theoretically valid 
predictor as a non-significant variable. When the VIF is infinity, the chance 
of rejection increases. Therefore, PCA was performed prior to building the 
regression model.

The study followed a structured flow starting with data preprocessing. 
This step ensured that the data was suitable for model fitting. Subsequently, 
the data was scaled to prevent inaccuracies caused by large data ranges. 
Dimensionality reduction was then applied before fitting the model. 
Finally, the trained model was validated using fivefold cross-validation.

2.2.1 Principal Component Analysis

PCA was employed as a technique to reduce the dimensionality of the 
data. Scatterplots, two-dimensional graphs projecting multivariate data 
into a two-dimensional space, were used to identify correlations. The pur-
pose of PCA was to capture the intrinsic variability in the data and prevent 
overfitting. PCA is commonly performed before classifying the data or 
addressing regression problems.

2.2.2 K-Means Clustering

K-means clustering, an unsupervised learning algorithm, was utilized 
to divide the dataset into K unique and non-overlapping clusters. The 
algorithm minimizes the dispersion of data to achieve this division in a 
straightforward and elegant manner. The number of clusters, K, needs to 
be defined before running the K-means algorithm. The algorithm assigns 
each observation to the closest centroid based on “closeness” distance, 
often measured using Euclidean distance. The process continues until the 
centroids no longer change.

2.2.3 Multiple Linear Regression

This technique was employed as a statistical supervised learning technique 
to build regression models. The goal was to design, analyze, and discover 
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models based on a sample from a population. Multiple regression involves 
multiple independent variables (input) and one or more dependent vari-
ables (output). Several assumptions must be met when constructing a 
linear model, including the independence of observations, normally dis-
tributed and independent error terms, and constant variances. The for-
mula for multiple linear regression is as follows:

 y B B X B Xn n= + + + +0 1 1  (2.1)

where

• y is the predicted value,

• B0 is the y-intercept,

• B X1 1 is the regression coefficient of the first x , and

• ε  is the model error.

2.2.4 Partial Least Square

PLS is a supervised way to say that the best explanation of predictors in that 
direction is the best directions and contributing to predict the response. It 
is one of the famous techniques to reduce the high dimensionality of data. 
The first step is to identify a new set of features Z ZM…, ,   1 which are the 
linear combinations of the original features, and then a linear model will 
be fitted using a least square using M  new features. The factors that are 
most closely related to the response are given the most weight in PLS. In 
other words, PLS regression is a technique whether the number of predic-
tors will be reduced to a set of uncorrelated components and a least square 
regression is performed on those components. Often, PLS is helpful espe-
cially when the number of independent variables is high and even there is 
a present of high collinearity of the predictors. The aim of PLS is to build 
a predictive or explanatory model. PLS 1 and PLS 2 are distinct in some 
programs. When only one dependent variable is present, PLS 1 is used; 
when there are multiple dependent variables, PLS 2 is used.

2.2.5 R-Squared

It is the variation proportion that is explained by the predictor variables. 
In other word, it also explains how well the data fit the model. The better 
model will have higher R-squared.
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where yi  is the observed value and yiˆ  is the predicted value.

2.2.6 Mean Squared Error

It is a measure of mean error that explains the performance to predict the 
outcome of an observation.

 Mean Squared Error
n

y y
i

n

i i∑= −
=

    1 ( ˆ )
1

2 (2.3)

2.2.7 Root Mean Squared Error

It is the square root of the mean squared error. In other word, it is an 
average squared difference between the predicted value and the observed 
value. The better model will have lower root mean squared error.

 Root Mean Squared Error Mean Squared Error=             (2.4)

2.2.8 Adjusted R-Squared

It adjusts the root squared when there are too many variables in a model.
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where n is the number of observations, R2 is the R-squared, and k is the 
number of independent variables.

2.2.9 Mean Absolute Error

It measures the error of residual. In other words, it is the mean absolute 
difference between the predicted value and the observed value.

 Mean Absolute Error
n
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i
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where n is the number of observations and yi is the observed value and yiˆ  
is the predicted value.
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2.3 RESULTS AND DISCUSSION
The initial phase in constructing a multiple linear regression model 
involves verifying certain assumptions. Upon confirming the fulfillment of 
these assumptions, the subsequent course of action focuses on mitigating 
multicollinearity. The detection of infinite VIFs for all variables prompted 
the utilization of PCA to condense the feature set from 311 to 16. In the 
context of K-means clustering, following preprocessing, the application 
of the Elbow method determined the optimal number of clusters to be 3. 
This process effectively reduced the dimensionality from 311 features to 3. 
Subsequently, the PLS model was developed based on these three clusters. 
The ultimate model encompasses both PLS and PCA, resulting in a refined 
feature set shrinking from 311 to 15. Below, we delve into the assessment 
of these three models.

2.3.1 Assumption 1: Linearity Checking for Multiple Linear Regression

The residuals show a random pattern. Hence it can be concluded that 
relationship is linear between the independent variable and depen-
dent variable. Figure 2.3 shows the plot of actual values and predicted 
values.

2.3.2 Assumption 2: Independence

As the distribution centered around zero, it can be concluded that distri-
bution of residuals follows a normal distribution with a mean zero and a 
variance of σ 2. Figure 2.4 shows the distribution of residuals.

2.3.3 Assumption 3: Autocorrelation

As per Figure 2.5 which shows the Durbin–Watson test, the test result 
indicated 1.82 which is around 2. Hence, it can be concluded that there is 
no autocorrelation. The residuals are not dependent on each other.

2.3.4 Assumption 4: Homoscedasticity

From Figure 2.6 of the assumption of homoscedasticity, the results satis-
fied as there is an even spread of residuals. However, there is one outlier 
present from the above graph.

2.3.5 The Number of Clusters in K-means Clustering

In the above plot, we can see that there is a kink at K = 3. Hence K = 3 can 
be considered a good number of the cluster to cluster this data. Figure 2.7 
shows the Elbow method.
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FIGURE 2.3 Assumption 1: Linearity.

FIGURE 2.4 Assumption 2: The distribution of Residuals.
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FIGURE 2.5 Assumption 3: Autocorrelation. 

FIGURE 2.6 Assumption 4: Homoscedasticity. 

FIGURE 2.7 The Elbow method.
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2.4 MODEL COMPARISON
Table 2.1 summarize the results. The R-squared values obtained from 
both the PLS model and the multiple linear regression model are identical, 
standing at 0.6018. This value signifies a 60% explanation of the variation 
or 60% fitness to the model. The R-squared value for the multiple linear 
regression model, when utilizing K-means clustering, is 0.5324, explain-
ing around 53% of the variation. Similarly, the R-squared value from the 
PLS model is 0.5273, accounting for approximately 53% of the variation. 
Notably, both the multiple linear regression model and the PLS model 
exhibit consistent outcomes across other accuracy metrics.

2.5 CONCLUSION
In summary, the primary objective of this study was accomplished, involv-
ing the construction of a predictive model for fat depth. The investigation 
centered around the PLS model. Despite the similarities in results between 
the multiple linear regression and PLS models, challenges such as mul-
ticollinearity and violations of the homoscedasticity assumption due to 
outliers were identified. Consequently, the accuracy of the multiple linear 
regression results could be compromised, necessitating a more robust sta-
tistical approach involving penalization techniques. Successful application 
of multiple linear regression hinges on the fulfillment of all underlying 
assumptions. In conclusion, the performance of the PLS model outshines 
that of the multiple linear regression model in terms of R-squared. This 
study establishes a foundational understanding of both the models. Future 
directions could involve advancing multiple linear regression model to 
incorporate Lasso regression and exploring avenues such as orthogonal 
projection to latent structures or nonlinear kernel PLS for enhancing the 
PLS approach. In addition, readers inclined toward further research could 
explore alternative shrinkage methods or variable selection techniques 

TABLE 2.1 Overview of Liquid and Gaseous Fuels Generated from Lignocellulose and 
Their Properties

Accuracy
MLR Model 

with PCA
MLR Model with 

 K -Means Clustering
PLS Model 
with PCA

PLS Model with 
 K -Means Clustering

R-squared 0.6018 0.5324 0.6018 0.5273
Mean square error 1.3357 1.5332 1.3357 1.5616
Root mean square error 1.1407 1.2277 1.1407 1.2408
Adjusted R-squared 0.5444 0.5203 0.5444 0.5151
Mean absolute error 0.8937 0.9884 0.8937 1.0000



22   ◾   Intelligent Systems of Computing and Informatics

prior to embarking on the model construction process. This study has the 
potential for further advancement through the analysis of interactions and 
binary logic, adding an additional dimension to its findings.
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3.1 INTRODUCTION
Malware include viruses, worms, Trojans, ransomware, spyware, adware, 
and rootkits, created for harmful purposes like stealing data or disrupting 
systems. Fighting malware is vital for cybersecurity due to its wide-rang-
ing forms and impacts. These attributes help identify whether software is 
malware. In this chapter, the malware datasets are scrutinized through 
the use of virtual instances. To assess the impacts of these malware, they 
are executed securely within a virtual environment. The benign dataset is 
obtained by gathering executable programs designed for the running vir-
tual Windows 10 environment. This dataset typically consists of harmless 
software or files that are used as a reference or comparison in the experi-
ment. These programs are not considered malware and are used to estab-
lish a baseline for normal system behavior. By contrasting the behavior of 
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potentially malicious software with the benign dataset, malware program 
can be identified and detected more effectively.

Malware and benign program classification is widely carried out using 
classical machine learning algorithms like k-nearest neighbors (kNN), 
support vector machine (SVM), decision tree, Naive Bayes (NB), and sto-
chastic gradient descent (SGD). In addition, ensemble algorithms based 
on Bagging techniques, including standard bagging with DT as the base 
estimator (bagging-DT), random forest, and extra trees, are employed. 
Furthermore, ensemble algorithms utilizing Boosting methods, such as 
AdaBoost, Gradient Boosting Machine (GBM), XGBoost, LightGBM, and 
CatBoost, are also applied. Ensemble algorithms based on Voting classifier 
and Stacking generalization are also employed. Given that the distribution 
of samples between benign and malware classes in malware classification 
often suffers from an imbalance, this study also explores modified ensem-
ble algorithms designed to address such issues. These modified algorithms 
include bagging with random undersampling (bagging-RU), random for-
est with class weighting (RF-W), and random forest with random under-
sampling (RF-U).

3.2 LITERATURE REVIEW
Choi [1] introduced a vantage point tree with similarity hash and kNN 
for malware detection, achieving a 25% detection rate improvement, 
67% faster detection, and 20% reduced search times. Yilmaz et al. [2] 
used SVM and NB to classify Android apps as malicious or benign, 
achieving high accuracy rates of 90.9% and 92.4% using 116 permis-
sion features. Maheswari et al. [3] introduced a malware classification 
system using SVM-SGD, achieving a remarkable accuracy of 99.13% 
on the CIC-IDS2017 dataset, reducing false alerts compared to signa-
ture-based detection. Smmarwar et al. [4] proposed a feature selec-
tion framework that significantly improves machine learning model 
performance. They tested it with RF, DT, and SVM classifiers on the 
CIC-InvesAndMal2019 dataset, achieving high accuracy rates, with RF 
reaching 91.32%.

Hussain et al. [5] developed a malware detection system using machine 
learning, with RF achieving a high accuracy of 99.44%. This suggests 
potential for a customizable Windows desktop malware scanning applica-
tion. In ref [6], a study introduced a feature selection method for malware 
detection that reduced dimensionality, improving ensemble model train-
ing times while maintaining high accuracy. XGBoost performed the best 
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among the models tested in terms of accuracy. Wu et al. [7] proposed a 
malware detection approach using a three-tier cascading XGBoost model 
with cost sensitivity to handle imbalanced data. They gather data by ana-
lyzing API calls in Portable Executable files. The experimental results 
highlight its high accuracy in detecting malicious code in unbalanced 
datasets. Al-kasassbeh et al. [8] developed an intelligent anti-malware sys-
tem for Internet of Things (IoT) using LightGBM. It achieved nearly 100% 
accuracy in detecting and categorizing malware and effectively identified 
IoT botnet attacks, proactively stopping their spread in the network.

Agrawal and Trivedi [9] assessed supervised algorithms for Android 
malware detection. They created their dataset by collecting malware 
files from various repositories, resulting in 16,300 records with 215 fea-
tures. CatBoost was the best performing classifier, achieving 93.15% 
accuracy.

Machine learning is widely used malware detection technique; however, 
relying on a single base classifier like kNN or SVM for improved detection 
is challenging. Therefore, ensemble classifiers such as RF, AdaBoost, and 
GBM are preferred. This study explores modified bagging and boosting 
algorithms in the context of a single-feature dataset with imbalanced class 
distribution, avoiding the need for multiple features and associated pre-
processing, resulting in faster training times.

3.3 THE CLASSICAL MACHINE LEARNING ALGORITHMS
Classical machine learning methods typically involve the manual extrac-
tion of features from the data to address the problem at hand. This section 
describes the five classical machine learning algorithms examined in this 
study.

3.3.1 K-Nearest Neighbors

The kNN algorithm is a supervised machine learning method applicable 
for handling both classification and regression problems. It operates under 
the assumption that items sharing similarities are located near each other 
in the data space. The effectiveness of the KNN algorithm heavily depends 
on the validity of this assumption [10].

In kNN, the entire training dataset is stored, and during prediction, the 
algorithm retrieves the k most similar training patterns. It makes predic-
tions based on the distances between data instances and often achieves 
good results. In classification, kNN selects the mode (most frequent class) 
from the k most similar training instances, as illustrated in Figure 3.1.
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3.3.2 Support Vector Machine

The SVM algorithm aims to identify the optimal boundary line that effec-
tively segregates data points into their respective categories. This optimal 
boundary is referred to as a hyperplane. SVM, in this process, singles out 
the most critical data points that play a pivotal role in constructing this 
hyperplane. These crucial data points are known as support vectors, hence 
lending the algorithm its name, support vector machine [11].

SVM transforms data into a higher-dimensional feature space for better 
classification. It uses kernel functions to calculate dot products between 
transformed feature vectors, avoiding costly computations. SVM handles 
both linear and nonlinear data using various kernel functions. In training, 
it finds the optimal hyperplane in the higher-dimensional space, maxi-
mizing the margin between different class data points while minimizing 
errors, as shown in Figure 3.2.

3.3.3 Decision Tree

A decision tree serves as a valuable tool for providing clear and explicit expla-
nations of decisions and choices made in decision-making processes. It adopts 
a model resembling a tree structure, as implied by its name. While its primary 
application was initially in data mining for devising strategies to achieve spe-
cific objectives, it has found extensive use in machine learning as well [12].

Decision trees represent a form of predictive modeling that assists in 
linking various decisions or courses of action to a particular outcome. 

FIGURE 3.1 The kNN algorithm assumes that similar items are located near to 
each other.
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sents the entire dataset. At the other end of a branch, representing the final 
result of a sequence of decisions, is what we call a leaf node. In the context 
of machine learning with decision trees, the data features are denoted as 
internal nodes within the tree, while the final result or outcome is repre-
sented by the leaf node as depicted in Figure 3.3.

3.3.4 Naive Bayes

The NB classifier, widely regarded as one of the simplest but efficient clas-
sification algorithms, holds good flexibility, making it a valuable tool in 
various domains of application. Its ability extends to scenarios involving 
large dataset, thus providing an excellent choice for handling large vol-
umes of information.

NB excels in various practical applications like spam filtering, text classi-
fication, sentiment analysis, and recommender systems, demonstrating its 
adaptability and relevance. In malware detection [13], it achieved impres-
sive accuracy of 93% with static characteristics and 85% with dynamic 
characteristics. This classifier relies on probability theory, particularly 
Bayes’ theorem, for predictions, enabling informed decision-making and 

FIGURE 3.2 The support vector machine uses hyperplane to separate different 
class of items.

These trees consist of various nodes. The starting point of the decision tree 
is referred to as the root node, which in machine learning often repre-
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classification. Its simplicity, computational efficiency, and reliability make 
it a crucial tool in machine learning and data analysis.

3.3.5 Stochastic Gradient Descent

SGD stands as a notable variant of the gradient descent algorithm, tailor-
made for the optimization of machine learning models. This specialized 
approach addresses a pivotal concern: the computational inefficiency 
that arises when conventional gradient descent techniques are deployed 
to handle extensive datasets within the domain of machine learning. In 
ref [14], SGD was successfully applied in predicting harmful malware 
from two datasets.

SGD differs from standard gradient descent as it is more efficient by 
selecting a random training example or a small batch for gradient calcu-
lation and model updates, reducing computational overhead. This makes 
SGD highly efficient for large datasets compared to the resource-intensive 
standard gradient descent, making it a preferred choice for machine learn-
ing with big data.

FIGURE 3.3 In a decision tree, the leaf node represents the final outcome.
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3.4 THE ENSEMBLE LEARNING ALGORITHMS
Ensemble models in machine learning combine the decisions from mul-
tiple models to improve the overall accuracy of the classifier. In this study, 
we examine ensemble learning techniques based on bagging and boosting 
methods due to their light implementations that are suitable for low-powered 
computing devices.

Ensemble learning algorithms combine the outcomes of multiple 
models to enhance the overall accuracy of the classifier. In this work, we 
investigate ensemble learning methodologies that draw inspiration from 
bagging and boosting techniques. These approaches are chosen for their 
efficient implementations, making them particularly suitable for comput-
ing devices with limited processing power.

3.4.1 Bagging Algorithms

The bagging model combines the outcomes of multiple models to yield 
an improved result [15]. The bagging technique involves utilizing bags of 
observations from the original dataset, as illustrated in Figure 3.4. This 
approach serves as a means to diminish the variance associated with a 
base estimator, such as a decision tree, by introducing a degree of random-
ization during its construction and subsequently forming an ensemble 
from it. In many instances, the bagging method offers a straightforward 

FIGURE 3.4 In bagging, multiple subsets are created from the original dataset.
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approach to enhancing performance compared to a single model, all with-
out necessitating adaptations to the underlying base algorithm.

Given its effectiveness in minimizing overfitting, bagging method per-
forms optimally when applied to strong and complex models such as fully 
developed decision trees. This stands in contrast to the boosting method, 
which tends to excel when used with weak models. For each subset, a base 
weak model is generated, and these models operate independently and 
concurrently. The ultimate prediction is derived by consolidating the pre-
dictions made by all of these weak models.

3.4.1.1 Bagging Classifier
A bagging classifier serves as an ensemble meta-estimator. It operates by 
training individual base classifiers on random subsets extracted from the 
original dataset. These base classifiers’ predictions are then combined, 
either through voting or averaging, to produce a final prediction as illus-
trated in Figure 3.5. This meta-estimator is often employed to minimize the 
variance of a black-box estimator, such as a decision tree. This is achieved 
by introducing a level of randomness into the construction process and 
subsequently creating an ensemble from it.

The bagging classifier initially involves the selection of random sam-
ples from a training dataset, allowing for replacement. Each of these data 
samples is then associated with a weak learner model, commonly employ-
ing decision trees. Ultimately, the predictions generated by all these weak 
learners are aggregated to produce a single prediction [16].

3.4.1.2 Random Forest
The random forest classifier, as shown in Figure 3.6, is a model formed by 
aggregating decision trees through the process of bagging [17]. A decision 

FIGURE 3.5 The standard bagging combines the predictions generated by weak 
learners to produce a single prediction.
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tree is a graphical representation of actions and outcomes used for goal 
planning. It expresses information in a tree structure, enhancing clarity. It 
is a predictive model with nodes representing variables and branches split-
ting based on conditions. Edges connect nodes, defining paths by feature 
values, and leaf nodes represent predicted classes. It is a dynamic model 
for predictions based on variable values, not just a set of rules.

When creating a decision tree from a dataset, it is crucial to establish 
stopping criteria during the training phase to control its growth. An exces-
sively branching tree can lead to high computational complexity with 
minimal gains in classification accuracy. Bagging, with data sampling 
without replacement, combines multiple models of the same type from the 
same dataset. Random forest consists of a collection of decision trees, each 
trained on a random subset of variables. The final classification is based on 
the most frequent outcome among the individual decision tree classifiers.

3.4.1.3 Extra Tree
The extra tree algorithm employs a high degree of randomization in 
both the selection of attributes and the determination of cut-points when 

FIGURE 3.6 The random forest applies bagging approach to generate the final 
outcome.
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dividing a tree node. In its most extreme manifestation, this algorithm 
constructs entirely randomized trees, whose structures remain entirely 
unrelated to the output values within the learning dataset. The degree of 
randomization can be tuned to the specific problem at hand by selecting 
an appropriate parameter [18].

Random forest introduces randomness by using random subsets of the 
dataset. Like in decision trees, the algorithm may initially choose a ran-
dom threshold (e.g., 90) to split the dataset. If a student scores over 90, they 
pass; otherwise, the algorithm selects another random threshold (0–90) 
for further classification. This process results in a more extensive tree but 
significantly faster due to random threshold selection. Extra tree, which 
uses this random approach, is faster than random forest, making it advan-
tageous for large datasets and speedy decision tree ensemble evaluation.

3.4.2 Boosting Algorithms

Boosting is a step-by-step process that aims to correct errors made by the 
previous model [19]. Each model builds on insights from the previous 
one, resulting in a more robust collective model, as depicted in Figure 3.7. 
While individual models may not perform well across the entire dataset, 

FIGURE 3.7 Boosting is like bagging but with the difference that it trains a 
sequence of weak learners that try to correct the mistakes of their predecessors.
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they excel in specific portions, contributing to the overall performance of 
the boosting ensemble.

Boosting, like bagging, trains a series of weak learners using samples 
from the training dataset. However, unlike bagging, boosting selects 
samples without replacement, ensuring each instance is chosen only once. 
Weak learners are trained sequentially. Initially, a subset is drawn and a 
weak learner is trained. The process continues, with each subsequent sub-
set including instances that the previous learner misclassified. Differences 
between learners are used to train the next one. The boosting model makes 
predictions through majority voting, similar to bagging. Boosting is better 
at reducing bias and variance compared to bagging in machine learning 
models.

3.4.2.1 AdaBoost
AdaBoost, short for adaptive boosting, is among the basic boosting algo-
rithms [20]. Typically, modeling is performed using decision trees. Multiple 
sequential models are constructed, with each subsequent model aimed at 
rectifying the errors made by its predecessor as illustrated in Figure 3.8. 
AdaBoost introduces weights to the observations that are inaccurately 

FIGURE 3.8 In AdaBoost model, each subsequent model attempts to correct the 
error made by the previous model.
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predicted, prompting the following model to attempt for precise predic-
tions on these instances.

Let us assume an adaptive boosting ensemble with three classifiers. 
Classifier 1 (clf1) initially classifies points (picture 1). Misclassified points 
gain higher weights, while correctly classified ones get lower weights. 
Classifier 2 (clf2) is trained with adjusted weights, shown in picture 2. 
This process continues with classifier 3 (clf3). Finally, an ensemble classi-
fier (clf4) is formed by combining the outputs of these three classifiers, as 
depicted in picture 4. This ensemble, created through adaptive resampling, 
illustrates the AdaBoost classifier’s functioning.

3.4.2.2 Gradient Boosting Machine
Gradient Boosting Machine (GBM) builds prediction models by combin-
ing smaller models, often represented as decision trees [21]. Like previ-
ous boosting methods, it uses an incremental approach but stands out for 
its ability to optimize differentiable loss functions. GBM is highly adapt-
able, making it suitable for diverse tasks, and it is compatible with vari-
ous programming languages and operating systems, ensuring excellent 
portability.

Gradient boosting is a highly effective method for building predictive 
models. These classifiers are based on AdaBoosting and weighted minimi-
zation, with a focus on reducing the loss or variance between actual and 
predicted class values. In gradient boosting, the weights of prior learners 
remain unchanged when adding new ones, unlike AdaBoosting where val-
ues are adjusted. GBM’s strength lies in its versatility, making it suitable 
for both binary and multi-class classification problems, as well as regres-
sion tasks.

3.4.2.3 XGBoost
XGBoost improves upon the GBM framework through system optimiza-
tions and algorithmic enhancements [22]. XGBoost employs cache-aware 
algorithms with internal buffers, prioritizes parallelization in tree con-
struction through nested loops, and offers control over the tree split pro-
cess using parameters like max depth. It has gained huge popularity in 
Kaggle competitions, where participants compete to create the most effec-
tive data prediction models.

XGBoost initially implemented in Python and R, and has expanded 
to include implementations in Java, Scala, Julia, Perl, and more. It inte-
grates well with tools like scikit-learn for Python and caret for R, as well as 
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distributed processing frameworks like Apache Spark and Dask. In 2019, 
XGBoost received the Technology of the Year award from InfoWorld.

3.4.2.4 LightGBM
The gradient boosting decision tree is a widely used artificial intelligence 
machine learning model that employs multiple elementary learners, itera-
tively training them to arrive at the optimal model. Within this domain, 
LightGBM emerges as a distributed and highly efficient framework [23]. It 
adopts a gradient boosted decision tree approach, refining a new decision 
tree by approximating the negative gradient of the loss function as the 
residual of the current decision tree.

In LightGBM, the gradient-based one-side sampling (GOSS) technique 
keeps data instances with significant gradients and randomly samples 
those with minor gradients. Gradients represent error slopes, crucial for 
finding optimal splits. Smaller gradients maintain accuracy in decision 
trees. This approach speeds up training by reducing data instances.

3.4.2.5 CatBoost
CatBoost is an open-source software package focused on providing top-tier 
performance in gradient boosting with decision trees [24]. During training, 
it constructs a sequence of trees, each with lower loss than the previous one, 
leading to unique tree structures. CatBoost automatically quantizes feature 
values, determining thresholds to create disjoint intervals for features and 
labels. It supports categorical data and offers a GPU-compatible version. It 
is known for its accuracy, robustness, practicality, and extensibility, and it 
is user-friendly. In addition, CatBoost can integrate seamlessly with deep 
learning frameworks like TensorFlow and Core ML.

CatBoost employs symmetric trees, ensuring consistent splitting condi-
tions at the same depth, while LightGBM and XGBoost create asymmetric 
trees with varying conditions. Symmetric trees aim for the lowest loss at 
each depth, offering computational speed, efficient evaluation, and over-
fitting control. LightGBM uses horizontal growth, making more compact 
models compared to XGBoost’s vertical growth. CatBoost and LightGBM 
outperform XGBoost, especially with larger datasets, despite all three gen-
erally delivering similar performance.

3.4.3 Voting Classifier

The voting classifier is a machine learning technique that combines predic-
tions from multiple models to make a final prediction. Instead of relying 



36   ◾   Intelligent Systems of Computing and Informatics

on a single model, it creates an ensemble of various models and deter-
mines the output class by either selecting the highest probability or the 
majority vote from these individual models [25]. This approach simplifies 
model selection and boosts accuracy by leveraging the collective knowl-
edge of the ensemble. Rather than training and assessing separate models 
independently, the voting classifier creates a single model that generates 
predictions based on the majority vote of the ensemble’s models for each 
output class.

3.4.4 Stacking Generalization

The utilization of stacking ensemble models plays a pivotal role in reduc-
ing both variance and bias, thereby enhancing the predictive capabilities 
of the model. Stacking ensemble model can be utilized to improve not only 
the accuracy of predictions but also to minimize variance in our compu-
tational framework.

To construct this ensemble model, multiple different base-learners can 
be used, each with its unique strengths and capabilities. The base-learners 
include kNN, SVM, DT, RF, etc. Each of these base-learners brings a dif-
ferent perspective and approach to the predictive task, contributing to a 
rich and robust ensemble. In ref [26], multi-layer perceptron, SVM, and RF 
algorithms are used as low-level learners in stacking generalization model.

3.4.5 Bagging and Boosting for Imbalance Classification

Both bagging and boosting algorithms have demonstrated their effective-
ness across a wide range of predictive modeling tasks. However, their suit-
ability diminishes when applied to classification problems characterized 
by a skewed class distribution. Despite their inherent strengths, these algo-
rithms struggle in the face of severe class imbalances. Nevertheless, vari-
ous modifications have been suggested to adjust their behavior and render 
them more adept at handling significant class imbalances. Consequently, 
this study delves into the examination of enhanced bagging and boosting 
algorithms tailored for imbalanced classification scenarios.

3.4.5.1 Bagging with Random Undersampling
One approach to adapting bagging for use in imbalanced classification 
scenarios involves performing data resampling on the dataset prior to 
fitting the weak learner model. This resampling involves either oversam-
pling the minority class or undersampling the majority class. Specifically, 
OverBagging refers to the technique of oversampling the minority class 
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within a dataset, while UnderBagging involves undersampling the domi-
nant class. The implementation of UnderBagging can be achieved through 
the utilization of the imbalanced learn package, which introduces a bag-
ging variation designed to balance the two classes. This is achieved by 
applying a random undersampling method to the majority class within a 
bootstrap sample.

3.4.5.2 Random Forest with Class Weighting
One simple method for adapting a decision tree to address unbalanced 
classification is by modifying the weight assigned to each class when cal-
culating the impurity score at a specified split point [27]. Impurity serves 
as a metric for assessing the degree of mixing within groups of samples 
for a given split in the training dataset. Typically, this is computed using 
metrics like Gini or entropy. By adjusting the formula, it is possible to bias 
it in favor of a minority class, which may result in some false positives 
for the dominant class. To achieve this, the class weight parameter within 
the RandomForestClassifier class can be employed. This parameter takes 
a dictionary containing a mapping between each class value (e.g., 0 and 1) 
and its associated weight.

3.4.5.3 Random Forest with Bootstrap Class Weighting
Since every decision tree is built from a bootstrap sample, wherein data 
points are randomly selected with replacement, the class distribution 
within each data sample can vary across different trees. This variability 
presents an opportunity to adapt class weighting by considering the class 
distribution within each bootstrap sample rather than the aggregate class 
distribution of the entire training dataset. This approach can potentially 
enhance the model’s robustness to class imbalances by tailoring the class 
weights to the specific characteristics of each subset, thereby potentially 
minimizing issues like overfitting to the majority class. An extensive 
empirical assessment of random forest algorithm constructed from imbal-
anced data was reported in [28].

3.4.5.4 Random Forest with Random Undersampling
Another highly effective strategy to improve the performance of random 
forests is the deliberate modification of the class distribution within the 
bootstrap samples through a process known as data resampling [29]. 
This approach is elegantly implemented in the imbalanced learn library, 
specifically within the BalancedRandomForestClassifier class. Balanced 
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random forest takes a unique approach by addressing class imbalance 
directly. Instead of leaving the class distribution within bootstrap samples 
to chance, it systematically employs random undersampling of the major-
ity class in each bootstrap sample.

The technique ensures that each subset used for building individual 
decision trees in the random forest ensemble has a balanced mix of minor-
ity and majority classes. Balanced random forest introduces class distribu-
tion control in each bootstrap sample, reducing class imbalance’s negative 
impact on performance. It is especially beneficial for skewed datasets, pre-
venting the model from favoring the majority class excessively and leading 
to fairer, more accurate predictions across all classes.

3.4.5.5 Easy Ensemble
Easy ensemble handles class imbalance by selecting all minority class 
instances and a subset from the majority class, using boosted decision 
trees, specifically AdaBoost, to process these subsets [30]. Instead of 
relying on pruned decision trees, easy ensemble harnesses the power of 
AdaBoost, a boosting algorithm renowned for its ability to enhance model 
performance.

AdaBoost works by fitting an initial decision tree on the dataset, serving 
as the starting point for the ensemble. It then assesses the errors made by 
this tree, assigning weights to each example in the dataset based on these 
errors. This crucial step prioritizes misclassified instances, directing more 
attention to them during subsequent training iterations while reducing the 
influence of correctly classified ones. Next, a decision tree is trained on 
the weighted dataset to correct AdaBoost-highlighted errors. This process 
iterates for a set number of decision trees, progressively emphasizing chal-
lenging instances. Easy ensemble repeats this process separately for sub-
sets from the majority class, generating diverse learners through multiple 
randomizations. Finally, the outputs of all these learners are thoughtfully 
combined to produce a robust and well-balanced ensemble model.

3.5 EXPERIMENTAL SETUP
The dataset under consideration consists of 46 samples classified as mal-
ware, while there are 336 samples labeled as benign. These samples are spe-
cifically stored in the Portable Executable (PE) format, commonly utilized 
in Windows operating systems. The PE format is essentially a data struc-
ture encompassing various elements such as executable code, Dynamic 
Link Library (DLL) files, Application Programming Interface (API) export 
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and import tables, as well as data associated with resource management. 
To facilitate the classification process, the PE header of all these samples 
is extracted. Moreover, a collection of DLL file names is assembled from 
these PE headers, forming a corpus of terms for subsequent use in clas-
sification tasks. This corpus encompasses both benign and malware DLLs.

The next step involves transforming this corpus into a matrix of Term 
Frequency-Inverse Document Frequency (TF-IDF) features. This trans-
formation is achieved by leveraging the TfidfVectorizer implementation 
within the Python Sklearn library. The resulting feature set, which essen-
tially represents the corpus of DLL file names, is subsequently divided into 
two distinct datasets: a training set comprising 67% of the data and a test-
ing set containing the remaining 33%. Note that the distribution of classes 
within this corpus is imbalanced, with the number of malware samples 
accounting for a mere 12% of the total samples. This inherent class imbal-
ance is a noteworthy characteristic of this dataset.

Five classical machine learning algorithms, two bagging algorithms, 
four boosting algorithms, a voting classifier with three base estimators, 
and a stacking method with three base estimators and a decision tree as 
its final estimator are employed for the purpose of malware detection 
using the generated corpus, which consists of a single feature derived from 
both benign and malware datasets. Given the inherent class imbalance in 
the dataset, four modified ensemble algorithms designed to address such 
imbalance in classification are also investigated.

The performance assessment of the proposed models is conducted uti-
lizing widely recognized evaluation metrics commonly applied to assess 
a variety of existing classifiers. These metrics encompass accuracy, true 
positive (TP), true negative (TN), false positive (FP), and false negative 
(FN). In our study, true positive (TP) represents the correct identification 
of benign applications, whereas TP and TN collectively measure the accu-
racy of classifying benign and malicious software. Conversely, FP and FN 
metrics measure the rate at which benign software is erroneously classified 
as malicious, and vice versa. The true negative rate (TNR), which mea-
sures the proportion of actual negatives correctly identified, is described 
by the following formula: TNR = TN/(TN + FP). The false negative rate 
(FNR) quantifies the proportion of all benign apps that are mistakenly 
identified as malicious apps and is calculated as: FNR = FN/(FN + TP). 
Finally, the overall accuracy measures the rate at which the actual labels 
of all instances are correctly predicted: accuracy = (TP + TN)/(TP + FP +  
TN + FN).
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3.6 RESULTS
Table 3.1 summarizes algorithm performance, including classical machine 
learning (kNN, SVM, DT, NB, and SGD), bagging (bagging-DT, RF, and 
ET), boosting (AdaBoost, GBM, XGBoost, LightGBM, and CatBoost), vot-
ing classifier, and stacking. Classical machine learning algorithms (kNN, 
SVM, DT) achieved 50–65% accuracy, with DT performing above 70%. 
Ensemble algorithms (boosting, voting, stacking) generally outperformed 
bagging. Boosting-based methods and voting/stacking achieved 66–70% 
accuracy, while bagging showed 63–65%. CatBoost and voting had the 
highest accuracy, exceeding 70%.

Initially, RF performed poorly due to dataset imbalance. This issue 
highlighted a common machine learning challenge: Bagging and boosting 
algorithms struggle with imbalanced class distributions. To address this 
and potentially enhance classification, we analyzed the dataset further. We 
explored modified algorithms like bagging-RU, RF-W, and RF-U, designed 
for imbalanced datasets. The goal was to see if these modifications could 
overcome class distribution challenges and improve performance.

As illustrated in Table 3.2, all three classifiers demonstrated good per-
formance, achieving accuracy levels exceeding 80%. The output predic-
tions generated by these algorithms were binary, falling into either the 
false or true categories.

TABLE 3.1 Performance of the Examined Algorithms

Classifier Accuracy (%)

kNN 51.47
SVM 52.94
DT 65.48
NB 70.56
SGD 71.88
Bagging-DT 65.01
RF 65.46
Extra tree 63.87
AdaBoost 68.65
GBM 66.76
XGBoost 67.19
LightGBM 66.74
CatBoost 70.59
Voting (kNN, DT, SGD) 71.11
Stacking [(kNN, DT, SGD), DT] 68.03
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TABLE 3.2 The Performance of the Imbalance Classifiers

Imbalance Classifier Configuration Accuracy (%)

Implementation with imblearn.ensemble library
Balanced bagging-RUS imblearn.ensemble; BalancedBaggingClassifier 

Classifier with default parameter
85.09

Balanced RF-RUS imblearn.ensemble; BalancedRandomForest 
Classifier with default parameter

88.64

Easy ensemble (bag of 
balanced boosted 
learners)

imblearn.ensemble; EasyEnsembleClassifier with 
default parameter

83.56

RUS-AdaBoost (RUS 
integrated into 
AdaBoost)

imblearn.ensemble; RUSBoostClassifier with 
default parameter

82.18

Implementation with class weighting using class_weight or scale_pos_weight parameters
RF-W RandomForestClassifier; class_weight="balanced" 83.21
RF-BW RandomForestClassifier; 

class_weight="balanced_subsample"
82.76

ET-W ExtraTreesClassifier; class_weight="balanced" 84.57
ET-BW ExtraTreesClassifier; 

class_weight="balanced_subsample"
88.28

XGBoost-W XGBClassifier; scale_pos_weight=88 85.72
LightGBM-W LGBMClassifier; class_weight="balanced" 83.24
LightGBM-W LGBMClassifier; scale_pos_weight=0.88 82.27
CatBoost-W CatBoostClassifier; class_weights=[0.12, 0.88] 86.18
Implementation of random oversampling using RandomOverSampler library with 

SMOTE
kNN-ROS 85.00
SVM-ROS 84.55
DT-ROS 90.45
Bagging-ROS 90.00
RF-ROS 87.73
ET-ROS 88.64
AdaBoost-ROS 90.45
GBM-ROS 90.91
XGBoost-ROS 90.91
LightGBM-ROS 82.27
CatBoost-ROS 90.45
Implementation of random undersampling using RandomUnderSampler library
kNN-RUS 85.45
SVM-RUS 84.55
DT-RUS 90.45
Bagging-RUS 91.36

(Continued)
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However, in the real-world context of malware detection, the primary 
emphasis lies in minimizing the false positive rate (FPR) while simultane-
ously maximizing the true positive rate (TPR) of detection. These metrics 
are essential in evaluating the classifier’s effectiveness. The FPR and TPR 
are computed using the following formulae:

 = +FalsePositiveRate (FPR): FPR FP/(FP TN)

 ( ) = +TruePositiveRate TPR : TPR TP/(TP FN)

Where FP represents the number of false positives, TN denotes the num-
ber of true negatives, TP signifies the count of true positives and FN cor-
responds to the number of false negatives. To obtain the optimal balance 
between the FPR and TPR, we employed a prediction probability ranging 
from 0 to 1. In this context, values approaching 0 denote true negatives, 
whereas values approaching 1 represent true positives. Leveraging this 
approach in conjunction with the aforementioned formulae, we observed 
encouraging results for the modified algorithms.

Specifically, the bagging-RU algorithm required an FPR of 7.27% to 
achieve a TPR of 52.94%. Notably, it managed to maximize the TPR at an 
impressive 82.35% while maintaining an FPR of 11.82%. The RF-W algo-
rithm exhibited noteworthy performance, requiring an FPR of 5.45% to 
obtain a TPR of 70.59%. Remarkably, it reached its peak TPR, shoot up to 
94.12%, at an FPR of 13.64%.

Lastly, the RF-U algorithm demanded an FPR of 10.9% to secure a TPR 
of 58.8%. Its optimal TPR, peaking at 82.35%, was achieved with an FPR 
of 14.55%. These findings underscore the adaptability of these modified 
algorithms in achieving a finely tuned balance between false positives and 
true positives, a crucial facet in real-world malware detection scenarios.

TABLE 3.2 (Continued) The Performance of the Imbalance Classifiers

Imbalance Classifier Configuration Accuracy (%)

RF-RUS 89.09
ET-RUS 87.73
AdaBoost-RUS 90.45
GBM-RUS 90.91
XGBoost-RUS 90.91
LightGBM-RUS 82.27
CatBoost-RUS 90.45
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3.7 CONCLUSION
In this study, the task of classifying malware was accomplished by utiliz-
ing a single feature, specifically the list of DLL files present in the execut-
able code of both the benign and malware datasets. This approach yielded 
an efficient and lightweight implementation, making it particularly well-
suited for resource-constrained devices. The findings of our study revealed 
that, among the classical machine learning algorithms, the NB and SGD 
models exhibited the highest level of accuracy. Notably, algorithms 
founded on the boosting methodology consistently outperformed those 
based on the bagging technique. Standard bagging and RF, both based on 
bagging approach, performed poorly due to class imbalance between the 
benign and malware categories. On the other hand, boosting algorithms, 
including AdaBoost, GBM, XGBoost, and CatBoost, demonstrated strong 
performance. AdaBoost and CatBoost, in particular, achieved accuracy 
levels surpassing 70%. To address the class imbalance issue, we explored 
modified bagging algorithms, namely, bagging-RU, RF-W, and RF-U. 
Among these, RF-W stood out by delivering the highest accuracy, achiev-
ing a TPR of 94.12% at an FPR of 13.64%.

Collectively, the three imbalance classifiers consistently outperformed 
the other algorithms, showcasing their effectiveness in adapting to imbal-
ance distribution of class in the dataset. In future works, it may be beneficial 
to explore other features to enhance detection accuracy while concurrently 
reducing the FPR and maximizing the TPR. In addition, the investigation 
of deep learning techniques such as convolutional neural networks, recur-
rent neural networks, and long short-term memory (LSTM) models holds 
promise for further advancing the field of malware detection.
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Based Emotion 
Recognition Using 
Binary Bat Algorithm 
and Least Square 
Support Vector Machine

Farzana Kabir Ahmad and Siti Sakira Kamaruddin

4.1 INTRODUCTION
Human emotion is mainly associated with thought, feeling, and behav-
ioral responses, and it plays a vital role in decision-making, communica-
tion, and learning process. Emotion recognition is a fascinating research 
field that aims to get insight into human emotional states and gives the 
ability to recognize them properly. The need of computers to be able to 
detect and interact with user’s emotion states is a growing research inter-
est (Gannouni et al., 2021). In the past decades, many researchers have 
attempted to recognize human emotion through various approaches, such 
as facial expression, speech recognition, or gestures of the body. However, 
these approaches were considered unreliable since users can control their 
facial expressions, prosody, or body movements which could affect the 
ultimate emotion recognition results.

https://doi.org/10.1201/9781003400387-4


48   ◾   Intelligent Systems of Computing and Informatics

Human emotion recognition by using brain signals has become an 
emerging research area. EEG is one of the approaches used for recogniz-
ing human emotions through brain signals. Such signals are recorded and 
monitored based on the brain electricity that is generated from electrodes 
placed on human scalp. Signals obtained from EEG have been known to 
provide effective information on both mental and emotional activities as it 
measures brain waves that are produced when neurons communicate. In 
the past, EEG device had been widely used in medical domain typically to 
detect epilepsy and seizures (Shoeibi et al., 2022). Availability of portable, 
easy to operate, and inexpensive wireless EEG has attracted many recent 
researchers to use it in recognizing human emotion. In addition, several 
public repositories have been established to permit researchers to work on 
analyzing and enhancing techniques that could handle large scale of EEG 
signals data. Although EEG signals provide detailed information about 
human emotional states, it is not an easy task to infer the user’s mental 
state from those same signals.

The nature of EEG signals is often complicated, unsettled, nonlinear, 
and random mainly due to the complex interconnections among neurons. 
Hence, the analysis of nonlinear and chaotic characteristics of EEG signals 
is a substantial problem. As a result, a thorough analysis is required to pro-
cess and analyze such complex EEG signals. Moreover, the EEG signals are 
subject to high dimensionality features, which require further attention. 
The process of EEG classification starts with the stimulus that provokes 
brain signals which are later recorded. The recorded EEG signals undergo 
a preprocessing phase in which the noisy data is eliminated and resulting 
signals are ready to be used as an input for feature extraction phase. The 
features that are extracted are then used to classify the signals. However, as 
the number of features that are extracted is massive, obtaining results can 
be cumbersome. As a result, feature selection and channel selection meth-
ods are used. These play an essential role in enhancing the classification 
performance, reducing model complexity, and increasing the performance 
of subsequent process (Ahmad & Tuaimah, 2021; AL-Dyani et al., 2020).

Feature selection (FS) is one of the crucial steps in building machine 
learning model for real-world problems. The main objective of FS is to 
select informative features and remove irrelevant features from dataset to 
facilitate any data mining task. Hence, FS is essential to reduce the high 
dimensionality of space and address the overfitting problem. Moreover, 
adding redundant features reduces the generalization capability of the 
model and may also reduce the overall accuracy of a classifier. Besides, 
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large number of feature space increases the overall complexity of the 
model and makes it difficult to understand the underlying information.

In a nutshell, FS can be categorized into two types: filter-based FS and 
wrapper-based FS. Filter-based FS generally ranks each feature according 
to univariate score such as signal-to-noise ratio (SNR), Euclidean distance 
(ED) and only the highest ranks are selected to be trained by classifier. 
Although filter-based FS is the simplest form of variable selection, this 
method is highly dependent on human intervention to determine the 
threshold. Moreover, the relationship between features is not taken into 
consideration in this underlying case. Wrapper-based FS, on the other 
hand, is a method that embed FS with classification process. In the wrap-
per-based method, a search is conducted in the space of features, evaluat-
ing the goodness of each found subset by the estimation of the accuracy 
percentage of the specific classifier to be used, then training the classi-
fier only with the relevant subset of features. Nonetheless, these two FS 
approaches still suffer from some drawbacks such as the subset feature 
selected can be trapped in local optima and may trigger a high compu-
tational cost. Moreover, they tend to perform global searches to find the 
optimal features, yet it is impossible in most cases.

Swarm intelligence is a new and rising paradigm within bio-inspired 
computing which is able to find optimal features with global searchabil-
ity (Slowik & Kwasnicka, 2018). These algorithms are based on the social 
behavior of organisms, not on their genetic adaptation. Swarm intelligence 
involves the execution of collective intelligence in groups of simple agents 
that depend on the behaviors of real-world animal or insect swarms as 
a tool for problem-solving. There are some popular swarm-based algo-
rithms that have been used in EEG field studies. Genetic Algorithm (GA), 
Artificial Bee Colony (ABC), Particle Swarm Optimization (PSO), Ant 
Colony Optimization (ACO), and Firefly Algorithm (FA) have been suc-
cessfully utilized to discover the optimal feature subset. However, despite 
the excellent findings, most of these algorithms have a poor convergence 
rate and are entrapped in local optima. Moreover, based on “No Free 
Lunch” (NFL) theorem, none of swarm intelligence methods can handle 
all optimization problems. Therefore, this research aims to explore the 
binary bat algorithm (BBA) in selecting the relevant EEG features and 
train these features using least square support vector machine (LSSVM). 
The structure of this chapter is as follows. Section 4.2 explores the swarm 
intelligence-based feature selection in EEG studies. The proposed meth-
odology which includes BBA and LSSVM is described in detail in 
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Section 4.3. Section 4.4 on the other hand presents the experimental 
results and discussion. Finally, the conclusion is given in Section 4.5.

4.2  SWARM INTELLIGENCE-BASED FEATURE SELECTION 
IN ELECTROENCEPHALOGRAM STUDIES

Over past several years, swarm intelligence techniques have been proposed 
by many researchers to solve the optimization problem. As massive data 
has been generated due to the new technologies that were invented, the 
need for efficient algorithms has become inevitable. In the study of EEG 
data signals, several algorithms have been inspired to overcome the com-
plexity of immense features, specifically related to the optimization prob-
lems which are multi-objective problems (Satchidananda Dehuri et al., 
2015). Swarm intelligence is a new and rising paradigm within bio-inspired 
computing intended for employing adaptive systems. Swarm intelligence 
algorithms are based on the social behavior of organisms, not on their 
genetic adaptation. Swarm intelligence involves the execution of collective 
intelligence in groups of simple agents that depend on the behavior of real-
world animal or insect swarms as a tool of problem-solving.

Several algorithms have been proposed in the study of EEG data and 
this chapter reviews some of the most popular swarm-based benchmark 
algorithms that have been used in EEG field studies and have shown sig-
nificant performance, including PSO, ABC, ACO algorithms (Tzanetos & 
Dounias, 2020). Please take note that although GA is a heuristic algorithm, 
its description is given as it is among popular benchmark techniques used 
in EEG data analysis.

4.2.1 Genetic Algorithm

GA uses principles of natural evolution (Shon et al., 2018). This algorithm 
evolved to find the (close to) optimal solution for chromosomes to main-
tain survival based on stochastic optimization. It has been implemented in 
several research areas to find the most useful solutions (e.g., job scheduling, 
pattern recognition, networks, etc.). The algorithm carries a fixed number of 
chromosomes, which might be represented in binary code, with operators 
for crossover and mutation. Each of these binary chromosomes, along with 
a fitness function operator, is represented as a solution. These solutions are 
considered to produce a new solution within the searching procedure.

4.2.2 Practical Swarm Optimization

PSO is a strategy used for enhancing hard numerical functions in 
view of the analogy of social practices of herds of winged animals and 
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schools of fish (Zhiping et al., 2010). It is a developmental calculation 
system in light of swarm insight. A swarm consists of people, called 
particles, which change their situations after some time. Every molecule 
represents a potential answer for the issue. In a PSO framework, par-
ticles fly around in a multidimensional seeking space. Amid its flight, 
every molecule alters its situation as indicated by its own experience 
and the experience of its neighboring particles to find the best solu-
tions. The impact is that particles move toward the better arrangement 
regions while keeping up the capacity to look through a wide region 
around the better arrangement territories. The execution of every mol-
ecule is estimated by a pre-characterized wellness work, which is iden-
tified with the issue being unraveled. The PSO has been observed to 
be strong and quick at fathoming nonlinear, non-differentiable, and 
multi-modular issues. Mathematically, a molecule in PSO is a vector in 
a 𝑁-dimensional parameter space, and its position x and speed v change 
according to the following equations:
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where xi j
t  , and vi j

t   , are the jth components of the ith particle’s posi-
tion and velocity, respectively for each iteration t. Therefore, pi j  , is the 
jth component of p, the best position that the ith particle has found 
so far, and g j is the jth component of g, the best position found by the 
swarm. The impacts of p and g on the particle’s motion are controlled 
by two steady parameters, c1 and c2, and two autonomous irregular fac-
tors, η1 and η2, consistently distributed in [0, 1]. The particle’s motion 
is additionally impacted by the speed at the previous cycle, and this 
impact is controlled by inactivity parameter ω. c1 and c2 are constants 
set by the experimenter that decide the harmony between the misuse of 
a potential arrangement (development toward g) and investigation for 
new arrangement (development toward p). In every cycle, p and g are 
refreshed if a situation with better fitness is found. This is the primary 
element of the PSO algorithm: Each particle utilizes the data of its own 
history and the swarm’s history, together with irregular irritations, to 
look for the global optima. The PSO algorithm iteratively refreshes the 
speed and position of every particle, moving every one of them around 
the parameter space until the point when the best global arrangement g 
achieves the coveted fitness.
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4.2.3 Artificial Bee Colony

ABC is a prevalent algorithm mimicking the real canny scrounging activi-
ties of a bumble bee swarm. In the ABC algorithm, the state of counterfeit 
honeybees consists of three arrangements of honeybees: utilized honey-
bees, passerby honeybees, and scout honeybees. The spectator honeybees 
play out a move to demonstrate the location of a nourishment source, and 
the utilized honeybees go to this sustenance source. The investigator hon-
eybees convey a hunt to discover new sustenance sources haphazardly. 
The locations of new sustenance sources symbolize new likely solutions to 
the improvement issue, and the nectar amount of a nourishment source 
alludes to the quality (fitness) of the related arrangement.

A swarm of honeybees is made and afterward continues haphazardly 
inside a two-dimensional hunt space. At the point when the honeybees 
discover an objective nourishment source/nectar, the honeybees begin 
cooperating, and the arrangement of the issue can be acquired from these 
communications’ force. An irregular introduction of populace solutions  
(xi = 1, 2, …, D) is prepared on the D-dimensional space of the issue. A uti-
lized honeybee makes a modification for the location (arrangement) inside 
her memory space regarding the neighborhood data (visual data) and checks 
the real nectar amount (fitness esteem) of the new source (new arrangement).

Given that the nectar amount of the new source is more prominent than 
that of the earlier one, the honeybee remembers the most current location 
and overlooks the previous one. At last, after every single utilized hon-
eybee finishes the hunt strategy, they share this nectar source data and 
their locations with the passerby honeybees inside the move region. Over 
the accompanying advance, proliferation, in light of the probability esti-
mation of the nourishment source, the specific fake spectator honeybee 
chooses a wellspring of sustenance by following a detailed capacity:

 P fit
fiti

n
FN

n
=

∑ =1
 (4.3)

where, Pi is the sustenance source; FN is the nourishment source number, 
which is equivalent to the quantity of utilized honey bees; and fit beta I 
is the arrangement fitness esteem I, which is corresponding to the nectar 
source amount inside the location I. Inside the last advance, substitution of 
honeybee and choice, if a location can’t be improved further by means of a 
settled number of rounds, at that point that sustenance source is presumed 
to be relinquished.
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After every chosen source location is generated and afterward evaluated 
by the fake honeybees, its viability is contrasted with that of the old one. In 
this way, if the updated one has a comparable or stunningly better nectar 
source than the old one, the old one is overlooked and supplanted with the 
updated one, or else the old sustenance source is put away in the memory. 
The nearby hunt usefulness of the ABC algorithm is needy upon neighbor-
hood seek and in addition covetous choice mechanisms executed by uti-
lized and passerby honeybees. The genuine worldwide pursuit usefulness 
of the algorithm relies on an irregular inquiry methodology executed by 
scouts and upon a neighbor arrangement generation mechanism executed 
by utilized and spectator honeybees. In the ABC algorithm, a neighbor-
ing sustenance source’s position is dictated by changing one haphazardly 
chosen parameter while the rest of the parameters are unaltered, as in the 
accompanying expression:

 x x u x xij
new

ij
old

ij
old

kj( )= + −   (4.4)

where k i≠  and (k and i) ∈{1,2, …, Eb}. The multiplier u represents a ran-
dom number between –1 and 1, and j∈{1,2, …, D}. Hence, xij represents the 
jth parameter of a solution xi that is selected to be customized. As the food 
source’s position is abandoned, the employed bees related to it become 
scouts.

In the ABC algorithm, scouts produce a completely new food source 
position as follows:

 x min u max mini
j new

i
j

i
j

i
j( )= + −  ( )  (4.5)

where equation (4.4) applies to all j parameters.

4.2.4 Ant Colony Optimization

ACO is based on the foraging behavior of an ant seeking a path between 
its colony and source food. Initially, it was used to solve the well-known 
traveling salesman problem. Now, it is used for solving different hard 
optimization problems. Ants are social insects. They live in colonies. The 
behavior of the ants is controlled by the goal of searching for food. While 
searching, ants roam around their colonies. An ant repeatedly hops from 
one place to another to find food. While moving, it deposits an organic 
compound called pheromone on the ground. Ants communicate with 
each other via pheromone trails. When an ant finds some amount of food 
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it carries as much as it can carry. When returning it deposits pheromone 
on the paths based on the quantity and quality of the food. Ants can smell 
pheromone. So, other ants can smell the pheromone trail and follow that 
path as depicted in Figure 4.1. The higher pheromone level has a higher 
probability of that path being chosen and as more ants follow the path, the 
amount of pheromone will also increase on that path. Figure 4.2 shows the 
flowchart of ACO.

4.3  BINARY BAT ALGORITHM AND LEAST SQUARE  
SUPPORT VECTOR MACHINE

This study has proposed the BBA for selecting the relevant EEG features 
and trained these features using LSSVM. The proposed methodology 
is illustrated in Figure 4.3, which consist of five phases namely, (a) EEG 
data acquisition, (b) data preprocessing, (c) features extraction, (d) feature 
selection and classification, and (e) evaluation. Each phase is explained in 
detail in the following sections.

4.3.1 Phase I: EEG Data Acquisition

Data acquisition is the process of sampling signals that measure real-
word physical conditions, and converting the resulting samples into digi-
tal numeric values that can be manipulated by a computer. In emotion 

FIGURE 4.1 Mechanism of Ant Colony Optimization.
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recognition research, several EEG public databases have been created to 
study the human emotion state in different situations/conditions. These 
datasets vary from one to another in terms of number of electrodes used, 
subjects, and series of trials. They also differ in terms of the kind of stim-
uli, as human emotions can be evoked by several kinds of stimuli, such 
as auditory, visual, and combined. The key idea of using public dataset is 
that researchers can use them as a benchmark to analyze and examine the 
effectiveness of their proposed methods.

In this study, DEAP dataset (Koelstra, 2011) has been examined. DEAP 
dataset is a multimodal dataset for humans full of feeling state exami-
nation. Both EEG and peripheral physiological signs of 32 subjects were 

FIGURE 4.2 The flowchart of Ant Colony Optimization.
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recorded utilizing varying media boosts. Varying medias such as music or 
pictures were utilized to instigate subjects’ emotions, thus prompts better 
data nature of EEG signals. Each subject was required to watch 40 music 
recordings for 1 minute each. After every moment of viewing the music-
video, the subjects were solicited to round out the scale a self-evaluation of 
their emotion levels for example arousal, valence, predominance, and lik-
ing, based on the self-appraisal puppets (SAM) technique. Table 4.1 shows 
the summary description of DEAP dataset.

FIGURE 4.3 The Proposed BBA-LSSVM for EEG Signals Analysis.

TABLE 4.1 Summary Description of DEAP Dataset

Dataset Stimulus Label Channels Participants Frequency Classes

DEAP Music/Video SAM 32 32 128 Stress/Calm
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4.3.2 Phase II: Data Preprocessing

The recorded EEG data were preprocessed and stored in 32.mat (MATLAB®) 
documents, in a shape of three-dimensional array (i.e., music-video/trial × 
channel × data), where each record has information chiefly for one sub-
ject; each document of the information incorporates two clusters (Data 
and Labels) as depicted in Table 4.2.

The 40 channels in each file include the 32 channels of the brain (EEG) 
as well as physiological signals from EOG, EMG, GSR, respiration belt, 
plethysmography, and temperature. In the current research, only the EEG 
signals are analyzed.

4.3.3 Phase III: Feature Extraction

In this study, discrete wavelet packet transform (DWPT) (Ong et al., 2017), 
which belong to time-frequency feature extraction techniques, is used. 
DWPT is a popular technique that decomposes signals in smaller pack-
ets, known as decomposing trees. The entropy values of these packets later 
form feature vectors that are used in subsequent analysis.

4.3.4 Phase IV: Feature Selection and Classification

The high dimensionality feature space generated over the large volume of 
extracted brain signals includes noise, sparse and uninformative features, 
which mislead the detection method and eventually reduce the overall 
accuracy of recognition models. As a result, the FS phase becomes a fun-
damental step to select the optimal feature subset and enhance the per-
formance of the emotion recognition models. Wrapper-based FS methods 
based on binary swarm intelligence algorithms have shown promising 
performance. Subsequent sections discuss wrapper FS method based on 
the LSSVM and BBA algorithm.

4.3.4.1 Least Square Support Vector Machine
LSSVM was recently proposed to be the solution to the problem involving 
the equality limitation of the original SVM by solving a system of linear 
equations. In addition, LSSVM is easy to train and takes less computational 
effort compared with the original SVM. The essential instruction rules of 

TABLE 4.2 Contents of Each Subject File

Array Name Array Shape Array Contents

Data 40 × 40 × 8064 Music-video/trial × channel × data
Labels 40 × 4 Music-video/trial × label (valence, arousal, dominance, liking)
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whether to use SVM or LSSVM depends on determining the optimal hyper-
plane in which the predicted classification error regarding test samples can 
be minimized. The perfect hyperplane is usually the one that maximizes the 
margins. Maximizing margins can increase the capability of generalization. 
SVM employs a regularization parameter (C) that allows accommodation of 
outliers and enables error of test samples. Usually, the three common kernels 
related to SVM-based classifiers are used in order to avoid the optimization 
problem of hyperplane creation that usually happens in large-scale samples. 
These kernel functions are linear, multi-layer perceptron, and RBF. LSSVM, 
including a kernel function, has two essential parameters that play basic 
roles in identifying the performance of the classifier. These two parameters 
are the smoothing parameter σ and regularization parameter γ. Different 
values of these parameters continuously show different performance of the 
classifier. To tune these two values, numerous studies have depended on the 
default values of the classifier or the grid search method. In this study, these 
parameters will be tuned using BBA.

4.3.4.2 Binary Bat Algorithm
BBA is an algorithm developed on the basis of echolocation property of 
microbats. Echoes of bats are used as medium of communication to identify 
various types of insects, detecting the direction and distance of their prey as 
well as avoiding bumping with other close objects while moving in complete 
darkness. Generally, BBA consists of four main stages that are as follows:

i. Initializing bat population: The population of bats is initialized using 
randomly selected values to find an optimal solution for the given 
problem in the D-dimensional search area. The solution that is found 
by the population is evaluated using Equation (4.6)

 x x x xij min max minϕ( )= + −         (4.6)

where xmin and xmax are lower and higher borders for the dimension 
space j = 1, 2, …, D, while i = 1, 2, 3, …, N, is the population number 
of BA. ϕ is a randomly generated value from [0, 1].

ii. Updating frequency (f), velocity (v), and new solution (xi): the posi-
tion xi and velocity vi of every bat in a D-dimensional search space 
are updated based on Equations (4.7), (4.8), and (4.9):

 f f f fi β= + −( ) ,min max min  (4.7)
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t
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i= + −− −( )1 1
*  (4.8)

 x x vi
t

i
t

i
t= +− ,1  (4.9)

iii. Updating r and A: In reality, when a bat finds its prey, the A normally 
decreases, while r increases. Indeed, both A and r are updated using 
Equation (10) and Equation (11),

 A Ai
t

i
tα=+       , 1
   (4.10)

 r r exp ti
t

i γ( )= − − 
+       1   1 0  (4.11)

where γ and α are constants; α is the cooling aspect of a cooling 
schedule in simulated annealing algorithm.

iv. Evaluation, saving, and ranking best solutions: After updating both 
A and r, an evaluation process is carried out to evaluate newly gener-
ated solutions for all bats. If the obtained solutions satisfy the given 
condition, then they will be archived conditionally as the best solu-
tions. Finally, a ranking process will be performed on all bats to find 
the current best solution (x*). Figure 4.4 shows the flowchart of BBA.

4.3.5 Evaluation

This study has used several evaluation methods to assess the performance 
of their investigated methods: for example, accuracy, specificity, sensitiv-
ity, and F-score. Table 4.3 shows the definitions of some evaluation crite-
ria: TP and TN are the true positive and true negative points, respectively, 
and FP and FN are the false positive and false negative points.

4.4 EXPERIMENTAL RESULTS AND DISCUSSION
This section presents the experimental results of EEG-based emotion rec-
ognition that are obtained when tested on BBA-LSSVM techniques. In this 
study, the proposed technique is benchmarked with several other swarm 
intelligence techniques such as GA, PSO, ABC, and ACO. These tech-
niques were applied to the DEAP dataset as explained in previous section. 
Several metrics are tested to determine the performance of the proposed 
technique. Figure 4.5 shows the execution time that are recorded for BBA 
and other techniques. Based on this results, BBA has achieved the execu-
tion time of 9.92 second while ACO and ABC have less computational time 
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with 8.67 and 8.84 seconds, respectively. These results reveal that BBA has 
the capacity to produce meaningful information even with few extra sec-
onds. More explanation on this point can be described by Figure 4.6.

Figure 4.6 depicts the accuracy as well as the number of selected feature 
achieved by different swarm intelligence techniques. The highest accuracy 
is obtained by BBA, i.e., 89.8%, with 102 features selected from the 188 
features. PSO on the other hand has achieved 88.1% of accuracy and 100 
features being selected. These results show the ability of BBA to balance 
the exploration and exploitation in comparison to PSO. Other techniques 
such as ABC and ACO tend to fall in local optima and are not able to 

FIGURE 4.4 The flowchart of BBA.
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perform global search. Even though BBA and PSO have more computa-
tional times relative to ABC and ACO, findings in Figure 4.6 offers prom-
ising results. The proposed algorithm achieved the maximum accuracy of 
86.76% and 80.83%, and the mean accuracy obtained is 85.51% ± 0.07 and 
80.97% ± 0.08 for valence and arousal emotions classification, respectively.

TABLE 4.3 Evaluation Metrics

Formula Description

Accuracy TP TN
TP TN FP FN

= +
+ + +

   
Accuracy is calculated by dividing the number of correct 
decisions by the total number of cases

Specificity TN
FP TN

=
+

Specificity is calculated by dividing the number of true 
negative decisions by the number of actual negative case

Sensitivity TP
TP FN

=
+

 
Sensitivity is calculated by dividing the number of true 
positive decisions by the number of actual positive cases

Precision TP
TP FP

=
+

 
Precision (P) is the ratio of the number of relevant classes 
retrieved to the total number of irrelevant and relevant 
classes retrieved

Recall TP
TP FN

=
+

   
Recall (R) is the ratio of the number of relevant classes 
retrieved to the total number of relevant classes

2. .Fscore P R
P R

=
+ ′

F-score is a measure of a test’s accuracy. Both precision 
and recall are considered to measure F-score. The 
F-score can be interpreted as a weighted average of the 
precision and recall. F-score reaches its best value at 1 
and its worst value at 0

FIGURE 4.5 The execution time of BBA and other benchmarked algorithms.
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To verify the performance of proposed techniques, BBA and LSSVM, 
this study has measured the performance by testing it with several metrics 
as illustrated in Figure 4.7. Five metrics are measured such as specificity, 
sensitivity, precision, recall, and f-score. The BBA-LSSVM has achieved 
an average performance of 92%, 90%, 90%, 99%, and 96% of specificity, 

FIGURE 4.6 The accuracy and number of selected features obtained using differ-
ent swarm intelligence techniques.

FIGURE 4.7 Performance metrics of BBA and other techniques trained using 
LSSVM.
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sensitivity, precision, recall, and f-score. These results have outperformed 
other benchmarks techniques, such PSO, and GA being in second and 
third rank.

4.5 CONCLUSION
EEG is a remarkable tool to measure brain waves that help in determin-
ing human emotion. With various public data sources available on inter-
net, the exploration of human emotion using recent swarm intelligence 
techniques is feasible. EEG signals are often complex, nonlinear, and cha-
otic in nature, which makes it difficult to extract features from such high- 
dimensional signals. Hence, this study aims to propose the BBA-LSSVM 
to detect informative features in emotion recognition using EEG signals. 
Rigorous analysis has been conducted on DEAP dataset and several metrics 
such as execution time, accuracy, number of selected features, specificity, 
sensitivity, precision, recall, and f-score have been measured to determine 
the performance of proposed technique. The experimental results have 
shown that BBA-LSSM has achieved highest accuracy of 89.8%, with 102 
features selected from the 188 features. The maximum accuracy of 86.76% 
and 80.83%, and the mean accuracy of 85.51% ± 0.07 and 80.97% ± 0.08 
for valence and arousal emotions classification are recorded respectively. 
These results have shown the ability of BBA to balance the exploration 
and exploitation in selecting informative features for better emotions clas-
sification. Regardless these promising results, in the future more swarm 
intelligence techniques need to be tested on different datasets to determine 
the quality of selected features.
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5.1 INTRODUCTION
An increasing amount of natural language text, as opposed to structured 
databases, is overwhelming the repository of world knowledge. Humans 
are generating vast quantities of textual data due to advancements in 
Information Technology and the widespread adoption of social media 
platforms. The rapid increase in textual data has generated significant 
research interest in the field of text mining. However, the high dimen-
sionality of text and the lack of formal structure in documents pose 
challenges in extracting and mining essential information from large 
volumes of text data. Mining text to detect anomalies is a field that is 
gaining relevance due to its ability to unearth intriguing, uncommon 
patterns concealed in the vast amount of textual data. Text anomalies 
refer to implicit knowledge that differs from the comprehensive infor-
mation found in textual data. A diverse array of disciplines, including 
statistics, machine learning, data mining, information theory, and natu-
ral language processing (NLP) (Chandola et al., 2009), contribute to the 
assortment of approaches utilized in text anomaly detection, also known 
as outlier detection.

Statistics-based methods are deemed inappropriate due to the large 
dimensionality of text data and the requirement for prior knowledge of 
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data distribution. The distance-based approach, investigated by Agyemang 
et al. (2005) and Miller and Myers (2001), is adequate, but as the dimension-
ality of datasets increases, distance loses some of its significance. On the 
other hand, the classification-based method, as explored by Manevitz and 
Yousef (2001), is only appropriate if there is a clear distinction between the 
anomaly classes and the normal classes. In the clustering-based approach, 
anomalies are data objects that do not belong to any clusters (as described 
in Miller and Browning (2003), Montes-y-Gómez et al. (2002), and Cooley 
et al. (1997)). These methods appear to be slow because it is unclear how 
the data are grouped and because anomalies are typically clustering by-
products. As a result, in comparison to other specialized techniques, 
clustering algorithms are not tuned to discover anomalies. Furthermore, 
a distance calculation between the data items is used by the majority of 
cluster-based algorithms.

However, a deviation-based detection method offers a significant ben-
efit because it linearly processes high-dimensional data (Xie et al., 2006). 
The deviation-based method examines the key properties of the items in a 
group and discovers anomalies using a dissimilarity function. Anomalies 
are objects that differ from these properties. Hence, the deviation-based 
approach is more favorable when dealing with datasets in which the dif-
ferentiation between normal and abnormal data is not as apparent as in 
the subjective text underpinning this study. As mentioned in Arning et al. 
(1996), Xie et al., (2006), and Zhang and Feng (2009), this technique offers 
linear complexity. However, the dissimilarity function, which is the meth-
od’s central component, must be generally applicable to all types of data, 
which is a challenging requirement.

This study focuses on the discovery of knowledge through anomaly 
detection in text using the sequential exception technique (SET). SET was 
adapted by employing a cosine similarity function to replace the vari-
ance calculation. The adapted SET was tested on two datasets namely the 
ENRON email corpus and the 20 Newsgroup (20NG) dataset. Results 
are promising and indicate that the method can be further explored and 
enhanced to increase the performance in identifying anomalies in textual 
data.

This chapter is organized as follows: In Section 5.1, we gave some basic 
introductions to the topic. Section 5.2 discusses the existing text anomaly 
detection methods. Section 5.3 is devoted to describing SET. Section 5.4 
details the methodology of this study followed by Section 5.5 which dis-
cusses the results. The conclusion is presented in Section 5.6.
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5.2 TEXT ANOMALY DETECTION METHODS
As reviewed in Chandola et al. (2009) and Pang et al. (2021), the anomaly 
detection methods proposed for data which are structured or categorical 
might not be suitable for handling unstructured text. The high dimension-
ality and the sparseness of text cause the development of appropriate text 
anomaly detection methods more challenging. Machine learning methods 
are typically used to overcome these challenges as it involves the develop-
ment of algorithms to enable computers to automatically learn the anoma-
lies from existing example data. There is very little work that addresses 
anomaly detection in text. Among them, the classification and clustering-
based methods are more prevalent.

Methods based on classification involve building a model from pro-
vided examples or training data. The classification-based approach seeks 
to teach the system from pre-classified training examples. In solving the 
text anomaly detection problem, these methods often assign text to one 
of the known anomaly or normal classes, i.e., in supervised learning; a 
learning algorithm is developed to learn the relationship between text 
documents with known training data. In this case, the training data may 
contain a pre-classified set of example anomalies. Neural network (NN) 
and support vector machine (SVM) are the most common classification-
based methods used to solve the text anomaly detection problem. NN has 
been explored by Manevitz and Yousef (2001) for the reason that during 
the training of the network, only a limited number of parameters involve 
optimization. Another reason is no prior assumptions of the data char-
acteristics are required. However, the main limitation that hinders the 
wide application of NN is the time it takes to process and converge espe-
cially when high-dimensional text data are considered. SVM has been 
used to detect anomalies in the works of Manevitz and Yousef (2001) 
and Srivastava et al. (2006). Within SVM, the training data is structured 
into two predefined categories, namely normal and anomaly. The SVM 
algorithm functions by constructing a model that maps these training 
instances onto a high-dimensional vector space, effectively differentiat-
ing between the normal and deviating data points. Classification-based 
method for anomaly detection is very efficient if a predefined anomaly 
category is available, nevertheless, in real-life cases, preparing a cor-
rectly annotated corpus is challenging. In most cases, the anomalies are 
unknown therefore methods based on text classification are considered 
not suitable for this situation. Furthermore, the computation cost can be 
high for a very large dataset.
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The clustering-based method is an unsupervised learning method that 
involves learning patterns without any examples. In unsupervised learn-
ing, training data and predetermined classes are not provided. Applied 
to the text anomaly detection problem, the clustering-based method typi-
cally groups text automatically into different clusters based on their dif-
ferences. Clustering is a popular method for anomaly detection among 
researchers especially when categorical data are considered. Items that 
do not belong to groups are considered anomalies. Clustering typically 
involves the calculation of a distance measure such as Euclidean distance 
to measure the similarity between data instances (Chandola et al., 2009). 
Implementation of the clustering method on textual documents involves 
developing a function to automatically divide a text collection into sev-
eral different categories based on their text contents. Several researchers 
have employed clustering-based text anomaly detection. Among them are 
Srivastava and Zane-Ulman (2005) who analyzed flight readiness reports 
and discrepancy reports for the space shuttle, Srivastava et al. (2006) who 
attempted to use the statistical Von Mises Fisher (VMF) algorithm for 
clustering text to detect anomalies, and Zhang et al. (2004) who performed 
document clustering to detect anomalies using a hierarchical probabilis-
tic model. One advantage of the clustering-based text anomaly detection 
method is that prior knowledge of data distribution is unnecessary if clus-
tering techniques are employed. Another benefit of the clustering method 
is, that it can be employed incrementally. In other words, the method can 
detect anomalies as new data instances are fed into the system. However, 
clustering techniques involve distance computation which has its limita-
tions and anomalies are a by-product of the clustering tasks.

Other approaches rely on external contextual data to identify anoma-
lies using the topic modeling method (Mahapatra et al., 2012). The non-
negative matrix factorization method was explored by Kannan et al. 
(2017) which is based on the block coordinate descent optimization tech-
nique. Besides that Fadhel and Nyarko (2019) explored the generative 
adversarial network (GAN) which learns the distribution of the normal 
data. GAN aims to generate realistic samples that are similar to real data 
by learning the data distribution (Fadhel & Nyarko, 2019). The chal-
lenge of using GAN-based method is that the data distribution needs 
to be known in advance as in the statistical-based methods and this 
method also needs a predefined anomaly category to learn from samples. 
Furthermore, GAN is challenging to train and frequently experiences 
convergence problems.
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5.3 SEQUENTIAL EXCEPTION TECHNIQUE
The SET introduced by Arning et al. (1996) is a deviation-based anomaly 
detection method which does not employ any distance-based measures or 
statistical analysis to detect anomalies. Rather, it analyzes the key proper-
ties of the objects which are in a subset. An object that deviates from the 
identified properties is regarded as anomaly.

SET mimics how humans can pick out unusual objects from a group of 
apparently similar ones. Given n objects in as set, a sequence of subset will 
be constructed {D1, D2, D3,…, Dm} of these objects with 2 ≤ m ≤ n such that 
shown in Equation (5.1).

 D D where D Dj j j⊂ ⊆−  1  (5.1)

The subsets are analyzed for dissimilarities. Instead of determining how 
different the present subset is from its complimentary set, the algorithm 
chooses a subset sequence from the group for analysis. It examines the 
sequence to establish the differences between each subset and the subset that 
precedes it. The objective is to identify an exception set that will be identified 
as the set of anomalies. The building block of this technique is the calculation 
of three functions, namely dissimilarity, cardinality, and smoothing factor.

A dissimilarity function is employed to identify the exception set. When 
given a set of items, it calculates the variance of the items in the set and 
yields a small number if the items are similar to one another and a higher 
value is returned when the items are more dissimilar to one another. 
Equation (5.2) is the dissimilarity function of SET.
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Then a cardinality function is used to count the elements in the set as 
shown in Equation (5.3)

 I I C I I for all I I I( ) ( )⊂ → < ⊆         C        ,     1 2 1 2 1 2  (5.3)

The smoothing factor is used to analyze the effect of removing a subset 
Dj of elements from the set D. The purpose is to reduce the dissimilarity. It 
helps to remove noise. Equation (5.4) shows the smoothing factor of SET.

 = − − −SF(I ) : C(I I )*(D(I) D(I I ))j j j  (5.4)
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SET has been used for anomaly detection in categorical datasets (Xie 
et al., 2006; Settino et al., 2006; Zhang & Feng, 2009; Graaff & Engelbrecht, 
2011). Although SET was used on categorical data, the method is appli-
cable for sequence data represented as a set of strings which are the promi-
nent form of textual data. SET is dedicated to finding potential anomalies 
in a set-based representation of categorical data by determining the subset 
of data to be pruned.

One major advantage of this method is it can run in linear time and it 
is able to process large amounts of data; however, the dissimilarity func-
tion which is based on variance calculation does not work for all types of 
data. The method became not popular in categorical data for the reason 
that it is non-trivial to derive a universal dissimilarity function; however, 
for textual datasets, this method is worth exploring since text can be rep-
resented as a set of vectors and cosine similarity can be used to find vector 
similarities.

5.4 METHOD
Figure 5.1 shows the method used in this study. Two datasets, namely the 
ENRON email corpus and 20 Newsgroup datasets were tested. The first 
step is to preprocess the text. Text preprocessing techniques such as stop-
word removal, stemming and lemmatization, were performed on the data-
set. Then the text was converted into vectors using the count-vectorizer 
function before implementing the adapted SET. The adaptation is done 
by employing the cosine similarity function to replace the variance-based 
dissimilarity function as highlighted in Figure 5.1. The performance was 
evaluated in terms of precision, recall, and F-score. The next subsections 
provide a detailed description of the dataset, the adaptation of SET to pro-
cess text data, and the evaluation measures used in the experiments.

5.4.1 Dataset

The datasets used in the experiment are the ENRON e-mail corpus and 
20 Newsgroup datasets. ENRON email is a corpus that contains a large 

FIGURE 5.1 Text anomaly detection method with adapted SET.
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collection of corporate email messages that were made available to the pub-
lic in 2002 as a result of the ENRON Corporation’s bankruptcy. ENRON 
Corporation, a company involved in the energy, commodities, and ser-
vices sector, gained widespread attention for its bankruptcy in December 
2001 due to engaging in fraudulent business practices. The dataset is avail-
able in various public versions. It consists of more than 1.2 million emails 
with attachments and metadata from 151 different users (Klimt & Yang, 
2004; Gloor et al., 2006; Miz et al., 2019). Machine learning practitioners 
have the opportunity to utilize this dataset to develop models capable of 
identifying persons of interest (POIs) based on the data’s attributes. The 
ENRON investigation targeted several high-level executives, who were 
eventually prosecuted for their involvement in fraudulent activities. In this 
study, we aim to identify the email messages from the identified POIs as 
anomalous text.

The second dataset used in this study is the 20 Newsgroup dataset 
(20NG) which is approximated to have 20,000 newsgroup documents. 
The news datasets used in this context are evenly divided into 20 dif-
ferent newsgroups, initially gathered by Lang (1995). Some articles 
within these groups exhibit close relationships, such as “comp.sys.ibm.
pc.hardware” and “comp.sys.mac.hardware,” while others are signifi-
cantly unrelated, like “misc.forsale” and “soc.religion.christian.” In this 
study, the aim is to identify topics that differ from the rest. In other 
words, the proposed method should accurately identify anomalous text. 
Both of these datasets have been extensively utilized by the machine 
learning community for a diverse range of applications, including text 
classification, topic modeling, text clustering, sentiment analysis, and 
text anomaly detection.

5.4.2 Adaptation on SET

SET was developed to find anomalies in categorical and sequential data-
sets from log files of large databases. In this study, SET was adapted to 
enable it to analyze textual data. The adaptation that was made to SET is 
in the calculation of the dissimilarity function. Instead of using variance 
as in Equation (5.2), we propose the cosine similarity function as shown 
in Equation (5.5).
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∑ × ∑
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The cosine similarity function is proven to perform well for text simi-
larity measurement (Pradhan et al., 2015; Bakarov et al., 2018; Szoplák, 
& Andrejková, 2021). One of the reasons is that the relative frequency of 
terms is taken into account rather than their actual frequency. Equation 
(5.5) returns a value between 0 to 1 where 0 denotes dissimilarity and 1 
denotes similarity. A threshold of 0.5 can be applied to determine whether 
an item is similar or otherwise. The cardinality function and the smooth-
ing factor were used as proposed in Arning et al. (1996).

a. Implementation of adapted SET on the ENRON email dataset.
The implementation of the adapted SET on the ENRON dataset 

is concerned with extracting information relating to the identified 
POI’s fraudulent email messages. The aim is to identify the anoma-
lous sender and receiver’s email messages to and from one of the POI: 
Kenneth Lays who was the ENRON CEO. Before the adapted SET 
can be applied to the dataset, the dataset needs to go through a series 
of steps as shown in Figure 5.2.

As depicted in the steps outlined in Figure 5.2, the parsing and 
counting methods are employed on the email messages exchanged 
between Kenneth Lay and the most frequent senders and receivers. 
The resulting texts are subsequently fed into the adapted SET. The 
obtained cosine similarity score is then recorded with the objec-
tive of identifying POIs who share similar textual information 
with Kenneth Lay based on the type of information exchanged. 
These findings are compared to the research conducted by Gloor 
et al. (2006), who identified and labeled certain employees as 
potential suspects in the ENRON company using temporal link 
analysis.

FIGURE 5.2 Steps of parsing extracted mail messages.
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b. Implementation of adapted SET on the 20NG dataset.
The utilization of the adapted SET on the 20NG dataset involves 

the detection of topics that demonstrate the highest textual similar-
ity to other topics, as well as topics that exhibit the most dissimilar 
text. Figure 5.3 presents the categorized list of the 20 newsgroups, 
organized according to their respective subject similarities.

There are six groups: computers, recreational, science, politics, religion, 
and miscellaneous. In this regard, the adapted SET should identify the 
anomalous text from the group of computers as these group contains com-
puter related discussion which are generally different from the discussion 
contains in other groups from the 20NG dataset.

5.4.3 Performance Evaluation

Once the anomalies have been identified by the adapted SET, an evalua-
tion of the results was performed. The evaluation measurements that were 
employed are precision, recall, and F-score. For the ENRON email dataset, 
the precision and recall are calculated as shown in Equations (5.6) and (5.7), 
respectively.

 = ∩Precision  Retrieved   Relevant
Retrieved

 (5.6)

 = ∩Recall  Retrieved   Relevant
Relevant

 (5.7)

Precision is defined as the ratio of relevant material correctly retrieved 
to the total retrieved material, while recall is the ratio of relevant material 
correctly retrieved to the total relevant material.

FIGURE 5.3 20NG topic grouping.
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For the 20NG dataset, the precision and recall were calculated using 
a confusion matrix that records the number of true positives (TP), true 
negatives (TN), false positives (FP), and false negatives (FN). TP represents 
the count of correctly predicted instances that are positive, FP denotes the 
number of positive instances that were incorrectly predicted, TN repre-
sents the number of negative instances that were correctly predicted, and 
FN signifies the number of negative instances that were incorrectly pre-
dicted. Equations (5.8) and (5.9) are used to calculate the precision and 
recall score using TP, TN, FP, and FN.

 =
+

Precision   TP
TP FP

 (5.8)

 =
+

Recall   TP
TP FN

 (5.9)

The F-score is computed using Equation (5.10) based on the precision 
and recall results.

 − = × ×
+









F Score  2  (precision recall)

(precision recall)
 (5.10)

5.5 RESULTS AND DISCUSSION
The implementation of the adapted SET on the ENRON dataset has iden-
tified the anomalous sender and receiver of email messages to and from 
ENRON CEO Kenneth Lays. The cosine similarity score obtained is as 
shown in Figure 5.4. In our work, a threshold is set for the cosine similarity 
score. A similarity score above 0.5 shows that the text in the email mes-
sages is similar. Figure 5.4 shows the cosine similarity scores of the emails 
to and from Kenneth Lay plotted as a scatter plot. The recorded similarity 
score is higher (0.7 and above) for POIs such as K-Lay, J-Skillings, J-Steffes, 
J-Dasovich, R-Shapiro, S-Kean, K-Mann, and M-Taylor which indicates 
the closest information with Kenneth Lays mail messages.

The comparison between the relatedness of POIs in their email mes-
sages with Kenneth Lay, as illustrated in Figure 5.4, was conducted in 
comparison to the study by Gloor et al. (2006). Our method successfully 
identified 9 out of the 10 POIs identified by Gloor et al. (2006). To assess 
the effectiveness of the proposed technique, precision and recall were cal-
culated using Equations (5.6) and (5.7), respectively, based on the relevance 
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and retrieved text results obtained from the proposed method. Table 5.1 
presents the results.

A precision score of 69.2% was achieved, along with a recall score of 90% 
and an F-score of 78.1%. An acceptable precision score and a higher recall 
score indicate that the proposed method has successfully identified all 
the required anomalies. However, it should be noted that some additional 

FIGURE 5.4 The similarity scores of the email messages of the POIs of the 
ENRON dataset.

TABLE 5.1 Precision, Recall, and F-Score for the Retrieved POI’s Email Messages from 
the ENRON Dataset

# Items Retrieved 
by the Proposed 

Method (Ret)

# Items Relevant as 
Identified by Gloor 

et al., 2006 (Rel)
Ret ∩ 

Rel Precision Recall F-Score

Number of 
POIs

13 10 9 69.2% 90% 78.1%
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items were also retrieved, which are not truly anomalous. Further explor-
atory analysis can be applied to this dataset to improve results and more 
effectively extract anomalous information.

For the 20NG datasets, the adapted SET has identified the anoma-
lous topic of “comp.os.ms-windows.misc” and “comp.sys.mac.hardware.” 
Figure 5.5 shows the similarity score calculated by comparing text docu-
ments from each of the topics in the 20NG dataset.

Figure 5.5 shows that the topic “comp.os.ms-windows.misc” and “comp.
sys.mac.hardware” with lowest similarity score indicating they are entirely 
different from other topics. The performance evaluation was conducted by 
calculating the precision, recall, and F-score using Equations (5.8), (5.9), 
and (5.10) correspondingly. Table 5.2 shows the scores for the ENRON 
dataset, 20NG dataset, and the average scores for both datasets.

FIGURE 5.5 The similarity scores of the 20NG dataset.

TABLE 5.2 Performance of Adapted SET on ENRON and 20NG Datasets

Performance Measures

Datasets Precision Recall F-Score

ENRON 69.2% 90% 78.1%
20NG 92% 100% 95%
Average 80.6% 95% 86.55%
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The results suggest that the adapted SET exhibited better perfor-
mance on text datasets characterized by specific topics or focused areas 
of discourse (such as 20NG) compared to text datasets (like ENRON) that 
encompass a more generalized topic of discussion.

5.6 CONCLUSION
This study focuses on discovering knowledge through anomaly detection 
in text using SET. The SET was adapted by employing a cosine similarity 
function instead of variance calculation. The adapted SET was tested on 
two datasets: the ENRON email corpus and the 20 NG dataset. Promising 
results indicate the feasibility of using the cosine dissimilarity function as 
a significant adaptation in the SET to identify text anomalies. Although 
the average F-score of 86.55% obtained from the two datasets is relatively 
high, further exploration and enhancement of the method for identify-
ing anomalies in textual data can be pursued. In future endeavors, it is 
imperative to prioritize the enhancement of document feature vectors, 
term-document matrices, and the semantic relationships of words through 
thorough human and corpus analysis. This approach will contribute to 
improving the overall effectiveness and accuracy of the analysis process. 
These improvements can help analyze and detect semantic-based text 
anomalies in documents, providing a foundation for further examination 
and refinement of the study findings.
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6.1 INTRODUCTION
Forecasting is extremely important in any field in the modern era. As the 
world is becoming more advanced, the forecasting method is slowly adapt-
ing from conventional statistical methods such as multiple linear regres-
sion, basic time series prediction methods, etc. to modern forecasting using 
machine learning and deep learning. The improvisation of these methods 
allows us to optimize the prediction model and obtain a more accurate out-
put. The term “carcass” pertains to the deceased body of an animal, par-
ticularly a larger one destined for meat consumption or as sustenance for 
wildlife [1]. Accurate determination of fat depth in meat-producing animal 
carcasses is pivotal for optimizing productivity and profitability throughout 
the supply chain [2]. Traditionally, carcass fatness assessment has relied on 
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Intelligence Predictive Model   ◾   81

manual methods such as dissection or chemical analysis, which can lead 
to inaccuracies. The microwave system (MiS), utilizing low-power nonion-
izing electromagnetic waves, emerges as a suitable alternative to reduce 
human errors during data collection. MiS effectively gauges fat depth and 
carcass composition, boasting precision. Moreover, MiS requires cost-effec-
tive, portable equipment, adding to its appeal. The dataset originates from 
researchers affiliated with Murdoch University in Perth, Western Australia. 
These researchers conducted a study centered on a noninvasive microwave 
technique for measuring lamb’s C-site fat depth. Their objective was to 
develop an effective predictive model utilizing microwave signals to fore-
cast fat depth accurately. Figures 6.1 and 6.2 show the lamb carcass to assess 
the fat depth and measuring of carcase C-site fat depth using microwave 
device, respectively. The dataset consists of 120 observations, encompassing 
a solitary dependent variable and 311 independent variables. The dependent 
variable pertains to the C-site fat depth, whereas the independent variable 
corresponds to the magnitude of the frequency domain microwave signals.

Machine learning and statistical methods share similarities yet serve 
distinct purposes. Machine learning primarily centers on prediction, 
identifying patterns within complex data, whereas statistical methods 

FIGURE 6.1 The Lamb carcass.
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prioritize inference [3]. Despite their differences, machine learning is 
rooted in a statistical framework, making direct efficiency comparison 
challenging. The choice between the two hinges on our objective: Machine 
learning excels in prediction, while statistical models are optimal for eluci-
dating variable relationships [4]. In the context of the ongoing COVID-19 
pandemic, machine learning finds valuable application in the healthcare 
sector, alongside artificial intelligence, as potent tools combatting the cri-
sis [5]. The classical support vector machine (SVM) model is frequently 
employed in weather forecasting, stock market analysis, and real estate 
pricing. Yet, inherent limitations of this model sometimes lead to inac-
curacies in predictions. A quantum-assisted model was introduced in 
2021 to enhance the regression performance of SVM, particularly demon-
strated in the case of facial landmark detection. Comparison between the 
quantum-assisted and classical SVM models highlighted empirical advan-
tages of quantum-assisted algorithms based on quantum annealing [6]. 
To optimize SVM prediction outcomes, hyperparameter tuning is crucial. 
The SVM, serving as a fundamental predictor for blasting mean fragment 
size, synergizes with five optimization algorithms: grey wolf optimization 
(GWO), grid search (GS), genetic algorithm (GA), salp swarm algorithm 

FIGURE 6.2 Measuring Carcase C-site fat depth using microwave device.
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(SSA), and particle swarm optimization (PSO). Among these, GWO-v-
SVR emerged as the superior predictor for blasting mean fragment size [7].

The strengths of support vector regression (SVR) are noteworthy. It 
exhibits resilience against outliers, enables straightforward decision model 
updates, and boasts high generalization capability. In addition, SVR’s 
practicality stands out as it requires no preliminary assumptions, render-
ing it easily applicable across various scenarios [8].

6.2 MATERIALS AND METHODS

6.2.1 K-Means Clustering

Clustering stands as an unsupervised learning technique, particularly 
valuable for managing unlabeled datasets. Its primary application involves 
identifying meaningful groupings within data. Clustering aims to segment 
a population into distinct groups, where each group shares similar char-
acteristics among its members. In essence, clustering categorizes objects 
based on their shared and distinct attributes. K-means clustering is a tech-
nique rooted in vector quantization, originally from signal processing. Its 
purpose is to allocate n observations to k clusters, with each observation 
joining the cluster whose mean (centroid) is closest, effectively represent-
ing the cluster prototype. This method computes the distance between 
each data point and centroids to assign them to clusters. The objective is to 
distribute observations into clusters with similar characteristics, achieved 
through iterative steps where data points are gradually clustered based on 
common attributes. The ultimate goal is to minimize the sum of distances 
between data points and cluster centroids. K-means partitions data space 
into K clusters, assigning each a mean value. Data points align with clusters 
where they exhibit the shortest distance to the cluster’s mean. This technique 
is widely utilized in dimensionality reduction within machine learning.

As previously mentioned, K-means clustering strives to minimize total 
intra-cluster variance, guided by the following objective function:
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6.2.2 Principal Component Analysis

Principal component analysis (PCA) is one of the most efficient approaches 
used in the data field. It is often utilized for dimensionality reduction, 
where each data point is projected onto only the first few principal compo-
nents to produce lower-dimensional data while preserving as much vari-
ability as possible. PCA tries to reduce the variables (principal component) 
by solving an eigenvalue/eigenvector problem and looking for new vari-
ables that are linear functions of those in the raw data that successively 
maximize variation and have no autocorrelation with each other. Further 
to the above, it helps us solve the multicollinearity issue in the dataset as 
the linear combinations that are formed are always uncorrelated with each 
other [9].

6.2.3 Support Vector Machine

SVM analysis, initially introduced by Vladimir Vapnik and colleagues in 
1992, gained renown as a prominent machine learning method for clas-
sification [10]. Over time, this approach underwent refinement to accom-
modate regression tasks, leading to its incarnation as SVR, also used for 
prediction. Thanks to its reliance on kernel functions, SVR can be cat-
egorized as a non-parametric algorithm. With minor deviations, SVR and 
SVM adhere to a shared classification principle. In regression, SVR accom-
modates a tolerance margin approximation. However, the overarching 
concept remains consistent: optimizing error reduction while maximizing 
margin through personalized hyperplane positioning.

When applying SVR, several key hyperparameters come into play, 
including the hyperplane, kernel, and boundary line.

i. Type of kernel:

a. Linear kernel
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b. Nonlinear kernel

 ( ), ( )
1

∑ α α ϕ ϕ( )= − ⋅〈 〉 +
=

∗y x x b
i

N

i i i  (6.3)



Intelligence Predictive Model   ◾   85

 ,
1

∑ α α( ) ( )= − ⋅ +
=

∗y K x x b
i

N

i i i  (6.4)

c. Kernel functions
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ii. Boundary lines: Two lines that are used to create a margin between 
the data points.

6.2.4 Multiple Linear Regression

A traditional statistical model, multiple linear regression (MLR), serves to 
establish the connection between a single dependent variable and multiple 
independent variables. In addition, MLR evaluates the strength of rela-
tionships within the variables across the entirety of the regression model. 
Furthermore, MLR finds applicability in predictive contexts. The funda-
mental structure of MLR can be depicted as:

 0 1 1 ε= + +…+ +y B B X B Xn n  (6.7)

where
Dependent variable=Y ,
Independent variable=Xi ,
Intercept0β = ,
Slope coefficients for each independent variable, andβ =n

ε = is the model error.

6.2.5 Assumption Checking

There are a few preliminary assumptions that need to be met before fit-
ting the data into the MLR model. It is significant as the result might not 
be valid if the data used does not fulfill every single assumption, and the 
outcome might not be able to capture the actual characteristic, causing the 
outcome to be totally out of form. Hence, assumption checking is needed 
to ensure the data used is appropriate to be fitted into the MLR model. 
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Otherwise, transformation of the data is needed so that the data can man-
age to achieve all of the assumptions.

6.2.6 Normality

The normal probability plot or normal quantile plot of the residuals can be 
seen as a good indicator of normality. The points in the plot should bounce 
along the diagonal line or show a normal distribution shape to ensure the 
residuals of the model are normally distributed.

6.2.7 Homoscedasticity Test

Equally spread points along with the horizontal line from the residual plot 
are a good indication of homoscedasticity. It allows us to ensure the resid-
uals of the model have constant variance.

6.2.8 Autocorrelation Test

A Durbin–Watson test can be used to detect autocorrelation among 
variables and ensure that the residuals of the model are independent. A 
Durbin–Watson statistics, d which is in between 1.5 and 2.5 shows that 
there is no autocorrelation in the data. A d value of 0–2 and 2–4 shows 
that the data has positive autocorrelation and negative autocorrelation, 
respectively.

6.2.9 Linearity Test

Nonlinearity is usually most obvious in a plot of observed values ver-
sus predicted values or a plot of actual values versus predicted values. 
In such a plot, the points should be symmetrically distributed around 
the diagonal line with a roughly constant variance to determine if there 
exists a linear relationship between the dependent variables and inde-
pendent variables.

6.2.10 Root Mean Square Error
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According to Wikipedia, root mean square error (RMSE) is an often-
used measure of the difference between predicted values and observed val-
ues. It can be said to be the square root of the average of squared errors. It 
is sensitive to outliers, and hence it is a commonly used measure in evalu-
ating model accuracy, where the lower the RMSE, the closer the estimated 
value is compared to the actual value. A model that minimizes the RMSE 
will result in a higher accuracy of the predicted value.

6.2.11 Mean Absolute Error
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where
N   Sample size= ,

actual observation, and=yi

ˆ estimated observation=yi .

The mean absolute error (MAE) is a measure of errors between paired 
observations. It can be seen as an arithmetic average of absolute errors. 
MAE is widely used as it is easy to understand and compute.

6.2.12 R-Squared (R2)

It is the variation proportion that is explained by the predictor variables. 
In other words, it also explains how well the data fit the model. The better 
model will have higher R-squared.
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where
actual observation=yi ,

ˆ estimated observation=yi , and
average actual observation=y .

Coefficient of determination, or R-squared, is the proportion of the 
variation in the dependent variable that is predictable from the indepen-
dent variables. An R-squared of 1 tells us that all of the variations from 
dependent variable can be explained by the features.
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6.2.13 Adjusted R-Squared

It adjusts the root squared when there are too many variables in a model.
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where n is the number of observations, 2R  is the R-squared, and k is the 
number of independent variables.

6.3 RESULT AND DISCUSSION

6.3.1 Dimensionality Reduction
6.3.1.1 K-Means Clustering
Utilizing the Elbow method, our analysis has ascertained that the opti-
mal quantity of clusters, suitable for k-means clustering, is determined to 
be three. This outcome signifies that our assemblage of 311 independent 
variables will be partitioned into three distinct clusters. These clusters are 
characterized by sizes of 122, 91, and 98, respectively. Figure 6.3 shows the 
Elbow method results.

FIGURE 6.3 The Elbow method result.
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6.3.1.2 Principal Component Analysis
In our investigation, Q-mode PCA is employed to address the emphasis 
on variables. Following the execution of the PCA, the multitude of inde-
pendent variables is streamlined to 15, effectively mitigating the risk of 
overfitting attributed to their excessive quantity. Through unsupervised 
learning techniques, we have succeeded in diminishing the number of 
independent variables from 311 to 3 via K-means clustering, and to 15 
through PCA. These transformed datasets, stemming from unsupervised 
learning, will subsequently be integrated into diverse models for fitting 
purposes. Figure 6.4 shows the PCA results.

6.3.2 Support Vector Machine Analysis

Tabulated below are the mean values of RMSE, MAE, 2R , and adjusted 
2R , obtained through fivefold cross-validation, for various kernels in the 

context of SVR. Table 6.1 shows the results of SVR by PCA and K-means 
clustering.

The presented table reveals that RMSE ranges from 1.12 to 1.86 for mod-
els fitted using PCA-transformed data and 1.27 to 1.80 for those derived 
from K-means clustering. On the whole, the PCA-based approach exhibits 
a superior fit, characterized by lower RMSE and MAE scores, as well as 

FIGURE 6.4 Principal Component Analysis results.
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higher 2R  and adjusted 2R  values. The optimal model emerges as the 
SVR model with a linear kernel, trained utilizing PCA-transformed 
data. To enhance this model further, a logical next step involves fine-
tuning the hyperparameters associated with the linear kernel in SVR. 
Conversely, the negative 2R  and adjusted 2R  values linked to the sig-
moid kernel in K-means clustering indicate a model that diverges from 
the data’s trends, rendering it less effective compared to a simple inter-
cept term fitting.

6.3.3 Hyperparameter Tuning

Considering that the optimal model is the linear kernel SVR model trained 
post PCA, our next step involves hyperparameter tuning to optimize 
parameters for enhanced prediction performance. Based on Table 6.2, for the 
linear kernel in SVR, a single parameter, the cost parameter C, requires 
consideration. The default value for C is 1; however, our findings pinpoint 
the optimal C value at 0.0899. This tuning process yields subtle enhance-
ments, evident through reduced RMSE and MAE values, accompanied 
by heightened 2R  and adjusted 2R  values. A calculated 2R  of 0.625 and 
an adjusted 2R  of 0.571 signify that the independent variables elucidate 
62.5% of pre-adjustment variation and 57.1% of post-adjustment variation.  

TABLE 6.1: Result for Support Vector Machine

Kernel RMSE MAE R2 Adjusted R2

PCA RBF 1.3471 1.0241 0.5614 0.3830
Linear 1.1205 0.877 0.6213 0.5667
Poly 1.3199 0.9964 0.4815 0.4067
Sigmoid 1.8551 1.2953 0.1646 0.0441

K-means Clustering RBF 1.2527 0.9638 0.5296 0.5175
Linear 1.3960 1.0323 0.4183 0.4032
Poly 1.2181 0.9498 0.5571 0.5457
Sigmoid 1.7420 1.3955 -0.0205 -0.0469

TABLE 6.2: Comparison after Hyperparameter Tuning

C RMSE MAE 2R Adjusted 2R
Before tuning 1 1.1205 0.877 0.6213 0.5667
After tuning 0.0899 1.1147 0.8639 0.6250 0.5709
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The equation depicting the SVR model utilizing the linear kernel is pro-
vided below:

 

y W W W
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 (6.12)

The residual versus fitted plot provides insight into the prediction pat-
tern. Upon analysis of the plot, no discernible significant pattern emerges. 
Consequently, we conclude that the prediction lacks adherence to any dis-
cernible trend, appearing to exhibit randomness. Figure 6.5 shows residu-
als versus fitted value plot (SVM).

6.3.4 Multiple Linear Regression

The PCA-transformed data has exhibited improved performance com-
pared to our previous findings. Consequently, this transformed dataset 
will be employed in fitting the MLR model. A subsequent comparison 
with the machine learning algorithm’s results will be conducted. Prior 
to examining the outcomes, it is imperative to verify the fulfilment of all 

FIGURE 6.5 Residuals vs Fitted Value Plot (SVM).
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linear regression assumptions, thus ensuring the validity of results derived 
from the MLR analysis.

6.3.4.1 Linearity
Analyzing the plot of actual values versus predicted values reveals a fairly 
uniform distribution around the diagonal line. This alignment conforms 
to the constant variance assumption, thereby affirming a linear relation-
ship between the independent and dependent variables. Figure 6.6 shows 
actual value versus predicted value plot (MLR).

6.3.4.2 Normality
Figures 6.7 and 6.8 show the distribution of residuals (MLR) and Anderson–
Darling test for normal distribution. Evidently, the plot illustrates that the 
residuals conform to a normal distribution. To reinforce this observation, 

FIGURE 6.6 Actual Value vs Predicted Value Plot (MLR).
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the Anderson–Darling test can be employed. With a significance level set 
at 0.05, the resulting p-value for this hypothesis test is 0.4171, surpassing 
the 0.05 threshold. Consequently, we accept the null hypothesis, indicat-
ing that the residuals indeed exhibit a normal distribution.

6.3.4.3 Autocorrelation
Figure 6.9 shows that the Durbin–Watson statistic, denoted as d , computes 
to 1.818, positioning itself between the range of 1.5 and 2.5. This place-
ment signifies the absence of substantial autocorrelation within the data-
set. As a result, the assumption of non-autocorrelation among error terms 
is upheld.

6.3.4.4 Homoscedasticity
From Figure 6.10 of residuals plot, the data points exhibit a random scat-
ter across the horizontal zero line, revealing an absence of notable pat-
terns. This arrangement indicates that the residuals maintain a relatively 
consistent variance. Thus, the assumption of homoscedasticity is satisfied. 

FIGURE 6.7 Distribution of Residuals (MLR).

FIGURE 6.8 Anderson-Darling test for normal distribution.
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Nonetheless, it is worth noting that two points align closely with the blue 
line, potentially indicating outliers. To validate whether these points wield 
influence, additional diagnostic measures such as Cook’s statistics or 
leverage analysis are necessary. Should these points be deemed influential, 
their removal from the dataset might be considered.

6.3.4.5 Multicollinearity
The presence of multicollinearity is effectively addressed through PCA, 
which transforms highly correlated variables into a collection of uncorre-
lated ones. Consequently, multicollinearity concerns are mitigated follow-
ing the PCA transformation. At this juncture, all requisite assumptions 
have been fulfilled, rendering the dataset suitable for fitting into the MLR 
model.

FIGURE 6.9 Durbin–Watson Test.

FIGURE 6.10 Residuals Plot.
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The equation of the MLR is as follows:
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6.3.5 Comparison of SVM and MLR

As evident from Table 6.3, it is readily apparent that the machine learn-
ing algorithm, specifically SVR, outperforms the conventional statistical 
method MLR. SVR exhibits superior performance metrics with lower 
RMSE and MAE, alongside higher 2R  and adjusted 2R  values, in com-
parison to the MLR model. Despite the comparable performance of both 
approaches, it is worth noting that the MLR outcome could be compro-
mised by the presence of two anomalous data points that appear potentially 
as outliers, consequently undermining result accuracy. In summation, the 
SVR method stands as the more suitable choice for predicting carcass fat-
ness in contrast to the MLR model.

6.3.6 Overfitting Checking

Based on Table 6.4, the attained adjusted  2R value stands at 0.6412, signi-
fying its alignment with an acceptable range. An excessively high adjusted 

2R  could indicate a potential for overfitting. It is important to clarify that 
this particular stage is not intended for comprehensive model evaluation, 
but rather to confirm the absence of overfitting concerns within the fitted 
model. To comprehensively assess the model’s efficacy, a fresh collection 

TABLE 6.3: Comparison of SVM and MLR

RMSE MAE 2R Adjusted 2R
SVR (Linear) 1.1147 0.8639 0.6250 0.5709
MLR 1.1407 0.8937 0.6018 0.5444

TABLE 6.4: Overfitting Checking

RMSE MAE 2R Adjusted 2R
Training set (SVM) 1.0348 0.7773 0.6864 0.6412
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of previously unseen data can serve as a test dataset. Should the perfor-
mance of the trained model not meet the desired standards, the possibility 
of retraining the model may be considered.

6.4 CONCLUSION
In summary, our study underscores the suitability of the SVM regres-
sion model as an effective predictive tool for lamb carcass C-site fat depth. 
Choosing SVR over MLR emerges as the more rational choice, primarily 
due to SVM’s robustness in handling outliers without necessitating the 
imposition of initial assumptions. This resilience renders SVM a versatile 
choice for general application, while the utility of a statistical model like 
MLR can be constrained by its reliance on fulfillment of stringent pre-
liminary assumptions. This distinction may lead to additional time and 
expenses in scrutinizing data suitability for MLR fitting, potentially man-
dating further transformations prior to model application. Consequently, 
our findings emphasize that the SVM regression model is not only more 
adept at prediction, but also offers a pragmatic solution for real-world 
datasets where assumptions might not hold uniformly.
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7.1 INTRODUCTION
Each person has unique facial features and facial recognition has evolved 
into a technology that identifies facial patterns. Consequently, this technol-
ogy can provide insights into the identity of individuals, utilizing various 
human body features such as voice patterns, fingerprints (Kamelia et al., 
2018), eyes (Nojiri et al., 2019), and facial patterns (Verma et al., 2019). 
Biometric technology, including face recognition, has been extensively 
researched and developed by experts. It employs a face detection algorithm 
to differentiate between the facial features of one individual and those of 
another, leveraging preexisting data stored in databases (Ramadhani et al., 
2018). Moreover, smartphones can also detect faces (Widiakumara et al., 
2017; Fernando et al., 2019). Face identification pertains to a distinct pat-
tern recognition process that examines the shape of the face to determine 
its recognizability (Anam, 2018).

Several applications have implemented face detection and facial recog-
nition to cater to various human activities. One such application is utiliz-
ing facial parameters for student attendance systems within classrooms 
(Munawir and Hermasyah, 2020). Facial pattern recognition can validate 

https://doi.org/10.1201/9781003400387-7
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students’ attendance by detecting smiles through a Wi-Fi network. This 
verification is based on the student’s location and time, using location data 
determined by matching the service set identifier (SSID) in the database. 
The framework comprises three interconnected applications. Web, versa-
tile, and administrations are all introduced on a smaller-than-expected 
computer. The model test achieved an accuracy of 92.6%, while the live 
test returned 66.7% results. These outcomes indicate a potential overfit-
ting issue in the training model since it performs exceptionally well during 
model testing but experiences a decline in performance during live testing 
(Miftakhurrokhmat et al., 2021).

Another study focused on presence-based face recognition and used the 
eigenface algorithm with principal component analysis (PCA) technique. 
This approach was tested across different facial expressions, distances, and 
accessories, yielding a system success rate indicated by a sensitivity value of 
73.33%, specificity of 52.17%, and overall accuracy of 86.67%. Specifically, 
it achieved a 70% success rate in the distance test process and an 85% suc-
cess rate in detecting people wearing accessories such as headscarves and 
eyeglasses. Furthermore, it achieved a success rate of 85.33% in identifying 
different facial expressions (Wiryadinata et al., 2017).

A separate study that employed the Viola-Jones method for detecting 
the number of people in a room found that non-frontal face positions at 
distances more than 2–3 m were not detected. However, the detection was 
successful when the face was in the front position and the distance was 
less than 2–3 m. The study detected multiple faces within a dataset of 19 
images comprising 38 individuals. Of these, 30 people were successfully 
detected, while 8 were not, resulting in a detection accuracy rate of 79% 
(Syafitri & Saputra, 2017).

This inquiry aimed to create a facial acknowledgment framework that 
can tally the number of understudies captured by a camera. The analysts 
utilized a convolutional neural network (CNN) confront acknowledgment 
calculation utilizing the OpenCV library and executed the framework on 
a Raspberry Pi 4 chip gadget prepared with a camera. Raspberry Pi 4 was 
chosen due to its flexible functionalities, counting remote communication, 
essential microcontroller operations, Bluetooth module, and the capacity 
to store data in a database (Zainol et al., 2019).

7.2 RESEARCH METHODS
Several processes and methods were carried out in this study, all illus-
trated in the Figure 7.1.
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In this study, researchers first performed observations and collected 
data on the shape of the student’s face. This data collection involved taking 
pictures of students with their smartphone cameras and collecting addi-
tional facial images from online sources such as websites. The collected 
images were organized and grouped by their respective classes and served 
as samples for creating datasets for training and testing the system.

Next, the collected data, consisting of the photos of students’ faces, were 
used as input into the system to be used as a dataset. The dataset under-
went processing using image processing techniques, explicitly applying 
the convolutional neural network (CNN) algorithm. This algorithm ana-
lyzes and extracts image features to accurately identify student faces.

The output of this process is the identification and recognition of the 
student faces, where the system can successfully detect and classify the 
faces based on the trained CNN algorithm.

a. Input image
Student’s faces are collected using smartphones or Python program-
ming to create a dataset. Additional faces from the internet are also 
gathered to augment the dataset. The dataset consists of two types 
of images: training data and testing data. The first set of images, the 
training data, is used to train the system. These images are used as 
input to the system during the training process. A CNN algorithm 
processes the training data to learn and identify the unique features 
of the student’s face.

The second set of images, the testing data, is used to evaluate the 
system’s performance. These images are separate from the training 
data and are not used during the training phase. Instead, they assess 
how well the trained system can recognize and identify the student 
faces it has not encountered before. By utilizing training and testing 

FIGURE 7.1 Flow system.



The Power of Convolutional Neural Networks in Face Detection   ◾   101

data, the system can be trained to identify student faces accurately 
and then tested to measure its effectiveness on new, unseen images. 
This approach helps ensure the system performs well beyond the 
training data in real-world scenarios.

b. Preprocessing image
Before training, images undergo preprocessing to facilitate the CNN 
algorithm in recognizing and extracting the image’s characteristics. 
Image preprocessing involves multiple stages, including cropping, 
converting to grayscale, and image augmentation.

Cropping: This stage entails selecting a specific region of interest 
from an image, such as a student’s face while eliminating irrelevant 
background information. Cropping helps to focus the algorithm’s 
attention on the essential features.

Grayscale conversion: Converting the image to grayscale reduces 
its complexity by eliminating color information. Grayscale images 
contain only shades of gray, simplifying the data representation. 
Grayscaling is often sufficient for facial recognition tasks and reduces 
computational complexity. 

Image augmentation: It is a technique used to enhance the train-
ing dataset by applying various transformations to the images. These 
transformations include rotations, translations, scaling, flipping, 
and adding noise. By augmenting the dataset, we help the model to 
become more robust and capable of handling variations in real-world 
scenarios.

By performing these preprocessing stages, images are prepared in 
a standardized format that assists the CNN algorithm in recognizing 
and understanding the distinctive characteristics of the images dur-
ing the training process.

c. Application of CNN
To identify a student’s face using the CNN algorithm, the algorithm 
goes through two phases: feature learning and classification. CNN 
algorithm starts by identifying features in the image, and after the 
model is trained, it uses neurons for the classification process. In 
CNN models, the input image size is typically 50 × 50 × 1. Several 
one means the image is grayscale and has one channel. The image 
first goes through the convolution process, which is convolved with 
different filters in two layers. Each convolution layer may have differ-
ent numbers of filters and channel sizes.
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After the convolution process, the image enters the pooling stage. 
Pooling helps to downsample and reduce the spatial dimensions of 
the feature maps obtained from the convolution layer. This process 
aids in capturing and emphasizing important features while reducing 
computational complexity. After pooling, the resulting feature maps 
are flattened or transformed into a vector form. This process, called 
the flattening process, rearranges the pooling layer feature maps into 
a linear order. Once flattened, the features are then passed to a fully 
connected layer. In this layer, the CNN algorithm performs classifi-
cation tasks using the learned features to make predictions or deci-
sions regarding the input image. Overall, the CNN model progresses 
through the stages of feature learning (convolution and pooling) and 
classification (flattening and fully connected layers) to identify and 
classify student faces accurately.

7.3 RESULT AND DISCUSSION
The dataset collection process in this study involves obtaining face images 
by downloading from online sources or manually capturing them using a 
camera. These images then undergo an editing process that resizes them 
to 250 x 250 pixels and changes the format to JPG. To facilitate the cap-
ture process, a source code program allows the automatic capture of mul-
tiple images. The program can capture as many images as needed while 
determining the size and format of each image. The researchers have col-
lected 13 datasets, each containing various images. In addition, they have 
introduced variations within each dataset. These variations include images 
with masks, glasses, and images taken from angles (i.e., right, left, up, 
and down). The purpose of introducing these variations is to increase the 
diversity and variability within each dataset, a data preprocessing process 
using Python programming is then applied to this dataset.

a. Dataset
The already made and collected dataset is called for expansion and 
preprocessing within the other handle step. However, the dataset 
must consist of more than 50 data or images for the augmentation 
process to work. If the dataset contains less than 50 images, the aug-
mentation process will not be performed during preprocessing. This 
threshold of 50 can be adjusted freely. In this study, researchers aim 
for many classifications in each dataset, resulting in high variability. 
Therefore, we use datasets containing more than 50 images.
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In addition, only records containing images in “.jpg” format are 
retrieved; other formats are not considered. Upon accessing the data-
set, its images are resized to 50 x 50 pixels. The researchers managed 
to obtain 13 datasets with a total of 833 images. This indicates that 
the previously created dataset was successfully transferred to subse-
quent processes.

b. Application of preprocessing
Preprocessing plays an essential role in preparing images for fur-
ther processing, such as feature extraction and classification, during 
the training and testing process. To improve the system’s recogni-
tion capabilities, preprocessing performs various steps, including B. 
Extension to grayscale and color conversion. Augmentation is applied 
to improve the dataset by introducing variations in the images. This 
includes moving, rotating, and flipping the images. The augmenta-
tion process is performed on all images in the dataset, resulting in 
17,493 data augmentations.

The color conversion step is also carried out to convert the images 
from their original format to grayscale. By converting the images to 
grayscale, the system can easily recognize and process them, simplifying 
the subsequent stages of feature extraction and classification. These pre-
processing techniques ensure that the dataset is enriched with diverse 
variations and adequately formatted for further analysis and training.

c. Equalizing number of datasets
This phase aims to equalize the data in each dataset and have bal-
anced values. The purpose is to distribute the data more evenly 
across all datasets. In Figure 7.2, we can see that the Bagas, Gover, 
and Satria datasets have higher percentages (12%) than the other 
datasets, with an average percentage of 6%. This discrepancy arises 
because the Bagas, Gover, and Satria datasets initially contained 100 
images each, resulting in more data points than the other datasets. 
To address this imbalance, a process is conducted to adjust the num-
ber of data points in each dataset. This adjustment ensures that all 
datasets have equal data points, resulting in a more balanced dis-
tribution. By equalizing the dataset sizes, the training and testing 
processes can be more reliable and accurate, as the models will be 
exposed to similar examples from each class or dataset.

In Figure 7.3, it is observed that the number of datasets has been 
equalized, resulting in each dataset having the exact value of 7.7%. 
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FIGURE 7.3 After equating.

FIGURE 7.2 Before equating.
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This equalization process ensures that the datasets are balanced and 
have an equal representation within the overall dataset.

The training and testing processes become fairer and more reli-
able by equalizing the number of data points across all datasets. It 
helps prevent any bias or disproportionate influence that may arise 
due to variations in dataset sizes. With this balanced representation, 
the models can effectively learn from and generalize across all datas-
ets, leading to more accurate and unbiased results.

d. Distribution of datasets for training and testing
Amid this preparation, the collected dataset that has experienced pre-
processing is isolated into two sets: preparing and testing informa-
tion. To attain this division, the program utilizes the train-test split 
work, which isolates the clusters and lattices into arbitrary preparing 
and testing subsets. The train-test split work is commonly utilized to 
arbitrarily part datasets into preparing and testing information. In 
this particular handle, the parameter test size is set to 0.15, showing 
that 15% of the information will be designated for testing purposes, 
whereas the remaining 85% will be utilized for preparing. In addition, 
the random state parameter is set to 42. This parameter ensures that 
the random splitting of the data will be reproducible, meaning that 
if the process is run multiple times with the same random state value 
of 42, it will yield the same train-test split. This allows for consistent 
and comparable results in subsequent experiments or evaluations. By 
dividing the dataset into training and testing data, it becomes pos-
sible to assess the model’s performance on unseen data and evaluate 
its ability to generalize beyond the training set (Table 7.1).

e. Training results
It is great to hear that the training and validation results of the CNN 
algorithm have been obtained. The researcher employed 13 epochs, 
each representing a repetition of training on the dataset. The batch 
size was set to 64, meaning the algorithm processed 64 samples 
simultaneously. A 15% validation split means that 15% of the train-
ing dataset was used as another validation set to evaluate the model’s 

TABLE 7.1: Distribution of Train and Test

X Y

Train (11050, 50, 50) (11050, 13)
Test (1950, 50, 50) (1950, 13)
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performance during training. The results indicate an accuracy of 99% 
and a loss of 0.0074 on the training set. This means the model achieved 
high accuracy and a low loss value on the training data. In addition, a 
validation accuracy of 98% and a validation loss of 0.0735 were obtained 
on the validation set, demonstrating the model’s ability to generalize 
well on unseen data. The epoch time of 40 minutes represents the dura-
tion it took to complete the training process for all 13 epochs.

The results show that the accuracy value is higher than the valida-
tion accuracy value, which suggests that the model performed bet-
ter on the training set than on the validation set. Nevertheless, the 
overall training process appears to have run well. We can refer to the 
training results graph provided in the form of figure to comprehen-
sively understand the entire epoch process. Figure 7.4 likely depicts 
the trends of accuracy and loss during the training process.

f. Testing result
Once the preparation is complete, the next step is the testing stage, 
where we assess the model’s execution on modern information. This 
unused information is gotten by part of the initial dataset into pre-
paring and testing information. An add-up to 1,950 test information 
focuses is utilized for the testing process. During the testing stage, the 
model’s expectations are compared against the real course names of 
the test information. The disarray framework is utilized to summa-
rize and analyze the model’s execution. It comprises four fundamental 
values: genuine positives (accurately classified positive tests), genuine 
negatives (accurately classified negative tests), wrong positives (errone-
ously classified positive tests), and wrong negatives (inaccurately clas-
sified negative tests). By examining the values in the confusion matrix, 
various metrics such as accuracy, precision, recall, and F1-score can be 
calculated to assess the model’s effectiveness on the test data. To gener-
ate the confusion matrix, it is necessary to have the model’s predictions 
and the corresponding actual class labels for the test data. The matrix 
can be constructed with this information, providing insights into the 
model’s correct and incorrect classifications.

Figure 7.5 displays the prediction results of the model for the 
testing data, indicating favorable outcomes. Each accurate label is 
accompanied by an explanation of the prediction results as follows:

• Ariel: The model correctly classified 158 instances as Ariel, with one 
instance misclassified as Gerhard, one as Gover, and one as Hugo.
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• Bagas: The model accurately classified 146 instances as Bagas, 
with one instance misclassified as Bambang, one as Gover, and 
one as Hugo.

• Bambang: The model correctly classified 150 instances as 
Bambang, with one instance misclassified as Govur.

• Colin: The model accurately classified 148 instances as Colin, 
with one misclassified as Jacques Chirac.

FIGURE 7.4 Training result. 
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• Donald: The model correctly classified 159 instances as Donald 
without any misclassifications.

• George: The model accurately classified 151 instances as George, 
with one misclassified as Gerhard.

• Gerhard: The model correctly classified 136 instances as Gerhard, 
with one misclassified as George and one as Junichiro.

• Govur: The model accurately classified 149 instances as Govur, 
with three misclassified as Bambang and one as Colin.

• Hugo: The model correctly classified 161 instances as Hugo with-
out any misclassifications.

• Jacques Chirac: The model accurately classified 151 instances as 
Jacques Chirac, with two instances misclassified as Colin, two as 
John, and one as Junichiro.

FIGURE 7.5 Confusion matrix.
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• John: The model correctly classified 141 instances as John, with 
one misclassified as Colin and two as Junichiro.

• Junichiro: The model accurately classified 132 instances as 
Junichiro, with two misclassified as Jacques Chirac.

• Satria: The model correctly classified 139 instances as Satria with-
out any misclassifications.

The overall accuracy score determined by the CNN model using a 
test sample of 1,950 data points was 98%. These results show that the 
model performed well and accurately classified the test data.

g. Work system
A block diagram is a graphical representation of a system or pro-
cess, illustrating its components and their interconnections. It typi-
cally consists of blocks or boxes representing individual components, 
along with arrows or lines indicating the flow of information or sig-
nals between the components.

In the context of our study, the block diagram Figure 7.6, likely 
illustrates the various components of the system implemented using 
a Raspberry Pi. It may include blocks representing the Raspberry Pi, 
the camera module, the monitor, and other relevant components. 
The arrows or lines in the diagram would indicate the flow of data or 
information between these components. The block diagram serves 
as a visual representation of the system’s architecture, providing an 
overview of how the different components interact and contribute to 
the overall functionality of the face classification system.

Figure 7.6 represents a series of tools or components involved in 
the system implementation. Here is a breakdown of the key elements:

1. Microprocessor (Raspberry Pi): The microprocessor, specifically 
the Raspberry Pi, serves as the central component or “brain” of 
the system. It manages and processes the data received from the 
camera module.

2. Camera module: The system incorporates a camera module com-
patible with the Raspberry Pi. This camera module captures the 
input, which is the object (faces) to be detected.

3. Microprocessor processes: The microprocessor receives the input 
from the camera module and performs the necessary processing. 
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This includes running the Python program, which utilizes the 
previously generated model file (in .pb format) for face detection.

4. Model file: The model file, created through Python program-
ming, contains the trained model for face detection. This file is 
loaded into the Raspberry Pi to be utilized during the processing 
stage.

5. Package or library: The necessary packages or libraries required 
for the system, which have been developed and customized for 
the Raspberry Pi, are installed. These packages enable the execu-
tion of the program and facilitate the face-detection process.

6. Output display: The LCD monitor is used to display the output of 
the face detection process. The results obtained from the micro-
processor’s processing are presented on the monitor screen.

The system performs real-time face detection using the camera 
module by combining these components and running the program 
on the Raspberry Pi. The results are then displayed on the connected 
LCD monitor.

FIGURE 7.6 Block diagram.
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However, it is a diagram based on the information provided. 
Figure 7.7 shows the result of counting people in a room using the 
developed system. The experiment required testing 4 of her at differ-
ent distances.1–2 m, 2–4 m, 4–5 m, and 5–6 m.

7.4 CONCLUSION
Based on the examination conducted in this experiment, it can be con-
cluded that the CNN demonstration executed within the investigation 
has accomplished tremendous and precise outputs. This show takes a 50 × 
50 picture input and applies 6 convolutions with 32, 64, and 128 channel 
sizes. A 3 × 3 bit move step of esteem one is utilized in combination with 
the ReLU enactment work. Max pooling with a 2 × 2 kernel and walk two 
is additionally utilized. The model’s training process involved 13 epochs 
with a batch size of 64. The training dataset comprised 11,050 samples, 
while the testing dataset contained 1,950 samples. The achieved training 
accuracy was 99%, indicating a high level of accuracy in classifying the 
training data. The testing accuracy value reached 98%, demonstrating the 

FIGURE 7.7 System test result.
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model’s ability to generalize well to unseen data. Furthermore, the study 
examined the detection distance of the camera used in the experiments, 
noting that it could successfully detect individuals at a maximum distance 
of 6 m. Applying the CNN algorithm in this study has yielded favorable 
results, achieving high accuracy levels and demonstrating the model’s 
effectiveness in face detection and recognition tasks.
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8.1 INTRODUCTION
The rapid digitalization of various aspects of modern life, accelerated by 
COVID-19 restrictions, has led to a corresponding increase in cyberattacks  
worldwide (Scherb et al., 2023). These malicious activities range from 
phishing scams and ransomware attacks to data breaches and identity 
theft, posing significant threats to businesses, governments, and individ-
uals. A particularly alarming trend is the continuous growth of phish-
ing attacks, which have experienced a staggering rise in recent years. 
According to the Anti-phishing Working Group (2022), year 2022 was 
a record-breaking year for phishing, with more than 4.7 million attacks 
logged. Since the beginning of 2019, these attacks have increased by over 
150% per year, highlighting the urgency of addressing this cybersecu-
rity issue. In the final quarter of 2022 alone, the Anti-phishing Working 
Group observed 1,350,037 phishing attacks, further emphasizing the scale 
of this ongoing problem (Anti-phishing Working Group, 2022). A closer 
examination of the data reveals that the financial sector, including banks, 
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has borne the brunt of these attacks, accounting for 27.7% of all phishing 
incidents (Anti-phishing Working Group, 2022). This figure represents a 
notable increase from 23.2% in the third quarter of 2022 and underscores 
the vulnerability of this critical industry.

Phishing attacks have emerged as one of the most significant threats 
confronting businesses and the general public in recent years, posing 
severe challenges to the security of sensitive information and systems 
(Alwanain, 2019). These insidious attacks are particularly concerning due 
to their ubiquity, as they can be executed anywhere in the world and tar-
get any device or user (Manoharan et al., 2022). As a result, organizations 
and individuals must be increasingly vigilant and prepared to counter-
act this pervasive and ever-evolving menace. Alarmingly, the education 
sector has become the prime target for cybercriminals, experiencing an 
unprecedented surge in cyberattacks. According to SentinelOne (2022), 
educational institutions faced an average of 2,297 attacks per week dur-

Organizations must also invest in robust security measures and proto-
cols designed to provide multilayered protection against phishing and other 
cybercrimes and raise awareness. Educational institutions can significantly 
reduce the risks associated with phishing attacks and safeguard their valu-
able assets by proactively addressing vulnerabilities and staying abreast of 
emerging threats, including personal and financial data, intellectual prop-
erty, and institutional reputations. The rapidly evolving landscape of phish-
ing attacks presents a formidable challenge to organizations worldwide, 
with the education sector being particularly vulnerable to this pervasive 
threat. Institutions must prioritize cybersecurity awareness, implement 

ing the first half of 2022, marking a 44% increase compared to 2021. 
This trend is evident not only in the United States, where data indicates 
a consistent rise in the volume of monthly cyberattacks since 2021, but 
also in the United Kingdom. Government statistics reveal that a stagger-
ing 62% of higher education institutions in the United Kingdom reported 
encountering breaches or attacks at least once a week over the previous 12 
months (SentinelOne, 2022). Given the severity and prevalence of phishing 
attacks, it is crucial for organizations, particularly those in the education 
sector, to develop and implement comprehensive action plans to enhance 
cybersecurity awareness and safeguard sensitive information (Alharbi & 
Tassaddiq, 2021). Institutions can empower their staff and students with 
the knowledge and tools necessary to recognize and respond effectively to 
phishing attempts by prioritizing education and training, thereby mini-
mizing the likelihood of successful attacks.
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robust security measures, and foster a culture of vigilance among their staff 
and students to counteract this growing menace. Organizations can effec-
tively mitigate the risks associated with phishing attacks and ensure the 
continued protection of their valuable assets and information by adopting 
a proactive and comprehensive approach to cybersecurity.

8.2  CURRENT STATE OF PHISHING IN HIGHER  
LEARNING INSTITUTIONS

In today’s interconnected world, email has become a fundamental com-
munication tool for organizations across various industries, including 
higher learning institutions. This reliance on email has inadvertently 
given rise to the proliferation of phishing attacks, which have become a 
significant threat to the security of these organizations (Pinto et al., 2022). 
The frequency and sophistication of phishing attempts have increased 
over the years, with a staggering 83% of institutions reporting encoun-
ters with phishing attacks in 2021 (Okokpujie et al., 2023). One of the pri-
mary challenges in combating phishing attacks is the constantly evolving 
nature of these threats. Recent research indicates that conventional aware-
ness training, such as phishing campaigns, tends to yield only short-term 
benefits without significantly enhancing employees’ long-term resistance 
to phishing emails (Scherb et al., 2023). This limited effectiveness can be 
attributed to the increasing sophistication of phishing emails, making it 
more challenging to identify and differentiate from legitimate correspon-
dence. Furthermore, employees’ attitudes and workloads can also hinder 
the effectiveness of anti-phishing measures. Some staff members may not 
fully appreciate the severity of phishing threats or maybe too preoccupied 
with their daily tasks to scrutinize every email they receive thoroughly 
(Scherb et al., 2023). This combination of sophisticated attacks and poten-
tial employee complacency underscores the need for higher learning insti-
tutions to adopt innovative and comprehensive strategies to address the 
growing risks associated with phishing.

Cybercriminals constantly evolve their methods and strategies to 
exploit vulnerabilities in digital systems, posing significant challenges to 
individuals and organizations. Alharbi and Tassaddiq (2021) explained 
that these malicious actors do not always rely on the same attack vec-
tors; instead, they adapt and shift between various approaches, such as 
email phishing and network traffic manipulation, to achieve their decep-
tive goals. A deep understanding of cybercriminals’ common attack vec-
tors and techniques is crucial for developing effective security measures 
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and safeguarding sensitive information. One of the most prevalent tech-
niques that cybercriminals use is phishing, a form of social engineering 
that exploits human psychology and trust to deceive victims into provid-
ing sensitive information or performing actions that compromise security. 
Aljeaid et al. (2020) explain that phishing is not limited to email-based 
schemes; instead, various methods can be adopted to launch such attacks, 
including SMS, websites, and phone calls. Cybercriminals can increase 
the likelihood of successfully targeting unsuspecting victims by leverag-
ing these diverse channels.

For example, SMS phishing, or smishing, is a common tactic wherein 
cybercriminals send fraudulent text messages that appear to originate 
from trusted sources, such as financial institutions or government agen-
cies. These messages often contain urgent requests or alarming informa-
tion designed to elicit an immediate response from the recipient, who may 
be tricked into clicking on malicious links or divulging sensitive informa-
tion. Similarly, website phishing involves the creation of fake websites that 
closely resemble legitimate ones, luring victims into entering their login 
credentials or other personal data, which cybercriminals can then exploit. 
Telephone-based phishing attacks, or vishing, are another common 
method cybercriminals employ. In these scenarios, attackers impersonate 
representatives of reputable organizations, such as banks or government 
agencies, to convince victims to divulge sensitive information or perform 
actions that compromise security. Vishing attacks capitalize on the trust 
individuals typically place in voice-based communication, making it an 
effective means of deception.

In addition to these phishing techniques, cybercriminals exploit net-
work vulnerabilities to gain unauthorized access to systems and infor-
mation. Alharbi and Tassaddiq (2021) emphasized that attackers often 
shift between various strategies, including manipulating network traf-
fic, to deceive their targets. Cybercriminals can intercept sensitive data, 
inject malicious code, or manipulate system behavior to their advantage 
by intercepting or redirecting network communication. Aljeaid et al. 
(2020) discuss various phishing techniques employed by cybercriminals, 
including spear phishing, SMS phishing (also known as smishing), Voice-
over-Internet Protocol (VoIP)-based vishing scams, whaling, clone phish-
ing, social networking-based phishing, and watering hole attacks. Each 
method represents a distinct approach to deceive and exploit victims, 
illustrating the diverse tactics malicious actors utilize in the digital realm 
(Table 8.1).
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Phishing attacks exploit human psychology and trust, luring unsus-
pecting victims into providing sensitive information or granting unau-
thorized access to their systems. At its core, a phishing attack typically 
involves a series of carefully orchestrated steps designed to maximize the 
attacker’s chances of success while minimizing their exposure to detec-
tion. The first step in a phishing attack is the preparation stage, during 
which the attacker meticulously crafts a convincing email that imperson-
ates a reputable organization or service provider. It often involves mimick-
ing the targeted entity’s visual elements and tone and crafting a subject line 
and content that triggers a sense of urgency or curiosity. The attacker aims 
to prompt the recipient into taking immediate action, thereby increasing 
their susceptibility to the scam. The attacker proceeds to the distribution 
stage once the phishing email has been assembled. It involves sending 
malicious messages to many potential victims, whose contact information 
is often obtained through various illicit means such as data breaches, social 

TABLE 8.1 Types of Phishing

Phishing Type Description

Spear phishing A targeted form of phishing that aims explicitly at a particular individual 
or organization, often using personalized details to appear more 
convincing

SMS phishing 
(Smishing)

A phishing technique that uses fraudulent text messages appearing to 
come from trusted sources, often containing urgent requests or alarming 
information to trick victims into clicking on malicious links or 
providing sensitive information

Vishing scams 
(VoIP-based)

Phishing attacks that use Voice-over-Internet Protocol technology to 
impersonate representatives of reputable organizations via phone calls, 
exploiting trust in voice-based communication to deceive victims into 
sharing sensitive data or performing compromising actions

Whaling A form of phishing that targets explicitly high-level executives or key 
decision-makers within an organization, using tailored tactics to exploit 
these individuals’ unique responsibilities and access privileges

Clone phishing A type of phishing attack that involves creating replicas of legitimate 
messages or websites, with subtle alterations to trick victims into 
providing their credentials or personal information

Social 
networking-
based

Phishing attacks that leverage popular social networking platforms to 
deceive users, often through fake profiles, direct messages, or posts 
containing malicious links or requests for sensitive information

Watering hole 
attack

In a targeted attack, cybercriminals compromise a legitimate website that 
their intended victims frequently visit and then use it to launch phishing 
campaigns or other malicious activities against the targeted group

Source: Aljeaid et al. (2020).
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media, or the dark web. The sheer volume of emails distributed increases 
the likelihood of the attacker ensnaring at least a few victims.

Upon receiving the phishing email, the recipient may be enticed to click 
on a malicious link or download an attachment. This interaction, which 
constitutes the third step of the phishing attack, often leads the victim to 
a fake login page or installs malware on their device. The attacker aims 
to deceive recipients into providing credentials or personal information 
by creating a legitimate and trustworthy environment. Once the victim 
enters their information on the fake login page, the attacker captures this 
data and moves on to the exploitation stage. The attacker can engage in 
various malicious activities, from identity theft to unauthorized financial 
transactions with stolen credentials or personal information. Sometimes, 
the attacker may use the acquired data to launch further attacks on the 
victim’s contacts or organization, perpetuating the deception and exploi-
tation cycle. Figure 8.1 shows the process of a phishing attack.

8.3 IMPLEMENTING A PHISHING AWARENESS PROGRAM
Numerous efforts have been made to curb the incidence of phishing 
attacks, including developing anti-phishing toolbars that serve as web 
browser plug-ins and warn users when they access suspected phishing 
sites (Alwanain, 2019). However, as cyber threats become increasingly 
sophisticated, exploring innovative approaches to bolster awareness and 
understanding of these risks is crucial. One such approach is using serious 
games, as proposed by Scherb et al. (2023), instead of traditional awareness 
campaigns. These games have demonstrated a positive short-term effect 
on increasing cybersecurity awareness, highlighting their potential as an 
effective tool for educating technical and non-technical employees about 
common cyber threats. According to Scherb et al. (2023), most attacks 
could have been avoided if non-technical employees had received proper 
security awareness education.

FIGURE 8.1 The process of a phishing attack.
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The significance of improving security awareness among internet users 
cannot be overstated, especially in the context of the tremendous growth 
of online services (Alwanain, 2019). Individuals can make informed 
choices and adopt safe online behaviors by enhancing their understanding 
of common cyber threats, thereby reducing their susceptibility to phish-
ing attacks and other forms of cybercrime. As Pinto et al. (2022) point out, 
cybersecurity awareness and training play a fundamental role in prevent-
ing and mitigating a wide range of cyberattacks, emphasizing the need 
for organizations to prioritize educating their technical and non-technical 
human resources. An example of the effectiveness of serious games in rais-
ing cybersecurity awareness is their ability to engage users in an inter-
active, immersive learning experience (Scherb et al., 2023). These games 
can help users develop practical skills and strategies for identifying and 
responding to phishing attacks by simulating real-world scenarios and 
challenges, fostering a more proactive approach to cybersecurity.

In the ongoing battle against phishing attacks, exploring diverse strate-
gies to raise awareness among various types of users is essential. While 
machine learning techniques have emerged as a powerful tool, it is essen-
tial not to overlook the value of more traditional approaches, such as 
user training and education (Baadel et al., 2021). Organizations can add 
an extra layer of defense against phishing attacks by incorporating these 
conventional methods, complementing the capabilities of more advanced 
technologies and ensuring a more comprehensive and robust cybersecu-
rity posture. Activities such as cybersecurity awareness campaigns encom-
pass a variety of elements, including training programs, informational 
flyers, and webinars, as noted by Georgiadou et al. (2021). These diverse 
approaches aim to educate users and raise awareness about cybersecurity 
threats and best practices. Alhashmi et al. (2021) categorized cybersecurity 
awareness delivery methods into three primary types: face-to-face classes, 
self-directed classes, and embedded classes, as illustrated in Figure 8.2. 
Each method offers a unique approach to conveying cybersecurity knowl-
edge and fostering user awareness.

Organizations must develop practical phishing educational tools and 
strategies to stay one step ahead of these threats as phishing attacks evolve 
and become more sophisticated. Researchers have been hard at work devis-
ing various techniques to alert users to potentially risky email content 
and links, helping them avoid falling victim to these attacks (Shepherd 
& Szymkowiak, 2023). However, relying solely on passive awareness 
methods, such as emails, newsletters, and SMS notifications, may not be 
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sufficient in addressing the growing complexity of phishing attacks. As 
Aljeaid et al. (2020) suggested, integrated, proactive training programs 
targeted at different age groups are necessary. These programs could be 
taught in schools, universities, and organizations, enabling a wide range 
of individuals to develop the skills and knowledge required to identify and 
avoid phishing threats. These proactive training programs can help ensure 
that individuals at various stages of their lives are equipped with the tools 
and strategies they need to protect themselves from phishing attacks. For 
example, younger users, who may be more susceptible to certain types of 
phishing scams due to their inexperience with technology, could benefit 
from age-appropriate training materials and activities that teach them 
about the risks of sharing personal information online. Meanwhile, older 
users may require different types of training, focusing on the unique chal-
lenges they face in the digital age, such as recognizing fraudulent emails 
disguised as legitimate communications from banks, retailers, or other 
trusted entities.

One of the key factors in motivating individuals to take phishing 
threats seriously and take the necessary precautions is an appreciation of 
the potential consequences of falling victim to such attacks (Scherb et al., 
2023). Illustrating the devastating effects of phishing on both personal 
and organizational levels, such as identity theft, financial loss, and repu-
tational damage, can help users understand the importance of remaining 
vigilant and taking proactive steps to protect their sensitive information. 
Organizations could consider incorporating real-world examples and case 
studies into their phishing education efforts. Organizations can provide 
users with valuable insights and lessons they can apply in their own lives 
by sharing stories of actual phishing attacks and their consequences, as 
well as the strategies employed to combat them. Furthermore, interactive 

FIGURE 8.2 The process of a phishing attack (Alhashmi et al., 2021).
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training exercises, such as mock phishing simulations, can help users 
develop practical skills in identifying and responding to phishing threats, 
reinforcing the lessons learned through other educational resources.

One of the critical aspects of implementing a phishing awareness pro-
gram is the evaluation of its effectiveness. It can be achieved by examining 
different threat techniques and scenarios, as Nifakos et al. (2021) suggested. 
Organizations can gain valuable insights into the strengths and weak-
nesses of their training and awareness initiatives by investigating a wide 
range of potential risks and challenges, enabling them to make informed 
decisions about optimizing these programs for maximum impact. For 
instance, a company could conduct a series of simulated phishing attacks, 
each employing a different technique or targeting a specific group of users, 
to assess the preparedness of its employees in the face of these threats. 
The organization can identify areas where additional training or resources 
may be needed, as well as any patterns or trends that suggest particular 
vulnerabilities or areas of concern by analyzing the results of these simula-
tions. Moreover, the evaluation process can also serve as an opportunity 
to gather user feedback regarding their experiences with the training and 
awareness campaigns. It can help organizations better understand their 
employees’ needs and preferences and tailor their programs accordingly. 
For example, some users prefer hands-on, interactive training sessions, 
while others find written materials or online resources more effective. 
Organizations can ensure that their phishing awareness programs are ade-
quate for their diverse users by considering these individual preferences.

8.4  CASE STUDY: EVALUATING A PHISHING 
AWARENESS PROGRAM

In November 2021, a pilot phishing awareness program was conducted 
at a government-funded higher learning institution in Malaysia, involv-
ing 24 administrative staff members out of approximately 500 total staff. 
The distribution of participants according to their positions showed that 
12.50% of the respondents were management staff, with an equal percent-
age representing administrative (support) staff. Regarding gender, 13.54% 
of the respondents were male, while 11.46% were female. Most partici-
pants (23.96%) were Malay, with only one Chinese respondent (4%) in 
the group. The educational backgrounds of the respondents varied, with 
34% holding Master’s degrees, 4% possessing Bachelor’s degrees, 33% 
being Diploma holders, and 7.29% having certificates. The program aimed 
to investigate the effectiveness of awareness materials and strategies for 



Protecting Higher Learning Institutions   ◾   123

combating phishing. The goal was to determine how well these resources 
and approaches worked to replicate them in a broader context or different 
setting.

8.4.1 Overview of The Program and Its Implementation

During the session, the respondents were gathered in a virtual meeting 
room where four facilitators from the IT department were present. The 
pilot phishing awareness program used (1) pre-test and post-test ques-
tions, (2) posters, (3) infographics, and (4) video presentations. At the 
beginning of the session, the respondents were provided with a pre-test 
question. They were then presented with Poster 1 to view, followed by per-
ception questions in a Microsoft Form. It was followed by the presenta-
tion of Poster 2 and its corresponding perception form. Throughout the 
session, participants were given the freedom to ask questions at any time. 
Following that, the participants were presented with Infographic 1 and 
Infographic 2, along with their respective perception questions. Lastly, a 
video presentation was shown, and the session concluded with a post-test. 
It’s worth noting that all program content was created in English, while 
Malay served as the primary language for communication and instruc-
tions. The participants were specifically chosen from the top management 
and administrative employees. Figure 8.3 shows the process.

For the pre- and post-test questionnaires, we chose questions from the 
phishing quiz (https://phishingquiz.withgoogle.com/) that focused on 
detecting and identifying phishing threats. Both the pre-test and post-
test consisted of eight questions, which were used in the pilot tests. The 
participants utilized Microsoft Forms to provide their answers while 
watching videos presented during the test. After displaying posters, info-
graphics, and videos on phishing security awareness, the participants were 
requested to complete a questionnaire. These questionnaires aimed to 
assess the participant’s perception of the contents and materials and deter-
mine how they could enhance their understanding of phishing awareness.  

FIGURE 8.3 The flow of delivering material of the program.

https://phishingquiz.withgoogle.com
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The e-poster presentation is a commonly used approach for convey-
ing information, emphasizing visual appeal significantly. Such posters’ 
design must be adaptable to ensure adequate knowledge transmission. We 
searched for multiple sources to find suitable posters, yielding more than 
two options. Two posters were chosen from this selection for their clar-
ity and succinctness in conveying the intended content. The first e-poster 
obtained from InspiredLearning.com (https://inspiredelearning.com/
resource/cybersecurity-posters/) reminds participants to think before 
clicking. The second e-poster was created by Standford University (https://
uit.stanford.edu/service/phishingawareness/infographic).

Infographics are effective tools for presenting information or knowledge 
in a visually appealing and colorful manner that can be easily understood 
at a glance. Two of the most suitable infographics have been selected to 
help the target group identify phishing emails or links. Infographic 1 was 
adapted from InspiredLearning (https://inspiredelearning.com/resource/
how-to-identify-a-phishing-email/). It explains the meaning of phishing 
and guides in detecting a phishing email. These infographics effectively 
illustrate the structure and components of phishing emails, making the 
information more engaging, attention-grabbing, and comprehensible to 
the audience.

The second infographic (https://inspiredelearning.com/resource/social-
media-phishing-infographic/) provides valuable information and knowl-
edge about social phishing. This particular infographic was chosen due 
to its well-organized arrangement of graphics and easily comprehensible 
content. The infographic delves deeper into the following aspects related 
to social media:

i. Definition of social media phishing

ii. Reasons why hackers are drawn to social media

iii. Social phishing statistics

iv. Types of social phishing scams

v. Tips to avoid falling victim to social media phishing scams

The infographic aims to enhance the audience’s understanding of 
social media phishing and equip them with the necessary knowledge to 
protect themselves by presenting this information visually appealing and 
structured.

https://inspiredelearning.com
https://inspiredelearning.com
https://uit.stanford.edu
https://uit.stanford.edu
https://inspiredelearning.com
https://inspiredelearning.com
https://inspiredelearning.com
https://inspiredelearning.com
https://InspiredLearning.com
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The video serves as a medium that provides users with both visual and 
auditory learning experiences. Two videos from the international cyber 
risk and security quotient YouTube channels were selected to enhance 
phishing awareness. These videos played a significant role in the security 
awareness program. The first video, lasting 3 minutes, focused on spear 
phishing, phishing, and smishing. It encompassed definitions of malware, 
instructions for deleting phishing emails, and guidance on reporting 
phishing attempts. The second captivating video, titled “Phishing: A Game 
of Deception,” delved further into phishing attacks, such as those carried 
out via email, text and instant messaging, and phone calls. The video also 
provided insights into how individuals can proactively mitigate phishing 
attacks. Participants could gain valuable knowledge and understanding 
of phishing threats and effective countermeasures by incorporating these 
videos into the program.

8.4.2 Measuring the Program’s Effectiveness

The program’s purpose is to evaluate its effectiveness by identifying any 
shortcomings in the techniques used to deliver the necessary materials 
and the content itself. The program assessment can be conducted using 
qualitative, quantitative, or a combination of both methods. However, 
the evaluation process described here primarily focuses on quantitative 
methods. It is recommended to prioritize quantifiable and repeatable find-
ings when selecting appropriate metrics for the evaluation, as outlined in 
relevant recommendations. Quantitative methodologies aim to provide 
evaluation results objectively while establishing benchmarks for future 
assessments. One method that can be employed to understand better the 
program’s effectiveness is using metrics such as key performance indica-
tors. The evaluation employed various methods for this study, including 
testing, participation observation, data collection, and performance anal-
ysis. Table 8.2 presents the relevant components associated with each of 
these methods.

TABLE 8.2 Methods and Elements for Evaluation

Method Element

Test Pre- and post-test
Participation Attendance, completion
Data collection Questionnaire, feedback form
Performance Subject (participant) and program
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Two key factors are considered when evaluating the effectiveness of an 
awareness campaign: whether the information has reached the intended 
target and whether it has impacted the target audience (Rantos et al., 
2012). During the briefing session, the awareness team anticipated that not 
all participants would attend, resulting in some individuals not receiving 
the awareness materials and proper explanations. The efficacy of resources 
like e-posters and infographics depends on how they are delivered. Despite 
extensive distribution, certain participants may go unnoticed or ignore 
these materials. Attendance data provides insight into the number of peo-
ple who received the information, while polls and questionnaires gauge 
the impact of the session on participants. However, it is essential to note 
that these metrics do not necessarily indicate whether the acquired knowl-
edge will impact their regular routines. These are the quantitative meth-
ods employed in the pilot test, as presented in Table 8.3.

Questionnaire-based or audience satisfaction surveys were utilized to 
evaluate the program’s effectiveness. These surveys are conducted after 
the program’s completion to identify any organizational flaws. The sur-
vey findings offer valuable information regarding the program’s success, 
exposing shortcomings and highlighting areas that need improvement for 
future iterations. Statistical approaches are applied to comprehensively 
understand the overall assessment (Rantos et al., 2012). Participants’ com-
ments and recommendations can unveil significant flaws in the program’s 
implementation and distribution methods, making them a practical quali-
tative approach. It is possible to gauge the level of interest and acceptance 
of the security awareness culture by analyzing attendee engagement dur-
ing the sessions, such as asking questions, providing answers, and offering 
instructor feedback. In addition, ideas expressed by employees through 
feedback forms can be evaluated, providing insights into the quality of 
proposals and indicating the level of interest generated.

The hypothesis for this pilot test posits that the mean score of the post-
test will be higher than that of the pre-test, and the standard deviation of 

TABLE 8.3 Quantitative Methods

Summation
Summation of Participants, Test Score, and Rating Scale of Materials and 
Contents

Mean Average scores and rating scale of materials and contents
Standard deviation The measure of the dispersion of data values from the score means
Percentage Percentage of attendees and demographic data, correct answers and 

respondents
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the post-test will be lower than that of the pre-test. The phishing quiz was 
administered as a pre-test and post-test to assess the levels of awareness 
and understanding before and after the program. The results indicated a 
mean score of 4.92 for the pre-test and 4.54 for the post-test. It suggests a 
decrease in the score of 0.38 from the pre-test to the post-test. The stan-
dard deviation for the pre-test was 1.32, whereas it decreased to 1.18 for the 
post-test. Based on the mean scores, these findings are surprising because 
the program aimed to enhance understanding of phishing, yet the results 
indicate a lower score in the post-test. Regarding the distribution of scores, 
the pre-test scores were more widely spread than the post-test. There could 
be several reasons, such as (1) the respondents may have guessed while 
answering the quiz, and (2) they may lack the necessary knowledge or 
experience to evaluate technical problems.

However, the respondents became more aware and understanding after 
completing the program. They developed a sense of caution and critical 
thinking in their actions. The narrowing range of standard deviation in 
the post-test supports this assumption. Twenty-one respondents (or 87.5%) 
rated the program content and materials with a score of 8 or higher on 
a scale of 1 to 10, reinforcing this assumption. Consequently, there is no 
dispute regarding the content and materials’ effectiveness. Furthermore, 
the educational level of the respondents also influenced the outcomes. In 
this case, eight responders (33.3%) with a master’s degree demonstrated 
good results in the post-test. There is a relationship between education lev-
els and test results in which higher education levels correspond to higher 
competency levels.

Nevertheless, 100% of the participants strongly agreed or agreed that 
the program was successful and valuable overall, according to the survey 
findings conducted at the end of the session to evaluate the effectiveness of 
the course. Furthermore, they strongly agreed or agreed with the follow-
ing statements:

i. The course objectives were achieved.

ii. The course content and assigned training/workshops were 
appropriate.

iii. The delivery of the course was good and effective.

iv. The teaching aids were used effectively.

v. The course venue provided a conducive atmosphere.
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vi. The program planning and implementation were carried out 
smoothly.

vii. The allocated time for each module was appropriate.

viii. Their knowledge and understanding increased compared to before.

ix. They felt more confident in applying what they had learned com-
pared to before.

These survey responses indicate a high level of satisfaction among the 
participants regarding the course’s success, usefulness, content, delivery, 
and overall impact on their knowledge and confidence.

8.4.3 Lessons Learned and Areas for Improvement

The findings from this pilot test demonstrate that various factors, such as 
education level, user competency, computer literacy, and personality attri-
butes, can significantly influence the outcomes attained in the phishing 
awareness program (Asfoor & Rahim, 2018). Due to the limited duration of 
the program, the number of participants involved in this phishing aware-
ness initiative was relatively small, with only 24 individuals. Consequently, 
the obtained results may not fully meet the intended objectives. However, 
conducting a larger-scale study with a more extensive subject sampling is 
necessary to ensure broader validity. Based on the findings of this pilot 
test, it can be assumed that some participants did not pay full attention 
and failed to thoroughly read all the information presented during the 
security awareness program. As a result, the program’s actual goals were 
not effectively achieved. Many participants mistakenly believed that their 
IT security devices and information security solutions were sufficient 
to prevent dangerous emails from reaching their inboxes. In reality, the 
opposite occurred, emphasizing the need for all parties to exercise caution 
and take necessary precautions when handling their ICT assets.

Several suggestions can be considered to improve future iterations of the 
program. These include incorporating simulations or phishing exercises as 
preparation for the test, grouping participants based on their educational 
background or organizational roles, tailoring materials and content for 
each group, and closely monitoring participant engagement during each 
session or module. Repetition may be necessary to achieve better results 
and meet the objectives of the awareness program. Conducting these aware-
ness initiatives more frequently and in diverse formats can be beneficial. 
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Participants may also benefit from repeated exposure before their behav-
iors regarding cybersecurity are effectively changed. For instance, they 
consistently disseminate information on cyber security awareness through 
posters and emails to all stakeholders. Changing security behavior among 
higher education employees is a challenging endeavor that demands seri-
ous attention. Continuous improvement is the key to a successful aware-
ness campaign, and this can only be determined by employing the same 
effectiveness measuring techniques. It is recommended that such aware-
ness sessions be conducted monthly to enhance the knowledge and safety 
of staff and students.

In the realm of cybersecurity, establishing a culture of security aware-
ness is of paramount importance. It is crucial to have well-structured 
cybersecurity awareness and training programs that equip individuals 
with fundamental cybersecurity knowledge (Alharbi & Tassaddiq, 2021). 
These programs should educate people on the risks and threats present in 
the digital landscape and provide them with the necessary skills to protect 
themselves and their organizations. Regardless of educational background, 
qualifications, occupation, age, or gender, end users are susceptible to 
phishing attacks if they lack sufficient security knowledge and awareness 
(Aljeaid et al., 2020). The effectiveness of security measures depends on 
the individuals’ understanding and vigilance in identifying and mitigat-
ing potential risks. Hence, security awareness must be ingrained in the 
mindset of individuals from all walks of life. Instilling security aware-
ness as a cultural norm from a young age is essential. We can promote 
cyber awareness and cultivate sustainable, safe cyber behavior by integrat-
ing cybersecurity education into early childhood learning (Aljeaid et al., 
2020). Furthermore, individuals will be better prepared to navigate the 
digital landscape cautiously and make informed decisions regarding their 
online activities by embedding security practices into the fabric of society.

Creating a culture of security awareness requires a comprehensive 
approach encompassing various aspects. One crucial component is edu-
cation and training programs that cater to individuals of all ages and 
backgrounds. These programs should deliver information in a clear and 
accessible manner, providing practical knowledge and actionable steps to 
protect against cyber threats. Furthermore, organizations should promote 
a security-conscious environment by incorporating security practices into 
their policies and procedures. Employees will be more inclined to priori-
tize security in their day-to-day activities by fostering a culture that val-
ues cybersecurity and encourages proactive measures. Regular training 
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sessions, workshops, and simulations can reinforce security awareness 
and keep individuals updated with the latest threats and best practices. 
Technology plays a significant role in facilitating security awareness. 
Innovative tools such as interactive e-learning platforms, simulations, and 
gamified training modules can enhance engagement and knowledge reten-
tion. These technologies provide hands-on experiences and real-world sce-
narios that enable individuals to practice their cybersecurity skills in a safe 
environment.

8.5 CONCLUSION
In conclusion, this chapter has highlighted the importance of addressing 
phishing attacks in higher education and the potential for effective phish-
ing awareness programs to reduce risk. Phishing attacks continue to be a 
significant threat to individuals and institutions, targeting sensitive infor-
mation and compromising the security of systems. Higher education insti-
tutions, prime targets due to their vast networks and valuable data, must 
prioritize phishing awareness and proactively mitigate the risk. Phishing 
awareness programs equip individuals with the knowledge and skills nec-
essary to identify and respond to phishing attempts effectively. Institutions 
can significantly reduce the success rate of such attacks by educating stu-
dents, faculty, and staff about the tactics employed by attackers and pro-
viding them with practical guidance on spotting and reporting phishing 
emails or links. These programs play a vital role in building a culture of 
security awareness, where individuals are vigilant, informed, and actively 
contribute to protecting their institution’s digital assets. Furthermore, 
institutions have a critical role in fostering a culture of security awareness 
within their campuses. Institutions can set the tone for a secure environ-
ment by prioritizing cybersecurity and integrating it into their policies, 
procedures, and training initiatives. It involves creating a security-conscious 
culture that emphasizes protecting sensitive data, encourages individuals 
to report suspicious activities, and provides ongoing support and resources 
for maintaining security awareness. Furthermore, collaboration between 
departments, such as IT, security, and education, is crucial in developing 
comprehensive and effective phishing awareness programs.

Although significant progress has been made in phishing awareness pro-
grams in higher education, there is still room for improvement and future 
work. First and foremost, evaluating these programs is essential to measure 
their effectiveness and identify areas for enhancement. Institutions should 
conduct regular assessments, collect participant feedback, and analyze 



Protecting Higher Learning Institutions   ◾   131

metrics to gauge the impact of their initiatives. This evaluation process can 
inform future program development and ensure resources are allocated 
to the most effective strategies. In addition, as phishing attacks continue 
to evolve, phishing awareness programs must adapt and stay current with 
the latest tactics employed by attackers. Ongoing training and education 
should be provided to address emerging threats and equip individuals with 
the knowledge to recognize new phishing techniques. Institutions can also 
leverage technology solutions, such as simulated phishing exercises and 
interactive training platforms, to enhance engagement and provide hands-
on experiences that reinforce learning. Furthermore, collaboration and 
information sharing among higher education institutions are crucial in 
combating phishing attacks. Institutions can collectively strengthen their 
security posture and contribute to a safer overall ecosystem by sharing 
best practices, success stories, and lessons learned. Collaborative efforts 
can involve sharing threat intelligence, participating in joint training ini-
tiatives, and establishing communities of practice to promote continuous 
learning and improvement.
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9.1 INTRODUCTION
The correlation between carcass market value and fat depth is typically 
negative [1]. Higher fat depth results in reduced saleable meat yield and 
increased trimming costs to meet market sstandards. Enhancing the effi-
ciency and profitability of the lamb supply chain necessitates a noninva-
sive, cost-effective, and efficient method for assessing lamb carcass fatness. 
Figure 9.1 shows illustration of C-site on lamb carcass.
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Traditional statistical methods and machine learning algorithms share 
a common objective of foreseeing unforeseen outcomes or future behaviors 
based on existing data [2]. Machine learning algorithms have histori-
cally leaned heavily on computational power [3], whereas traditional 
statistical methods initially evolved in settings where computational 
capacity was lacking [4]. Consequently, conventional statistical meth-
ods hinge on limited data samples and numerous assumptions about 
data and distributions. Conversely, machine learning algorithms tend 
to embrace fewer assumptions about the issue at hand, adopting more 
f lexible methodologies and strategies to discover solutions, often lever-
aging heuristics [5].

The random forest algorithm is a machine learning tool utilized for both 
classification and regression purposes. Breiman (2001) introduced random 
forest, amalgamating his bagging sampling technique with the random 
feature selection to create forests of decision trees [6, 7]. Throughout the 
past decade, random forest has found applications across various domains, 
with new utilities continually emerging. For example, in the realm of engi-
neering, random forest regression (RFR) was introduced to predict the 
capacity of lithium ion batteries. This method learns the battery capacity’s 
reliance on features extracted from charging voltage and capacity mea-
surements [8]. In social sciences, researchers proposed the use of RFR to 
estimate poverty levels in Bangladesh. The model, trained on Bangladeshi 
data, was subsequently applied to both Bangladesh and Nepal, demon-
strating robust predictive capabilities for poverty estimation [9]. Within 
the field of medical science, Jing Zhao (2019) formulated a random forest 

FIGURE 9.1 The Lamb carcass.
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regression model that precisely predicted the estimated glomerular filtra-
tion rate, aiding in the identification of chronic kidney disease [10].

In contrast, multiple linear regression (MLR) stands as a renowned 
traditional statistical technique. It is a valuable instrument for uncover-
ing connections between a dependent variable and multiple independent 
variables [11]. MLR’s strong interpretability has led to its widespread use 
across diverse research disciplines. For instance, in the sphere of waste 
management research, an MLR model was devised to prognosticate the 
rate of municipal solid waste generation in Mexico [12]. In manufacturing, 
an MLR model was presented to approximate hourly photovoltaic produc-
tion, factoring in the performance ratio [13]. In the domain of education, 
MLR coupled with principal component analysis (PCA) has been har-
nessed to foresee students’ academic performance [14].

A comprehensive comparison was carried out between multiple machine 
learning algorithms and MLR. To model indoor PM2.5 concentration, both 
MLR and RFR were employed. The findings revealed that RFR exhibited 
superior performance in modeling indoor pollution [15]. Moreover, both 
MLR and RFR were employed to gauge soil infiltration rates, with RFR 
showing promise in predicting the spatial distribution of infiltration rates 
[16]. In addition, property prices in Slovenia were projected using MLR and 
RFR, with RFR outperforming MLR in price prediction [17].

Australia has pioneered a noninvasive method to measure fat depth 
using an ultrawide-band microwave system (MiS) that operates on energy-
efficient, nonionizing electromagnetic radiation [18]. Murdoch University 
has developed a cost-effective mobile MiS prototype, equipped with sam-
ple broadband antennas, to forecast carcass fat depth. Following data col-
lection, two prediction model strategies were assessed. The first involved 
the use of partial least squares regression (PLSR), while the second inte-
grated an ensemble stacking method, combining random forest and sup-
port vector machine (SVM). In the paper [19], concluded that the ensemble 
stacking method outperformed PLSR [18].

The benefits of the MiS technology include its safety, as it poses no health 
risks, and its user-friendliness, requiring minimal operator training beyond 
proper antenna positioning at the designated measurement spot. Figure 9.2 
shows measuring carcass C-site fat depth using microwave device.

The primary objective of this research is to construct an effective model 
for predicting the fat depth of lamb carcasses at the C-site. In addition, 
we aim to compare the predictive accuracy of two models: RFR model 
and the MLR model, using the dataset for lamb carcass C-site fat depth. 
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This study is centered on crafting a predictive model that can estimate 
the fat depth of lamb carcasses specifically at the C-site. Furthermore, 
in order to identify the superior model, this investigation will assess the 
performance of both RFR and MLR models in forecasting the fat depth 
of lamb carcasses at the C-site. The dataset for this research was gener-
ously provided by Jayaseelan Marimuthu and Graham Edwin Gardner 
from Murdoch University. The findings of this study hold potential ben-
efits for the meat industry, as it will offer insights into the effectiveness 
of both RFR and MLR models in predicting lamb carcass fat depth at 
the C-site. In addition, this research could serve as a valuable resource 
for future scholars, providing them with relevant information that could 
prove useful in their own studies. Moreover, some of the questions that 
future researchers might have could potentially find answers within the 
findings of this investigation.

9.2 MATERIALS AND METHODS

9.2.1 Data

The dataset was provided by Jayaseelan Marimuthu and Graham Edwin 
Gardner from Murdoch University. The data consists of 311 independent 
variables, which are frequency domain microwave signal, and one depen-
dent variable, which is the fat depth of lamb carcass at C-site in millime-
ters (mm). The flowchart of research was executed in accordance with the 
layout depicted in Figure 9.3.

FIGURE 9.2 Measuring Carcase C-site Fat Depth using Microwave Device.



Intelligence Random Forest Application   ◾   137

9.2.2 Random Forest Regression

RFR is an ensemble learning algorithm based on a large number of decision 
trees [3]. To create a single decision tree, it employs the bootstrap method 
to extract randomized samples from original samples. A random feature 
subspace is utilized to select a sorting point at each node of the decision 
tree. Finally, these decision trees are integrated to get the final forecast result 
using a majority vote. Figure 9.4 shows an illustration of RFR algorithm.

FIGURE 9.3 Flowchart of research.

FIGURE 9.4 Illustration of Random Forest Regression.
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9.2.3 Multiple Linear Regression

MLR is a traditional statistical method that has been widely used in iden-
tifying the linear association between the independent variables x  and 
dependent variable y [11]:

 β β β β ε= + + + + +0 1 1 2 2y x x xk k  (9.1)

where 1,2, ,= …j k .
The five assumptions of MLR are outlined in Table 9.1.

9.2.4 Principal Component Analysis

As the number of dimensions increases, the computational burden 
increases, the risk of overfitting increases and multicollinearity issues arise. 
Thus, to lower the dimensionality, PCA will com press the variables from 
the original large dataset into new variables, named as principal compo-
nents. First, PCA solves the eigenvalue and eigenvector issue. Second, PCA 
compresses the information into the first principal components as much 
as possible. Third, PCA compressed the maximum possible information 
into the second principal component from the remaining variables in the 
original dataset. The process is repeated until all the original variables are 
converted into principal components. The advantage of PCA is less accu-
racy reduction after the dimensionality reduction, but the interpretability 
of principal components is low [20].

9.2.5 K-Fold Cross-Validation

In machine learning, the dataset usually will be split into two sets: a train 
set for model training and a test set for model validation. However, for the 

TABLE 9.1: Assumptions of Multiple Linear Regression

Assumption Assumption Met If

Linearity The points are randomly scattered around or lie on the diagonal line in 
the predicted value versus actual value plot

Normality The histogram shows the normal distribution and the p-value from the 
Anderson–Darling test for normality is more significant than 0.05

Homoscedasticity The residual plot against the independent variable should show a 
random pattern (equally scattered around zero and not forming a 
U-shaped curve)

Multicollinearity The variables should not be highly correlated to each other. The 
variance inflation factor (VIF) of each variable should be lower than 10

Independence The value obtained is between 1.5 to 2.5 in Durbin–Watson test
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smaller dataset, k-fold cross-validation is a popular method to evaluate the 
trained model. Instead of splitting the data into two sets, k-fold cross-vali-
dation randomly splits the dataset into k groups uniformly. The first group 
will serve as a validation set, then compute the mean square error, 1MSE . 
Next, the second group will serve as a validation set, then compute 2MSE . 
This process will be repeated for k times to obtain 1MSE , 2MSE , …, MSEk.  
Averaging these values yields the k-fold cross-validation estimate [21].

9.2.6 Mean Square Error

  
ˆ1

2( )=
∑ −=MSE

x x
N

i
N

i i  (9.2)

where
N  = Sample size,
xi = actual observations, and
x̂i = estimated observations

Mean square error (MSE) is the average of the squared difference 
between the original values and predicted values. It measures the variance 
of the residuals.

9.2.7 Root Mean Square Error

  
ˆ1

2( )=
∑ −=RMSE

x x
N

i
N

i i  (9.3)

where
   Sample size,=N
actual observation, and=xi

ˆ estimated observation=xi .

Hence it is common to use root mean square error (RMSE) in evaluating 
the model accuracy where the lower the RMSE, the closer the estimated 
value as compared to the actual value. A model that minimizes RMSE will 
result in a higher accuracy of the predicted value.

9.2.8 Mean Absolute Error

  
ˆ1=

∑ −=MAE
y y
N

i
N

i i  (9.4)
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where
   Sample size=N ,
actual observation, and=xi

ˆ estimated observation=xi .

Mean absolute error (MAE) is a measure of errors between paired obser-
vations. It can be seen as an arithmetic average of absolute errors. MAE is 
widely used as it is easy in terms of understanding and computation.

9.2.9 R-Squared ( 2R )

It is the variation proportion that is explained by the predictor variables. 
In other words, it also explains how well the data fits the model. The better 
model will have higher R-squared.

 
( )
( )

= −
∑ −

∑ −
12

2

2R
y y

y y

i

i

i


 (9.5)

where
actual observation=yi ,

ˆ estimated observation, and=yi

average actual observation.=y

The coefficient of determination, or R-squared, is the proportion of the 
variation in the dependent variable that is predictable from the indepen-
dent variables. An R-squared of 1 tells us that all of the variations from the 
dependent variable can be explained by the features.

9.2.10 Adjusted R-Squared

It adjusts the root squared when there are too many variables in a model 
like n is the number of observations, 2R  is the R-squared, and k is the num-
ber of independent variables. It is described as follows:

 1
1 ( 1)

1
.2

2( )
= −

− −
− −













R
R n

n kadj  (9.6)

9.3 RESULTS AND DISCUSSION

9.3.1 Random Forest Regression and Multiple Linear Regression

Table 9.2 presents a comparison between RFR and MLR, excluding unsu-
pervised learning methods. The aim was to assess predictive accuracy. 
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From the table, it is evident that RFR and MLR yielded adjusted R-squared 
values of 1.25 and 1.42, respectively. Typically, the adjusted R-squared 
value should be less than 1, representing the proportion of dependent vari-
able variance explained by the model. The anomalous values observed 
here, exceeding 1, hold no statistical significance. These peculiar results 
might be attributed to the dataset’s small sample size and high count of 
independent variables.

To address this, PCA and K-means [22] clustering were subsequently 
implemented to mitigate dimensionality issues.

9.3.2 Results of Principal Component Analysis

Referring to Figure 9.5, PCA has effectively decreased the variable count 
to 15, encompassing over 95% of the total explained variance. Post 
PCA, the number of independent variables was reduced from 311 to 15. 
Subsequently, the newly derived 15 principal components from the PCA 
will be integrated into both the RFR and MLR models.

TABLE 9.2: Comparison of Random Forest Regression and Multiple Linear Regression 
without Unsupervised Learning Methods

Model MSE RMSE R-squared Adjusted R-squared MAE

Random forest regression 1.37 1.16 0.59 1.25 0.94
Multiple linear regression 2.22 1.47 0.33 1.42 1.18

FIGURE 9.5 The Principal Component Analysis.
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9.3.3 Results of K-Means Clustering

Referencing Figure 9.6, which depicts the Elbow method, we determined 
that the optimal number of clusters is K = 4. Through this method, all 311 
variables were categorized into 4 clusters, with sizes 50, 101, 86, and 74, 
respectively. These four newly formed clusters resulting from the K-means 
clustering will subsequently be employed in the fitting process of both 
RFR and MLR models.

9.3.4  Comparison between RFR and MLR with PCA and  
K-Means Clustering

Table 9.3 reveals that among these four models, MLR with K-means clus-
tering showcases the most favorable performance. This is evident across 

FIGURE 9.6 Elbow Method Analysis.

TABLE 9.3: Comparison between Random Forest Regression and Multiple Linear 
Regression with PCA and K-Means Clustering

Model MSE RMSE R-Squared Adjusted R-Squared MAE

Random forest regression with PCA 1.58 1.24 0.54 0.48 0.99
Random forest regression with 
K-means

1.33 1.13 0.60 0.58 0.89

Multiple linear regression with PCA 1.36 1.15 0.60 0.53 0.90
Multiple linear regression with 
K-means

1.15 1.06 0.65 0.64 0.84
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all evaluation metrics, as evidenced by the MSE and RMSE values of 
1.15 and 1.06, respectively. The minimized MSE and RMSE values sig-
nify that the data in MLR with K-means clustering closely aligns with 
the optimal fitting line. Furthermore, the MAE of MLR with K-means 
clustering is at its lowest, measuring 0.84. This outcome implies that 
this particular model exhibits the smallest average residual magnitude. 
Moreover, MLR with K-means clustering yields the highest R-squared 
and adjusted R-squared values, reaching 0.65 and 0.64, respectively. 
These outcomes underscore that the independent variables can elucidate 
65% of the dependent variable’s variance before adjustment and 64% 
post-adjustment. The corresponding equation for MLR with K-means 
clustering is as follows:

 9.0241 2.5703 3.8183 0.5710 9.35091 2 3 4= − + − −y x x x x  (9.7)

Conversely, the model that achieved the second-best results is RFR 
with K-means clustering. In this case, the MSE and RMSE values stand 
at 1.33 and 1.13, respectively. Furthermore, the MAE for this model 
amounts to 0.84.

In addition, RFR with K-means clustering yield the second-highest R
-squared and adjusted R-squared value, which are 0.60 and 0.58, respec-
tively. This indicates that the independent variables could explain 60% of 
the dependent variable before adjusted and 58% of the dependent vari-
able after adjusted. The visualization of the first decision tree of RFR with 
K-means clustering as shown in Figure 9.7.

As RFR with K-means clustering consists of 100 decision trees which 
lead to a highly complex illustration, thus, only the first decision tree is 
shown in Figure 9.7.

9.3.5 Assumption Checking of Multiple Linear Regression
9.3.5.1 Linearity
Assumption 1: Linear relationship between the target and the feature 
checking with a scatter plot of actual versus predicted. Predictions should 
follow the diagonal line.

In Figure 9.8, which displays the plot of actual values against predicted 
values, it can be observed that the data points are uniformly scattered 
along the diagonal line. As a result, we can deduce that the assumption of 
linearity has been met.
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FIGURE 9.7 Illustration of first decision tree of Random Forest Regression with K-means Clustering Elbow Method Analysis.
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9.3.5.2 Normality
Assumption 2: The error terms are normally distributed.

Employing the Anderson–Darling test to assess normal distribution, 
the p-value from the test is exhibited in Figure 9.9. Generally, a p-value 
below 0.05 suggests non-normality. In this case, the p-value is 0.3668267, 
indicating that the residuals follow a normal distribution.

9.3.5.3 Homoscedasticity
Assumption 3: Homoscedasticity of error terms.

Residuals should have relative constant variance.
From the residuals plot in Figure 9.10, it observed that the residuals are 

randomly distributed around zero, thus, we conclude that residuals have 

FIGURE 9.8 Linearity assumption checking of MLR.
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constant variance. We could observe that there is an outlier (within the 
green circle) that is larger than 3. Further diagnostic should be carried out 
to identify whether the outlier is influential.

9.3.5.4 Multicollinearity
Assumption 4: Multicollinearity.

From Table 9.4, it can be observed that multicollinearity issue exists. 
Cluster 1, 2, and 3 have the high value of variance inflation factor (VIF), 
greater than 10, indicating the high multicollinearity.

FIGURE 9.9 Normality assumption checking of MLR.

FIGURE 9.10 Homoscedasticity assumption checking of MLR.
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9.3.5.5 Independence
Assumption 5: No autocorrelation.

 Performing Durbin-Watson Test
Durbin-Watson : 1.8351480272859468

If the value obtained is between 0 to 2, we conclude that the residuals 
are positively correlated. If the value obtained is between 2 to 4, we con-
clude that the residuals are negatively correlated.

From the Durbin–Watson test, we got the value of 1.84 (between 1.5 and 
2.5), which led to no autocorrelation between residuals.

9.3.6  Discussion in Assumptions Checking of Multiple  
Linear Regression

Upon conducting a comprehensive assessment of the assumptions, we have 
determined that the prerequisites for linearity, normality, homoscedastic-
ity, and independence have all been satisfied. Regrettably, the assumption 
pertaining to multicollinearity has not been met. This deficiency arises 
due to elevated VIF values which signify a noteworthy correlation among 
the independent variables. Given this breach of assumption, the reliability 
of the MLR model integrated with K-means clustering is compromised. 
Consequently, it is our considered opinion that the model exhibiting the 
second-best performance, namely the RFR in conjunction with K-means 
clustering, stands as the most robust choice. This particular model emerges 
as the optimal candidate for predicting the fat depth of lamb carcasses at 
the C-site, considering the shortcomings encountered with the previously 
mentioned MLR approach.

9.4 CONCLUSION
The findings of this investigation indicate that the RFR model with K-
means clustering emerges as the optimal model for predicting the fat 
depth of lamb carcasses at the C-site. While the MLR model with K-means 

TABLE 9.4: Multicollinearity Assumption 
Checking of MLR in Dataset 1

Cluster Variance Inflation Factor

0 8.54
1 22.52
2 59.82
3 44.10
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clustering exhibited superior accuracy metrics such as MSE, RMSE, R
-squared ( 2R ), adjusted R-squared (adjusted 2R ), and MAE, it failed to meet 
the assumption of multicollinearity. Consequently, RFR with K-means 
clustering, which attained the second-best performance, was chosen as the 
most suitable model for this fat depth prediction task.

Therefore, the conclusion drawn is that RFR outperforms MLR in this 
context, mainly due to its fewer assumption requirements. Given the lim-
ited sample size of the dataset in this study, it is advisable to conduct fur-
ther training and validation to enhance the ability of model to predict the 
fat depth of lamb carcasses at the C-site.
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10.1 INTRODUCTION
Face recognition is a powerful technique capable of identifying or veri-
fying individuals based on their facial features captured in photographs 
or videos. Face recognition systems can be implemented in a variety of 
ways. In general, it is a system that compares selected facial features from 
a picture to faces in a database. Face recognition is also known as a bio-
metric artificial intelligence method because it confirms a person’s identity 
based on facial textures, shapes, and contours without human interven-
tion. Face recognition has become increasingly popular in recent years 
for a variety of purposes, including unlocking smartphones [1], finding 
missing persons [2], assisting blind people [3], identifying users on social 
networking sites [4], taking online examinations [5], managing atten-
dance [6], and recognizing facial expressions [7]. Because of its contactless 
and noninvasive nature, face recognition has been frequently employed 
in security and surveillance systems. However, its performance is slightly 
poorer than other biometric recognition systems. Researchers have pro-
posed different algorithms and methods to improve existing face recog-
nition systems. However, fully implementing a reliable face recognition 
system remains challenging due to various environmental conditions.  
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The algorithms applied are the most important consideration, followed by 
the hardware used. Furthermore, most of the research findings have been 
presented without actual platform implementation. As a result, the out-
comes are debatable.

Convolutional neural networks (CNNs) have gained popularity in 
visual image analysis due to their superior classification and recognition 
capabilities [6]. Unlike traditional neural networks, CNNs utilize convolu-
tion instead of general matrix multiplication in one or more of their layers, 
allowing them to excel in various tasks. Each neuron in each layer of a 
CNN is connected to all neurons in the next layer. The connection pattern 
of neurons in a CNN is inspired by biological processes, and these con-
nected neurons can lead to data overfitting [8]. CNNs preprocess images 
differently than other image classification methods. The network removes 
unnecessary components with feature engineering to increase the per-
formance of the algorithms. CNNs consist of three layers: an input layer, 
an output layer, and hidden layers. The hidden layers involve a series of 
convolution layers that convolve when multiplied. The input image is pro-
cessed by the hidden layers, which perform convolution calculations, sub-
sampling, and conclude with a fully connected layer for further feature 
extraction. Finally, the network generates an output. However, CNN mod-
els have some drawbacks. For example, they can have difficulty classifying 
images with different positions, and their performance can degrade when 
the number of images in the server is increased.

In addition to CNN, other researchers have shown that template match-
ing [9] and geometric-based [10] methods can also be effective in face 
recognition. Template matching works by comparing two images and 
determining their similarity. It is a common technique in image process-
ing for tasks such as feature extraction, edge detection, and object extrac-
tion. Template matching can be divided into two types: feature-based 
and template-based. Feature-based comparison compares the edges and 
corners of the object and template images. The goal of the comparison 
is to locate the location that most closely matches the template image. 
Template-based matching, on the other hand, uses the entire template to 
identify the best match. It focuses on unique features such as eyes, nose, 
mouth, chin, and the shape of the face. However, the recognition process 
can be challenging due to potential challenges such as scaling, rotation, 
illumination, and others.

The geometric-based approach is a facial recognition algorithm that 
compares and recognizes faces using fiducial points. Fiducial points can 
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be automatically detected or manually extracted. Automatic detection is 
usually preferred and used, but the detected points are then manually cor-
rected by the operator. The geometric features could be the corners, edges, 
and area of the image formed by the detected points. The features can be 
extracted via corner detection, curve fitting, edge detection, and global 
structure extraction. Faces, eyes, noses, mouths, and ears are formed from 
these features. These facial traits are compared to the extracted data in the 
dataset to recognize faces.

In this research, a standalone system with template matching, geometric-
based, and CNN algorithms is applied to a web-based massive open online 
course (MOOC) platform. Most students widely use the MOOC platform 
for attending online courses. Registered students can log in to any MOOC 
platform to download teaching and learning materials, attempt quizzes 
and tests, submit assignments, share their thoughts in the forum, and 
so on. However, the safety and security of the MOOC system remains a 
challenge. Others may view the content of the MOOC after the owner has 
logged in or forgotten to log out. An intelligent system with face recogni-
tion is required to prevent others from taking the quizzes, tests, or assign-
ments assigned by the lecturer. It also prevents others from viewing the 
test/exam question content during the test/exam session.

This research is divided into two parts. The first part is to design and 
develop an automated login system without modifying any existing MOOC 
platform. The second part involves the design and embedding of the geo-
metric-based approach, template matching method, and CNN algorithm 
to perform automated face recognition. Finally, the performance of the 
algorithms is compared and analyzed.

10.2 RELATED RESEARCH WORKS

10.2.1 Template Matching

Template matching is a simple and fast method used in object detection 
studies by changing the template used without a time-consuming training 
process. However, it is not popular because traditional template match-
ing is not reliable and robust. Recently, researchers have proposed various 
ways to improve the template matching algorithm to fit the robustness. 
Some of them have proven that template matching performs well in vision 
sensor systems for surveillance [11].

In ref [12], the authors proposed a face detection technique based 
on template matching and color segmentation. They used eye and face 



154   ◾   Intelligent Systems of Computing and Informatics

templates to find areas with high similarity. Then, they derived a mask 
using color segmentation. Next, they used texture filtering and a variety 
of binary operations to clean the derived mask. The false positives were 
then edited and removed using the derived mask. The outcome then went 
through a clustering process. In the clustering process, points that were 
less than a certain Euclidean distance from each other were clustered into 
one point. The above process was repeated with a variety of scales or reso-
lutions. Finally, they used the results to reconstitute the mask. The pro-
posed method achieved the best average detection rate of 89%.

In ref [13], the authors proposed an almost similar template matching 
method for comparing facial features. The accuracy rate was 86.11%. The 
method involves face region extraction, detection, and selection of the 
iris. For face region extraction, the researchers selected colored images 
of men with beards, mustaches, and facial expressions from the AR face 
database. They also selected colored images of women with long hair and 
facial expressions from the AR face database. Each head-and-shoulder 
photo selected had a plain background and a head rotation of fewer than 
30 degrees. The images were then used to develop a skin color model. 
They converted the photos to grayscale images for iris recognition and 
selection. Then, they used grayscale closing to extract the intensity val-
leys. Illumination normalization and light spot removal were applied to 
improve the image quality.

In ref [14], the authors proposed skin color detection and template 
matching for face recognition. They started by differentiating the skin and 
non-skin areas in the input images using the skin color detector. The objec-
tive was to remove all non-facial areas based on template matching. The 
accuracy of template matching was increased after excluding all non-facial 
areas. The template matching method used an eigenfaces trained image to 
locate the mouth, nose, and eyes. Lastly, the recognition involved image 
segmentation, edge detection, and template matching. This method did 
not perform as expected and achieved the best recognition rate of 62.5%.

In ref [15], the authors divided the proposed approach into four parts: 
wavelet decomposition, edge image extraction, feature extraction, and 
template matching. To start, they decomposed the input image using the 
wavelet decomposition method. The edge images (template images) were 
then created using the decomposed subimages. Next, they used tem-
plate images to estimate the shapes of faces. Twenty-eight features were 
then calculated for each face and saved in the feature database. Finally, 
they mapped the faces using the feature database. The proposed method 
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achieved the best recognition rate of 84%, but the overall processing time 
was slightly higher than other template matching methods.

In ref [16], the authors proposed template matching and appearance-
based methods for face recognition. The authors divided the proposed 
approach into several steps. They first identified human faces in video 
frames using the Haar classifier. Then, they extracted facial features such 
as eyes, nose, and mouth using the Otsu threshold method. Lastly, the 
faces were then recognized using the Hu moment feature set. Interestingly, 
the overall best recognition rate was 91%.

10.2.2 Geometric-Based Model

During the past decades, two-dimensional (2D) face recognition meth-
ods have achieved remarkable results in face recognition. However, these 
methods are still weak in handling recognition tasks in various illumina-
tion, pose, expression, occlusion, and disguise situations. In fact, geometric-
based methods may outperform 2D face recognition due to their advantage 
in robustness.

Local feature-based methods are one of the most commonly used 
geometric-based methods. These methods involve a keypoint detec-
tor called scale-invariant feature transformation (SIFT). In their study 
in ref [17], researchers utilized SIFT to identify significant keypoints 
in a 3D depth image. These keypoints were then utilized to measure 
the variations in facial depth within their respective neighborhoods. 
To enhance accuracy, they incorporated local covariance descriptors 
and employed Riemann kernel sparse coding techniques. However, the 
algorithm’s performance could be reduced due to facial expressions. The 
presence of occlusions would also reduce the accuracy rate. The dataset 
used was FRGC V2 and the proposed method achieved a 97.3% accuracy 
rate.

In a recent work in ref [18], the authors introduced a novel approach 
based on the wave kernel signature that incorporates geometry and local 
shape descriptors. This method was specifically designed to address the 
challenges posed by facial expressions in geometric-based face recognition 
methods. The proposed method has greatly improved other geometric-
based methods in terms of time consumption and face expression issues. 
However, the proposed method relied heavily on the database. The per-
formance was low with missing data. The presence of occlusions remains 
a challenge. The researchers improved the database for GavabDB, and the 
proposed method achieved a 99.18% accuracy rate.
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Study in ref [19] proposed a local binary pattern (LBP) based method to 
extract 3D depth image features. Then, the support vector machine (SVM) 
algorithm was used to classify the image features. The feature extraction 
time of each depth map in Texas 3D was reduced to 0.1856 seconds, while 
other researchers needed 23.54 seconds. However, the algorithm’s perfor-
mance could be low with various pose and occlusion problems. The pro-
posed algorithm achieved a 96.83% accuracy rate.

10.2.3 Convolution Neural Networks

CNN has significantly improved 2D facial recognition due to its robust-
ness. There are a variety of deep neural networks, and CNN is the most 
commonly used one. CNN is a type of neural network that uses convo-
lution instead of conventional matrix multiplication in at least one of 
its layers. The word “convolution” means that the neural network uses a 
mathematical operation called convolution.

In ref [8], the researchers divided the proposed algorithm into three main 
parts. First, the input images were resized into 16 × 16 × 1, 16 × 16 × 3, 32 × 
32 × 1, 32 × 32 × 3, 64 × 64 × 1, and 64 × 64 × 1. Then, they designed a CNN 
structure containing five convolutional layers and three max pooling layers. 
Next, they used the Softmax classifier to classify all the features. The Georgia 
Tech face dataset was used, and the best recognition rate was 98.8%.

In ref [20], the researchers first sent the gallery images to undergo image 
preprocessing to improve the image quality. After that, they determined 
the similarity of the gallery images and reference-based feature vectors. 
Then, the gallery images were arranged based on their similarity. Lastly, 
the gallery images were sent for training. The ORL dataset was used, and 
the proposed CNN achieved a 98.3% accuracy rate.

Ref [21] proposed a two-stream CNN. The two-stream CNN specializes 
in the classification and localization of single face detection. The proposed 
method can output the human faces in the input images. The authors also 
used a cascade of Region of Interest Network and two-stream CNN for 
multi-object detection. The author used the ChokePoint dataset, and the 
testing accuracy rate was 91.0%.

Ref [22] proposed an unconstrained face verification method using 
CNN. The authors used the CASIA-WebFace and IJB-A datasets for face 
detection in the training step. The applications of the dataset can simplify 
the localization and alignment of each face. The CNN model was trained 
with the CASIA-WebFace dataset, and the Joint Bayesian metric was 
derived using the IJB-A dataset. In the testing phase, pairs of test image 
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sets were input, and a similarity score was generated based on CNN fea-
tures and learning metrics.

Ref [23] proposed a face recognition with pose and illumination 
method using CNN. They combined the convolution and resampling layer 
to produce a simplified version of CNN. The combination had adapted to 
face recognition for 100 classes. It also incorporated a partial connection 
between the first and second layers. The reason for doing this was to make 
sure that all different features were involved in the training process. This 
combination required only one stage to complete the convolution and sub-
sampling, whereas CNN needs two stages.

10.3 THE PROPOSED METHOD

10.3.1 Machine Learning Method

Almost 100 volunteers participated in the experiments. The captured photos 
included head and shoulder parts. Later, template images were created based 
on appearance-based methods. The images were then converted to grayscale 
to remove extraneous information. In the face recognition process, an input 
image was captured and preprocessed before applying template matching. 
Finally, the accuracy of the matching was calculated and analyzed.

In geometric modeling, the captured photos were cropped to the same 
size and then converted to grayscale. The geometric features were then 
extracted from the grayscale images. The extracted features were used for 
training purposes. Finally, the training results were collected and analyzed.

Almost similar steps were applied with the CNN algorithm. The cap-
tured photos were cropped and converted to grayscale in the segmentation 
process. Only the facial features remained after the segmentation process 
to reduce the information involved in the CNN training process. Then, the 
trained model was used for the recognition process. Figure 10.1 shows the 
proposed model used in this study.

10.3.2 The Proposed Identification Model

A program was created using the SCREEN_SEARCH library. The pro-
gram is designed to automatically identify the SmartV3UMS website by 
comparing the URL and screenshot with pre-saved information. Then, 
the program will turn on the camera and automatically identify the user 
using face recognition methods. The login process will start after the user 
is identified. The user must first configure the username and password when 
registering the program for the first time. The computer’s MAC address will 
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be collected and mapped to the user to strengthen the login process. The user 
must confirm whether they want to continue logging in to SmartV3UMS 
within one minute. Otherwise, the login process will be canceled. After 
logging in to SmartV3UMS, the program will automatically minimize the 
browser within 10 seconds if another user is detected or the identified user 
(the account owner) is missing from the screen for more than 10 seconds. 
Figure 10.2 shows the overall process of the proposed model.

10.4 RESULTS AND DISCUSSIONS
A set of preliminary experiments were carried out to identify the perfor-
mance of template matching, geometry-based, and CNN algorithms. The 
proposed CNN parameter settings in ref [23] were referred to, and the 
average testing results are shown in Table 10.1.

The results show that the template matching algorithm performed well, 
with an average recognition rate of 89.06%. Both the CNN and geometry-based 
algorithms achieved much better results in terms of accuracy than the tem-
plate matching algorithm. Surprisingly, the CNN algorithm achieved an 
average accuracy rate of 93.33%, compared to the accuracy rate of 93.06% 
of the geometry-based algorithm. However, many researchers have shown 
that the CNN algorithm outperforms other facial recognition algorithms. 
The configuration of CNN’s training parameters is probably required due 
to the different datasets used.

FIGURE 10.1 The proposed model for face recognition purpose.
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TABLE 10.1 Comparison of Testing Results

Template Matching Geometric Based CNN

First 100 tests
Accuracy result (%) 89.00 93.00 94.00
Recognition time (s) 1.88 1.86 2.62

200 tests
Accuracy result (%) 87.50 93.50 93.00
Recognition time (s) 2.09 1.98 2.88

300 tests
Accuracy result (%) 90.67 92.67 93.00
Recognition time (s) 1.79 1.97 3.32

Overall results
Average accuracy (%) 89.06% 93.06% 93.33%
Average duration 1.92s 1.94s 2.94s

FIGURE 10.2 The proposed identification model.
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Table 10.1 also shows that the template matching algorithm performed 
slightly faster than the geometry-based and CNN algorithms. This is 
probably because the geometry-based algorithm required more informa-
tion than the template matching algorithm, thus increasing the matching 
time. For CNN, the average recognition time increased for every 100 tests, 
and the recognition rate was slightly reduced. This is probably due to the 
increasing amount of data captured over time.

Next, several experiments were conducted with CNN to identify the best 
configuration for training and testing results. The experiments involved a 
range of 10–60 epochs. The batch sizes were varied: 8, 16, 32, 64, 128, and 
192. Learning rates of 0.01, 0.001, 0.0001, 0.0002, 0.0003, 0.0004, and 0.0005 
were used. The results showed that the combination of 20 and 30 epochs, 
batch size 16, and learning rate 0.0004 generated the highest experimental 
results. These results are simplified and tabulated in Table 10.2.

Table 10.2 shows that the CNN testing accuracy was increased from 
93.73% (in Table 10.1) to 97.10% (in Table 10.2). This proves that the CNN 
accuracy performance can be improved with the right configuration.

Another 300 tests were conducted with the CNN configuration men-
tioned above to determine the performance of the settings. The overall 
testing results were improved, achieving an average testing rate of 94.61% 
with the new configuration. However, the average recognition time was 
about 3.62 seconds, slightly higher than the preliminary experiments. The 
results are shown in Table 10.3.

TABLE 10.2 Comparison of CNN Training Results

Epoch 10 20 30

Experiments 1 2 3 1 2 3 1 2 3
Batch sizes 16 16 16 16 16 16 16 16 16
Learning rate 0.0004 0.0004 0.0004 0.0004 0.0004 0.0004 0.0004 0.0004 0.0004
Accuracy 0.8301 0.8108 0.8304 0.9717 0.9804 0.9694 0.9822 0.9701 0.9748
Average accuracy 82.38% 97.38% 97.57%

TABLE 10.3 CNN Testing Results 

Average Accuracy (%) Average Recognition Time (s)

First 100 tests 95.00 3.83
200 tests 94.50 3.36
300 tests 94.33 3.66
Average results 94.61 3.62
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10.5 CONCLUSION AND FUTURE WORKS
In summary, a simple and fast face recognition standalone application 
has been created in this project. However, it is not yet integrated into the 
SmartV3UMS MOOC system, as formal approval from the authorized 
department is required first. The geometric-based approach, template 
matching method, and CNN algorithm performances were compared and 
analyzed. Surprisingly, the CNN performed slightly better than the geo-
metric-based and template matching methods. However, the algorithms’ 
performance varied due to different hardware used. Therefore, the CNN 
performance in actual testing is still debatable.

The template matching method recognizes faces using extracted fea-
tures. The template matching accuracy highly depends on the template 
images used. Face recognition will fail if the intensity difference between 
the faces and the surrounding region is too small. Failure may also hap-
pen if the face image is obscured, if there is an image with a thick beard, 
moustaches, or conditions with mouth open. Illumination and hardware 
used could be another factor of failure.
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11.1 INTRODUCTION
Artificial intelligence-powered computer vision is a hot research topic at 
present because of its potential applications. Image recognition, object 
detection, image super-resolution, and image generation are some of the 
major topics in computer vision. All of these applications, from the most 
basic, such as automotive, to the most complex, such as healthcare, rely on 
the computer to process, understand, and analyze the situation in order 
to make a wise decision. In simple terms, computer vision is a technology 
that teaches computers to replicate human eyes and brain.

Image processing is different from computer vision. Image processing 
is a subset of computer vision. It is a technique for enhancing an image 
or extracting relevant information from an image by performing opera-
tions such as smoothing, sharpening, contrast adjustment, and stretching. 
Due to the need for high-quality images, it is necessary to improve low-
light images with a limited dynamic range that are produced by computer 
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vision due to inadequate lighting. There is a growing body of research that 
shows that image quality can be improved using machine learning algo-
rithms [1]. Deep learning has emerged as a cutting-edge new technology 
across industries due to its remarkable achievements [2]. Convolutional 
Neural Network (CNN) [3], Region-based Convolutional Neural Network 
(R-CNN) [4], and You Only Look Once (YOLO) [5] are well-known deep 
learning methods used in computer vision. Deep learning is a type of 
machine learning that teaches computers to learn from experiences, like 
humans do. It does this by processing data through multiple layers of a 
neural network. Each layer in the neural network passes a representation 
of the data to the next layer.

Deep learning has been used effectively in object detection and recogni-
tion. Object detection and recognition research is important in a number 
of industries, including security, defense, and healthcare. Object detection 
and recognition technologies can be used to verify or identify an object in 
a digital image or video. A computer algorithm analyzes and matches the 
distinctive properties of an object, transforms them into a mathematical 
representation, stores the data, and then compares it with the data already 
stored in the database for identification purposes.

Object detection and recognition in low-light environments is a chal-
lenging task due to variations in viewpoint, deformation, illumination, 
occlusion, background clutter, and intra-class variability. This study 
explores the application of deep learning, specifically the YOLOv3 model, 
for object detection and recognition in low-light settings. To improve the 
performance of YOLOv3, a systematic approach to fine-tuning was imple-
mented. Finally, a comparison was conducted to determine whether image 
enhancement techniques are necessary prior to training YOLOv3.

In rest of the chapter, Section 2 discusses the research works related to 
the proposed algorithms. Section 3 explains the methodology used in the 
study. Section 4 discusses the research findings and Section 5 concludes 
the research works.

11.2 RELATED RESEARCH WORKS
The artificial neural networks (ANNs) are made up of many interconnected 
nodes called neurons and these mimic human brain. The developed ANNs 
learn from inputs/datasets and optimize the outputs. The input is loaded 
into the input layer as a multidimensional vector. The hidden layers then 
take the previous layer’s decisions and weigh how a stochastic change within 
itself affects the final output. This process is known as the learning process.
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Various types of ANNs have been proposed since the past few decades, 
and the application of ANNs has achieved remarkable results in robotics, 
biometric security, stock market prediction, gaming, and other fields. In 
2014, deep learning was introduced. The model is having deeper topology 
compared to the ANNs. No doubt, it has become a popular model nowa-
days in object detection and recognition due to its robustness and capability. 
Deep learning usually consists of multiple hidden layers stacked with each 
other. The popular deep learning methods are CNN, R-CNN, and YOLO.

11.2.1 Deep Learning Methods

The authors introduced a novel object detection method with VOC 2007 
dataset in ref [6]. The proposed method used R-CNN selective search to 
highlight and select regions. The model does not incorporate multi-scale 
input, instead it focuses on a single scale for processing. Stochastic gradi-
ent descent (SGD) and backpropagation are used to train the model. The 
applied loss function consists of hinge loss for classification and bounding 
box regression (BBR) for accurate localization. The model also incorporates 
a Softmax layer for probability estimation. In terms of performance, the 
testing mean average precision (mAP) achieved a score of 62.4. However, 
the processing speed of the model is relatively slow, with 0.03 frames per 
second (FPS). In subsequent work in ref [7], the authors proposed Fast 
R-CNN algorithm, resulting in an enhanced performance. They used 
SDG without backpropagation, which led to an impressive achievement 
of 65.7 mAP. The processing speed was also slightly improved, reaching a 
frame rate of 0.06 FPS. Notably, the loss function was modified to incor-
porate class log loss in addition to BBR, as opposed to the previous hinge 
loss + BBR approach.

In 2016, the Faster R-CNN algorithm was proposed by the authors of 
ref [8]. This algorithm incorporates a region proposal network (RPN) to 
enhance the performance of object detection. It incorporates multi-scale 
input which allows it to better adapt to different image scales. SGD is used 
as the learning method which enables efficient optimization of the model. 
The loss function employed is class log loss + BBR which enhances the 
accuracy of object classification and localization. The inclusion of Softmax 
layer further enhances model’s capabilities. During testing, the Faster 
R-CNN achieved an mAP of 69.9 on the VOC 2007 dataset and 51.9 on 
the COCO dataset. With a frame rate of 0.4 FPS, the Faster R-CNN dem-
onstrates efficient processing speed while maintaining high accuracy in 
object detection.
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The YOLO algorithm was proposed by Joseph in 2016 using VOC 2007 
+ 2012 dataset [9]. The YOLO algorithm is a popular approach for real-
time object detection. Unlike other algorithms, YOLO does not use a 
region proposal mechanism. Instead, it takes a single image as input and 
divides it into a grid, predicting bounding boxes and class probabilities 
directly. YOLO does not consider multiple scales during the detection pro-
cess. SGD is used as the learning method to optimize the model param-
eters. The loss function employed is a combination of class sum-squared 
error loss, BBR, object confidence, and background confidence, which 
ensures accurate detection and classification. The inclusion of a Softmax 
layer further enhances the model’s capabilities. In testing, YOLO achieved 
an mAP of 63.6 with 45 FPS, and YOLO exhibits a high processing speed, 
rendering it well-suited for real-time applications.

In the same year, Joseph introduced YOLOv2 [10], an improved ver-
sion of the YOLO algorithm. YOLOv2 demonstrated significant advance-
ments in object detection performance. It achieved an mAP of 78.6 on the 
VOC 2007 + 2012 dataset and 48.1 on the COCO dataset. In addition, 
YOLOv2 showcased a competitive processing speed, operating at 40 FPS. 
These advancements in both accuracy and speed made YOLOv2 a highly 
effective solution for real-time object detection applications.

In 2018, Joseph introduced YOLOv3 [11]. YOLOv3 brought further 
improvements in object detection and recognition. The algorithm utilized 
a comprehensive loss function that combined class sum-squared error loss, 
BBR, object confidence, and background confidence. With the inclusion of 
a Softmax Layer, YOLOv3 enhanced the precision and accuracy of object 
classification. In terms of performance, YOLOv3 achieved a testing mAP 
of 57.9 on the COCO dataset and an impressive 88.2 on the PASCAL VOC 
2012 dataset. In addition, YOLOv3 demonstrated exceptional processing 
speed, operating at 78 FPS. These advancements made YOLOv3 a highly 
effective and efficient solution for real-time object detection tasks.

11.3 METHODOLOGY

11.3.1 Image Acquisition

In this project, we utilized the ExDark image dataset which comprises a total 
of 7,363 images across 12 classes. Table 11.1 shows the details of the dataset.

For the experiment, the dataset was divided into three sets: training 
data (250 images per class), testing data (2,500 images), and validation data 
(150 images per class).
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11.3.2 Image Preprocessing

Image preprocessing consists of two parts: image enhancement and fea-
ture extraction. The image enhancement phase involves using the Python-
PILLOW library, which is an image processing library that supports image 
manipulation, opening, and saving. It enables the enhancement of images 
by adjusting brightness, contrast, and color noise to improve the learn-
ing capabilities of the deep learning neural network. Various functions, 
such as blur, contour, detail, edge enhance, emboss, find edge, smooth, 
and sharpen, are used for image enhancement. To ensure smooth training 
of the deep neural network, all the collected images need to adhere to the 
instructions and requirements of Faster R-CNN and YOLO based on the 
TensorFlow API. Dataset analysis is performed using the LabelImg tool, 
a graphical image annotation tool that allows labeling object bounding 
boxes in images. LabelImg supports PASCAL VOC XML or YOLO text 
file formats, enabling data compatibility with Faster R-CNN and YOLO 
neural networks.

During the dataset review, images with low illumination were adjusted 
for brightness and contrast using the PILLOW library in Python. This 
process improved the clarity of the objects in the images and facilitated 
easier labeling. Images that showed minimal difference after enhancement 
were removed, while additional images were added to the dataset through 
smartphone captures or downloads from the internet to maintain balance. 
Ultimately, the dataset consisted of 5,686 images across 20 classes.

TABLE 11.1 ExDark Image Dataset 
(List of Data from ExDark)

Objects Total Data

Bicycle 652 images
Boat 679 images
Bottle 547 images
Bus 547 images
Car 638 images
Cat 735 images
Chair 648 images
Cup 519 images
Dog 801 images
Motorbike 503 images
People 609 images
Table 505 images
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After labeling the images, the ground-truth information was defined, 
consisting of a total of 10,830 objects belonging to 19 classes. These classes 
include persons, cars, bottles, chairs, bicycles, cups, cats, dogs, buses, 
motorbikes, tables, laptops, monitors, signboards, traffic lights, books, 
bags, smartphones, and rubbish bins.

11.3.3 Data Filtering

During the labeling process, some images may have outliers in the bound-
ing box information, such as negative values for the x_min coordinate. 
These outliers are considered abnormal and not allowed in the neural net-
work. To address this issue, the dataset is checked for such anomalies, and 
any affected data is removed and the corresponding images are relocated 
to a separate folder.

11.3.4 Object Detection and Recognition

The captured image or video is converted into frames and fed into the neu-
ral network. A Python program is created with a pre-trained neural net-
work model. If the confidence score is less than 0.5, the detection process is 
terminated. However, if the confidence score exceeds 0.5, a bounding box 
is drawn and the object information is displayed on the frame. Figure 11.1 
illustrates the process of detection and recognition.

FIGURE 11.1 The proposed methodology.
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11.3.5 Performance Metric

Each model’s performance was evaluated using a validation and testing 
dataset. The mAP was used to measure and analyze the overall result. 
The ground truth consists of the image, the classes of the objects in it, 
and the true bounding box of each object in that image. Intersection 
over Union (IoU) metrics were used to determine the correctness of 
a given bounding box. It is calculated as the ratio of the intersection 
between the predicted boxes and the ground truth to the union of the 
two. The F-score was calculated based on the Precision and Recall 
formulas.

11.4 RESULTS AND DISCUSSIONS

11.4.1 Comparison of Faster R-CNN and YOLOv3

In this experiment, the main difference was the dataset shuffling, which 
was done to compare the performance of Faster R-CNN and YOLOv3. The 
training process used a GTX 1050TI GPU with limited memory, leading 
to a batch size of 1. The dataset was split into 75% for training and 25% 
for testing dataset. Prediction of anchor boxes was carried out using the 
K-means clustering algorithm.

The experiment yielded predictions for both the aspect ratios of images 
and the anchor boxes. The aspect ratios of the images were as follows: 
0.35, 0.38, 0.45, 0.48, 0.89, 0.93, 0.94, 1.08, and 1.19. These values repre-
sent the width-to-height ratios of the images in the dataset. On the other 
hand, the anchor box predictions were obtained as follows: 69.55, 181.35, 
235.34077618, 198.44812403, 22.75, 51.09638243, 149.90625, 139.04814305, 
40.3, 113.73399015, 56.55, 60.30769231, 284.740625, 319.3650733, 126.815, 
266.48843416, 91.52, and 98.45582724. Object detection algorithms utilize 
these anchor box values to define the bounding boxes around objects of 
interest in images.

The preliminary results indicate that Faster R-CNN achieved an mAP of 
35.71%, while YOLOv3 achieved 39.18%. After shuffling the dataset, Faster 
R-CNN achieved an mAP of 38.20%, and YOLOv3 achieved 42.19%. These 
findings demonstrate that YOLOv3 outperformed Faster R-CNN as the 
current state-of-the-art deep learning algorithm for object detection and 
recognition. The superior performance of YOLOv3 can be attributed to 
several factors, including the number of epochs, mini batch size, stability, 
and optimal learning rate.
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11.4.2 Fine-Tuning Epochs

We used the parameter setting proposed in ref [12]. We varied the number 
of epochs in relation to the mini batch size, testing four different epochs: 
20, 30, 40, and 50. Table 11.2 shows the training results and demonstrates 
the improvements achieved.

The results presented in Table 11.2 show an increasing trend in mAP as 
the number of epochs is varied in different experiments. Notably, the best 
result of 55.25% mAP was achieved with 50 epochs. However, it is impor-
tant to note that while the overall mAP increased with the increase in 
epoch number, there was a decrease in the detection performance for some 
objects. This suggests that the stability of the YOLOv3 architecture may 
not be consistent. Therefore, we investigated the stability of the YOLOv3 
architecture in the next experiment.

11.4.3 YOLOv3 Stability Improvement

The inconsistency observed in the experiments can be attributed to the 
nature of YOLOv3’s supervised learning approach. YOLOv3 uses SGD as 
its learning method which automatically learns a mapping function from 
the input data. During the learning process, small algorithmic decisions 
are made which can vary randomly. As a result, there may be slight vari-
ations in the precision-recall rate for each class, leading to inconsistent 
mAP values. To address this, the experiment was conducted using the 
parameter setting as shown in Table 11.3.

It can be observed that there is a marginal change in the mAP dur-
ing the training process when the duration of both the first and second 
stage training is extended. The experiment used 100 epochs, with 50 
epochs for the first stage training and 50 epochs for the second stage 
training. This resulted in a higher mAP of 55.18% for the YOLOv3. 
However, it is worth noting that the results across different epochs 
exhibit a slight f luctuation of approximately 1% to 2% in the mAP. This 
phenomenon prompts further investigation to determine the underly-
ing factors contributing to this observation within the context of the 
experiment.

TABLE 11.2 Fine-Tuning Epochs (Own Data. No Copyright Issue)

Epochs 20 30 40 50

YOLOv3 47.01 mAP 50.77 mAP 53.65 mAP 55.25 mAP
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The next experiment focused on the learning rate during the SDG. The 
default learning rate of 0.01 were tested against a range of values from 
0.0001 to 0.000001 to determine the optimal learning rate for the low-
illumination dataset. This investigation aims to improve the stability and 
consistency of the YOLOv3 model’s performance in object detection and 
recognition tasks.

The result is tabulated in Table 11.4 which shows the results of the impact 
of different learning rate ranges on the mAP values. The highest mAP% 
of 55.59 was achieved for the learning rate range of 0.00001 to 0.0000001, 
followed by 55.18 for the range of 0.0001 to 0.000001. Conversely, the low-
est mAP% of 25.67 was observed for the range of 0.000001 to 0.00000001. 
However, these results do not provide strong evidence to demonstrate a 
significant effect of learning rate in YOLOv3. To further investigate the 
effect of learning rate, we conducted t-tests with equal variances to deter-
mine if there is a significant difference between the learning rate ranges of 
0.0001–0.000001 and 0.00001–0.0000001. The t-test results indicate that 
the learning rate range of 0.00001–0.0000001 is not significantly different 
from the learning rate range of 0.0001–0.000001. Therefore, we can accept 
the null hypothesis that there is no significant difference between the two 
learning rate ranges.

TABLE 11.3 Parameter Setting for Stability Investigation  
(Own Data. No Copyright Issue)

Train-test split Train set (80%), test set (20%)

Batch size 1
Decay 0.9995
Warm-up epoch 10 epochs
Total training epochs 20, 40, 60, 80, 100 epochs
Learning rate 0.0001 to 0.000001
Training first stage epoch 10, 20, 30, 40, 50 epochs
Training input size Random
IoU threshold 0.45
Confidence score value 0.3
Pretrained weight YOLOv3-608 with COCO travel

TABLE 11.4 Learning Rate Comparison (Own Data. No Copyright Issue)

Learning 
Rates

0.01–
0.0001

0.001–
0.00001

0.0001–
0.000001

0.00001–
0.0000001

0.000001–
0.00000001

YOLOv3 49.73 54.79 55.18 55.59 25.67
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11.4.4 Summary of CNN Comparison

YOLOv3 achieves optimal performance in object detection and recogni-
tion tasks when trained with specific settings. These settings include:

• 50 epochs for the first stage training,

• 50 epochs for the second stage training,

• A learning rate ranging from 0.00001 to 0.0000001, and

• A confidence score value of 0.2.

However, slight adjustments may be required based on the specific 
training environment and dataset being used. For example, the experi-
ment on the confidence score value revealed that a value of 0.2 achieves 
higher results with an IoU of 0.45.

11.4.5 Testing with Different Image Enhancement Algorithms

The objective of this experiment is to assess the effectiveness of train-
ing with a low-illumination dataset in detecting and recognizing objects 
in both low-illumination and normal environments. To achieve this, 
we compare the model’s inference on normal low-illumination images 
to those enhanced using the Retinex theory, Multi-Scale Retinex with 
Color Restoration (MSRCR), the Low-light Image Enhancement via 
Illumination Map Estimation (LIME) algorithm, and the Multi-scale 
Boosted Local Laplacian-based Enhancement Network (MBLLEN) algo-
rithm. The goal is to determine the impact of these image enhancements 
on the model’s performance in low-illumination conditions. Table 11.5 
presents the experimental results for ten objects in each class during the 
testing phase.

Table 11.5 shows that image enhancement techniques such as Retinex 
theory, LIME, and MBLLEN can improve image quality under low-
illumination conditions. However, the MSRCR technique did not yield 
significant improvements. Interestingly, when the models were specifically 
trained on low-illumination images, they demonstrated accurate detection 
performance even without the use of image enhancement techniques. This 
suggests that proper training and fine-tuning of the neural networks are 
crucial factors for achieving good performance. It is important to note that 
poorly optimized settings can adversely affect the performance of trained 
neural networks. Therefore, while image enhancement techniques can be 
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beneficial, they may not be necessary if the neural networks are trained 
effectively with appropriate settings.

11.5 CONCLUSION AND FUTURE WORKS
The main contribution of this chapter is the investigation of applying a 
low-illumination dataset to a deep learning neural network, with a spe-
cific focus on the stability of YOLOv3. The ExDark dataset, which is based 
on a low-illumination environment, was used for the learning process. 
Parameter tuning for enhancement was designed to improve the learn-
ing process. Later, the performance of YOLOv3 was tested with different 
image enhancement algorithms, such as Retinex theory, MSRCR, LIME, 
Retinexnet, and the MBLLEN algorithm, for comparison.

There are some limitations to this project. First, there is a limitation 
based on YOLOv3. When testing on the low-illumination dataset, if mul-
tiple objects are close to each other in an image and have inconsistent sizes, 
there may be issues with missed detection and recognition. YOLOv3 struggles 

TABLE 11.5 Testing Results with Different Image Enhancement Algorithms (Own Data. 
No Copyright Issue)

Objects Recognition Rate (%)

YOLOv3 YOLOv3 + 
Retinex

YOLOv3 + 
MSRCR

YOLOv3 + 
LIME

YOLOv3 + 
MBLLEN

Bus 90 90 70 90 90
Bicycle 100 100 90 100 100
Cat 90 90 70 90 90
Bottle 100 100 90 100 100
Car 100 100 80 100 100
Monitor 90 100 90 100 100
Chair 100 100 100 90 100
Laptop 100 90 90 100 100
Cup 100 100 80 100 100
Table 100 100 100 100 90
Person 90 100 100 100 100
Signboard 100 100 100 100 90
Dog 90 100 70 100 100
Traffic light 100 100 100 90 100
Bag 100 100 70 100 90
Handphone 100 100 100 100 100
Motorbike 100 90 90 100 100
Rubbish bin 90 90 60 80 90
Book 100 100 100 100 90
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to detect extremely small and tiny objects in images or videos. In other 
words, the model trained in this project can detect objects of normal size, 
but it may fail to detect objects that are too small. In addition, there is a 
limitation regarding the prototyping of the surveillance system. The trans-
fer of video streaming from the Raspberry Pi to the HTTP requesting web 
causes high latency, resulting in a delay of approximately 10 seconds in the 
video streaming.

In future research, there is a need to enhance the low-illumination data-
set to match the scale of the PASCAL VOC dataset in order to achieve 
better results. Furthermore, it would be beneficial to explore the latest 
algorithms, such as the enhanced version of the YOLO family, YOLOv6.
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12.1 INTRODUCTION
An intelligent system is an advanced computer system that can collect 
data from its surrounding, analyze them, and produce the desired result. 
It can also collaborate with agents like users or other computer systems 
or learn from adaptation using initial data. Its application and integration 
with other fields have benefited academics and industries. In recent years, 
scientific machine learning has emerged as a new and fast-developing field 
combining scientific computing and machine learning. One of the aspects 
of scientific machine learning that the increasing number of researchers 
focus on is enhancing algorithms to solve partial differential equations 
(PDEs) with machine learning techniques [1–4].

Although traditional methods such as finite difference method and 
finite element method are frequently used by mathematicians to solve 
PDEs, the data collected from numerical and physical science experiments 
serve as the basis for developing an intelligent system. The previously 
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mentioned traditional methods are undeniably straightforward to imple-
ment, and the mathematical theories behind these methods, such as sta-
bility and convergence, are very well proven. However, these traditional 
methods are intensive in computation and need expensive supercomputers 
to run the computation. It is time-consuming to develop better improve-
ments on these methods. In addition, the accuracy of the solution depends 
heavily on the fineness of the solution grid. The solution procedure needs 
to use a finer grid for the numerical computation in order to obtain more 
accurate solutions. Thus the process takes more intense computations and 
wastes valuable time.

Following the emergence of scientific machine learning and the rising 
issues with traditional methods, this chapter aims to develop an efficient 
algorithm using the explicit decoupled group successive over-relaxation 
iterative method. The proposed algorithm becomes the main component 
of designing an intelligent system for solving nonlinear diffusion problems 
in the two-dimensional porous medium. This chapter is organized as fol-
lows: Section 2 illustrates the targeted nonlinear problem in brief; Section 
3 presents the numerical method to solve the targeted nonlinear prob-
lem; and Section 4 shows the design of an intelligent system to obtain the 
solutions to nonlinear problems in the two-dimensional porous medium. 
Section 5 shows the numerical results and discusses the computational 
efficiency and a concluding remark is stated in Section 6.

12.2  NONLINEAR DIFFUSION IN A TWO-DIMENSIONAL  
POROUS MEDIUM

This chapter focuses on the nonlinear diffusion equation in a two-dimen-
sional porous medium that is expressed in the form of

 u D u u D u ut x x y yα ( )( )= +( ) ( ( ) ) , (12.1)

where α  and D u( ) represent the constant and diffusion function, respec-
tively. The value of α  can be determined by considering either physical 
or mathematical properties to the targeted nonlinear problem. The cal-
culation to get the actual value of α  depends on the physical system, the 
nature of phenomenon, and the constraint imposed on the main equation. 
For the sake of simplicity, this study emphasizes on arbitrary numbers 
to substitute into α . Moreover, Eq. (12.1) exists in various applications in 
natural sciences and the equation has demonstrated an excellent fitting 
to many natural phenomena. For instance, David and Ruan [5] studied 
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a mathematical model of tumor growth that describes the evolution of 
the cell population density using Eq. (12.1) with source terms. They also 
investigated the stability of upwind finite difference approximation to this 
model variant. Then, Muller and Sonner [6] expanded the theory of the 
well-posedness of a class of Eq. (12.1), which was motivated by the impor-
tance of the biofilm growth model. In addition, Mary et al. [7] investi-
gated the nonlinear problem in unsteady isothermal gas flow through a 
semi-infinite medium formulated using Eq. (12.1). They proposed an ana-
lytical approach to obtain the expression of gas flow. In another article, 
Pop et al. [8] introduced a nonstandard line method for solving Eq. (12.1) 
in the unsteady gas flow in a nano-porous medium setting. Besides that, 
Palencia [9] proposed an analytical approach to model flame propagation 
using Eq. (12.1). They described the characteristics of a flame using the 
porous medium equation theory [10]. The solution of Eq. (12.1) contributes 
significantly to phenomena that involve nonlinear diffusion in a porous 
medium setting. Hence, using the knowledge of the advanced computer, 
an intelligent system that can compute the solution of Eq. (12.1) is crucial 
so that complex nonlinear diffusion in a porous medium can be solved 
accurately and fast.

12.3 NUMERICAL METHOD
As the main component of an intelligent system for solving nonlinear 
diffusion problems in the two-dimensional porous medium, this section 
discusses the numerical method used to develop the important computa-
tional algorithm. This study proposes a numerical method that combines 
the explicit decoupled group (EDG) strategy and successive over-relax-
ation (SOR) iterative method. The EDG strategy is one of the most effective 
methods for reducing the computing difficulty of solving a large-scale sys-
tem of equations resulting from the discretization of PDEs [11–16]. Thus, 
this method uses the EDG computation strategy and then extends its per-
formance by adding the SOR linear solver.

To begin the construction of the so-called EDGSOR method for 
solving Eq. (12.1), let the solution of Eq. (12.1) be denoted by u x y t( , , ). 
Then, we aim to approximate the solution under the following problem 
specification.

 u x y t F x X y Y( ) = ≤ ≤ ≤ ≤, , ,0 ,0 ,0 0  (12.2)

 u y t F u X y t F y Y t ta b f= = ≤ ≤ ≤ ≤(0, , ) , ( , , ) ,0 ,0 , (12.3)
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and

 u x t F u x Y t F x X t tc d f= = ≤ ≤ ≤ ≤( ,0, ) , ( , , ) ,0 ,0 . (12.4)

Eq. (12.2) represents the initial condition imposed to the problem which 
also acts as the initial data values for the diffusion process. Meanwhile, 
Eqs. (12.3) and (12.4) set the boundaries for the diffusion process. Dirichlet 
boundary conditions are used in this study so that the values of u x y t( , , ) 
are fixed on the boundary. The purpose of using Dirichlet boundary con-
dition is to ensure that the behavior of the solutions can be limited on the 
boundary.

To derive the required finite difference-based approximation to the solu-
tion of Eq. (12.1), let the solution of Eq. (12.1) be distributed throughout 
an available domain and denoted by u x y tp q n( ), ,  where p M= … −1,2, , 1,  
q M= … −1,2, , 1, and n N= … −1,2, , 1. Then, let the approximation to 
the solution be represented by U p q

n
, . This method uses a uniform two-

dimensional mesh with the spatial step size h b a M d c M= − = −( )/ ( )/  and 
temporal step size k t t Nf( )= − /0 . Adopting the finite difference scheme 
proposed by Abdullah [11], a nonlinear finite difference-based approxima-
tion to Eq. (12.1) can be derived into:
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where A A k hα= = /21 3
2 and A A k hα= = /82 4

2.
Then, taking all grid points from the available domain, a large-scale 

system of nonlinear equations can be formed,

 


Gn = 0, (12.6)

where 


G G G G Gn n
M

n
M
n

M M
n( )= … … …− − − −, , , , , ,1,1 1, 1 1,1 1, 1 . Eq. (12.6) is the cause 

of extensive computation in solving Eq. (12.1). The selection of the method 
to solve Eq. (12.6) plays an important in achieving accurate solutions.  
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This study attempts to obtain the solution of Eq. (12.6) using the EDGSOR 
method with a linearization approach. Eq. (12.6) can be transformed into a 
system of linear equations using Newton’s linearization procedure, which 
yields:

 
 

J W GG
n n n= − , (12.7)

where JG
n is a M M− × −( 1) ( 1) coefficient matrix obtained by computing 

the Jacobian matrix based on Eq. (12.6), 


W n is the corrector vector that 
needs to be solved through iteration, and 



Gn−  serves as the right-hand val-
ues of the whole system of equations. In addition, the corrector vector in 
Eq. (12.7) is obtained using the following equation:

 
  

W U U in i n i n i( ) ( ) ( )= − = …
−

, 1,2, ,
( ) ( ) ( 1)

 (12.8)

( ) ( ) ( )
( )
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where , , , , , , and 
, , , , , , .
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1,1 1, 1 1,1 1, 1

( ) ( )
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W W W W W U
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M M
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Next, let us consider two cases to form decoupled groups of equations.
Case 1: Take the equations

 G a W b W c W d W e Wp q
n

p q p q
n

p q p q
n

p q p q
n

p q p q
n

p q p q
n= + + + ++ − − − + + − + ,, , 1, 1 , 1, 1 , , , 1, 1 , 1, 1  

 (12.9)

and

 
= + +

+ +

+ + + + + + + + + + +

+ + + + + + + .
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d W e W

p q
n

p q p q
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p q p q
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 (12.10)

An equivalent ×2 2 matrix equation can be formed as:

 = ,1 1 1A W Sn n n

 

 (12.11)
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182   ◾   Intelligent Systems of Computing and Informatics

 


W
W

W
n p q

p q

n

=










+ +
,1

,

1, 1
 (12.13)

 


S
S

S
n p q

p q

n

=










+ +
,1

,

1, 1
 (12.14)

 S G a W b W e Wp q p q p q p q p q p q p q p q= − − −+ − − − − + ,, , , 1, 1 , 1, 1 , 1, 1  (12.15)

and

 S G a W d W e Wp q p q p q p q p q p q p q p q= − − −+ + + + + + + + + + + + + + .1, 1 1, 1 1, 1 2, 1, 1 2, 2 1, 1 , 2  (12.16)

Case 2: Take another two equations
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An equivalent ×2 2 matrix equation can be formed into

 
 

A W Sn n n= ,2 2 2  (12.19)
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 S G a W b W d Wp q p q p q p q p q p q p q p q= − − −+ + + + − + − + + + ,1, 1, 1, 2, 1 1, , 1 1, 2, 1  (12.23)

and

 S G b W d W e Wp q p q p q p q p q p q p q p q= − − −+ + + − + + + + − + ., 1 , 1 , 1 1, , 1 1, 2 , 1 1, 2  (12.24)

Hence, by finding the inverse of both Eqs. (12.11) and (12.19) and add-
ing SOR linear solver, the proposed EDGSOR method to solve Eq. (12.1) 
can be expressed as:

 
  

W W A Sn i n i n nω ω( ) ( ) ( )( )= − +
− −

1 ,1
( )

1
( 1)

1
1

1  (12.25)

and

 
  

W W A Sn i n i n nω ω( ) ( ) ( )= − +
− −

(1 ) ,2
( )

2
( 1)

2
1

2  (12.26)

where ω< <1.0 2.0 is a preset parameter to optimize the convergence of 
the solutions.

12.4 DESIGN OF INTELLIGENT SYSTEM
This section discusses the intelligent system design for solving Eq. (12.1) 
under the problem specifications shown in Eqs. (12.2), (12.3), and (12.4). 
The design begins with the fundamental architecture based on the require-
ments and formulated equations. This study uses C++ to convert the archi-
tecture into an executable program before the proposed intelligent system 
is designed. Figure 12.1 shows the architecture of the EDGSOR method 

FIGURE 12.1 Fundamental architecture of the EDGSOR method.
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to solve Eq. (12.1). Then, this study refers to Figure 12.1 to develop a C++ 
executable program using Dev-C++ software. The algorithm used in the 
developed program can be referred to in Table 12.1. Based on Table 12.1, 
the EDGSOR algorithm consists of two iteration cycles namely the inner 
and outer cycles. The inner cycle runs the EDGSOR method to obtain 
the minimized values of 



W n
1  and 



W n
2 , while the outer cycle computes the 

numerical solutions after convergence criterion is satisfied.
Next, the design of the proposed intelligent system to solve Eq. (12.1) 

using the developed EDGSOR method is shown in Figure 12.2. Based 
on Figure 12.2, the proposed system starts with the data source which 

TABLE 12.1 EDGSOR Algorithm

Set the values of F F F Fa b c, , , ,0  and Fd

Set initial values 


U n i ==( ) 1.0( 1) , and 
 

W Wn i n i( ) ( )= =
= =

01
( 1)

2
( 1)

While n N<  Do

While 10
( ) ( 1) 10U Un i n i( ) ( )− >

− −

 

 Do

While 10
( ) ( 1) 10W Wn i n i( ) ( )− >

− −

 

 Do

ω ω( ) ( ) ( )= − +
− −

(1 )1
( )

1
( 1)

1
1

1W W A Sn i n i n n

  

ω ω( ) ( ) ( )= − +
− −

(1 )2
( )

2
( 1)

2
1

2W W A Sn i n i n n

  Run inner i + +
End
Compute 

  

W U Un i n i n i( ) ( ) ( )+ =
−( ) ( 1) ( )

Total i i= + total inner i
End

End
Display output.

FIGURE 12.2 Proposed intelligent system using the EDGSOR method.
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provides the required input. The data source can be obtained from a physi-
cal science experiment involving nonlinear diffusion processes. Then, the 
obtained data is transferred to the data warehouse through various pro-
cesses according to the need, such as data extraction from one or more 
sources, cleaning to remove any noise, and reducing redundancy and 
loading. Next, “clean” data from the warehouse undergo the initialization 
of dummy solution and right-hand side values and construct a large-scaled 
coefficient matrix. EDGSOR module will be run to compute the solution 
before the solution is visualized on a dashboard. Due to unavailability 
and limited access to the required data source, this study will only inves-
tigate the computational and program efficiency using the execution of the 
developed C++ program of the proposed method.

12.5 NUMERICAL RESULTS AND FINDINGS
This section presents the numerical results of solving three test nonlin-
ear diffusion problems that are described in Problems 12.1, 12.2, and 12.3 
using the proposed method. The performance of the EDGSOR method 
is compared against Chew et al.’s method [15], Lung et al.’s method [17], 
and the benchmark, Newton–Gauss–Seidel (NGS) method. Comparing 
these methods focuses on both the computational efficiency and program 
efficiency. This study uses one of the common metrics to compare the pro-
gram efficiency (PE) with the formula given as:

 = ×PE sizeof thedeveloped programinKilobyte(KB)
lineif codes

100%. (12.27)

The calculated PE for the EDGSOR, Chew et al.’s method [15], Lung 
et al.’s method [17], and NGS methods are tabulated in Table 12.2.

Next, the computational efficiency of the method to solve the problems 
is analyzed using the metrics such as the maximum number of iterations 
until program completion imax( ) and total program running time in seconds 
s( ). Besides that, the most significant magnitude of absolute error maxε( ) is 

TABLE 12.2 Comparison in Program Efficiency

Method Line of Codes Program Size (KB) PE

NGS 487 365 74.95%
Chew et al. [15] 1127 405 35.94%
Lung et al. [17] 1142 406 35.55%
EDGSOR 1142 407 35.64%
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recorded to determine the accuracy of approximate solutions compared to 
exact solutions. In addition, each problem is solved using sizes of the two-
dimensional grid, such as M M× = × × × ×16 16, 32 32, 64 64, 128 128, and 

×256 256. The purpose of doing this is to make sure the method works at 
different domain complexities. Each method’s computational efficiency is 
tabulated in Tables 12.3, 12.4, and 12.5, corresponding to Problems 12.1, 
12.2, and 12.3, respectively.

PROBLEM 12.1 [18]
Let α =1 and D u u=( ) 0.2  in Eq. (12.1) with the following initial and bound-
ary conditions:

 F x y x y= + ≤ ≤ ≤ ≤,0 1,0 1,0  (12.28)

 F y t F y t y ta b= + = + + ≤ ≤ ≤ ≤0.4 , 1 0.4 ,0 1,0 1, (12.29)

and

 F x t F x t x tc d= + = + + ≤ ≤ ≤ ≤0.4 , 1 0.4 ,0 1,0 1. (12.30)

We use the following exact solution to compare the accuracy of the 
solutions,

 u x y t x y t= + +( , , ) 0.4 . (12.31)

PROBLEM 12.2 [18]
Next, let considers α =1, D u u=( ) 0.2 2, and the following conditions:

 F x y x y= + ≤ ≤ ≤ ≤5 5 ,0 1,0 1,0  (12.32)

 F y t F y t y ta b= + = + + ≤ ≤ ≤ ≤5 5 , 5 5 5 ,0 1,0 1, (12.33)

and

 F x t F x t x tc d= + = + + ≤ ≤ ≤ ≤5 5 , 5 5 5 ,0 1,0 1. (12.34)

The exact solution can be expressed in the form of

 u x y t x y t= + +( , , ) 5 5 5 . (12.35)
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PROBLEM 12.3 [19]
Now, let α =1, D u u=( ) 5, and the following conditions:

 
F x y x y

F y t F y ta b

= + ≤ ≤ ≤ ≤

= + = + +

0.8 0.8 ,0 1,0 1,

0.8 1.6 , 0.8 0.8 1.6 ,

0 4

4 4
 (12.36)

 y t≤ ≤ ≤ ≤0 1,0 1, (12.37)

and

 = + = + +
≤ ≤ ≤ ≤
0.8 1.6 , 0.8 0.8 1.6 ,

0 1,0 1.

4 4F x t F x t
x t

c d  (12.38)

The exact solution is

 u x y t x y t= + +( , , ) 0.8 0.8 1.6 .4  (12.39)

Based on Table 12.2, it can be observed that a more substantial number 
of lines of code gives a lower percentage of PE. Then, the value of PE of the 
EDGSOR method is smaller by half compared to the NGS method and 
comparable to Chew et al.’s [15] and Lung et al.’s method [17]. Although 
the EDGSOR method is less efficient than the NGS method in terms of PE, 
the computational efficiency of the EDGSOR method is much superior to 
the NGS method because of the competitive strength of the EDG strategy 
with the SOR iterative process.

Next, based on the numerical outputs tabulated in Tables 12.3, 12.4, 
and 12.5, the study found that the EDGSOR method requires fewer itera-
tions upon the program completion compared to Chew et al.’s [15], Lung 
et al.’s [17], and NGS method. Consequently, the EDGSOR program run-
ning time becomes significantly shorter than these tested methods. When 
the accuracy of the solution is observed after the convergence is reached, 
the maximum absolute errors of the EDGSOR method in solving Problem 
12.1 are smaller than NGS and Chew et al.’s method [15] but almost equiv-
alent to Lung et al.’s method [17]. This result means the efficacy of the 
approximation by EDGSOR and Lung et al.’s method [17] is the same for 
Problem 12.1. However, for Problems 12.2 and 12.3, the accuracy of the 
solution obtained using the EDGSOR method is the best among all tested 
methods. These findings illustrate the competitive efficiency level attained 
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TABLE 12.3 Comparison in Terms of Computational Efficiency in Solving Problem 12.1

Iterative Method ××16 16 ××32 32 ××64 64 ××128 128 ××256 256
imax NGS 136 436 1525 5462 19404

Chew et al. [15] 60 184 633 2220 7915
Lung et al. [17] 70 150 306 607 1204
EDGSOR 46 97 200 400 786

s NGS 0.76 2.93 19.59 360.89 4586.69
Chew et al. [15] 0.30 2.36 7.86 178.05 1621.64
Lung et al. [17] 0.34 2.16 6.45 68.01 419.75
EDGSOR 0.24 1.20 5.51 41.22 263.76

maxε NGS 8.86
( )−10 11

3.25
( )−10 10

1.90
( )−10 9

9.02
( )−10 9

3.86
( )−10 8

Chew et al. [15] 1.96
( )−10 12

1.22
( )−10 10

5.89
( )−10 10

2.62
( )−10 9

1.27
( )−10 8

Lung et al. [17] 4.47
( )−10 12

3.49
( )−10 12

1.25
( )−10 11

2.75
( )−10 11

3.93
( )−10 11

EDGSOR 1.06
( )−10 12

3.66
( )−10 12

1.42
( )−10 11

3.13
( )−10 11

3.93
( )−10 11

TABLE 12.4 Comparison in Terms of Computational Efficiency in Solving Problem 12.2

Iterative Method ××16 16 ××32 32 ××64 64 ××128 128 ××256 256
imax NGS 130 400 1380 4901 17458

Chew et al. [15] 61 166 560 1977 7073
Lung et al. [17] 74 155 313 621 1219
EDGSOR 49 97 194 386 761

s NGS 0.97 2.70 18.26 248.82 4243.79
Chew et al. [15] 0.42 1.77 7.61 78.99 1382.19
Lung et al. [17] 0.48 1.73 6.12 59.97 413.57
EDGSOR 0.30 1.19 4.82 35.83 218.86

maxε NGS 7.57
( )−10 11

2.31
( )−10 9

1.31
( )−10 8

4.95
( )−10 8

1.75
( )−10 7

Chew et al. [15] 2.36
( )−10 12

3.81
( )−10 10

3.38
( )−10 9

2.00
( )−10 8

7.27
( )−10 8

Lung et al. [17] 4.08
( )−10 12

2.44
( )−10 11

1.16
( )−10 10

1.90
( )−10 10

3.18
( )−10 10

EDGSOR 3.23
( )−10 13

5.83
( )−10 13

2.16
( )−10 11

3.02
( )−10 11

3.45
( )−10 11
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by the proposed EDGSOR method against Chew et al.’s method [15], Lung 
et al.’s method [17], and NGS method.

12.6 CONCLUSION
This chapter presented the systematic formulation of the finite difference 
approximation and the EDGSOR iteration. Then, the computational algo-
rithm for solving nonlinear diffusion problems in the two-dimensional 
porous medium setting is developed according to the formulations. Based 
on the evaluation of the method efficiency based on the implementation in 
a computational software, this chapter found that the EDGSOR program 
efficiency is lower than the benchmark NGS method. However, it does not 
influence the EDGSOR’s superiority in terms of computational efficiency 
against all tested methods such as Chew et al.’s method [15], Lung et al.’s 
method [17], and NGS method. This chapter also proposed the design of 
an intelligent system that uses the EDGSOR algorithm to solve nonlinear 
problems. Future work will improve the design of the intelligent system 
and develop the system based on the real-world problems.
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13.1 INTRODUCTION
One of the interesting problems in mathematics is how to determine the 
root of a nonlinear equation. Finding roots of nonlinear equations is also 
utilized in various engineering problems such as predicting dependent 
variables, e.g., voltage, temperature, z-factor in petroleum engineering, 
etc.; for given independent variables like time and position. There exist 
two methods for root finding: the analytical method (i.e., using symbolic 
analysis to find the exact root) and the numerical method (i.e., finding the 
approximation of the root). Of the two methods, the numerical method 
is much more preferred than the analytical one, because the numerical 
method makes the root finding process for complex functions much easier 
and more computable. But, the current established numerical method for 
root finding has a problem where it can only find a single exact root; mean-
while the complexity of root finding increases significantly when faced 
with nonlinear function, e.g., function may have more than a single root.

Much research has been done to create a numerical method for root-
finding algorithm that can overcome the shortcomings of currently 
established numerical methods, e.g., bisection method, false position 
method, etc. or using Monte Carlo method [1] or fuzzy logic method. 

https://doi.org/10.1201/9781003400387-13
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The research by Reza et al. [2] propose a new algorithm called Improved 
Bisection Method based on Slope (IBMS). As the name suggests, it is 
an Improvement to the already established bisection method. This algo-
rithm works well for finding multiple roots and cover many shortcom-
ings of established numerical methods, but the fact that it focuses solely 
on the bisection method makes this algorithm inflexible and may result 
in long computation time for complex functions. In this chapter, we pro-
pose algorithm that work in a similar way to the mentioned IBMS algo-
rithm [2], but using different closed numerical methods for root finding, 
that is false position method, i.e., Improved False Position Method based 
on Slope (IFPMS) algorithm.

The chapter is organized as follows: In Section 1, we explain briefly the 
purpose of this study and its related article. Section 2 explains all the algo-
rithms and methods that will be used in our research. Section 3 focuses on 
the creation of our proposed IFPMS algorithm and compares the finished 
algorithm with the IBMS algorithm [2]. Lastly in Section 4 we will give the 
conclusion of the chapter.

The main objectives of the chapter are:

a. Propose IFPMS algorithm that works in similar way with the IBMS 
algorithm but use false position method;

b. Test the program of IFPMS and IBMS algorithm using some nonlin-
ear function; and

c. Compare the test result of IFPMS and IBMS algorithms.

13.2 ALGORITHMS AND METHODS USED FOR RESEARCH

13.2.1 Bisection Method

Bisection method is a closed numerical method for root finding. Like 
all other closed methods, this method searches for single root inside a 
certain interval (between specified upper and lower limit). This method 
works with the assumption that if f x( ) is real function and continue 
inside interval x x xl u≤ ≤  where xl  is the lower limit and xu is the upper 
limit, and f xl( ), f xu( ) have different sign, i.e., give negative result when 
multiplied, then the root of the function might be the middle value of 
the interval [3].

 x x x
r

u l= +
2

, (13.1)
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with xr  as the current predicted root. One of the limits then will be switched 
with xr , with condition:

1. If f x f xl r( ) ( ) > 0, then x xl r=

2. If f x f xl r( ) ( ) < 0, then x xu r=

3. If f x f xl r( ) ( ) = 0, then root xr=

13.2.2 False Position Method

Also known as linear interpolation, false position method is another 
close method for root finding like bisection method. Difference between 
this method and bisection method is that instead of halving the interval 
x x xl u≤ ≤ , the interval x x xl u≤ ≤  in false position method is reduced by 
using a chord that connects the points f xl( ) and f xu( ). The formula can 
be seen in Equation 13.2 [3].

 x x f x x x
f x f xr u

u l u

l u

( )( )
( ) ( )= − −

−
, (13.2)

with xr  as the current predicted root. One of the limits then will be 
switched with xr , with condition similar to that used in bisection method:

1. If f x f xl r( ) ( ) > 0, then x xl r=

2. If f x f xl r( ) ( ) < 0, then x xu r=

3. If f x f xl r( ) ( ) = 0, then root xr=

13.2.3 Monte Carlo Method

Monte Carlo method or Monte Carlo experiment is a method for algo-
rithms that use random sampling to get results and is often used for 
simulation and optimization problems [4]. Unlike the other two methods 
mentioned above, Monte Carlo method is not directly used for root find-
ing problems, but instead can be used to help the development of other 
root-finding algorithms. This Monte Carlo method is also used in the 
IBMS algorithm.

13.2.4 IBMS Algorithm

IBMS is an algorithm for finding multiple roots of nonlinear function that 
was proposed by Reza et al. This algorithm works by combining the bisection 
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method with Monte Carlo method. The Monte Carlo method is used to 
divide the interval for the bisection method into several smaller parts, then 
with the bisection method we will get root for each part if it exists [2].

The algorithm of IBMS is as per the following step:

1. Define x  all random sampling between interval x x xl u≤ ≤  (Monte 
Carlo method).

2. To find roots that cross the x-axis, find xi so f x f xi i( ) ( )+  1  lower than 
0, for all xi in x .

3. Bisection method is used to find root in interval x x xi r i≤ ≤ +1.

4. For the root that is tangent with x-axis, find xi so

 f x f x f x f xi i i iε ε( ) ( )( ) ( ) ( ) ( )+ − + − <+ +  01 1

5. Do bisection method in interval x x xi r i≤ ≤ +1.

6. Make x xi i= +    1 then repeat step 2 to step 5 for all xi in x .

13.3 CONSTRUCTING IFPMS ALGORITHM
IFPMS algorithm uses the same method as IBMS algorithm, with the 
exception being that it uses false position method instead of bisection 
method. The algorithm works by combining the false position method 
with the Monte Carlo method. The Monte Carlo method is used to divide 
the interval for the bisection method into several smaller parts, then with 
the false position method we will get root for each part if it exists.

The algorithm of IFPMS mostly follows the same steps as IBMS 
algorithm:

1. Define x  all random sampling between interval x x xl u≤ ≤  (Monte 
Carlo method).

2. To find roots that cross the x-axis, find xi so f x f xi i( ) ( )+  1  lower than 
0, for all xi in x .

3. Do false position method with x x xi r i≤ ≤ +1 as an interval.

4. For the root that is tangent with the x-axis, find xi so

 f x f x f x f xi i i iε ε( ) ( )( ) ( ) ( ) ( )+ − + − <+ +  01 1
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5. Do false position method with x x xi r i≤ ≤ +1 as an interval.

6. Make x xi i= +1 then repeat step 2 to step 5 for all xi in x .

Pseudo code for IFPMS algorithm can be seen in Table 13.1.

13.4 COMPARING IFPMS WITH IBMS ALGORITHM
Using Hall and Yarborough correlation [5], and some use case functions, 
we try seeing the performance for both IBMS and IFPMS algorithm. For 
the sake of convenience, only the first ten iterations are performed and we 
limited the number of random sampling to a thousand. The exact root that 
we got using the Symbolab tool and graph of the testing function will also 
be given for comparison. The performance is shown for some cases below.

1. Case 1: Z-factor for Hall and Yarborough correlation.
This correlation calculates with constant parameter pressure (P) = 
200, temperature (T) = 150, gas gravity specification ( gγ ) = 0.7. We 
use these parameters to get other parameters that we use to make 
main formula of z-factor which is

 Z
P
y
pr=  (13.3)

TABLE 13.1 Pseudo Code for IFPMS Algorithm

func input function for root finding= #      
lower limit upper limit input interval=_ ,  _ #    

iteration input number of iteration= #      
constant machine epsilonε = #      

root empty array for saving root value= #          
partition list make random sampling lower limit upper limit=_     _ _ ( _ ,  _ , 

number of sample_ _ )
for each partition in partition list      _ :

a func partition now= ( _ )
b func partition next= ( _ )
( _    10 5)A func partition now aε= + ∗ ∗∗ −
( _    10 5)B func partition next bε= + ∗ ∗∗ −

 (   )   0   #             if a b then check for root that cross x axis∗ <
root add IFPMS func partition now partition next. ( ( ,  _ ,  _ ,

iteration tangent False=,      ))
else if   (A * B) < 0 then check for root that only gent to x axis#       tan  

root add IFPMS func partition now partition next. ( ( ,  _ ,  _ ,
iteration tangent True=,  ))

show root( )
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where y is obtained from equation below

 A P y y y y
y

A y A ypr
A− + + + −

−
− + =

(1 )
01

2 3 4

3 2
2

3
4  (13.4)

with

 Tpc g gγ γ= + −169.2 349.5 74 2 (13.5)

 Ppc g gγ γ= + −756.8 131.07 3.6 2 (13.6)

 T T
Tpr

pc
=  (13.7)

 P P
Ppr

pc
=  (13.8)

 t
Tpr

= 1  (13.9)

 A t e t= ( )−0.06125   1
1.2 1 2

 (13.10)

 A t t t= − +14.76 9.76 4.582
2 3 (13.11)

 A t t t= − +90.7 242.2 42.43
2 3 (13.12)

 A t= +2.18 2.824  (13.13)

Curve of Equation (13.4) is shown in Figure 13.1.
From Figure 13.1, function (13.4) has two roots. Exact roots of 

function (13.4) are 0.626531 and 1. Interval for search roots with 
IBMS and IFPMS is: root− ≤ ≤2       2, with sampling 1000 and num-
ber iteration 10. Table 13.2 shows result comparison between IFPMS 
and IBMS for roots of function (13.4). Table 13.2 shows compari-
son between two algorithms, i.e., IBMS and IFPMS. From this table 
IFPMS algorithm works well and can find two roots like IBMS.

2. Case 2: Root of f x x x x= − −( ) 4 5 1010 9 2

Figure 13.2 is curve of function f x x x x= − −( ) 4 5 1010 9 2. This function 
has three roots. Exact roots of this function are −1.0142501623072, 0, 
and 1.4424309174598.
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FIGURE 13.1 Curve of f y A P A y A ypr
y y y y

y
A= − + − ++ + −

−
( ) 1   (1 ) 2

2
3

2 3 4

3
4 .

TABLE 13.2 Comparison between IFPMS and IBMS for Roots of 
f y A P A y A ypr

y y y y
y

A= − + − ++ + −
−

( ) 1 (1 ) 2
2

3
2 3 4

3
4

Iteration

IBMS IFPMS

Number 
of Roots Root (%)εεr Root (%)εεr

0 1 0.62204 0.7168041166 0.626517 0.002234526304
2 1.001752 0.1752 1.002925 0.2925

1 1 0.626121 0.06543969891 0.626531 0
2 0.999847 0.0153 0.987273 1.2727

2 1 0.626026 0.08060255598 0.626528 0.0004788270652
2 0.999263 0.0737 1.003461 0.3461

3 1 0.626314 0.03463515772 0.62653 0.0001596090217
2 0.999939 0.0061 1.004067 0.4067

4 1 0.626468 0.01005536837 0.626531 0
2 0.999971 0.0029 1.002738 0.2738

5 1 0.626476 0.008778496196 0.626531 0
2 0.999675 0.0325 0.995163 0.4837

6 1 0.626565 0.005426706739 0.626531 0
2 0.999887 0.0113 0.998113 0.1887

7 1 0.626566 0.005586315761 0.626531 0
2 0.999997 0.0003 1.000168 0.0168

8 1 0.626556 0.003990225544 0.626531 0
2 0.99997 0.003 1.004227 0.4227

9 1 0.626542 0.001755699239 0.626531 0
2 1 0 0.999548 0.0452
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For simulation of this case, interval root− ≤ ≤10       10 is chosen to 
search roots with IBMS and IFPMS algorithms with 1000 number 
of sampling and 10 iteration. Result for this simulation are shown in 
Table 13.3.

3. Case 3: Root of f x x cos x=( )   ( )2

For interval: root− ≤ ≤10       10, curve of f x x cos x=( )   ( )2 is shown 
in Figure 13.3. This function, for this interval, has seven roots i.e. 
− − −π π π π π,  ,  , 0,  , 5

2
3
2 2 2

3
2 , π5

2 .
Simulation of this function with IFPMS and IBMS algorithm has 

been done with 1000 sampling and 10 iteration. Result of simulation 
is shown in Table 13.4. Table 13.4 consists of root and tangent root. 
Root is value of x which intersects the x-axis and tangent roots is 
value of the point offend the x-axis. In this case, function have one 
root and six tangent roots.

4. Case 4: Roots of f x e x xx= − +−( )   32 10 9

Curve of function f x e x xx= − +−( )   32 10 9 is shown in Figure 13.4. 
This function has two exact root −0.646 and 3.

In this simulation, interval root− ≤ ≤10       10 is used with 1000 sam-
pling and 10 iterations. Result of simulation of IFPMS and IBMS is 
presented in Table 13.5.

FIGURE 13.2 Curve of f x x x x= − −( ) 4 5 1010 9 2.
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TABLE 13.3 Comparison between IFPMS and IBMS for Roots of 
f x x x x= − −( ) 4 5 1010 9 2

Iteration
Number 
of Roots IBMS IFPMS

0 Root (%)εεr Root (%)εεr

1 −1.026989 1.255985768 −1.008530 0.5639794323
2 1.443210 0.0540117749 1.441827 0.0418680335

Tangent 
Root

(%)εεabs Tangent Root (%)εεabs

3 – – −0.007312 0.007312
1 Root εε (%)r Root εε (%)r

1 −1.012893 0.1338094247 −1.014230 0.001987902783
2 1.446034 0.2497923815 1.440983 0.1003803678

Tangent 
Root

(%)εεabs Tangent Root (%)εεabs

3 –0.002606 – −0.005171 0.005171
2 Root (%)εεr Root (%)εεr

1 −1.012169 0.2051922084 −1.014233 0.001692117767
2 1.441417 0.07029227171 1.442421 0.0006875518044

Tangent 
Root

(%)εεabs Tangent Root (%)εεabs

3 – – −0.09441 0.09441
3 Root (%)εεr Root (%)εεr

1 −1.014431 0.01782969326 −1.014249 0.0001145976844
2 1.439588 0.1970921051 1.442431 0.00000572229831

Tangent 
Root

(%)εεabs Tangent Root (%)εεabs

3 −0.000477 0.000477 −0.015088 0.015088
4 Root (%)εεr Root (%)εεr

1 −1.013183 0.1052168732 −1.014246 0.0004103826999
2 1.440753 0.1163256721 1.442422 0.0006182243941

Tangent 
Root

(%)εεabs Tangent Root (%)εεabs

3 −0.000122 0.000122 −0.00353 0.00353
5 Root (%)εεr Root (%)εεr

1 −1.014516 0.0262102687 −1.01425 0.00001600267921
2 1.442702 0.01879345048 1.442431 0.00000572229831

Tangent 
Root

(%)εεabs Tangent Root (%)εεabs

3 −0.000337 0.000337 −0.006086 0.006086

(Continued)
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TABLE 13.3 (Continued) Comparison between IFPMS and IBMS for Roots of 
f x x x x= − −( ) 4 5 1010 9 2

Iteration
Number 
of Roots IBMS IFPMS

6 Root (%)εεr Root (%)εεr

1 −1.014195 0.005438727964 −1.01425 0.00001600267921
2 1.442252 0.01240388414 1.442431 0.00000572229831

Tangent 
Root

(%)εεabs Tangent Root (%)εεabs

3 −0.000266 0.000266 −0.01051 0.01051
7 Root (%)εεr Root (%)εεr

1 −1.014224 0.002579472814 −1.01425 0.00001600267921
2 1.442204 0.01573159983 1.442431 0.00000572229831

Tangent 
Root

(%)εεabs Tangent Root (%)εεabs

3 −0.000162 0.000162 −0.00551 0.00551
8 Root (%)εεr Root (%)εεr

1 −1.014238 0.001199142741 −1.01425 0.00001600267921
2 1.442458 0.001877562376 1.442431 0.00000572229831

Tangent 
Root

(%)εεabs Tangent Root (%)εεabs

3 −0.00022 0.00022 −0.001009 0.001009
9 Root (%)εεr Root (%)εεr

1 −1.01426 0.0009699473725 −1.01425 0.00001600267921
2 1.442461 0.002085544606 1.442431 0.00000572229831

Tangent 
Root

(%)εεabs Tangent Root (%)εεabs

3 −0.000433 0.000433 −0.001688 0.001688

FIGURE 13.3 Curve of =( )   ( )2f x x cos x .
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TABLE 13.4 Comparison between IFPMS and IBMS for Roots of f x x cos x=( )   ( )2

Iteration
Number 
of Roots IBMS IFPMS

0 Root (%)εεabs Root (%)εεabs

1 0.017951 0.017951 0.000005 0.000005
Tangent Root (%)εεr Tangent Root (%)εεr

2 −7.855885 0.07496815287 −7.856377 0.08123566879
3 – – −4.72258 0.2670912951
4 −1.582567 0.8004458599 −1.576642 0.4230573248
5 1.570043 0.002738853503 1.554184 1.007388535
6 – – 4.710436 0.009256900212
7 – – 7.846436 0.04540127389

1 Root (%)εεabs Root (%)εεabs

1 0.000011 0.000011 0 0
Tangent Root (%)εεr Tangent Root (%)εεr

1 –7.866761 0.2135159236 –7.866761 0.2135159236
2 –4.71855 0.1815286624 –4.720302 0.2187261146
3 –1.585633 0.9957324841 –1.582171 0.7752229299
4 1.56488 0.3261146497 1.554373 0.9953503185
5 4.68842 0.4581740977 4.707577 0.05144373673
6 7.848897 0.01405095541 7.848897 0.01405095541

2 Root (%)εεabs Root (%)εεabs

1 –0.000054 0.000054 0 0
Tangent Root (%)εεr Tangent Root (%)εεr

2 –7.856727 0.08569426752 −7.863932 0.177477707
3 −4.720455 0.2219745223 −4.725504 0.3291719745
4 −1.57511 0.325477707 −1.572425 0.1544585987
5 1.569729 0.0172611465 1.566082 0.2495541401
6 4.697829 0.2584076433 4.709536 0.009851380042
7 7.845011 0.06355414013 7.853808 0.04850955414

3 Root (%)εεabs Root (%)εεabs

1 −0.000837 0.000837 0 0
Tangent Root (%)εεr Tangent Root (%)εεr

2 −7.85629 0.08012738854 −7.855553 0.0707388535
3 −4.71573 0.121656051 −4.716913 0.1467728238
4 −1.571209 0.07700636943 −1.572764 0.1760509554
5 1.565705 0.273566879 1.566697 0.2103821656
6 4.70984 0.003397027601 4.702311 0.1632484076
7 7.853176 0.04045859873 7.851959 0.02495541401

(Continued)
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TABLE 13.4 (Continued) Comparison between IFPMS and IBMS for Roots of 
f x x cos x=( )   ( )2

Iteration
Number 
of Roots IBMS IFPMS

4 Root (%)εεabs Root (%)εεabs

1 0.001676 0.001676 0 0
Tangent Root (%)εεr Tangent Root (%)εεr

2 −7.857315 0.09318471338 −7.86032 0.1314649682
3 −4.712838 0.06025477707 −4.718101 0.1719957537
4 −1.573786 0.2411464968 −1.574685 0.2984076433
5 1.570037 0.002356687898 1.567623 0.1514012739
6 4.71224 0.04755838641 4.712024 0.04297239915
7 7.853027 0.03856050955 7.827562 0.2858343949

5 Root (%)εεabs Root (%)εεabs

1 −0.000028 0.000028 0 0
Tangent Root (%)εεr Tangent Root (%)εεr

2 −7.855 0.06369426752 −7.857633 0.09723566879
3 −4.714217 0.0895329087 −4.718481 0.1800636943
4 −1.571869 0.119044586 −1.571433 0.09127388535
5 1.570444 0.02828025478 1.570355 0.02261146497
6 4.712139 0.04541401274 4.698497 0.2442250531
7 7.853481 0.04434394904 7.844739 0.06701910828

6 Root (%)εεabs Root (%)εεabs

1 0.000317 0.000317 0 0
Tangent Root (%)εεr Tangent Root (%)εεr

2 −7.854116 0.05243312102 −7.860028 0.1277452229
3 −4.713292 0.06989384289 −4.715092 0.1081104034
4 −1.571952 0.1243312102 −1.574318 0.2750318471
5 1.569576 0.02700636943 1.549737 1.290636943
6 4.711806 0.03834394904 4.711319 0.02800424628
7 7.853287 0.04187261146 7.853862 0.04919745223

7 Root (%)εεabs Root (%)εεabs

1 0.000051 0.000051 0 0
Tangent Root (%)εεr Tangent Root (%)εεr

2 −7.854272 0.05442038217 −7.865715 0.2001910828
3 −4.712535 0.05382165605 −4.712731 0.05798301486
4 −1.571668 0.1062420382 −1.57312 0.1987261146
5 1.570326 0.02076433121 1.569214 0.05006369427
6 4.712074 0.04403397028 4.711842 0.03910828025
7 7.853774 0.04807643312 7.847296 0.03444585987

(Continued)
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TABLE 13.4 (Continued) Comparison between IFPMS and IBMS for Roots of 
f x x cos x=( )   ( )2

Iteration
Number 
of Roots IBMS IFPMS

8 Root (%)εεabs Root (%)εεabs

1 0.00001 0.00001 0 0
Tangent Root (%)εεr Tangent Root (%)εεr

2 −7.854561 0.05810191083 −7.854368 0.0556433121
3 −4.712705 0.05743099788 −4.726835 0.3574309979
4 −1.580372 0.6606369427 −1.574164 0.2652229299
5 1.570272 0.01732484076 1.570339 0.02159235669
6 4.71207 0.04394904459 4.710404 0.008577494692
7 7.852213 0.0281910828 7.853902 0.04970700637

9 Root (%)εεabs Root (%)εεabs

1 0.000044 0.000044 0 0
Tangent Root (%)εεr Tangent Root (%)εεr

2 −7.85867 0.1104458599 −7.854081 0.05198726115
3 −4.716394 0.1357537155 −4.712567 0.05450106157
4 −1.573569 0.2273248408 −1.5716487 0.1050127389
5 1.570469 0.02987261146 1.570209 0.01331210191
6 4.711907 0.04048832272 4.712209 0.04690021231
7 7.853788 0.04825477707 7.850041 0.0005222929936

FIGURE 13.4 Curve of = − +−( ) 32 10 9f x e x xx .
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5. Case 5: Roots of f x x x( )= + + −( ) 0.5 182 2
19

Function f x x x( )= + + −( ) 0.5   182 2
19  has two exact roots, i.e., −4.239 

and 4.187. Curve of this function is shown in Figure 13.5.
Interval for simulation is root− ≤ ≤10       10 with 1000 sampling and 

10 iterations. Roots of this function for this simulation are shown in 
Table 13.6.

6. Case 6: Roots of f x x= −( ) 12

Function f x x= −( ) 12  has two exact roots that are −1 and 1. Curve of 
this function is shown in Figure 13.6. For simulation this case is cho-
sen with interval root− ≤ ≤10       10 and number of sampling is 1000 
and number of iterations are 10.

Table 13.7 presents result of this simulation. From this table it 
appears that the IFPMS algorithm is faster to get the exact root.

TABLE 13.5 Comparison between IFPMS and IBMS for Roots of = − +−( ) 32 10 9f x e x xx

Iteration

IBMS IFPMS

Number 
of Roots Root εεr Root εεr

0 1 −0.628969 2.636377709 −0.644519 0.2292569659
2 2.999339 0.02203333333 2.99981 0.006333333333

1 1 −0.643333 0.4128482972 −0.644976 0.1585139319
2 3.003603 0.1201 2.999849 0.005033333333

2 1 −0.647039 0.1608359133 −0.645538 0.07151702786
2 2.994476 0.1841333333 3.000138 0.0046

3 1 −0.646262 0.04055727554 −0.645538 0.07151702786
2 3.001189 0.03963333333 3.000138 0.0046

4 1 −0.6456 0.06191950464 −0.645538 0.07151702786
2 3.000876 0.0292 3.000138 0.0046

5 1 −0.645983 0.002631578947 −0.645538 0.07151702786
2 3.000336 0.0112 3.000138 0.0046

6 1 −0.645749 0.03885448916 −0.645538 0.07151702786
2 2.9996 0.01333333333 3.000138 0.0046

7 1 −0.645506 0.07647058824 −0.645538 0.07151702786
2 3.000068 0.002266666667 3.000138 0.0046

8 1 −0.64545 0.08513931889 −0.645538 0.07151702786
2 3.000131 0.004366666667 3.000138 0.0046

9 1 −0.645562 0.06780185759 −0.645538 0.07151702786
2 3.000129 0.0043 3.000138 0.0046
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FIGURE 13.5 Curve of ( ) 0.5 182 2
19f x x x( )= + + − .

TABLE 13.6 Comparison between IFPMS and IBMS for Roots of ( )= + + −( ) 0.5 182 2
19f x x x

Iteration

IBMS IFPMS

Number 
of Roots Root εεr Root εεr

0 1 −4.241123 0.05008256664 −4.23947 0.01108752064
2 4.19 0.07165034631 4.186427 0.01368521615

1 1 −4.23993 0.02193913659 −4.239472 0.01113470158
2 4.179074 0.189300215 4.186841 0.003797468354

2 1 −4.234515 0.1058032555 −4.239473 0.01115829205
2 4.183754 0.07752567471 4.186841 0.003797468354

3 1 −4.238456 0.01283321538 −4.239473 0.01115829205
2 4.189433 0.05810843086 4.186841 0.003797468354

4 1 −4.239157 0.003703703704 −4.239473 0.01115829205
2 4.187113 0.002698829711 4.186841 0.003797468354

5 1 −4.240046 0.02467563105 −4.239473 0.01115829205
2 4.18663 0.008836876045 4.186841 0.003797468354

6 1 −4.239575 0.01356451993 −4.239473 0.01115829205
2 4.186881 0.002842130404 4.186841 0.003797468354

7 1 −4.23959 0.01391837698 −4.239473 0.01115829205
2 4.186526 0.01132075472 4.186841 0.003797468354

8 1 −4.239447 0.01054493984 −4.239473 0.01115829205
2 4.18684 0.003821351803 4.186841 0.003797468354

9 1 −4.239479 0.01129983487 −4.239473 0.01115829205
2 4.186831 0.004036302842 4.186841 0.003797468354
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FIGURE 13.6 Curve of = −( ) 12f x x .

TABLE 13.7 Comparison between IFPMS and IBMS for Roots of f x x= −( ) 12

Iteration

IBMS IFPMS

Number 
of Roots Root εεr Root εεr

0 1 −0.984087 1.5913 −0.999857 0.0143
2 0.991339 0.8661 0.999924 0.0076

1 1 −1.002377 0.2377 −1 0
2 1.000623 0.0623 1 0

2 1 −1.002909 0.2909 −0.999999 0.0001
2 1.009223 0.9223 1 0

3 1 −1.000385 0.0385 −1 0
2 1.000436 0.0436 1 0

4 1 −1.001484 0.1484 −1 0
2 0.999854 0.0146 1 0

5 1 −0.999755 0.0245 −1 0
2 1.000069 0.0069 1 0

6 1 −0.999857 0.0143 −1 0
2 0.999985 0.0015 1 0

7 1 −0.999924 0.0076 −1 0
2 1.000043 0.0043 1 0

8 1 −0.999903 0.0097 −1 0
2 0.999853 0.0147 1 0

9 1 −1.00001 0.001 −1 0
2 0.999995 0.0005 1 0
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7. Case 7: Roots of f x x x x= − − −( ) 13 2

For this case, IFPMS and IBMS algorithms are used to search roots of 
f x x x x= − − −( ) 13 2 . Exact root of the function is 1.839 and the curve 
of this function is shown in Figure 13.7. Interval of root− ≤ ≤10       10,  
with 1000 number of sampling and 10 as number of iterations is cho-
sen for this simulation.

Table 13.8 presents the results of simulation. Like other use 
case, the IFPMS methods have lower error compared to the exact 
root.

FIGURE 13.7 Curve of = − − −( ) 13 2f x x x x .

TABLE 13.8 Comparison between IFPMS and IBMS for Roots of = − − −( ) 13 2f x x x x

Iteration

IBMS IFPMS

Root εεr Root εεr

0 1.816278 1.250960729 1.839154 0.007217743489
1 1.853412 0.7679740509 1.839286 0.00004104852047
2 1.843975 0.2548947296 1.839287 0.0000133203808
3 1.84076 0.08009871196 1.839287 0.0000133203808
4 1.83491 0.2379593605 1.839287 0.0000133203808
5 1.839699 0.02241330771 1.839287 0.0000133203808
6 1.839294 0.0003939026897 1.839287 0.0000133203808
7 1.839541 0.0138230213 1.839287 0.0000133203808
8 1.839379 0.005015259298 1.839287 0.0000133203808
9 1.839278 0.0004759997307 1.839287 0.0000133203808
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13.5 RESULT AND DISCUSSION
After we compare the IBMS and the IFPMS algorithm with some use 
case functions in Section 3.2, it can be observed that both IFPMS and 
IBMS can give a very small error, i.e., below 0.1%, with a certain number 
of iterations. In this section, some figures are presented to see the results 
of IFPMS algorithm compared to IBMS algorithm. Figure 13.8 is plot of 
roots for function (4). This function has two roots. From this figure, it 
appears that IFPMS algorithm has more precision in every iteration for 
root 1, but that IBMS algorithm has more precision in every iteration for 
root 2.

Root of function f x e x xx= − +−( ) 32 10 9is shown in Figure 13.8. It shows 
that the resulting root values of the two algorithms (IFPMS and IBMS) are 
close together in each iteration.

Figure 13.9 shows root of function x x x− − −13 2  for 10 iterations. From 
this figure we can see that IFPMS algorithm also has more precision to 
exact root in each iteration.

FIGURE 13.8 Roots of function = − +−( ) 32 10 9f x e x xx .
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However, for an environment with small number or no iteration at all 
the IFPMS algorithm result often gives lower error compared to the IBMS 
algorithm, meanwhile the IBMS algorithm may not get all roots of the 
function if the iteration number is too small. The error from root find-
ing using IFPMS algorithm is more constant, i.e., no change or very small 
change than the IBMS algorithm. This means that the proposed IFPMS 
algorithm gives a better approximation of roots with relatively little to no 
iteration.

13.6 SUMMARY
In this chapter, we propose a new numerical method for root finding on 
nonlinear function called IFPMS algorithm, based on IBMS algorithm by 
Reza et al. The IFPMS algorithm integrates Monte Carlo and false posi-
tion method to find every root of a nonlinear function inside a certain 
range. The finished IFPMS algorithm shows that it can get a more accu-
rate approximation of exact root with relatively small number of iterations 
compared to the IBMS algorithm.

REFERENCES

 1. M. M. A. Vahid & B. B. Shila., (2016, August 12). The Approximate 
Calculation of the Roots of Algebraic Equation Through Monte Carlo 
Method. International Journal of Mathematics and Computational Science, 
Vol. 2, No. 3. https://www.researchgate.net/publication/306558591_The_
Approximate_Calculation_of_the_Roots_of_Algebraic_Equation_
Through_Monte_Carlo_Method

 2. E. Reza., M. Mohsen., M. Mashaallah., & A. G. Reza., (2021, August 25). 
A New Method for Rooting Nonlinear Equations Based on the Bisection 
Method. MethodsX, Volume 8. https://doi.org/10.1016/j.mex.2021.101502

FIGURE 13.9 Roots of function x x x− − −13 2 .

https://www.researchgate.net
https://www.researchgate.net
https://www.researchgate.net
https://doi.org/10.1016/j.mex.2021.101502


Improved False Position Method Based on Slope   ◾   211

 3. K. P. Kingdom & B. N. Oriji., (2012, August). A New Computerized 
Approach to Z-Factor Determination. Transnational Journal of Science 
and Technology, Vol. 2, No. 7. https://www.researchgate.net/publication/ 
261707648_A_NEW_COMPUTERIZED_APPROACH_TO_Z-FACTOR_
DETERMINATION

 4. S.C. Chapra and R.P. Canale, Numerical Methods for Engineers, New York: 
Mc Graw Hill, 2010.

 5. L. B. Peter., (2001, February). A Brief Introduction to Monte Carlo 
Simulation. Clinical Pharmacokinetics, Volume 40. https://www.research-
gate.net/publication/12094719_A_Brief_Introduction_to_Monte_Carlo_
Simulation

https://www.researchgate.net
https://www.researchgate.net
https://www.researchgate.net
https://www.researchgate.net
https://www.researchgate.net
https://www.researchgate.net


212 DOI: 10.1201/9781003400387-14

C h a p t e r  14

Computing of Anxiety or 
Depression Symptoms 
Indicators Using 
Lagrange Exponential 
Modified Euler Method

Mohammad Khatim Hasan, Jumat Sulaiman, 

and Samsul Arifin Abdul Karim

14.1 INTRODUCTION
Anxiety (Stein & Craske, 2017) and/or depression (Weinberger et al., 
2018) are significant public health problems in many countries worldwide. 
Mental problems are among the leading cause of disability (Kessler et al., 
2005). The problem also increases the risk of other disorders like alcohol-
ism (Grillon et al., 2019) and drug abuse. These disorders can cause misery 
and poor health (Chisholm et al., 2016).

Anxiety disorders are the dominant mental health issue in this era 
of globalization in the United States. Despite its rarity, depression, also 
known as major depressive disorder (MDD), affects over 16 million indi-
viduals. The United States experiences these diseases in approximately 
18% of its population, or over 40 million adults annually (Weinberger 
et al., 2018). In 2020, the World Health Organization (WHO) estimated 
that the COVID-19 epidemic caused a 27.6% increase in depression and 
25.5% growth in anxiety disorders worldwide. Anxiety disorders are not 

https://doi.org/10.1201/9781003400387-14
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limited to worrying about difficult or unexpected events. More common 
concerns may arise, such as our health and potential worries about school, 
work, or relationships. Such worries can cause lasting concerns and even-
tually impact daily life. Anxiety, fear, worry, irritability (depression), phys-
ical restlessness, or feeling on edge are the primary symptoms of ongoing 
anxiety. Patients may experience a sense of fear, doom, panic, sleep diffi-
culties, and persistent tiredness. Some patients even had suicidal thoughts 
during the COVID-19 pandemic (WHO, 2022).

The condition of depression is marked by enduring sadness and loss of 
enthusiasm. Various emotional and physical issues can arise from clinical 
depression or MDD which affect our emotions, thoughts, and behavior. In 
addition, depression can have negative effects on well-being and function-
ing in one’s work, school, and family. People tend to have frequent episodes. 
Symptoms of these episodes may manifest throughout the day, almost daily, 
and can include feelings of sadness, tears, emptiness, or hopelessness. In 
addition, they may experience angry outbursts, irritability, or frustration, 
even in small matters. Most common activities, such as leisure pursuits, hob-
bies, or sports, cease to engage them. Each year, suicide rates reach almost 
0.8 million. The fourth highest cause of death for 15–19-year-olds is depres-
sion, as identified by WHO in 2021. The WHO has estimated that depression 
affected over 300 million individuals worldwide by 2021. The diseases that 
cause disability are also significant. Therefore, depression causes a signifi-
cant burden of disease. Depression affects the adult population at around 5% 
prevalence in different cultures and 20% in milder forms. Adults who are 
middle-aged are at the highest risk. Worldwide depression increased by 18% 
between 2005 and 2015 (Weinberger et al., 2018).

To gather information on the social and economic effects of COVID-
19 on American households, the US Census Bureau partnered with five 
federal agencies to initiate the Household Pulse Survey to evaluate the 
pandemic’s impact on employment status, consumer spending, food secu-
rity, housing, education disruptions, and measures of physical and mental 
well-being. The survey was created to provide precise and weekly estimates 
(United States Census Bureau, 2023).

Differential equations, such as ordinary differential equations, are sel-
dom used to model problems in science and engineering (Hasan et al., 2011). 
Many ordinary differential equations are nonlinear and cannot be solved 
analytically. Therefore, approximation methods such as numerical methods 
are beneficial. The time-step size restriction is a common feature of con-
ventional finite difference methods, but it can lead to undesirable solution 
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behavior. Several researchers, beginning with Mickens (1993), suggested 
nonstandard finite difference methods (NSFD) to maintain certain essential 
features of the nonlinear ODE. After that, many researchers continued to 
develop modified methods based on NSFD methods and applied them to 
various problems in science and engineering, such as Ebola virus transmis-
sion (Anguelov et al., 2020) and epidemiological models (Anguelov et al., 
2014). Researchers apply the NSFD to different standard methods, including 
the second-order explicit Euler method (Gupta et al., 2020), a modified non-
standard theta method (Gupta et al., 2021), a nonstandard trimean method 
(Othman & Hasan, 2017), a harmonic-polygon modified Euler method 
(Yusop et al., 2017a), a harmonic polygon Euler method (Yusop et al., 
2017b), a nonstandard harmonic Euler method on a stiff problem (Yusop 
& Hasan, 2015), a nonstandard Gauss–Seidel with exponential space step 
size, a hyperbolic step size on MHD convection in a porous cavity (Yaacob 
et al., 2022, p. 64), and nonstandard successive over-under-relaxation with 
sinus and hyperbolic sinus step size (Yaacob & Hasan, 2015). The NSFD was 
recently utilized by Hasan et al. (2022b, p. 114) to simulate macroeconomic 
interaction. The Nelder–Mead and least-square methods were employed to 
align the observed data with the dynamic macroeconomic model. Hasan 
et al. (2022a, p. 128) utilized a similar approach to fit crude oil price data to 
various ordinary differential models. All the studies show that nonstandard 
schemes produce awe-inspiring simulation results.

This study used a numerical method to anticipate analyzing indicators 
of anxiety or depression symptoms. We utilize mathematical methods to 
analyze because mathematics gives ways to simulate and understand pat-
terns, quantify relationships, and forecast the future. This chapter applies 
Lagrange and differentiation to generate an ordinary differential equation 
that approximately models the rate of anxiety or depression symptoms fre-
quency. Then we propose an exponential modified Euler method to simulate 
the occurrence frequency of the symptoms.

14.2 MATERIAL
This chapter analyzes data on anxiety or depression symptoms of US citizens 
during the COVID-19 pandemic from US Census Bureau website. However, 
we only take ten consecutive monthly data, as given in Table 14.1.

TABLE 14.1 Anxiety or Depression Indicators of Ten Consecutive Months

M1 M2 M3 M4 M5 M6 M7 M8 M9 M10

41.1 56.9 43.9 43.2 41.2 38.4 41.7 36.9 34.6 33.4



Computing of Anxiety or Depression Symptoms Indicators   ◾   215

14.3 MODEL CONSTRUCTION
The first step of this analysis is to construct an approximate polynomial 
model for data in Table 14.1. This chapter uses the Lagrange interpolat-
ing polynomial method to construct an approximate polynomial. The 
method can construct, at most, a polynomial of degree n for a data-
set that consists of n + 1 data points. Many researchers have used the 
method to solve various problems such as transportation (Roy, 2015), 
mobility prediction (Li et al., 2016), reversible data hiding schemes (Jana, 
2017), multi-secret sharing schemes (Cheraghi, 2014), agriculture (Celik, 
2018a), income generation (Kira, 2019), milk production (Celik, 2018b), 
heat conduction (Prasopchingchana, 2017), and incompressible fluid 
(Prasopchingchana, 2021).

The general formulation of Lagrange interpolating polynomial is given by

 ( ) ( ) ( ) where  ( ) .
0 0

∑ ∏= = −
−

= =
≠

P t L t f t L t t t
t tn

j

k

j j

m
m j

k
m

j m

From the indicator of symptoms data, we construct ( )L xj  for 0,1,2,9.=j

 ( )( )( )( )( )( )( )( )( )
( )( )( )( )( )( )( )( )( )= − − − − − − − − −

− − − − − − − − −
( ) .0

1 2 3 5 6 7 8 9

0 1 0 2 0 3 0 4 0 5 0 6 0 7 0 8 0 9
L t t t t t t t t t t t t t t t t t t t

t t t t t t t t t t t t t t t t t t

Replacing known observed data inside the formula, we get

 ( ) ( 2)( 3)( 4)( 5)( 6)( 7)( 8)( 9)( 10)
(1 2)(1 3)(1 4)(1 5)(1 6)(1 7)(1 8)(1 9)(1 10)

.0 = − − − − − − − − −
− − − − − − − − −

L t t t t t t t t t t

Thus, we arrive at

 
= − + − + −

+ − + −

( ) 10 19.289683 15.855754 7.3185736 2.0975694 0.3882523

0.0465278 0.0034888 0.0001488 0.0000028 .
0

2 3 4 5

6 7 8 9

L t t t t t t

t t t t

Next, we calculate

 ( ) .1
0 2 3 4 5 6 7 8 9

1 0 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9

( )( )( )( )( )( )( )( )( )
( )( )( )( )( )( )( )( )( )= − − − − − − − − −

− − − − − − − − −
L t t t t t t t t t t t t t t t t t t t

t t t t t t t t t t t t t t t t t t
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Replacing known observed data inside the formula, we get

 ( ) ( 1)( 3)( 4)( 5)( 6)( 7)( 8)( 9)( 10)
(2 1)(2 3)(2 4)(2 5)(2 6)(2 7)(2 8)(2 9)(2 10)

.1 = − − − − − − − − −
− − − − − − − − −

L t t t t t t t t t t

Thus, we get

 

= − + − + − +

− + − +

( ) 45 109.30357 103.50268 52.533135 16.106076 3.1331597

0.3899306 0.0301091 0.0013145 0.0000248 .
1

2 3 4 5

6 7 8 9

L t t t t t t

t t t t

Next, we calculate

 ( )( )( )( )( )( )( )( )( )
( )( )( )( )( )( )( )( )( )= − − − − − − − − −

− − − − − − − − −
( ) .2

0 1 3 4 5 6 7 8 9

2 0 2 1 2 3 2 4 2 5 2 6 2 7 2 8 2 9
L t t t t t t t t t t t t t t t t t t t

t t t t t t t t t t t t t t t t t t

Replacing known observed data inside the formula, we get

 ( ) ( 1)( 2)( 4)( 5)( 6)( 7)( 8)( 9)( 10)
(3 1)(3 2)(3 4)(3 5)(3 6)(3 7)(3 8)(3 9)(3 10)

.2 = − − − − − − − − −
− − − − − − − − −

L t t t t t t t t t t

Thus, we get

 
= − + − + −

+ − + −

( ) 120 311.47619 317.91984 172.11865 55.620833 11.289583

1.4541667 0.1154762 0.0051587 0.0000992 .
2

2 3 4 5

6 7 8 9

L t t t t t t

t t t t

Next, we calculate

 ( )( )( )( )( )( )( )( )( )
( )( )( )( )( )( )( )( )( )= − − − − − − − − −

− − − − − − − − −
( ) .3

0 1 2 4 5 6 7 8 9

3 0 3 1 3 2 3 4 3 5 3 6 3 7 3 8 3 9
L t t t t t t t t t t t t t t t t t t t

t t t t t t t t t t t t t t t t t t

Replacing known observed data inside the formula, we get

 ( ) ( 1)( 2)( 3)( 5)( 6)( 7)( 8)( 9)( 10)
(4 1)(4 2)(4 3)(4 5)(3 6)(3 7)(3 8)(3 9)(3 10)

.3 = − − − − − − − − −
− − − − − − − − −

L t t t t t t t t t t

Thus, we get

 
= − + − + − +

− + − +

( ) 210 562.58333 597.40833 337.3088 113.41181 23.849306

3.1680556 0.2583333 0.0118056 0.0002315 .
3

2 3 4 5

6 7 8 9

L t t t t t t

t t t t
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Next, we calculate

 ( )( )( )( )( )( )( )( )( )
( )( )( )( )( )( )( )( )( )= − − − − − − − − −

− − − − − − − − −
( ) .4

0 1 2 3 5 6 7 8 9

4 0 4 1 4 2 4 3 4 5 4 6 4 7 4 8 4 9
L t t t t t t t t t t t t t t t t t t t

t t t t t t t t t t t t t t t t t t

Replacing known observed data inside the formula, we get

 ( ) ( 1)( 2)( 3)( 4)( 6)( 7)( 8)( 9)( 10)
(5 1)(5 2)(5 3)(5 4)(5 6)(5 7)(5 8)(5 9)(5 10)

.4 = − − − − − − − − −
− − − − − − − − −

L t t t t t t t t t t

Thus, we get

 
= − + − + −

+ − + −

( ) 252 687.7 748.125 434.36806 150.41319 32.560069

4.4444444 0.3715278 0.0173611 0.0003472 .
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L t t t t t t

t t t t

Next, we calculate

 ( )( )( )( )( )( )( )( )( )
( )( )( )( )( )( )( )( )( )= − − − − − − − − −

− − − − − − − − −
( ) .5
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L t t t t t t t t t t t t t t t t t t t

t t t t t t t t t t t t t t t t t t

Replacing known observed data inside the formula, we get

 ( ) ( 1)( 2)( 3)( 4)( 5)( 7)( 8)( 9)( 10)
(6 1)(6 2)(6 3)(6 4)(6 5)(6 7)(6 8)(6 9)(6 10)

.5 = − − − − − − − − −
− − − − − − − − −

L t t t t t t t t t t

Thus, we get

 
= − + − + −

+ − + − +

( ) 210 580.08333 641.37361 379.76528 134.44479

29.794792 4.1645833 0.35625 0.0170139 0.0003472 .
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t t t t t

Next, we calculate

 ( )( )( )( )( )( )( )( )( )
( )( )( )( )( )( )( )( )( )= − − − − − − − − −

− − − − − − − − −
( ) .6

0 1 2 3 4 5 7 8 9

6 0 6 1 6 2 6 3 6 4 6 5 6 7 6 8 6 9
L t t t t t t t t t t t t t t t t t t t

t t t t t t t t t t t t t t t t t t

Replacing known observed data inside the formula, we get

 ( ) ( 1)( 2)( 3)( 4)( 5)( 6)( 8)( 9)( 10)
(7 1)(7 2)(7 3)(7 4)(7 5)(7 6)(7 8)(7 9)(7 10)

.6 = − − − − − − − − −
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L t t t t t t t t t t
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Thus, we get

 
= − + − + −

+ − + −
( ) 120 334.33333 373.98333 224.66574 80.898611 18.272917

2.6069444 0.2277778 0.0111111 0.0002315 .
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L x t t t t t
t t t t

Next, we calculate

 ( )( )( )( )( )( )( )( )( )
( )( )( )( )( )( )( )( )( )= − − − − − − − − −

− − − − − − − − −
( ) .7

0 1 2 3 4 5 6 8 9

7 0 7 1 7 2 7 3 7 4 7 5 7 6 7 8 7 9
L t t t t t t t t t t t t t t t t t t t

t t t t t t t t t t t t t t t t t t

Replacing known observed data inside the formula, we get

 ( ) ( 1)( 2)( 3)( 4)( 5)( 6)( 7)( 9)( 10)
(8 1)(8 2)(8 3)(8 4)(8 5)(8 6)(8 7)(8 9)(8 10)

.7 = − − − − − − − − −
− − − − − − − − −

L t t t t t t t t t t

Thus, we get

 

= − + − + −

+ − + − +

( ) 45 126.17857 142.38214 86.486706 31.561806

7.2409722 1.0513889 0.0936508 0.0046627 0.0000992 .

7
2 3 4

5 6 7 8 9

L t t t t t

t t t t t

Next, we calculate

 ( )( )( )( )( )( )( )( )( )
( )( )( )( )( )( )( )( )( )= − − − − − − − − −

− − − − − − − − −
( ) .8

0 1 2 3 4 5 6 7 9

8 0 8 1 8 2 8 3 8 4 8 5 8 6 8 7 8 9
L t t t t t t t t t t t t t t t t t t t

t t t t t t t t t t t t t t t t t t

Replacing known observed data inside the formula, we get

 ( ) ( 1)( 2)( 3)( 4)( 5)( 6)( 7)( 8)( 10)
(9 1)(9 2)(9 3)(9 4)(9 5)(9 6)(9 7)(9 8)(9 10)

.8 = − − − − − − − − −
− − − − − − − − −

L t t t t t t t t t t

Thus, we get

 
= − + − + −

+ − + −
( )  10 28.178571 32.014484 19.617163 7.2364583 1.6817708

0.2479167 0.0224702 0.0011409 0.0000248 .
8

2 3 4 5

6 7 8 9

L t t t t t t

t t t t

And lastly, we calculate

 ( )( )( )( )( )( )( )( )( )
( )( )( )( )( )( )( )( )( )= − − − − − − − − −

− − − − − − − − −
( ) .9

0 1 2 3 4 5 6 7 8

9 0 9 1 9 2 9 3 9 4 9 5 9 6 9 7 9 8
L t t t t t t t t t t t t t t t t t t t

t t t t t t t t t t t t t t t t t t
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Replacing known observed data inside the formula, we get

 ( ) ( 1)( 2)( 3)( 4)( 5)( 6)( 7)( 8)( 9)
(10 1)(10 2)(10 3)(10 4)(10 5)(10 6)(10 7)(10 8)(10 9)

.9 = − − − − − − − − −
− − − − − − − − −

L t t t t t t t t t t

Thus, we get

 

= − + − + −

+ − + − +

( )   1 2.8289683 3.2316468 1.9942681 0.7421875

0.1743634 0.0260417 0.0023975 0.000124 0.0000028 .

9
2 3 4

5 6 7 8 9

L t t t t t

t t t t t

Then, we can start constructing the approximate polynomial by replac-
ing all the ( ),  0,1, ,= …L t jj  nine that we have calculated inside Equation 
(14.1).

 ( ) ( ) ( ) ( ).9

0

9

∑≈ =
=

y t P t L t f t
j

j  (14.1)

Yielding Equation (14.2).

 

≈ − + − +

− + − + −

( )  21 167.87925 445.98152 398.25119 180.91641

47.512234 7.5157292 0.706541 0.0363467 0.0007876 .

2 3 4

5 6 7 8 9

y t t t t t

t t t t t  
 (14.2)

Then, we derivate Equation (14.2) to get the approximate ordinary dif-
ferential equation displayed in Equation (14.3).

 
≈ = − + − +

− + − + −

( ) 167.87925 891.96304 1194.7536 723.66562

237.56117 45.094375 4.945787 0.2907738 0.0070883 .

2 3

4 5 6 7 8

dy
dt

f x t t t

t t t t t
 

 (14.3)

14.4 GENERATE PREDICTION DATA
We present three numerical approaches for determining the symptoms 
of anxiety or depression. The newly proposed method is compared using 
the two existing numerical methods as control. These control methods 
include the fourth-order Runge–Kutta method and the modified Euler 
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method. The fourth-order Runge–Kutta method was chosen since it is one 
of the most accurate and popular methods frequently applied to solve vari-
ous science and engineering problems. While the modified Euler method, 
which is sometimes also known as the second-order Runge–Kutta method, 
was chosen since this is the primary method that we modified to produce 
the new method proposed in this chapter.

14.5 THE FOURTH-ORDER RUNGE–KUTTA METHOD
The fourth-order Runge–Kutta method is a numerical technique con-
sisting of five equations as given in Equation (14.4) with ( , )f x y  given by 
Equation (14.3).

 

,

2
,

2

2
,

2
,

6
2 2 ,  0,1,2 , 1

1

2
1

3
2

4 3

1 1 2 3 4

( )

( )
( )

=

= + +





= + +





= + +

= + + + + = … −+

k f t y

k f t h y k

k f t h y k

k f t h y k

y y h k k k k i n

i i

i i

i i

i i

i i

 (14.4)

Researchers have utilized the Runge–Kutta method for solving various 
problems such as COVID-19 cases (Iskandar & Tiong, 2022), the concen-
tration of bacteria (Gowri et al., 2017), transient analysis (Henry et al., 
2019), dynamic force identification (Lai et al., 2017), determine deviation 
in the weapon arm vehicle (Nugraha, 2015), Lu chaotic system (Mehdi & 
Kareem, 2017), epidemic model (Kovalnogov et al., 2020), initial value 
problem (Islam, 2015), and system of first-order ordinary differential 
equations (Abraha, 2020).

14.6 MODIFIED EULER METHOD
The formula of the modified Euler method to generate the prediction data is 
given by Equation (14.5) with ( , )f x y  was given by Equation (14.3).

 
2
,

2
,1 ( )= + + +



+y y hf t h y h f t yi i i i i i  (14.5)
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Researchers have utilized the modified Euler method for solving vari-
ous problems such as a system of first-order ordinary differential equations 
(Abraha, 2020), COVID-19 (Nazir et al., 2021), and tension leg problem 
(TLP) (Tabeshpour et al., 2013).

14.7 THE EXPONENTIAL MODIFIED EULER METHOD
The exponential modified Euler method formula to generate the predic-
tion data is given by Equation (14.6) with ( , )f x y  was given by Equation 
(14.3). In this proposed method, we substitute the h in the outer part of 

the Equation (14.3) with an exponential type of function, = −
−

( ) .1 4
1
4

f h e
h

 The 

resulting exponential modified Euler formula is given in Equation (14.6).

 1
2
,

2
,1

4

1
4

( )= + −














+ +



+

−

y y e f t h y h f t yi i

h

i i i i  (14.6)

14.8 STABILITY AND CONSISTENCY ANALYSIS
The stability analysis for the exponential modified Euler method can be 
obtained by using Dahlquist’s test problem (Corless et al., 2019).

 

To check the stability of the proposed method, we substitute Equation  
(14.7) into Equation (14.6), and we obtain ( ) 0.51

2 2λ λ( )= + ++y y H h y H h yi i i i ,  

where ( )λ=z H h  with = −
−

( ) 1 4
1
4

H h e
h

. Hence, the stability region of the  

proposed method is the region given by = = + + ≤+( ) 1 12
1 2G z zy

y
zi

i
. The 

stability region plot using octave software is given in Figure 14.1.
The consistency of the initial value problem can be checked by taking 

the limit of the EME formula for 0→h . Let us rewrite Equation (14.6) 
as ( ) , ,1 ( )= ++y y H h Y t y hi i i i . Then take the limit of the term with the  h
parameter (third term). Taking the h approaching zero will impact ( )H h  
approaching h and the , ,( )Y t y hi i  approaching ,( )f x yi i . Thus,

 lim ( ) , , ,
0

( ) ( )=
→

H h Y t y h hf x y
h

i i i i

which shows that the proposed method is consistent.

; ,0 0 λ λ( )= = ∈dy
dt

y y t yi  (14.7)
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Algorithm 14.1: Algorithm for Lagrange Exponential Modified Euler

1. Start Coding
2. Gather data from the user
3. Apply Lagrange (L) to Construct Polynomial, ( ).P x
4. Find derivation for Polynomial, ( ).′P x
5. Gather initial data from the user
6. Discretize solution domain
7. Start timing
8. Calculate the denominator exponential function
9. Calculate predicted observation using Exponential Modified Euler 

(EME)
10. Calculate APE and MAPE
11. Stop timing
12. Display result
13. End Coding

FIGURE 14.1 Stability region for exponential modified Euler method.



Computing of Anxiety or Depression Symptoms Indicators   ◾   223

14.9 RESULTS AND DISCUSSIONS
We analyze the performance of the modified Euler, RK4, and exponen-
tial modified Euler by computing the indicators of anxiety, and depression 
symptoms approximation occurred in ten time periods by using five sizes 
of time steps which are 0.1, 0.05, 0.01, 0.005, 0.001=h . The results output 
was fascinating since the exponential modified Euler method shows an 
outstanding accuracy even though the method is second order while RK4 
is fourth order. The algorithm for the exponential modified Euler method 
is given in Algorithm 14.1. The results are shown in tables (Table 14.2–
Table 14.6) and figures (Figure 14.2–Figure 14.8).

TABLE 14.2 Comparison of Observed Data and Prediction by Numerical Methods  
with h = 0.1

Data Observed LME LRK4 LEME

1 41.1 41.1 41.1 41.1
2 56.9 56.87691 56.89989 56.68133
3 43.9 43.85915 43.8996 43.82495
4 43.2 43.1674 43.19876 43.14177
5 41.2 41.1638 41.19612 41.16301
6 38.4 38.3506 38.38739 38.38468
7 41.7 41.63102 41.65977 41.62444
8 36.9 36.749 36.78042 36.80294
9 34.6 34.2223 34.27448 34.30756
10 33.4 32.78262 32.58715 32.88572

TABLE 14.3 Comparison of Observed Data and Prediction by Numerical Methods  
with h = 0.05

Data Observed LME LRK4 LEME

1 41.1 41.1 41.1 41.1
2 56.9 56.89419 56.89992 56.79588
3 43.9 43.88953 43.89963 43.87217
4 43.2 43.19096 43.19879 43.17794
5 41.2 41.18808 41.19614 41.18753
6 38.4 38.37823 38.38741 38.39517
7 41.7 41.65263 41.6598 41.64919
8 36.9 36.7726 36.78045 36.79954
9 34.6 34.2615 34.27453 34.30406
10 33.4 32.63621 32.58728 32.68889
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TABLE 14.4 Comparison of Observed Data and Prediction by Numerical Methods  
with h = 0.01

Data Observed LME LRK4 LEME

1 41.1 41.1 41.1 41.1
2 56.9 56.89969 56.89992 56.87996
3 43.9 43.89923 43.89963 43.89573
4 43.2 43.19847 43.19879 43.19585
5 41.2 41.19582 41.19615 41.1957
6 38.4 38.38705 38.38741 38.39044
7 41.7 41.65952 41.6598 41.65882
8 36.9 36.78013 36.78045 36.78553
9 34.6 34.27401 34.27453 34.28253
10 33.4 32.58925 32.58729 32.59988

TABLE 14.5 Comparison of Observed Data and Prediction by Numerical Methods  
with h = 0.005

Data Observed ME RK4 EME

1 41.1 41.1 41.1 41.1
2 56.9 56.89986 56.89992 56.88999
3 43.9 43.89953 43.89963 43.89778
4 43.2 43.19871 43.19879 43.1974
5 41.2 41.19607 41.19615 41.19601
6 38.4 38.38732 38.38741 38.38902
7 41.7 41.65973 41.6598 41.65938
8 36.9 36.78037 36.78045 36.78307
9 34.6 34.2744 34.27453 34.27866
10 33.4 32.58778 32.58729 32.5931

TABLE 14.6 Comparison of Observed Data and Prediction by Numerical Methods  
with h = 0.005

Data Observed ME RK4 EME

1 41.1 41.1 41.1 41.1
2 56.9 56.89992 56.89992 56.89794
3 43.9 43.89963 43.89963 43.89928
4 43.2 43.19878 43.19879 43.19852
5 41.2 41.19614 41.19615 41.19613
6 38.4 38.38741 38.38741 38.38775
7 41.7 41.6598 41.6598 41.65973
8 36.9 36.78044 36.78045 36.78098
9 34.6 34.27452 34.27453 34.27538
10 33.4 32.58731 32.58729 32.58837
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FIGURE 14.3 Average percentage error (APE) value comparison for h = 0.05.

FIGURE 14.2 Average percentage error (APE) value comparison for h = 0.1.
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FIGURE 14.4 Average percentage error (APE) value comparison for h = 0.01.

FIGURE 14.5 Average percentage error (APE) value comparison for h = 0.005.
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FIGURE 14.6 Average percentage error (APE) value comparison for h = 0.001.

FIGURE 14.7 Mean average percentage error (MAPE) value comparison for vari-
ous step sizes.
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14.10 CONCLUSION
It is worth noting that the values of h affect the accuracy and efficiency of 
the computation. Theory always shows that the smaller the step size, the 
more accurate the computation, but it will also be more computationally 
extensive. However, findings in this chapter show that only modified Euler 
method shows those characteristics. While fourth-order Runge–Kutta 
method shows above given characteristic until 0.01=h , and after that, the 
accuracy looks saturated. In contrast, exponential modified Euler method 
shows opposite of that characteristic. The exponential modified Euler 

FIGURE 14.8 Computational time comparison for various step sizes.
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predicted the highest accuracy when using 0.1=h . The accuracy is reduced 
when the h becomes smaller. The exponential function of h may cause the 
explanation of this phenomenon to be used instead of only the step size h 
in the denominator formulation. The findings also show that the exponen-
tial modified Euler method with any size of  h is more accurate than the 
modified Euler and fourth-order Runge–Kutta methods, even though the 
exponential modified Euler is of order two. The method also computed 
faster than fourth-order Runge–Kutta method by 77.09%–108.49% and 
only slower than modified Euler by 1.87%–10.99%. With these findings, 
the exponential modified Euler is the best numerical method compared to 
the modified Euler and fourth-order Runge–Kutta methods.
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15.1 INTRODUCTION
Recent advancements in techniques of molecular biology, experimental 
methodologies, and mathematical instruments have contributed to the 
growth of interest in the use of metabolic engineering. The gene knock-
out technique is a vital tool in molecular biology and finds widespread 
application in industrial metabolic engineering. This method is commonly 
used to analyze the functions of specific genes, protein structures, and bio-
chemical production. By selecting a particular gene that encodes a certain 
protein and deleting or knocking it out, certain reactions can be prevented, 
affecting the production of compounds. In addition, researchers can infer 
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the functions of genes with unknown roles by comparing knockout genes 
with normal ones. However, this technique has limitations when dealing 
with genes that have irrelevant functions.

Escherichia coli is a microorganism commonly utilized for DNA and 
protein synthesis, with applications in various living organisms. It serves 
as a versatile host for foreign DNAs in laboratory procedures, and it can 
adapt to both aerobic and anaerobic conditions, making it a pioneering 
model for biotechnology. In the field of biotechnology, E. coli plays a vital 
role in facilitating the production of high yields of succinate and lactate for 
commercial purposes. However, when certain genes involved in the pro-
duction of succinate are disrupted in combination, it hinders the improve-
ment of succinate production.

Succinate is widely utilized as a foundational material in various chemi-
cal industries, including pharmaceuticals, agriculture, food products, 
and more. Similarly, lactate production is of great interest in biotechnol-
ogy, specifically for the manufacturing of polylactate (PLA)-based plastic 
materials which are in high demand. However, the conventional methods 
employed to produce succinate and lactate have limitations, resulting in 
low yields compared to their theoretical maximum.

Prokaryotic organisms are widely utilized in various industrial applica-
tions that are driven by the increasing demand for biochemical compounds 
in fields such as automotive engineering, nonwovens, furniture, and food. 
However, challenges arise from the complex regulatory cellular and meta-
bolic networks, coupled with a lack of effective modeling and optimization 
methods. Conventional approaches to increasing succinate and lactate pro-
duction suffer from high processing costs, lengthy computing times, and the 
fact that succinate and lactate are considered minor products. Furthermore, 
the intricate nature of metabolic networks makes it difficult to identify the 
effects of genetic modifications on targeted phenotypes.

Minimization of metabolic adjustment (MOMA) is a modeling technique 
introduced by Segre et al. in 2012. MOMA is utilized to model and simulate 
mutant fluxes by sampling the solution space derived from wild-type Flux 
Balance Analysis (FBA), enabling more accurate predictions of metabolic 
phenotypes in gene knockout bacteria. By employing quadratic program-
ming (QP), MOMA identifies a point in the flux space closest to the wild-
type solution while adhering to the gene deletion constraint. Moreover, 
as a computational method for analyzing genetically modified bacteria, 
MOMA aids in understanding the mechanisms of cell adaptation to gene 
loss through regulatory and evolutionary optimization (Tang et al., 2015).
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Many algorithms have been employed for enhancing the production of 
succinate and lactate, but they have not yielded high product yields due 
to inherent limitations. In addition, manipulating the central metabolic 
pathways in E. coli for increased production can result in slow growth and 
reduced metabolic capabilities. Furthermore, certain algorithms outper-
form simulated Kalman filter (SKF) in specific composition functions but 
fail to provide fitness values for common algorithms.

This chapter addresses the limitations found in previous research and 
introduces a combination of SKF and MOMA (SKFMOMA) as a solution 
for identifying gene knockout strategies that maximize the production of 
succinate and lactate in E. coli. The aim is to achieve improved results in 
this study.

15.2 MATERIALS AND METHODS

15.2.1 Parameter Settings of SKFMOMA

There are some parameters involved in optimizing the performance 
of SKFMOMA. The target reactions are declared as targetRxn in the 
MATLAB® where “targetRxn = EX_succ(e)” indicates as succinate, while 
“targetRxn = EX_lac-D(e)” represents lactate.

The number of population created in this algorithm must be higher 
than the number of iteration which is 100. Each population iterates once in 
each agent which basically summarize that the number of it iterates is 100 
times. These agents can evaluate the fitness value of each population and 
update the best solution to date. These values indicate the best outcomes 
based on the SKFMOMA trial and error method.

Furthermore, SKFMOMA is running 50 times that it has 100 agents 
or can be said to have 100 iterations in each run with different number of 
gene knockouts, which is triple to quintuple. Table 15.1 shows the param-
eter setting for SKFMOMA. MOMA evaluates the population fitness value 
in each agent. The growth rate of an organism is fundamental in obtaining 
high yield of targeted biochemical product. Moreover, the growth rate of 
Lactiplantibacillus plantarum is only 0.1 after 48 hours under anaerobic 
conditions in the experiment by Teusink et al. (2009). Thus, it is signifi-
cant to predict the growth rate of a microorganism using constraint-based 
model in order to get a high yield of desired biochemical products. At an 
early stage, a mutant cell is able to produce lots of demanded productions 
but the growth rate might drop to 0 after a period of time, this is mean-
ingless because biochemical productions cannot occur if the cell is dead. 
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Therefore, a value of 0.1 is set for growth rate in this research to ensure the 
cell must be alive before gene knockout is applied and every population 
with growth rate less than 0.1 unit per hour is removed.

15.2.2 A Hybrid of SKFMOMA

The development of SKFMOMA involves three primary stages, outlined 
as follows:

i. Initialization;

ii. Evaluating fitness using MOMA and assuming the true value; and

iii. Prediction, measurement, and estimation.

15.2.2.1 MOMA (Minimization of Metabolic Adjustment)
The objective functions in MOMA are production and growth rate of 
E. coli as shown in the second step of the flowchart at Figure 15.1. The 
fitness of each population for gene knockout is calculated by MOMA. 
This means that the point closest to the wild type represents the knock-
out gene, enabling the improvement of succinate and lactate production. 
Upon the creation of a new population, fitness calculations are conducted 
to evaluate the growth rate and production rates of lactate and succinate. 
Subsequently, these rates are employed to determine the most favorable 
solution among the population.

15.2.2.2 Initialization
SKFMOMA begins by generating a population at random with a matrix of 
95 × 100. Ninety-five reactions are involved in this research. To guarantee 

TABLE 15.1 Parameter Setting for SKFMOMA

Parameter Value

Number of Population 100
Number of Maximum Iterations 1
Number of Agents 100
Noise Covariance Estimate, P(0) 500
Measurement Noise, R 0.5
Process Noise, Q 0.5
Number of Runs (Cycle) 50
Target reaction Succinate→ EX_succ(e)

Lactate→ EX_lac-D(e)
Number of Gene Knockouts 3, 4 and 5
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that SKFMOMA selects each reaction, it is necessary to have a population 
size greater than the number of reactions. Hundred populations are cre-
ated in the matrix. Subsequently, this matrix is randomly populated with 
values of 0 and 1. A value of 0 signifies that the reaction is not eligible for 
knockout, whereas a value of 1 denotes that the reaction can be knocked 
out. Figure 15.1 shows the initial population of SKFMOMA in MATLAB. 
The rows and columns are reactions and populations respectively. Each 
reaction is carried out by a specific gene. Besides that, the agent’s esti-
mate state, X(0) is initialized in the search space by using the command 
(rand(agentNo, dimNo))*200-100 where agentNo represents for number 
of agent (100 agents) while dimNo represents for number of dimension (5 
dimensions). The noise covariance estimate, P(0); the measurement noise, 
R; and the process noise, Q are set at 500, 0.5, and 0.5, respectively as initial 
value. The specified values are adjusted to meet the necessary criteria for 
achieving optimal outcomes.

15.2.2.3 MOMA Fitness Evaluation and Assume True Value
Assume that maxIteration represents the number of outer iterations, 
which is set to 1, and agentNo represents the number of agents in the inner 
iteration, which is 100. The process begins by calculating the fitness of 
each approximate state through agents utilizing MOMA. In this context, 
each agent functions as an individual Kalman filter. The MOMA approach 

FIGURE 15.1 Initial population of SKFMOMA generated in MATLAB®.
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serves not only to forecast the growth optimization process but also to 
predict the metabolic phenotype by minimizing the gaps in the flux space 
caused by perturbations.

After initializing the primary parameters, the list of reactions eli-
gible for knockout is provided as input to MOMA. MOMA utilizes this 
information to evaluate the objective function based on the predicted 
metabolic f lux distribution of the wild-type organism. The method 
proceeds by calculating the growth rate for each knockout reaction, 
observing if the cells continue to survive even after the reaction is 
removed. A growth rate exceeding 0.1 indicates cell survival following 
gene knockout. The MOMA fitness value calculation is then used to 
determine the extent of improvement in the production rate. For sig-
nificant improvement, the value should be greater than -1e-3. Values 
below this threshold indicate negligible enhancement resulting from 
the knockout reactions.

Equations 15.1 and 15.2 explain the Euclidean distance between the 
maximal growth point attained through FBA in the wild-type condition 
and the vector in the mutant flux space.

 ( )= ∑ −=( , ) 1
2D w x w xi

N
i i   (15.1)

 = +( ) .  1
2

f x L x x QxT  (15.2)

where L = vector with length of N
Q = n × n matrix
N = length of vector x
w = optimal growth vector by FBA
x = vector in mutant flux space
xT  = transpose of x

w is also known as wild-type or unperturbed state flux distribution and x 
also represents flux distribution on gene deletion that is to be solved for. 
While MOMA is being processed, FBA is concurrently utilized to com-
pute the optimal flux distribution of the wild type using a predefined lin-
ear objective function. MOMA searches for the point that is closest to the 
optimal FBA of the wild type. After fitness calculation, the true value, xtrue  
is assumed. This true value represents the best solution at that moment 
and will be updated if better solution is found. During each iteration, the 
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agents within the population enhance their estimation by incorporating 
feedback obtained from a simulated measurement process.

15.2.2.4 Predict, Measure, and Estimate
In this particular stage, SKF utilizes two sets of Kalman equations: the 
“predict” equations and the “estimate” equations. The “predict” equations 
are employed to compute a priori estimates for the subsequent step, while 
the “estimate” equations are used to calculate a posteriori estimates. Time 
update equations are utilized to forecast the state and error covariance 
estimates based on the current estimates for the upcoming step. These esti-
mates are commonly known as a priori estimates:

 − = −( | 1) ( 1)X t t X t  (15.3)

 − ← − +( | 1) ( 1)P t t P t Q (15.4)

Equation 15.3 consists of time-update equations that forecast the 
state and error covariance estimates for the subsequent step, utilizing 
the current estimates as a basis. The measurement step acts as feedback 
for the estimation process. The calculation considers random positions 
based on the predicted state estimation, taking into account every posi-
tion. Equation 15.5 simulates the calculated position of each individual 
agent.

 π= − + × − −  ( | 1) sin( (2 )) ( ( | 1)  Z X t t rand abs X t t xi i i true (15.5)

Finally, in the last step, the estimation is carried out, involving the cal-
culation of the Kalman gain, K(t), through the utilization of Equation 15.6.

 = −
− +

( ) ( | 1)
( | 1)

 K t P t t
P t t R

 (15.6)

Subsequently, the measurement-update equations are utilized to gener-
ate posteriori estimates based on the prior estimates, as demonstrated in 
the following formulation:

 = − + × − −( ) ( | 1)   ( )  ( ( )   ( | 1)X t X t t K t Z t X t ti i i i  (15.7)

 = − × −( ) (1 ( )) ( | 1)P t K t P t t  (15.8)
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The feedback obtained from the measured position, influenced by the 
Kalman gain value, guides the agent in approximating the optimal posi-
tion. The iteration process persists until the maximum number of iterations 
is reached. Figure 15.2 shows the pseudocode of SKFMOMA algorithm.

15.2.2.5 Termination
After 1 maximum iteration along with 100 agents has been completed, the 
best solution for the list of reactions that need to be knocked out is gen-
erated. This best solution represents the highest fitness value within the 
population. As a result, the algorithm is terminated.

15.2.3 Comparison of SKF and SKFMOMA

Figures 15.3 and 15.4 show the differences between previous work (SKF) 
and proposed method (SKFMOMA).

15.3 DATASET AND EXPERIMENTAL SETUP
The dataset used for this chapter is the E. coli metabolic model, which is 
a subset of the iAF1260. This model represents a highly comprehensive 
and up-to-date metabolic reconstruction of E. coli, offering the poten-
tial for new discoveries. It is available in SBML format and can be freely 

FIGURE 15.2 Pseudocode of SKFMOMA algorithm.
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downloaded from various sources such as BioModels Database, KEGG 
Database, and System Biology Research Group. Furthermore, the iAF1260 
reconstruction serves as a foundation for other E. coli metabolic recon-
structions and related phenotypes.

The SBML format extension file is saved as an XML file and can be read 
in MATLAB by executing the corresponding command; model = readCb-
Model (‘ecolicoremodel.xml’). Table 15.2 shows the details of the model.

15.4 EXPERIMENTAL RESULTS AND DISCUSSION
After conducting 50 runs of SKFMOMA, three sets of knockout lists were 
identified that resulted in the highest production of succinate. Table 15.3 
shows the maximum production of succinate by triple to quintuple the 
number of gene knockouts.

FIGURE 15.3 Flowchart of previous work (SKF).
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FIGURE 15.4 Flowchart of proposed method (SKFMOMA). The red colored box 
indicates the modified parts.

TABLE 15.2 Details of iAF1260 Model

Dataset
Number of 
Reactions

Number of 
Metabolites

Number 
of Genes Database (URL)

E. coli iAF1260 95 72 137 System Biology Research Group
(https://systemsbiology.ucsd.
edu/Downloads/EcoliCore)

https://systemsbiology.ucsd.edu
https://systemsbiology.ucsd.edu
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As seen in the findings in Table 15.3, the fum, gnd, and maeB gene 
knockouts increased succinate production to 6.7228 − −    1 1mmol gDW h . The 
growth rate of the E. coli is 0.4312 −  1h  that suggests that E. coli cell still 
survived, although three genes have been deleted. For this set of knock-
outs, the growth rate is greater than others. Fumarase catalyzes the inter-
conversion between fumarate and malate, which is just a by-product in the 
study by Park & Gunsalus (1995). The gene that encodes phosphogluconate 
dehydrogenase and maeB gene that encodes the malic enzyme or NADP 
must also be removed to improve the production of succinate.

The second group of knockouts is the fum, pdh, tkt, and pnt genes, 
which increase the production of succinate to 7.7987 − −  1 1mmol gDW h . 
The growth rate of 0.2863 −1h  was decreased compared to the triple gene 
knockout. As mentioned above, fum knockout can increase the produc-
tion of succinate. Pyruvate dehydrogenase catalyzed acetyl-CoA formed by 
pdh. Acetate and ethanol can be restricted and NADH can be completely 
used in the TCA cycle, thus increasing succinate (Vemuri et al., 2002). Pnt 
encodes genes for NAD(P) transhydrogenase while tkt encodes genes for 
transketolase, all of which needed to be eliminated in order to achieve sub-
stantially succinate production.

For the last collection of the list of knockouts, s0001, fum, pgl, gln, and 
pnt raise the production of succinate to 6.7266 − −  1 1mmol gDW h  lower 
than the above. S0001 is a reversible transport of acetaldehyde that is not 
required for the processing of succinate and is better removed. The growth 

TABLE 15.3 Knockouts List for Succinate in E. coli iAF1260 Model

Number of Gene 
Knockouts

Gene 
Knockouts

Suggestions for 
Gene Deletion

Succinate Production 
Rate (mmol gDW−1 hr−1)

Growth 
Rate (hr−1)

3 (Triple) FUM fumA, fumB, fumC 6.7228 0.4312
GND Gnd
ME2 maeB

4 (Quadruple) FUM fumA, fumB, fumC 7.7987 0.2863
PDH aceE, aceF, lpd
THD2 pntB, pntA
TKT1 tktA, tktB

5 (Quintuple) ACALDt s0001 6.7266 0.4308
FUM fumA, fumB, fumC
GLNabc glnP, glnQ, glnH
PGL Pgl
THD2 pntB, pntA

Note: Bold font represents the best result.
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rate is 0.4308 −1h  better than that set above, which is however lower than 
the first triple gene knockout. In order to increase the succinate produc-
tion rate genes pgl and gln are encoding for 6-phosphogluconolactonase 
and GLNabc had to be removed. Table 15.4 indicates the maximum pro-
duction of lactate by triple until quintuple gene knockouts.

Among the results presented in Table 15.4, the first set of gene knock-
outs includes the foc, nuo, and fum genes, which led to a production rate of 
5.4100 − −.  1 1mmol g h  and a growth rate of 0.1728 −1h . Although the produc-
tion rate for triple gene knockouts is low, it exhibits the highest growth rate 
compared to other knockouts. The nuo gene is responsible for encoding 
NADH dehydrogenase, an enzyme involved in NADH oxidation in both 
directions. The absence of NADH oxidation pathways results in a loss of 
aerobic growth potential in central carbon metabolism, potentially limit-
ing the citric cycle. Eliminating the fum gene increases lactate production 
rate, along with the foc gene, which encodes a proton symport transporter 
that facilitates lactate production.

TABLE 15.4 Knockouts List for Lactate in E. coli iAF1260 Model

Number of 
Gene Knockouts

Gene 
Knockouts

Suggestions for Gene 
Deletion

Lactate Production 
Rate (mmol 
gDW−1 hr−1)

Growth 
Rate (hr−1)

3 (Triple) FORt2 focA, focB 5.4100 0.1728
NADH16 nuoK, nuoH, nuoF, nuoB, 

nuoN, nuoL, nuoA, 
nuoE, nuoJ, nuoI, nuoG, 
nuoC, nuoM

FUM fumA, fumB, fumC
4 (Quadruple) G6PDH2r Zwf 8.5690 0.1283

AKGt2r kgtP
FORt2 focA, focB
NADH16 nuoK, nuoH, nuoF, nuoB, 

nuoN, nuoL, nuoA, 
nuoE, nuoJ, nuoI, nuoG, 
nuoC, nuoM

5 (Quintuple) NADH16 nuoK, nuoH, nuoF, nuoB, 
nuoN, nuoL, nuoA, 
nuoE, nuoJ, nuoI, nuoG, 
nuoC, nuoM

5.6957 0.1347

FORt2 focA, focB
GLUSy gltD, gltB
PPS ppsA
MDH Mdh

Note: Bold font represents the best result.
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In the second group of knockouts, the zwf, kgtP, foc, and nuo genes were 
knocked out, leading to a significant improvement in lactate production 
rate, reaching 8.5690 − −.  1 1mmol g h , and a growth rate of 0.1283 −1h . This 
knockout combination achieves the highest production rate compared to 
other knockouts. Similar to the previous case, the nuo gene restricts the 
citric cycle by catalyzing NADH to NAD+ in both directions. Moreover, 
reducing G6PDH2r, catalyzed by the zwf gene, plays a vital role in increas-
ing lactate production. The elimination of the kgtP gene, responsible for 
reversible transport of 2-oxoglutarate, along with the foc gene, enhances 
the likelihood of increasing lactate production.

In the last set of gene knockouts, which includes nuo, foc, glt, ppsA, 
and mdh genes, the lactate production rate reaches 5.6957 − −.  1 1mmol g h , 
while the growth rate is 0.1347 −1h . Knocking out the foc gene disables the 
transport of formate via proton symport, leading to a significant improve-
ment in lactate production. In addition, removing the glt gene, which is 
involved in generating NADPH and glutamate synthase, can increase the 
lactate yield by eliminating competing pathways. The ppsA gene encodes 
E. coli malate dehydrogenase, and the mdh gene encodes phosphoenolpyr-
uvate synthase. In an anaerobic environment, lactate secretion is notably 
improved with the inactivation of the mdh and ppsA genes.

Table 15.5 indicates the mean and standard deviations of succinate 
and lactate production after 50 SKFMOMA runs by triple until quintuple 
gene knockouts, respectively. Unfortunately, the lactate mean is low. This 
rarely happens and can be influenced by a limited number of reactions or 
the need to adjust a new dataset with a wide search area. In general, the 
standard deviation is below 0.1, indicating a high level of similarity to the 
mean value. This suggests that the obtained results are relatively consistent 
and exhibit minimal divergence.

Furthermore, the assessment of both valid solution accuracy and 
optimum solution accuracy was conducted for triple to quintuple gene 

TABLE 15.5 The Growth Rate of Mean and Standard Deviation in Succinate and Lactate 
for Triple to Quintuple Gene Knockout with 50 Runs of SKFMOMA

Metabolite/Number 
of Gene Knockouts

Succinate Lactate

Growth Rate

Mean Standard Deviation Mean Standard Deviation

Triple 0.4654 0.1411 0.1309 0.1010
Quadruple 0.4779 0.1179 0.1204 0.0396
Quintuple 0.4541 0.1445 0.1415 0.1118
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knockouts. The evaluation involved performing 50 runs of SKFMOMA 
to determine the accuracy of valid solutions and the accuracy of opti-
mum solutions. All solutions validly proved that SKFMOMA is capable of 
producing valid solutions. Results for optimal solution are all 100% sug-
gesting that all solutions achieved are optimal solutions due to no scaling 
problems and unbounded problems in the SKFMOMA algorithm.

After that the gene knockout of the proposed method is explained on the 
basis of a wet laboratory experiment. This can be illustrated by the list of gene 
knockouts from SKFMOMA that could be applied to a real wet laboratory 
experiment. The comparison of the findings for the proposed method with 
the previous gene knockout analysis is also explained in the next subsection.

Table 15.6 displays the experimental results of the proposed method, 
SKFMOMA with OptKnock and MOMAKnock for succinate production. 

TABLE 15.6 Experimental Result of OptKnock, MOMAKnock, and SKFMOMA for 
Succinate

Targeted Reaction Succinate

Method/Features OptKnock 
(Burgard 
et al., 2003)

MOMAKnock 
(Ren et al., 2013)

SKFMOMA

Production 
( − −   1 1mmol gDW h )

6.21 5.02 7.7987 6.7266

Number Gene 
Knockouts

Quadruple Quadruple Quadruple Quintuple

List of Knockout PYK, ACKr, 
PTAr, 
GLCpts

SUCDi, ACKr, 
MTHFD, TKT1

FUM, PDH, 
THD2, TKT1

FUM, 
ACALDt, 
GLNabc, 
PGL, THD2

Reactions adp + pep → 
atp + pyr

q8 + succ → fum 
+ q8h2

fum + h2o ⇌ 
mal-L

fum + h2o ⇌ 
mal-L

Actp + adp ⇌ 
ac + atp

ac + atp → actp + 
adp

coa + nad + 
pyr → accoa 
+ co2 + nadh

acald ⇌ 
acald

accoa + pi ⇌ 
actp + coa

h2o + methf → 
10fthf+ h

nadh + nadp 
+ 2h → 2h + 
nad + nadph

atp + h2o + 
gln-L→ adp 
+ gln-L + h 
+ pi

glc + pep → 
g6p + pyr

5p + xu5p-d → 
g3p + s7p 6pgl + h2o → 

6pgc + h
nadh + nadp 
+ 2h → 2h + 
nad + 
nadph

Note: Bold font represents the best result.
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Four gene knockouts led to the highest production rates in OptKnock and 
MOMAKnock, 6.21 − −   1 1mmol gDW h  and 5.02 − −   1 1mmol gDW h , respec-
tively. SKFMOMA has acquired outstanding performance with 7.7987 

− −   1 1mmol gDW h  for 4 gene knockouts and 5 gene knockouts.
Table 15.7 displays the experimental findings for SKFMOMA and 

OptKnock for lactate production. The obtained results have demon-
strated promising performance in identifying the optimal gene knockout 
for enhancing lactate production through the utilization of SKFMOMA. 
OptKnock is only 5.58 − −   1 1mmol gDW h  with double gene knockout, while 
SKFMOMA is 8.5690 − −   1 1mmol gDW h  with triple gene knockout.

15.5 CONCLUSION AND FUTURE WORKS
In recent times, metabolic engineering has gained significant attention 
across various fields, particularly in genetic modification, aiming to achieve 
higher production levels of desired biochemical substances. These sub-
stances have applications in diverse areas such as accessible enzymes, food 
production, energy resources, environmental conditions, and healthcare. 
Drawing inspiration from the Kalman filter Predict-Measure-Estimation 
process, SKF is a novel approach that aims to estimate the optimal solution 
effectively. On the other hand, MOMA is a precise tool used to predict the 
metabolic characteristics of gene knockout bacteria. Hence, this research 
study presents a novel combination SKF and MOMA as an approach to 
improve and optimize modeling techniques for augmenting the production 

TABLE 15.7 Experimental Result of OptKnock and SKFMOMA for Lactate

Target Reaction Lactate

Method/Features OptKnock
(Burgard et al., 2003)

SKFMOMA

Production 
( − −   1 1mmol g h )

5.58 8.5690

Number Gene 
Knockouts

Double Quadruple

List of Knockout PTAr or PFK, ALDH2 NADH16, AKGt2r, FORt2, 
G6PDH2r

Reactions accoa + pi ⇌ actp + coa or
atp + f6p → adp + fdp + h

h + nadh + q8 → 3 h + nad + 
q8h2

accoa + 2nadh ⇌ coa + eth 
+ 2 nad

akg + h ⇌ akg + h
for + h → for + h
g6p + nadp ⇌ 6pgl + h + nadph

Note: Bold font represents the best result.
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of succinate and lactate through gene knockout strategies. Moreover, the 
chapter highlights the potential advantages of utilizing these techniques 
in the commercial production of biochemicals. There are some enhance-
ments mentioned that can be introduced to enhance the efficiency of the 
hybrid method for future studies. First, some modifications may be made 
to enhance the efficiency of the proposed method. Second, it is proposed 
that regulatory on/off metabolic (ROOM) be introduced in SKF. By intro-
ducing ROOM in SKF, a comparison can be made with SKFMOMA so 
that improved hybrid approaches and findings can be produced. Third, an 
increase in the number of iterations and agents for the proposed method 
could result in more reliable results for the target biochemical compound, 
along with an increase in the number of agents by tuning some of the 
relevant parameters. Alternative dataset models, such as fungi and yeast, 
offer the potential to achieve significant yields of the desired biochemical 
substance. These models have the capacity to generate unexpectedly high 
production rates, which are crucial to meeting consumer demand.
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16.1 INTRODUCTION
Figure 16.1 demonstrates that the cooling or air conditioning systems use 
a lot of energy (45.78%), and that system component failure, poor main-
tenance, and decreasing fluid levels usually occur due to maintenance 
requirements for HVAC systems. A number of literature works have inde-
pendently attempted to addressed and document these issues with help 
of modern computational tools. Furthermore, from several studies it 
is inferred that the indoor air quality (IAQ) is typically 2–5 times more 
bad than outside air quality. There are two main core causes for these two 
issues. First off, poor air conditioning system upkeep and cleaning have 
resulted in poor air conditioning performance, which raises power usage. 
For instance, a clean air filter can reduce the energy use of the air condi-
tioner by 15%. In addition, a dust-clogged air filter reduces the evaporator 
coil’s ability to effectively control the system’s humidity level. Second, no 
monitoring system exists to give consumers useful information about the 
location of air conditioning parts in need of repair and maintenance.

https://doi.org/10.1201/9781003400387-16
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The monitoring system of an air conditioning unit also prevents con-
sumers from knowing the carbon dioxide and humidity levels. Therefore, 
there is a chance to address these problems and their underlying causes 
by developing and implementing an integrated Internet of Things (IoT) 
system that can gather and analyze data and then provide consumers with 
air conditioning unit insights(Xu, 2022). Figure 16.2 shows the conceptual 
system proposed with the above approach.

The system is made up of networked objects that can exchange data and 
communicate with one another. With technologies like radio-frequency 
identification (RFID) and wireless sensor networks (WSN), the IoT enables 
things to communicate with one another without the need for human 
intervention. The system first gathers and sends data on the air condition-
ing parts to a cloud server. Data analysis and modeling is done on the 
cloud server. The planned IoT system warns customers through mobile 
app notification if it detects system irregularities, such as the compressor 

FIGURE 16.1 Typical electrical consumption and indoor air quality.

FIGURE 16.2 Integrated intelligent air conditioning system.
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of the air conditioner vibrating excessively or detecting that the carbon 
dioxide level is above the threshold. Customers learn which air condition-
ing unit components need service and maintenance as well as receive alerts 
about poor IAQ. Through the mobile app, air conditioning unit insights 
will be provided to encourage consumers to carry out maintenance to save 
energy. These air conditioning units influence and contribute to the cre-
ation of a technology that significantly improves IAQ in the settings where 
customers reside, whether at home or at work. Since customers spend most 
of their time inside, the environment must be healthy and conducive to 
regular breathing. In addition, the air shouldn’t be prone to the growth of 
mold and fungi, which might happen due to changes in the room’s humid-
ity and temperature.

16.2 APPROACH USED IN BUILDING THE SYSTEM
Regardless of whether the system in question is an air handling unit 
(AHU), variable refrigerant volume (VRV), or single/multi-split system, 
this component can be found in all air conditioning systems. The next 
stage is to identify the variables that affect the system’s energy usage and 
quantify those variables using instruments and digital sensors. The sensor 
then uploads the data it has collected to the cloud. This fact is amply dem-
onstrated by the study’s experimental design, shown in Figure 16.3. The 
user interface would allow the end user to view the processed and visual-
ized data and this interface may resemble a web or mobile application.

After identifying the issues with the air conditioning equipment based 
on the conceptualization stage, pertinent sensors are investigated and chosen. 

FIGURE 16.3 Stages of the integration of air conditioning unit towards intel-
ligent system.
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The microcontroller for the sensor is coupled with the code for Firebase and 
ThingSpeak. The air conditioner is then turned on, allowing the sensors 
to collect data and transmit it to the servers of ThingSpeak and Firebase. 
The sensor data is regularly posted into the Firebase database of all cloud-
based sensor data. By exporting the data to a spreadsheet, the patterns in 
the data are also examined. The data that is uploaded to Firebase consists 
of data that is collected over different dates. The initial data collected is for 
building the intelligent system for use as shown in Figure 16.4. The data 
stored is referred for fault detection during maintenance for the available 
date and time of occurrence as in Figure 16.5.

People can upload, visualize, and analyze numerous datapoints in 
real time using the visual analytics platform ThingSpeak’s cloud service. 
Because the data is obtained visually, a second cloud service is being used. 
The data may be simply downloaded from this location and then instantly 
uploaded into MATLAB® for analysis and visualization using their program  
as can be seen in Figure 16.6. In addition, the graphs shown on their web-
site can be instantly updated and directly uploaded to a website or mobile 
application. Using machine learning businesses may utilize RapidMiner’s 
comprehensive and user-friendly machine learning technique to harness 
the power of data and gain insightful information. Through its powerful 
algorithms, automated model generation, and integration capabilities, 
RapidMiner assists businesses in today’s data-driven world in making 
data-driven decisions, resolving complex problems, and gaining a compet-
itive advantage. The data is split into two sets: training data and test data, 
after it has been taken from ThingSpeak. As more training data would 
enable for more observations to be made, more accurate results would 

FIGURE 16.4 Overarching IoT integrated system.
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FIGURE 16.5 Overview of cloud storage.

FIGURE 16.6 Approach to machine learning (MATLAB®).
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follow from the separation of this data into 70% and 30%, respectively. The 
next step is to enter this data into the MATLAB Regression Learner App 
to evaluate the findings and produce the equation required for machine 
learning as in Figure 16.7.

16.3 TESTING AND PERFORMANCE MEASURES
When the data is selected in the app, the response can be chosen and the 
predictors that will be used to determine the response can be selected. 
The linear regression model is used to perform linear regression analysis 
based on the selected parameters for the target variable, which in this case 
is power as shown in Figure 16.8. The model is run in the chosen machine 

FIGURE 16.7 Approach to machine learning (RapidMiner).

FIGURE 16.8 Regression equation.
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learning model for the root mean square error (RMSE) value to iterate till 
the system optimizes to generate the generic equation. Higher R-squared 
values represent smaller differences between the observed data and the 
fitted values. The number of independent bits of information (degrees of 
freedom) used to produce the estimate affects the R-squared value, which 
is a measure of the strength of the relationship between variables and how 
well the data fit a regression line (Figure 16.9).

After several iterations and validations, the optimized linear regres-
sion model equation is achieved as in Figure 16.10. The Flutter frame-
work and the dart programming language were used to build the mobile 

FIGURE 16.9 Outcome from the RapidMiner.

FIGURE 16.10 Linear regression from optimized model.
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application. In Figure 16.11, the alpha UI design of the app screen illus-
trates the fundamental layout for the app screen flow. Two buttons on 
the app’s launch screen will direct users to sign up or log in. Users’ email 
addresses and passwords are connected to the cloud-based Firebase 
authentication service for user authentication and registration. The 
user is directed to the energy-saving screen after logging in, where they 
may examine the energy and money they have saved. In addition, the 
energy-saving screen would compare the total energy used by the air 
conditioner to the total energy expected to be used. The mobile appli-
cation helps to coordinate with service assistance in order to create an 
integrated system between manufacturer service and consumer service, 
as shown in Figure 16.12.

FIGURE 16.11 Overview of mobile app design through intelligent system.

FIGURE 16.12 System support make it integrated.
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16.4 CONCLUSIONS
Concerns about energy usage and health risks are related to air condition-
ing systems and these can be addressed with help of machine learning 
aspects. The system is trained to forecast power equations using machine 
learning, and the output equations of MATLAB and fast miner are com-
pared. The predictive power equation can be calculated by the mobile 
application using the most recent updated data. The predictive power 
equation will compare to the actual power and, depending on the com-
parison, inform the consumer if their air conditioning systems need to 
be serviced. In addition to predictive capability, an algorithm has been 
created for the air conditioner that tracks vibration, humidity, CO2, and 
temperature readings and alerts the user to any changes via an alert mes-
sage on the app. To motivate users to do maintenance when it is necessary, 
the app calculates the amount of money saved. The method uploads a sen-
sor from the air conditioner to the cloud, where it is analyzed before being 
pulled to a mobile app. Utilizing an air conditioning unit in a study to 
learn how to estimate power use and alert customers to the need for repair 
will motivate customers to call for service.
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17.1 INTRODUCTION

17.1.1 Background

The World Health Organization (WHO) has estimated that 99% of peo-
ple worldwide continue to breathe unhealthy air that exceeds WHO air 
quality standards (Al Mandhari et al., 2022). For instance, pollutants with 
diameters equal to or less than 10 µm (PM10) or 2.5 µm (PM2.5) are capable 
of penetrating deep into the lungs and entering the bloodstream, caus-
ing cardiovascular and cerebrovascular issues (stroke) (Lin et al., 2022). 
In addition, NO2 can cause respiratory conditions, particularly asthma, 
which may result in hospital admissions, ER visits, and respiratory symp-
toms like coughing, wheezing, or difficulty in breathing.

The air tends to change from time to time. Correspondingly, research 
on air quality typically only describes a phenomenon at the time of con-
ducting (in terms of location and study period), leading to limited data 

https://doi.org/10.1201/9781003400387-17
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for the present air quality. Data on good air quality are measured down 
to the tiniest scale, for instance, the PM10 hourly concentration for Delhi, 
leading to a more accurate interpretation of the data. This small measure-
ment scale, however, tends to increase the amount of data and lengthen the 
analysis process. As a result, this analysis requires a tool or application to 
examine the massive amounts of air quality data, but even Microsoft Excel 
has its limitations in this regard.

Big data analysis tools that use computer programming languages are 
available, which can more accurately predict spatial and temporal pollut-
ants and interpret ambient air quality. Examples of computer program-
ming languages for scientific computation, including air quality modeling, 
include FORTRAN, C++, and R. R is a language dedicated to statistical 
calculation that provides more in-depth analysis. Also, R has developed 
an OpenAir model or OpenAir package to analyze air quality data; many 
functions are designed specifically for performing air quality monitoring 
analysis.

17.1.2 Study Area and Purpose

Delhi is one of the fastest-growing economic centers of South Asia, and 
in 2018, it witnessed a total of 11.2 million motor vehicles on the road 
(Gulia et al., 2022). This number poses significant environmental and 
health threats in Delhi. Carbon monoxide (CO), nitrogen oxides (NOx), 
and particulate matter (PM) are the primary pollutants released from the 
transportation automobiles (Dutta and Jinsart, 2022). In addition, second-
ary air pollutants like ozone (O3) have seen a resurgence in levels.

Many of Delhi’s air quality monitoring stations collect large amounts of 
data on the city’s air quality. To better understand the air quality issues, more 
in-depth analysis of the pollutant concentrations and meteorological data 
is critical. This study will look at different applications of the open-source 
OpenAir model, including, temporal variation (pollutant fluctuations over 
time), and correlations of meteorological factors. With increasing levels of 
air pollution, we are in dire need of a model that monitors and predicts the 
air quality (PM2.5, PM10, O3, NO2, SO2, CO) over a period of time. This chap-
ter proposes a scientific contribution to this challenge.

17.1.3 Types of Air Pollutants

a. Particulate matter (PM2.5, PM10): The main sources of particulate 
matter in Delhi are vehicular emissions from heavy motor diesel 
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vehicles, kerb-side dust, thermal power plants, and industrial and 
domestic combustion processes. More harmful to human health 
than PM10 is a substance known as respirable suspended particle 
matter (PM2.5). The maximum allowable amount of PM2.5 pollution 
is 60 µg/m3, yet in all of Delhi’s neighbourhoods, the level is 300 µg/
m3 or more.

b. Nitrogen oxide (NOx): Nitrogen oxides are typically produced in 
vehicle exhaust during industrial combustion operations. Because 
of transportation, NOx levels are highest in metropolitan areas. It is 
a crucial component of photochemical smog that covers the urban 
atmosphere in a haze-like blanket. The negative consequences 
include a variety of respiratory issues in both children and adults.

c. Sulphur dioxide (SO2): This gas is mostly produced through the com-
bustion of fossil fuels, particularly in thermal power plants. This pol-
lutant impairs lung function and causes acid rain.

d. Ozone (O3): Created by a chemical reaction between nitrogen dioxide 
and volatile organic molecules in the presence of sunshine, ozone 
levels are typically greater in summer. Ozone at ground level also 
aids in the development of photochemical smog.

e. Carbon monoxide (CO): CO is a poisonous air pollutant created when 
carbon-containing fuels are partially burned. One of the main causes 
is the acceleration of moving and idle vehicles.

17.2 RELATED WORKS
Delhi, being a densely populated and highly industrialized city, faces 
significant challenges in controlling carbon emissions. Several sources 
contribute to carbon emissions in Delhi, including vehicular emissions, 
industrial activities, biomass burning, and construction. Understanding 
these sources is crucial for designing effective strategies to mitigate carbon 
emissions and improve air quality in the city.

17.2.1 Vehicular Emissions

Air pollution is the term used to describe the tainting of the atmosphere by 
gases, particles, and other pollutants. There are many sources of air pollution, 
including the burning of fossil fuels, pollution from factories and other busi-
nesses, deforestation, mining operations, and automobile emissions, among 
others (Kumar et al., 2021). One of the primary sources of carbon emissions 
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in Delhi is vehicular traffic. The city has a large number of vehicles, includ-
ing personal cars, motorcycles, buses, and trucks, which contribute signifi-
cantly to carbon emissions. Combustion of fossil fuels, such as gasoline and 
diesel, in vehicles releases carbon dioxide (CO2), nitrogen oxides (NOx), and 
particulate matter (PM), leading to air pollution. The growth in private vehi-
cle ownership and inadequate public transport infrastructure contribute to 
the high levels of vehicular emissions in the city.

According to several studies (Chen et al., 2020b; Guo et al., 2019; Amann 
et al., 2017; Marrapu et al., 2014), the National Capital Region (NCR)’s 
(the region that includes Delhi) and adjacent states’ anthropogenic local 
sources are the primary causes of air pollution in Delhi. In order to reduce 
Delhi’s PM2.5 pollution, a coordinated emissions reduction strategy is nec-
essary. In Delhi, a major source of PM2.5 pollution is the local on-road 
transportation industry. According to research on source apportionment 
based on measurements of PM2.5 at locations in Delhi, automotive emis-
sions contribute between 17% and 30% of the total seasonal PM2.5 pol-
lution, with the post-monsoon and winter seasons accounting for the 
majority of this contribution (Mogno, et al., 2023; TERI & ARAI, 2018). 
According to Gajbhiye et al. (2023), Delhi has been facing increased levels 
of air pollution, with on-road vehicle emissions playing a significant role 
in the pollutant pool. About 72% of Delhi’s total pollution load is due to 
automobile emissions. With a decadal growth rate of 47% and 17.1 million 
urban residents as of the 2011 Census, Delhi has seen a sharp expansion in 
its urban population. In order to accommodate the growing demand for 
transportation, this population growth finally resulted in higher energy 
consumption and accelerated motorization.

17.2.2 Industrial Activities

Delhi has a significant concentration of industries, including manufactur-
ing plants, power generation units, and construction sites. These indus-
tries emit substantial amounts of carbon dioxide through combustion 
processes, such as the burning of fossil fuels for energy generation or other 
industrial processes. Industrial emissions also include other greenhouse 
gases like methane (CH4) and nitrous oxide (N2O) released from chemical 
reactions and industrial waste management. The combustion of coal, oil, 
and natural gas for power generation and industrial processes in Delhi 
contributes to carbon emissions and air pollution.

According to the research study by Appannagari (2017), massive 
amounts of contaminants, such as ions of chlorine, sulphate, bicarbonate, 
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nitrate, sodium, magnesium, and phosphate, are released through sewage 
effluents into rivers and lakes as a result of growing industrial expansion, 
poisoning the water. The environment is negatively impacted in a number 
of ways by the emission of various gases, smokes, ashes, and other particles 
from factory chimneys. Coal and petroleum fuel combustion have modi-
fied the atmosphere’s natural gaseous composition by raising the atmo-
spheric concentration of CO2. Because CO2 intensifies the greenhouse 
effects of the atmosphere by allowing solar radiation to pass through the 
atmosphere and reach the earth’s surface while blocking outgoing long-
wave terrestrial radiation from escaping to space, an increase in the atmo-
sphere’s CO2 content could change the global radiation and heat balance 
by increasing the amount of sensible heat in the atmosphere. Because less 
UV solar radiation is absorbed when the ozone layer is depleted, the earth’s 
surface temperature rises significantly.

According to assessments done by the Central Pollution Control 
Board (CPCB), industrial clusters that produce excessive amounts of air, 
water, and soil pollution are both inside and beyond the nation’s capital. 
Gurgaon-Delhi-Meerut Industrial Region, one of the most important eco-
nomic sectors of the country, includes Delhi as one of its key industrial 
zones. Industrial areas occupy 51.81 km2 of the National Capital Territory 
of Delhi. While the number of registered industries has been growing 
exponentially along with PM10, NO2 (nitrogen dioxide) and CO (carbon 
monoxide) have been growing at polynomial rates in Delhi (Parveen et al., 
2021). The Anand Parbat, Naraina, Okhla, and Wazirpur industrial zones 
are part of Delhi’s Najafgarh Drain Basin, which is the second most pol-
luted cluster in India. Its air and water qualities are classified as “critical” 
and its soil as “severe” for their hazardous content. Industrial pollution 
contributes 18.6% to the poor air quality in the Delhi-NCR, which has up 
to 3,182 industrial facilities (Chatterji, 2021).

17.2.3 Biomass Burning

Biomass burning, particularly during the winter months, significantly 
contributes to carbon emissions in Delhi. Biomass fuels, such as wood, 
crop residues, and biomass pellets, are commonly used for cooking and 
heating purposes, especially in rural areas and slums. Incomplete com-
bustion of these biomass fuels releases carbon monoxide, volatile organic 
compounds (VOCs), and fine particulate matter (PM2.5) into the atmo-
sphere. The smoke and pollutants from biomass burning contribute to the 
overall carbon emissions and deteriorate air quality in Delhi.
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It is well recognized that biomass burning (including wildfires, con-
trolled burns, and agricultural burns) significantly worsens local and 
regional air quality by releasing a lot of pollutants into the atmosphere. 
Agricultural residue burning releases particulate matter and trace gases 
into the atmosphere such as sulfur dioxide (SO2), methane (CH4), car-
bon monoxide (CO), reactive nitrogen species (e.g., NH3, NOx, N2O), and 
hydrocarbons (Bray et al., 2019). At both the local and regional levels, 
these trace gases can also aid in the development of PM2.5 or secondary 
fine particulate matter.

Black carbon (BC) over Delhi is primarily produced by the burning of 
fossil fuels and biomass, with industry emissions, home biomass burn-
ing, and waste incineration contributing at relatively lesser rates (Bikkina 
et al., 2019; Goel et al., 2021). In order to evaluate the PM2.5 build-up in 
Delhi throughout the dry season (Oct-May), Chowdhury et al. (2019) 
analyzed sixteen years’ worth of satellite data. They discovered that open 
biomass burning could raise PM2.5 concentrations by up to 9%. Due to 
the burning of crop residue in Punjab and Haryana, Jethva et al. (2019) 
found a concomitant increase of 60% in the mass concentration of PM2.5 
over Delhi.

Dumka et al. (2018) estimate that, globally, the burning of open biomass 
accounts for 40% of fossil fuel emissions, 20% of biofuel emissions, and 
20% of BC. These proportions notably varied between urban, rural, and 
remote areas, with vehicle emissions predominating in urban settings and 
biomass/biofuel burning predominating in rural settings. Outdoor fires 
are another local source of air pollution, mostly from burning in agricul-
tural areas, that contribute to the deterioration of air quality in addition to 
urban sources. Fires are generally caused by residue burning, which is most 
prevalent in northern India in April–May (pre-monsoon) and October to 
November (post-monsoon) months, which corresponds to burning after 
the wheat and rice harvests, respectively.

17.2.4 Construction and Dust

Construction activities generate significant amounts of dust and par-
ticulate matter, which contribute to carbon emissions in Delhi. The city’s 
rapid urbanization and construction boom lead to increased excavation, 
transportation of construction materials, and land clearing, all resulting 
in dust emissions. Dust particles, especially those from construction sites 
and unpaved roads, contain carbonaceous material and contribute to the 
overall carbon emissions and air pollution in the city.
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According to projections, India’s construction and real estate sectors 
will grow from a predicted 120 billion USD in 2017 to a market size of 
1 trillion USD by 2040, accounting for 13% of the country’s GDP (IBEF, 
2021). But it is also a given that the construction sector has a significant det-
rimental effect on both human health and the environment. Construction 
dust, which is released during such activities, is a substantial contributor 
to ambient air pollution. Construction dust contains small, solid particles 
that hang in the air and pose a greater threat to human health because of 
their size and morphological structure (Alshetty & Nagendra, 2022).

The activities and machinery used at the construction sites may release 
particles with diameters ranging from a few nanometers to 100 µm. 
According to Yan et al. (2019), construction activity increases the particle 
content in the immediate surroundings by 16–40%. In addition, the total 
PM10 emissions resulting from construction activities were estimated to 
be as high as 7.7 and 6.27 tons per day for Bangalore and Mumbai, respec-
tively (Gargava and Rajagopalan, 2016). This accounts for approximately 
15–20% of contribution in any urban area. According to a study published 
by Guttikunda and Calori (2013), construction operations in Delhi City are 
expected to produce 30 tons of PM10 per day, or 9% of the city’s emissions.

According to Alshetty & Nagendra (2022), a combination of carcino-
genic small particles from vehicle exhaust, brakes, tires, and road surface 
wear contribute to the harmful nature of road dust. Moreover, during con-
struction activities, there is a large increase in the movement of heavy-
duty vehicles. As a result, it can add to the PM emissions that must be 
measured. These findings clarify that one of the main causes of elevated 
PM concentrations in the area around a construction zone is the resuspen-
sion of road dust. It is logical to expect that in the near future exposure to 
construction dust will cause severe health and environmental problems.

17.2.5 Waste Management

Improper waste management practices, including open burning of waste 
and inadequate waste disposal infrastructure, contribute to carbon emis-
sions in Delhi. The decomposition of organic waste in landfills produces 
methane, a potent greenhouse gas that contributes to carbon emissions. 
Open burning of waste, including plastic and other non-biodegradable 
materials, releases toxic gases and carbonaceous particles into the atmo-
sphere, worsening air quality and increasing carbon emissions.

The amount of solid trash produced annually in Indian cities has 
climbed from 6 million tons in 1947 to 90 million tons in 2009, and this 
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amount is expected to reach 300 million tons by 2047. The significant rise 
in municipal solid waste (MSW) production is the result of urban dwellers’ 
changing lifestyles, eating habits, and standards of living (Mukherji et al., 
2016). One of the main causes of urban air pollution in Indian cities is the 
open burning of MSW in neighborhoods and landfills, which is caused by 
the lack of proper waste-management infrastructure and services (Luthra 
et al., 2023). According to UNEP (n.d.), the terms “open waste burning” 
and “spontaneous combustion at landfills and dumpsites” refer to both 
intentional burning by municipal authorities and waste pickers (to make 
room at dumpsites, make scavenging easier, and serve as a heat source) and 
spontaneous combustion.

Throughout the post-monsoon, winter, and pre-monsoon seasons, 
industrial areas had high concentrations of PM10 and PM2.5, whereas dur-
ing the monsoon season, pollution levels drastically decreased. Although 
NO2, O3 and CO levels in many industrial regions were within the accept-
able range throughout the monsoon and pre-monsoon seasons, they were 
in the moderate range during the winter and post-monsoon seasons. The 
present study aims to analyze the concentration of air pollutants (PM10, 
PM2.5, NO2, O3, and CO) through OpenAir package which is available 
using R package.

17.3 METHODOLOGY
In the realm of air quality management, the OpenAir model has emerged 
as a valuable tool for analyzing, interpreting, and comprehending air pol-
lution data. By employing various statistical analyses specifically tailored 
for air quality modeling, such as linear regression, p-value decision-making, 
and coefficient determination, the OpenAir model offers a comprehensive 
framework for understanding the complexities of air pollution and devis-
ing effective strategies to improve air quality.

Within the OpenAir model, each function serves a distinct utility pur-
pose, contributing to a holistic understanding of air pollution dynamics. 
In this research, we focus on three specific model functions: TheilSen, 
timeVariation, and scatterPlot. These functions play a crucial role in ana-
lyzing pollution concentration trends, temporal variations of pollutants, 
and the linear correlation between two variables, respectively.

The TheilSen function allows us to delve into pollution concentration 
trends, providing insights into the long-term patterns and changes in air 
quality. By examining the data through this lens, we can discern the tra-
jectory of air pollution levels over time. In the case of this study, the results 
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obtained from the TheilSen function indicate a concerning trend of dete-
riorating air quality from December 2020 to January 2023. This finding 
underscores the urgency of implementing effective air quality manage-
ment strategies to mitigate the adverse impacts on public health and the 
environment.

Furthermore, the timeVariation function enables us to analyze the tem-
poral variations of pollutants. By scrutinizing the fluctuations in pollution 
levels over different periods, we gain a deeper understanding of the fac-
tors influencing air quality dynamics. This function allows us to identify 
patterns, seasonal variations, and potential sources of pollution, aiding 
in the formulation of targeted interventions to address specific pollution 
hotspots or timeframes.

The scatterPlot function facilitates the examination of the linear cor-
relation between two variables. By plotting the relationship between dif-
ferent parameters, we can uncover potential cause-and-effect relationships 
or identify variables that may influence air pollution levels. This function 
serves as a valuable tool for exploring the complex interplay of factors con-
tributing to air pollution, enabling policymakers and researchers to make 
informed decisions based on empirical evidence.

The results obtained from the three functions of the OpenAir model 
collectively highlight the pressing need for enhanced air quality manage-
ment in Delhi. As air pollutants continue to pose a significant threat to 
public health and environmental well-being, the utilization of OpenAir 
models will undoubtedly increase in the coming years. By harnessing the 
power of this model and expanding its application to encompass longer 
monitoring periods and a broader range of air pollutants, we can obtain 
more accurate and comprehensive air quality data. This, in turn, will 
enable policymakers to devise targeted interventions and policies to com-
bat air pollution effectively.

In summary, the OpenAir model represents a valuable tool in the 
realm of air quality management. Through its various functions, such as 
TheilSen, timeVariation, and scatterPlot, this model empowers research-
ers and policymakers to analyze air pollution data, identify trends, under-
stand temporal variations, and explore correlations between variables. 
The findings from this research underscore the deteriorating air quality in 
Delhi and emphasize the need for increased utilization of OpenAir models 
to obtain more accurate and comprehensive air quality data. By doing so, 
we can devise effective strategies to combat air pollution and safeguard the 
health and well-being of communities.
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17.4 DATA ANALYSIS
An OpenAir model can monitor air quality data while handling atmo-
spheric conditions, such as wind speed and direction (Agustine et al., 
2017). It can assess model performance and analyze pollutant characteris-
tics, source emissions, and trend estimates. The advantage of the OpenAir 
model is in its ability to manipulate or interpolate data, analyze statisti-
cal data, and produce and display high-quality graphics. Trend estimates 
analysis is the main topic of this study.

To ensure the package’s availability, the OpenAir model should be 
downloaded first in R software on the official website (Carslaw et al., 2012). 
Once downloaded, the OpenAir model package can be activated in R soft-
ware by typing “library (OpenAir).” The air quality data to be analyzed 
is fed as input from computer files or imported from monitoring stations 
across Delhi. After that, the datasets are processed and imported in the 
OpenAir model (software R) and are presented in comma-separated value 
(CSV) format, as one of the Microsoft Excel extension files.

The OpenAir model is an air quality modeling that has a function to 
stimulate the mathematical formula into the computer program. This 
model is a tool for statistically analyzing semi-empirical mathematical 
relationships between air pollutant concentration and other factors that 
may affect it. Some fundamental analyses in the OpenAir model include 
linear regression, decision-making with p-values, and coefficient of 
determination.

17.4.1 Linear Regression

Linear regression is a statistical method for developing a relationship model 
between the dependent and independent variables (Kazi et al., 2023). The 
model’s coefficient represents the assumed parameter value for the actual 
condition. However, the regression model coefficients are an average value 
that may occur in the variable Y (dependent variable) corresponding to a 
value of X (independent variable). There are two types of regression coef-
ficients: intercept (point intersection with the Y axis) and slope (line gra-
dient). In statistics, the slope value is the average increase or decrease in 
variable Y for each unit increase in variable X.

17.4.2 Decision-Making with the p-Value

Statistics use sample data to infer the overall condition of the population. 
As a result, the potential for error in making a population decision is also 
relatively high. Nonetheless, the statistical concept seeks to minimize 
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error as much as possible. A test criterion is required to determine whether 
H0 is rejected or accepted. The p-value is the most used test criterion in a 
computer program (Bates et al., 2023).

P-value provides two pieces of information at once: the reason for 
rejecting the null hypothesis (H0) and the probability of occurrence men-
tioned in H0 (assuming H0 is accurate). The definition of p-value is the 
slimmest level of meaning at which the result of a statistical test can still 
be meaningful. Furthermore, it can also be interpreted as the magnitude 
of the possibility of making a mistake when deciding whether to reject H0. 
Generally, the p-value is compared to the significance level (α).

17.4.3 Coefficient of Determination

The coefficient of determination (R2) is the amount of diversity (informa-
tion) in the Y variable that the regression model can provide. R2 has a 
value ranging from 0 to 1. When the value of R2 is multiplied by 100%, the 
percentage of diversity (information) within Y (dependent variable) that 
is influenced by X (independent variable) is calculated. The higher the R2 
value, the better the regression model.

17.5 RESULTS AND DISCUSSION
Based on the outcomes of air quality studies in Delhi that used OpenAir 
model application, this study only discusses three functions of the OpenAir 
model as shown in Table 17.1. TheilSen for trend analysis, timeVariation 
for temporal variations, and scatterPlot for linear correlation analysis are 
the functions used in this research study for data analysis.

17.5.1 The TheilSen Function

This function helps understand concentration changes (trend) over time 
and for comparing with an air quality standard. It produces a slope value 
as the trend percentage and concentration value in the unit per period 
change. The positive slope of the linear regression line represents the value 
of the increasing trend, and the negative slope represents the value of the 
decreasing trend.

TABLE 17.1: The OpenAir Model Analysis Functions Used in This Study

No. Function Purpose

1 TheilSen Calculate TheilSen slope estimates and uncertainties
2 scatterPlot Traditional scatter plots with enhanced options
3 timeVariation Diurnal, day of week and monthly variations
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TheilSen function analyzes pollutant concentration trends using linear 
regression and the Mann–Kendall method, with a 95% confidence interval 
and a 5% significance level (α). The confidence interval and significance 
level will vary to account for the study’s constraints. Whether the trend 
concentration change tends to be significant or not over the time is also 
observed. In this instance, an alternative hypothesis (Ha) formulates cor-
respondingly as the trend changes by pollutant concentration.

Figure 17.1 shows the trends in ozone (O3) in Delhi. The plot shows the 
deseasonalized monthly mean concentrations of O3. The solid red line 
shows the trend estimate and the dashed red lines show the 95% confi-
dence intervals for the trend based on resampling methods. The overall 
trend (as shown at the top left) is 2.87 (ppb) per year; the 95% confidence 
intervals in the slope from −3.49 to 4.79 ppb/year. In this situation, Delhi 
must take additional steps to reduce O3 emissions.

17.5.2 The timeVariation Function

When using the timeVariation function, it is possible to visualize the tem-
poral variation of pollutant concentration in a line graph. The output of 
this function is an image made up of four-line graphs based on different 
time scales, including hourly, daily, hourly, and monthly time. Based on a 
95% confidence interval, this function analyzes data. The advantage of this 
function is that it can plot more than one pollutant simultaneously.

Knowing a pollutant’s temporal variation over time allows one to pre-
dict when its concentration will be at its lowest or highest, on which days 
of the week, or in which months throughout the years.

FIGURE 17.1 Trend of ozone (O3) concentration to ambient air.
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Figure 17.2 suggests a peak during the morning rush hour from 7:00 to 
9:00. The difference line also shows a more significant difference in pol-
lutant emissions between weekdays and weekends. Also, given that the 
number of cars at this location is roughly constant throughout the day, the 
variation could result from the emissions of other vehicle types.

17.5.3 The ScatterPlot Function

Linear regression helps to determine whether a relationship exists between 
the dependent variable (pollutant concentration) and the independent 
variable (meteorological factor). It will produce the coefficient of determi-
nation (R2), which can help to interpret the correlation/relationship result. 
If a relationship does exist between two variables (meteorological factors 
and pollutant concentration), the value of the relationship will either be 
positive or negative.

Positive values can be identified by the slope being an upwardly sloped 
curve (positive slope); negative values can be determined by the gradient 
being a downwardly sloped curve (negative slope). A positive relationship’s 
direction indicates a proportional relationship, such as an increase in the 
condition/value of a meteorological factor followed by an increase in pol-
lutant concentration. A negative relationship shows a reversed relationship 
that increases the condition/value of the meteorological facet, followed by 
a decrease in pollutant concentration.

In Figure 17.3, the number of occurrences in each bin is color-coded 
(but not on a linear scale). It is now possible to see where most of the data 

FIGURE 17.2 Normalized concentrations of o3, NO, NO2, and SO2 concentrations.
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FIGURE 17.3 Scatter plot of hourly PM2.5 vs. PM10 using hexagonal binding.

FIGURE 17.4 A scatter plot of hourly PM2.5 vs. PM10 levels using a kernel density 
estimate.
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lies in a clearer correlation picture between PM2.5 and PM10. On the other 
hand, the “intensity” measures how many dots of PM2.5 and PM10 concen-
tration exist in a unit area provides a clearer indication of the relationship 
between PM2.5 and PM10, as shown in Figure 17.4.

17.6 CONCLUSION
The OpenAir model is a tool to analyze, interpret, and comprehend air pol-
lution data to improve air quality management. This model uses statistical 
analyses designed for air quality models, such as linear regression, p-value 
decision-making, and coefficient determination, all of which correlate to 
various functions. This research only looks at three OpenAir model func-
tions: TheilSen for analyzing pollution concentration trends, timeVariation 
for analyzing pollutant temporal variations, and scatterPlot for analyzing 
the linear correlation between two variables. The results from the three 
functions show deteriorating air quality from 2020 to 2023. As air pollut-
ants and monitoring periods lengthen, the use of OpenAir models in Delhi 
will soon increase to conclude more accurate air quality data.

17.7 CODE AND DATA AVAILABILITY
For OpenAir package, all development is carried out using Github for ver-
sion control. Users can access all the code that is used to analyze, inter-
pret, and understand air pollution data in OpenAir at https://github.com/
davidcarslaw/openair. Data are typically regular time series and air qual-
ity measurement, meteorological data, and dispersion model output can 
be analyzed. The package is described in Carslaw and Ropkins (https://
cran.r-project.org/web/packages/openair/index.html, 2012). The dataset 
used in this research study is downloaded from the https://www.kaggle.
com/datasets/deepaksirohiwal/delhi-air-quality.

The software “Comprehensive R Archive Network” which is an open-
source tool is available at https://cran.r-project.org/mirrors.html
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18.1 INTRODUCTION
The advances of networking technology have also revolutionized many 
digital technologies in this century with big data, Internet of Things, 
social media, and many more. Wireless sensors and devices now can be 
manufactured at affordable costs, thus enabling further embedding into 
connected systems for society. One of these wireless sensors is beacon, a 
Bluetooth-enabled device that sends signals to all smart devices within 
proximity range continuously. This beacon uses low-power transmit signal 
to connect with smart devices in range, allowing interaction like push-
ing notifications and registering presence. Mobile beacon technology has 
been observed to be applied to many instances such as indoor localization, 
proximity detection, and activity sensing.

Several prior works have examined the advances of mobile beacon tech-
nologies with regards to Internet of Things and marketing applications 
(Allurwar et al., 2016; Jeon et al., 2018). However, these works are focused 
on the applications of mobile beacon systems with limited discussions on 
their components and their notification interaction features. There is yet to 
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be specific work on identifying and organizing the components of mobile 
beacon applications and their notifications features.

In this chapter, a systematic review to examine the recent works on 
intelligent mobile beacon systems and applications is presented. This 
review focuses on gathering overview insights on recent advances and 
applications of mobile beacon systems and its notification features. 
Recent literatures on intelligent mobile beacon systems from quality 
scholarly databases were collected and examined. Reported mobile bea-
con’s characteristics and features in recent works including the com-
ponents, interaction features, domain applications, and limitations are 
systematically investigated. This chapter specifically offers the following 
contributions:

1. Classification of mobile beacon system components based on differ-
ent functions.

2. Classification of proximity-based notifications in mobile beacon sys-
tems based on different interactions.

3. Summarization of emerging trends of intelligent mobile beacon sys-
tems across major sectors.

4. Summarization of challenges in existing intelligent mobile beacon 
systems.

The contents of this chapter are organized as follows: Section 18.2 intro-
duces the fundamentals of intelligent mobile beacon systems and appli-
cations. Section 18.3 then describes the review method and process used 
in the systematic review including the review questions, search process, 
selection criteria, and data extraction. Section 18.4 then presents and 
discusses the results of systematic review based on the defined review 
questions. Finally, Section 18.5 concludes this chapter by highlighting sig-
nificant findings and future work.

18.2  BACKGROUND OF INTELLIGENT MOBILE  
BEACON SYSTEMS

This section introduces the fundamental working and current overviews 
of intelligent mobile beacon systems and applications. Understanding the 
fundamentals and current state of intelligent mobile beacon allows the 
reader to learn its mechanisms, advantages, and practical applications.
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18.2.1 Fundamentals of Intelligent Mobile Beacon Applications

Intelligent mobile beacon applications are currently at the forefront of 
technological advancements across many domains. Beacon technology, 
which refers to the use of small devices equipped with Bluetooth low 
energy (BLE) technology, has gained significant interest in recent years 
(Jeon et al., 2018). Mobile beacon applications then leverage these devices 
to deliver location-based services and proximity-based notifications to 
users’ smartphones (Seo et al., 2019).

Intelligent mobile beacon systems are gaining increasing interest in 
response to the growing market demand for location-based services and 
personalized experiences. Beacon technology has been regarded as a prom-
ising solution to these demands and shows rapid adoption across various 
industries. Market studies have also highlighted the increasing market 
demand for beacon technology and its applications. For instance, a prior 
study has projected a substantial market growth for beacon technology, 
attributing it to the rising adoption of proximity marketing and indoor 
navigation systems (Adkar et al., 2018). Furthermore, another survey 
report underscores the significance of beacon technology in the context 
of personalized experiences and targeted marketing (Fortune Business 
Insights, 2020).

Beacon technology offers many advantages toward existing processes 
or tasks including enhancing user engagement, creating personalized 
experiences, and improving process efficiency. Leveraging the potential of 
beacon technology, intelligent mobile beacon systems offer valuable facili-
tation capabilities like indoor navigation, targeted marketing, asset track-
ing, and real-time monitoring (Karabtcev et al., 2019; Yamamoto et al., 
2018). These systems evidently demonstrated their usefulness in many sec-
tors including retail, healthcare, transportation, and tourism, leading to 
increased interest in their development and utilization (Van De Sanden 
et al., 2019; Spachos & Plataniotis, 2020; Huang et al., 2020).

18.2.2 Overview of Mobile Beacon Systems and Applications

Many notable trends and usage of mobile beacon systems and applica-
tions have been observed over recent years. For instance, the integration 
of beacon technology in smart retail systems has revolutionized the way 
customers interact with stores, enabling personalized recommendations, 
seamless checkouts, and location-based promotions (Alzoubi et al., 2021). 
These intelligent retail applications eventually facilitate enhanced cus-
tomer engagement and optimized shopping experience.
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In the healthcare sector, mobile beacon systems have been deployed to 
improve patient care and safety. For example, a prior study explored the use 
of mobile beacons in hospitals to track medical equipment, ensuring their 
availability when needed and reducing time wasted in searching for essen-
tial resources (Akbarzadeh et al., 2021). Similarly, in the context of elderly 
care, another study investigated the utilization of intelligent mobile beacon 
systems to enhance the safety and well-being of older adults (Li et al., 2020). 
By providing real-time location tracking and emergency alerts, these appli-
cations have the potential to improve the quality of care and mitigate risks.

Another domain where mobile beacon systems have shown promise 
is transportation. Intelligent beacon applications are increasingly being 
employed to facilitate efficient parking management systems (Park, 2021). 
By guiding drivers to available parking spaces and streamlining pay-
ment processes, these applications contribute to reduced congestion and 
enhanced user convenience. Furthermore, mobile beacon systems have 
been used in public transportation to provide passengers with real-time 
updates on routes, schedules, and delays, improving the overall commuter 
experience (Ferreira et al., 2020).

While existing survey and review articles have provided valuable 
insights into the applications and functionalities of mobile beacon sys-
tems, there are certain limitations and uncovered aspects that necessitate 
further investigation. For instance, some studies have primarily focused on 
specific application domains or provided a broad overview without delv-
ing into the specificities of intelligent mobile beacon applications across 
diverse domains (Jeon et al., 2018; Spachos & Plataniotis, 2020; Yang et al., 
2020). In addition, the advances of mobile beacon technologies, emerg-
ing use cases, and integration with other intelligent systems may not have 
been discussed in existing literature.

18.3 REVIEW METHODOLOGY
This section describes the methods for reviewing the related literature on 
intelligent mobile beacon systems including the review questions, review 
phases, and analysis method.

18.3.1 Review Questions

Four review questions were defined to guide the examinations of recent 
applications using this technology.

RwQ1: What are the major component types of intelligent mobile beacon 
systems?
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RwQ2: What are the types of proximity-based notification features in the 
existing intelligent mobile beacon systems?

RwQ3: What are the recent trends for intelligent mobile beacon systems 
and applications?

RwQ4: What are the remaining challenges or limitations of existing intel-
ligent mobile beacon systems and its notification features?

The purpose of RwQ1 is to identify notable characteristics of major 
components inside the reported intelligent mobile beacon systems. The 
classification of these components will provide deeper insights on the inner 
working of mobile beacon systems for improving future development. 
Next, RwQ2 aims to classify the types of proximity-based notification fea-
tures employed by the existing mobile beacon systems. Understanding the 
type of notification features can be a great development factor in design-
ing interactivity of the mobile beacon systems. RwQ3 then investigates 
the recent trends for intelligent mobile beacons systems and applications 
across various industries. The emerging trends can show the current 
and predicted development directions for this technological application. 
Finally, RwQ4 aims to inform readers of the remaining challenges and 
limitations faced by the existing mobile beacon systems. Insights into 
these challenges and limitations can help future research to coordinate 
their efforts in advancing intelligent mobile beacon systems.

18.3.2 Protocol and Phases of the Review

This study uses the PRISMA review strategy (Moher et al., 2009) to ensure 
a rigorous and systematic approach to the review process. The detailed 
workflow of the review process is illustrated in Figure 18.1.

18.3.3 Inclusion and Exclusion Criteria

To ensure the inclusion of relevant studies, three key criteria were estab-
lished in considering study selection for review. Table 18.1 shows the 
description and justification for the defined key criteria.

18.3.4 Information Sources and Search Process

A comprehensive search for relevant articles was carried out via online 
scholarly databases for manual analysis. The selected online databases for 
this review included ACM Digital Library, IEEE Xplore, Scopus, Google 
Scholar, SpringerLink, and ScienceDirect. The search strategy utilized the 
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FIGURE 18.1 Workflow of systematic review in this study.

TABLE 18.1 Inclusion Criteria for Selecting Studies for Review.

Criteria Justification

The study is written in English English is the universal language and mostly used in 
academic writing

The study is a journal article 
or conference proceeding

This review investigates the application and features of 
intelligent mobile beacon systems. The selected forms 
should contain most of the necessary review information

Additional references from 
journal article or 
conference proceeding

Some additional studies offer information on the type of 
mobile beacon systems and notification features
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following keywords “beacon technology” OR “mobile notification” AND 
“engagement” to gather articles with relevance to the topic. Each article 
obtained from the search then underwent selection process with regards 
to key inclusion criteria.

18.3.5 Study Selection and Review Process

The selected articles were searched based on key inclusion criteria and 
examined with regards to the defined review questions. The information 
extracted from the selected articles was carefully organized and compiled 
into a tabular format. Subsequently, a qualitative analysis was carried out 
by assigning keywords to each extracted information based on their rel-
evance in addressing the review questions. This review extracted the fol-
lowing information from each study:

• Article details including authors, year of publication, and type of 
article.

• The type of components prevalent in intelligent mobile beacon 
systems.

• The type of proximity-based notification features used in the intel-
ligent mobile beacon systems.

• Domain of application of the recent intelligent mobile beacon 
systems.

• Open issues and limitations of the existing intelligent mobile beacon 
systems.

18.4 RESULTS AND DISCUSSIONS
This section presents and discusses the results of the systematic review 
based on defined review questions and processes. Analysis results for each 
review question will be presented first, followed by discussions that even-
tually highlight the findings.

18.4.1 Result for RwQ1: Components

Referring to Table 18.2, eight studies were found that highlighted the use 

2017; Adkar et al., 2018; Berka et al., 2018; Antoniou-Kritikou et al., 2019; 
Lin et al., 2019; Marín et al., 2021). Moreover, there are 13 studies that 
demonstrated the use of beacon applications (Akinsiku & Jadav, 2016; 

of beacon device (Zaim & Bellafkih, 2016; Menon et al., 2017; Ng et al., 
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Kaur & Maheshwari, 2016; Shinotsuka et al., 2016; AlBraheem et al., 
2017; Concepción-Sánchez et al., 2017; Pugaliya et al., 2017; Oziom et al., 
2019; Hasan & Hasan, 2020; Schwebel et al., 2021; Yamagami et al., 2021; 
Alabduljabbar, 2022; Đurđević et al., 2022; McGuirt et al., 2022). Next, 
there are six works that discuss the use of beacon sensors (Baig & Jilani, 
2017; Wu et al., 2018; Dong et al., 2019; Srisura & Thakiguchi, 2020; Kong 
et al., 2021; Park, 2021). Lastly, nine studies were found that include the dis-
cussions on the beacon tracker (Cui et al., 2016; Boric et al., 2018; Hidayat 
& Simalango, 2018; Ferreira et al., 2020; X.-Y. 1Lin et al., 2015; Saraswat 
& Garg, 2016; Saranya et al., 2018; Surendran & Rohinia, 2019; Pai et al., 
2020). The distinction between the highlighted components is explained 
in the following discussions.

18.4.2 Result for RwQ2: Notification Features

As shown in Table 18.3, this study discovered five works that have instances 
of receive details notification type among the mobile beacon systems 
(Kemble et al., 2016; Zaim & Bellafkih, 2016; Wanniarachchi et al., 2017; 
Hasan & Hasan, 2020; Pai et al., 2020). There are 11 studies that show 
instances of receive information notification (Kaur & Maheshwari, 2016; 
AlBraheem et al., 2017; Adkar et al., 2018; Hidayat & Simalango, 2018; 
Antoniou-Kritikou et al., 2019; Barthe et al., 2022; Shinotsuka et al., 2016; 
Saranya et al., 2018; Wu et al., 2018; Lin et al., 2019; Oziom et al., 2019). 
Moreover, eight studies were found that have instances of alert notification 

TABLE 18.2 Instances of Highlighted Components 
in Recent Intelligent Mobile Beacon Systems.

Components Number of Studies

Beacon device 8
Beacon app 13
Beacon sensor 6
Beacon tracker 9

TABLE 18.3 Instances of Notification Features in Recent 
Intelligent Mobile Beacon Systems.

Type of Notification Number of Studies

Receive details 5
Receive information 11
Alert 8
User responsive 3
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features (Akinsiku & Jadav, 2016; Baig & Jilani, 2017; Concepción-Sánchez 
et al., 2017; Menon et al., 2017; Ng et al., 2017; Pugaliya et al., 2017; Berka 
et al., 2018). Lastly, there are three studies with user responsive notifica-
tion features (Yamagami et al., 2021; McGuirt et al., 2022; Đurđević et al., 
2022). The characterizations of each notification type are further elabo-
rated in the following discussions.

18.4.3 Result for RwQ3: Trends

Based on Figure 18.2, among reported work from 2016 until 2022, this 
study discovered 19 studies under the retail and marketing sector cate-

& Bellafkih, 2016; Baig & Jilani, 2017; Ng et al., 2017; Pugaliya et al., 
2017; Wanniarachchi et al., 2017; Adkar et al., 2018; Saranya et al., 2018; 
Oziom et al., 2019; Surendran & Rohinia, 2019; Chu et al., 2020; Kong 
et al., 2021; Alabduljabbar, 2022; Barthe et al., 2022; Đurđević et al., 2022; 
McGuirt et al., 2022). Next, there are 19 numbers of works that leverage 
mobile beacon systems under the active environment sector category 
(Akinsiku & Jadav, 2016; Saraswat & Garg, 2016; Kaur & Maheshwari, 
2016; Concepción-Sánchez et al., 2017; Menon et al., 2017; AlBraheem 
et al., 2017; Boric et al., 2018; Hidayat & Simalango, 2018; Wu et al., 2018; 
Berka et al., 2018; Dong et al., 2019; Ferreira et al., 2020; Hasan & Hasan, 
2020; Pai et al., 2020; Srisura & Thakiguchi, 2020; Marín et al., 2021; Park, 

FIGURE 18.2 Yearly trends of recent intelligent mobile beacon systems across 
major sectors.

gory (Lin et al., 2015; Kemble et al., 2016; Shinotsuka et al., 2016; Zaim 
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2021; Schwebel et al., 2021; Yamagami et al., 2021). Lastly, three works were 
found under the exhibitions sector category (Cui et al., 2016; Ng et al., 
2017; Antoniou-Kritikou et al., 2019). The emerging trends from this result 
are discussed further in the following discussions.

18.4.4 Result for RwQ4: Challenges and Limitations

Based on the findings indicated in Table 18.4, this study found nine works 
that highlighted inaccuracy issues due to dampening signals by exter-

broadcast range (Saraswat & Garg, 2016; Pugaliya et al., 2017; Boric et al., 
2018; Ferreira et al., 2020; Schwebel et al., 2021; Yamagami et al., 2021; 
McGuirt et al., 2022). Subsequently, this study found seven works that 
deliberated on the challenges of the real-world use cases of mobile beacon 
technology (Kemble et al., 2016; AlBraheem et al., 2017; Baig & Jilani, 2017; 
Chu et al., 2020 Menon et al., 2017; Wu et al., 2018; Lin et al., 2019). The 
characterizations of each limitation are further deliberated in the follow-
ing discussions.

18.4.5  Components of Intelligent Mobile Beacon 
Systems and Notifications

Based on the results in Table 18.2, this study further examines and clas-
sifies the working components in a mobile beacon application’s environ-
ment. The characterization of each major components is described as 
follows.

18.4.5.1 Beacon Device
The term “beacon” is commonly used to denote the utilization of devices 
facilitating user interaction by deploying beacon devices at specific loca-
tions, employing various principles such as attachment to walls, entrance 

TABLE 18.4 Instances of Reported Limitations in Recent 
Intelligent Mobile Beacon Systems

Limitations Number of Studies

Signal inaccuracy 9
Close-proximity inconvenience 7
Practical real-world use 7

nal obstacles (Lin et al., 2015; Akinsiku & Jadav, 2016; Berka et al., 2018;  
Hasan & Hasan, 2020; Kong et al., 2021; Alabduljabbar, 2022; Đurđević 
et al., 2022). Furthermore, there are seven works that demonstrate the cur-
rent beacon’s close-proximity inconvenience due to the limited beacon 
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or exit doors, objects, and so forth. This deployment enables successful 
connection between the user’s Bluetooth-enabled smart device and the 
beacon. To illustrate, a beacon device positioned in proximity to an art-
work would transmit a push notification to the visitor’s smart device when 
they approach the artwork’s location where the beacon is deployed (Ng 
et al., 2017). Subsequently, another study (Pugaliya et al., 2017) involved 
placing a beacon device in a shopping mall that upon the user’s approach 
or departure from the store, would send offers or information about spe-
cific products to their smartphone. In addition, a prior work (Antoniou-
Kritikou et al., 2019) emphasized the significance of selecting suitable 
areas or locations for beacon placement. For example, areas where users 
commonly gather or traverse within and around a building with their 
Bluetooth-enabled smartphones facilitate active communication between 
the device and the beacon within range, enabling the transmission of 
informational content to their smartphones.

18.4.5.2 Beacon Application
A beacon application can be defined as the utilization of two distinct 
devices, namely a beacon device and a mobile application, to facilitate user 
interaction through the exchange of notifications with the user’s smart-
phone device via embedded BLE technology. A smartphone equipped with 
BLE functionality actively scans for nearby beacons within its range, and 
upon detection of a beacon signal, the smartphone receives a notification 
visible to the user, subsequently redirecting them to the associated mobile 
application. For instance, one study presents an example of a beacon appli-
cation that employs iBeacon broadcasting in the BeaSmart mobile appli-
cation, enabling users to navigate indoor environments to locate specific 
items (Akinsiku & Jadav, 2016). Furthermore, another study demonstrates 
the deployment of a beacon system on construction sites, serving as an 
alarm mechanism by promptly notifying users to steer clear of hazardous 
areas (Kong et al., 2021). When near the beacon, the application signals an 
alert notification, updating the user about the current conditions within 
that location or zone.

18.4.5.3 Beacon Sensor
A beacon sensor, serving as a proximity sensor, can be strategically deployed 
either indoors or outdoors to detect the presence of a user through their 
mobile device’s capability to identify nearby beacon deployments. A nota-
ble instance is when a driver enters a parking space with their smartphone 
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mobile app, the beacon sensor detects the driver’s presence and offers rec-
ommendations for nearby available parking spots (Srisura & Thakiguchi, 
2020). Furthermore, beacon sensors find diverse applications across vari-
ous domains. For instance, one study (Baig & Jilani, 2017) demonstrates 
the utilization of iBeacon in conjunction with wearable sensors worn by 
elderly patients to monitor their movement, enabling family members to 
track their whereabouts within indoor and outdoor spaces. This capability 
enhances patient safety by facilitating swift response from nearby medical 
emergency centers in the event of a potential incident. In addition, beacon 
sensors also play a role in the marketing industry, as highlighted by prior 
work (Kemble et al., 2016). Employing iBeacon technology, a designated 
region around a showroom is established, and when users enter this region, 
the beacon sensor identifies their proximity and subsequently delivers tar-
geted information about showcased vehicles through push notifications.

18.4.5.4 Beacon Tracker
Beacon trackers employ location-based services to accurately determine 
the user’s current position and deliver relevant information via notifica-
tions. These trackers find application in both indoor and outdoor envi-
ronments, encompassing buildings and open spaces. To track individuals 
in such settings, the beacon tracker relies on receiving signals within a 
specific proximity to calculate the distance. A notable instance of this 
component usage is by prior work (Ferreira et al., 2020), wherein BLE bea-
cons are deployed inside vehicles and at station stops to track passengers 
throughout their entire journey, ensuring their safe arrival at the destina-
tion. Another notable use case involves employing a beacon tracker for 
monitoring student attendance and delivering pertinent details, such as 
assignment links, through notifications when students come into close 
range of the beacon (Saraswat & Garg, 2016). Moreover, the beacon tracker 
plays a pivotal role in safeguarding local cultural artifacts. By leveraging 
iBeacons, the tracker can detect the presence of visitors and enforce a spe-
cific distance to be maintained from the protected items, thus preserving 
their integrity (Cui et al., 2016).

18.4.6 Types of Notifications in Intelligent Mobile Beacon Systems

Based on the results in Table 18.3, this study further examines and clas-
sifies the notification features in mobile beacon applications based on its 
different interaction functions. The characterization of each type of notifi-
cation features are described as follows.
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18.4.6.1 Receive Details
This study defines the term “receive details” as a proximity-based noti-
fication mechanism or protocol designed to receive and deliver a bun-
dle of information to recipients, including users or administrators. An 
exemplary instance of this notification type is mentioned by prior work 
(Wanniarachchi et al., 2017), which employs a specific Advanced Message 
Queuing Protocol to receive selected information details pertaining to 
approaching customers during insurance engagement. Furthermore, this 
notification type finds extensive application in the retail and marketing 
industries. For instance, a Geomarketing system implemented within a 
supermarket assists shoppers as they navigate the shopping arena by col-
lecting relevant information and providing details about discounted 
products, offers, or promotions (Zaim & Bellafkih, 2016). The concept of 
proximity-based notifications is also embraced by smart airports, as eluci-
dated in previous study (Pai et al., 2020). Upon entering the airport prem-
ises, beacons deployed throughout the facility send a range of offers to 
users, while a Wi-Fi beacon-based system triggers location-based actions 
on passengers’ smartphones, enabling them to receive detailed flight infor-
mation such as flight details and gate numbers. These notifications are 
effectively pushed to users’ smartphones by the Wi-Fi beacon, enhancing 
the overall airport experience.

18.4.6.2 Receive Information
The concept of “receive information” aligns closely with that of “receive 
details,” wherein a beacon transmits a notification to the user’s smart-
phone when they come within the range of the beacon. In the case of 
“receive information,” the notification serves to inform the user about 
specific details they may encounter upon entering the beacon range. An 
example highlighting this type is shown in one study (AlBraheem et al., 
2017) where an advertising application sends notifications to users’ smart-
phones when Bluetooth is enabled and they are present on public trans-
portation or in other public spaces equipped with beacon infrastructure. 
Moreover, to enhance customer engagement, another study (Saranya et al., 
2018) explores the placement of beacons on counters, enabling the sys-
tem to send notifications to users during instances of long queues, provid-
ing updates on the current situation at the respective counters. Another 
instance of “receive information” notifications is presented in prior work 
(Kaur & Maheshwari, 2016), which focuses on the implementation of a 
smart tourist application. When users approach specific locations within 
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various tourist spots around the city, notifications are sent to their smart-
phones, providing relevant information such as historical context, images, 
and other related data about the places they visit.

18.4.6.3 Alert
An “alert” represents a specific type of notification employed to prompt 
users with important tasks, reminders, or messages requiring immediate 
attention. Upon receiving an alert notification, users promptly open the 
notification and take appropriate actions accordingly. A notable study (Ng 
et al., 2017) demonstrates this notification type in an art gallery setting, 
where notifications are sent as alerts to users standing near or in front 
of specific artworks. The content of these notifications enables users to 
engage with the exhibited artwork by providing opportunities to write 
comments, view related videos, and more. Another example pertaining 
to the use of this notification type is in the context of Alzheimer’s disease 
care (Surendran & Rohinia, 2019). Caretakers and healthcare professionals 
can monitor the movements of patients through alert notifications. When 
the patients move within indoor spaces or depart from their designated 
locations, an alert notifies the responsible individuals. Furthermore, this 
notification type also described in a smart application that incorporates an 
alert system to facilitate efficient work management for employees (Menon 
et al., 2017). By notifying employees of their tasks and deadlines when they 
enter the proximity region, the alert notifications assist in ensuring timely 
task completion.

18.4.6.4 User Responsive
User responsiveness refers to a notification type that requires the user’s 
active engagement before accessing the linked content. This notification 
prompts the user with options to either accept or reject the notification. 
An instance of this notification type described within the context of smart 
retail (Đurđević et al., 2022), when users of the SimplyTastly mobile appli-
cation come within proximity of a beacon, they receive a notification on 
their smartphone along with a prompt to accept or decline the beacon 
promotion. In addition, this type of notification is also implemented in 
the V-Wall app for evacuation guidance (Yamagami et al., 2021). To dis-
play the virtual wall map on their phones for guidance to a safe location, 
users are required to press the response button on the V-Wall app’s settings 
screen, which is triggered when the app receives signals from beacons.
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18.4.7 Recent Trends of Mobile Beacon Applications

Based on the results in Figure 18.2, this study further examines and sum-
marizes the recent trends of intelligent mobile beacon systems across 
major sectors described as follows.

18.4.7.1 Retail and Marketing
This study clusters several sectors under the retail and marketing category, 
i.e., retails, insurances, healthcare, wildlife preservations, and construc-
tions. Based on the Figure 18.2, from 2016 until 2022, beacon technology 
was constantly used in this category, specifically in the retails, marketings, 
and healthcare. In 2016 and 2017, increasing studies in this category are 
observed with four studies related to it. In contrast, in the year 2021, only 
two studies highlighted the use of beacon technology under this category. 
In 2019 and 2022, the application trend is mainly observed under this cat-
egory. As for 2018 and 2020, the number of studies pertaining the retail 
and marketing category has reduced to two studies, shifting it into second-
highest trend for those years.

18.4.7.2 Active Environment
This trend category encompasses the beacon systems uses in active envi-
ronments like education, traffic safety, parking systems, workplaces, and 
forestry. The trend for active environment is prevalent from 2016 until 
2021. However, by 2022 there are no work that discusses intelligent mobile 
beacon systems for this category. In 2018 and 2021, the active environment 
sector records the highest trend for both years, with four studies highlight-
ing the use of intelligent beacon technology. In 2016 and 2017, the trend for 
this category started to dwindle and reduced to second spot for both years. 
Year 2019 shows the lowest instance of intelligent mobile beacon systems 
work in this category with only one study.

18.4.7.3 Exhibitions
The exhibitions category mainly covers the intelligent mobile beacon sys-
tems for art galleries and museums. Albeit the limited applications in this 
category, its prevalent use is evident within the recent years. This study 
discovers at least one new study under this category in 2016, 2017, and 
2019. More mobile beacon systems for exhibitions are expected in the 
future in line with the increasing interests toward interactive and immer-
sive exhibition experience.
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18.4.8  Challenges and Limitations of Existing Intelligent  
Mobile Beacon Systems

Based on our results in Table 18.4, this study further examines and char-
acterizes the highlighted limitations and challenges of the existing intel-
ligent mobile beacon systems described as follows.

18.4.8.1 Signal Inaccuracy
Inaccurate signals can arise in both indoor and outdoor settings due to 
various factors, thereby impacting the performance of beacon–receiver 
interactions. The issue of signal inaccuracies is addressed in nine articles. 
For instance, a study (Saranya et al., 2018) reported disruptions in infor-
mation transfer due to physical barriers obstructing Bluetooth signals 
within the supermarket environment. Similarly, in the context of hazard 
alarm systems, previous work (Kong et al., 2021) highlights the need for 
repeating experiments due to the occurrence of signal inaccuracies result-
ing from environmental factors such as temperature, humidity, and physi-
cal obstacles like walls that obstruct sensor signals. Furthermore, another 
study (Berka et al., 2018) discusses a navigation application designed for 
blind pedestrians. The article emphasizes that configuring beacons accu-
rately becomes challenging in certain locations characterized by high sig-
nal distortions, particularly when multiple users are concurrently utilizing 
the application, leading to signal interference.

18.4.8.2 Close-Proximity Inconvenience
Close-proximity inconveniences may arise when users encounter various 
challenges during their interaction with beacons. A good example of this 
issue is highlighted in a study (Boric et al., 2018). For users to have their 
attendance recorded automatically, they are required to physically approach 
a beacon deployed at a specific location, confirming the proper transmis-
sion of signals without errors. Furthermore, a prior work (Ferreira et al., 
2020) emphasizes that difficulties can arise when multiple users relying on 
the same mobile application attempt to receive signals from a beacon in 
proximity, resulting in potential interference and reducing the effective-
ness of the beacon’s proximity functionality. Another scenario involves a 
mobile application designed for evacuation purposes, as discussed by a 
recent study (Yamagami et al., 2021). The application provides a naviga-
tion map that guides users through virtual walls during evacuation, which 
is delivered through the installed mobile app. However, an inconvenience 
arises in this context as users only receive beacon notifications based on 
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their walking speed. The speed of their movement and the positioning of 
their smartphones can impact the beacon’s ability to effectively reach them 
during the evacuation process.

18.4.8.3 Practical Real-World Use
A notable limitation of mobile beacon technology lies in the practical 
application of this technology in real-world scenarios. While some appli-
cations of beacon technology with proximity-based notifications have 
been tested, many of the results are still in their early stages or have not 
undergone thorough evaluation in real-world settings. For instance, a 
study (Chu et al., 2020) introduces a combination of popular social media 
platforms with beacon technology to create a social media-based track-
ing system aimed at enhancing work efficiency in the healthcare indus-
try. However, further research and evaluation are required to fully assess 
the effectiveness of this system. Moreover, the use of beacons in wildfire 
monitoring systems has been explored (Wu et al., 2018), with the beacon’s 
role being to push notifications to visitors regarding relevant information, 
such as wildfire detection. Future system implementations are expected to 
incorporate additional functionalities, including the integration of solar 
energy charging systems. These examples highlight the ongoing develop-
ment and potential of beacon technology, while underscoring the need for 
further research and evaluation to fully understand and optimize its prac-
tical applications in real-world contexts.

18.5 CONCLUSIONS
This chapter presented a comprehensive review of recent intelligent mobile 
beacons systems to offer a better understanding of the usage of mobile 
beacon technology and proximity-based notifications in various indus-
tries within the context of intelligent systems and informatics. The review 
encompasses an overview of mobile beacon systems and proximity-based 
notifications, serving as a foundation for comprehending the fundamental 
concepts of this technology within intelligent systems. The classification 
and discussion of mobile beacons and proximity-based notifications shed 
light on recent types of applications, considering their relevance to intel-
ligent systems.

Furthermore, emerging trends in intelligent mobile beacon systems 
and its notification features are analyzed within the framework of intel-
ligent systems and informatics. Notable trends under the major catego-
ries like retails and marketings, active environments, and exhibitions  
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are discussed. The retails and marketings category encompasses intelli-
gent marketing strategies, insurance applications, and intelligent health-
care systems. The active environment category covers intelligent education 
systems, parking solutions, and zone managements. Lastly, the exhibitions 
category explores the integration of intelligent systems in art galleries, 
museums, and tourism applications.

The present chapter also summarizes the challenges and limitations of 
the existing intelligent mobile beacons systems. These challenges include 
addressing signal inaccuracy, overcoming inconveniences in close-prox-
imity situations, and considering the real-world use cases of intelligent 
mobile beacons. By highlighting these challenges, future researchers and 
practitioners can focus their efforts on addressing the remaining limita-
tions to realize the full potential of mobile beacon technology.

In conclusion, this review offers insights into the current advances of 
intelligent mobile beacon systems and its notification features with regards 
to intelligent systems and informatics. The identified trends and challenges 
pave the way for further research and development in intelligent applica-
tions, where mobile beacons play a crucial role. Future endeavors should 
focus on refining the beacon system deployment processes, addressing 
signal inaccuracies, and optimizing the functionality and performance of 
mobile beacons.
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19.1 INTRODUCTION
Energy plays an important role in the development of a country, and 
demands for energy are always increasing due to growth in population and 
industrialization around the world. Increase in energy demand and growth 
in the population continuously deplete the resources of non-renewable 
energy such as coal, petroleum, and nuclear power. Moreover, they pose 
two major challenges: the first one being the need to satisfy global energy 
demand whilst reducing or keeping the greenhouse gas emission and envi-
ronmental pollution to the minimum, and the second one is to provide 
equal energy access to people and countries all over the globe, since cur-
rent energy access is neither universal nor guaranteed (Singh & Singal, 
2017; Quaranta, 2018). According to the World Energy Data (2021), fos-
sil fuels remain the major contributor to the world electricity generation 
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by 2020 accounting to 61.3%, whereas the remainders are from renewable 
resources. It is a well-known fact that the usage of fossil fuels emits green-
house gases such as carbon dioxide, consequently causing environmental 
pollutions and greenhouse effect. Human activities over the past decades 
have raised the concentration of greenhouse gases in the atmosphere and 
these gases trap the sun’s energy and prevent its heat from escaping into 
space, thus warming the planet (greenhouse effect) and causing climate 
change (UNESCO 2018). The impacts of climate change can affect labor and 
operations, cause detrimental damages to physical assets, and leave adverse 
effects on supply chain, distribution chain, consumers, and the communi-
ties on which companies depend (Gardiner David & Associates, 2012).

The ever increasing energy demands continuously deplete fossil fuel 
resources worldwide and the effects of carbon emissions to the atmosphere 
on climate change has raise global awareness on reducing non-renewable 
energy generations and environmental protections (Vine, 2008). These goals 
can be achieved by adopting different environmental sustainability strate-
gies including reducing dependency on fossil fuels and use of alternative 
energy sources with minimal negative environmental impacts for large-scale 
energy production and even stand-alone systems to meet and satisfy the 
continuously increasing global energy demand (Zhou et al., 2010). Examples 
of alternative energy sources, or also known as, renewable energy resources 
include solar, wind, hydropower, tidal, wave, biomass, geothermal, etc. 
These renewable energies are inexhaustible and offer many environmental 
benefits over traditional energy source (Ozturk et al., 2009); however, their 
technologies are relatively less competitive than traditional electric energy 
conversion systems, mainly due to their intermittent productivity and the 
relatively high maintenance cost (Banos et al., 2011). For example, renewable 
energy resources such as solar and wind on a large scale have enabled energy 
sectors to produce meaningful electricity but a common drawback of solar 
and wind power systems, is their power generation reliability depends on 
weather conditions and climatic changes, which are unpredictable and the 
variations of wind and solar energy may not able to meet the demands for 
energy in time (Yang et al., 2008).

Hydropower is potentially the cleanest, yet an efficient source of 
clean energy and arguably the most versatile and hassle-free technol-
ogy for power generation (Singh & Singal, 2017). As stated in Sustainable 
Development Goal 7 (SDG 7 or Global Goal 7), established by the United 
Nations General Assembly in 2015, it aims to “Ensure access to afford-
able, reliable, sustainable and modern energy for all.” One of the target 
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indicators is to promote access to research, technology, and investments 
in clean energy. Hence hydropower generation lays down an interest-
ing option for handling the challenges posed by the growths of energy 
demand and population. Hydropower has been estimated to contribute 
about 70% of the planet’s electricity through renewable energy sources in 
2016 (IRENA, 2018) as cited in Ciric (2019). Large hydropower plant can 
potentially meet the global energy demand; however, due to the need of 
large dams, the usage of large hydro plants may generate some adverse 
effects on the ecosystems such as flooding of large areas upstream, inter-
ruption of the river longitudinal connectivity, changing in the hydrologi-
cal regime and sediment transport processes of rivers, and, sometimes, 
social impacts (Singh & Singal, 2017). Nonetheless, hydropower plants 
remain as the planet’s most contributory renewable energy source, provid-
ing about 19% of electrical power production worldwide, and it contin-
ues to be installed globally, especially in emerging countries (Paish, 2002; 
Quaranta, 2018). A work of literature state that the wave energy in the 
entire ocean can potentially generate 8.0 × 103 to 80 × 103 TWh/year and 
provide about 15 to 20 times more available energy per square meter than 
either wind or solar (Muetze and Vining (2006)), Malik (2011). However, 
despite its huge potential, wave energy is far from ready for commercial 
viability (Polinder et al., 2004). Polinder et al. (2004) describes the com-
monly used concept of wave energy conversion systems, although many 
of the ocean wave technologies are still in the development stage with a 
lot of researchers still investigating to improve and optimize the devices, 
and unfortunately no clear engineering solutions have yet been provided 
(Malik (2011)). Meanwhile, advancement in turbine technologies may 
eventually offer opportunity to greater power generation from ocean, 
especially from its tidal current using the tidal stream designs. As of today, 
there exist two main variations for tidal energy conversion systems, which 
are the tidal stream systems that converts kinetic energy of current, and 
barrages which make uses of potential energy (Blanco Ilzarbe et al. (2013)). 
Malik (2011) state that the marine and tidal energies potentially possess 
about 5 TW globally. The kinetic energy of water (from ocean, tidal and 
etc.) collectively can be classified as hydrokinetic energy.

The main objectives of the studies are:

a. To discuss on the use of ANSYS simulation software that apply AI 
methods to automatically find simulation parameters in order to 
improve speed and accuracy simultaneously in the product design 
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for clean energy system. One of the product design being simulated 
is for the hydrokinetic turbine system, typically used to drive power 
production from natural flow of a river.

b. To discuss the importance of this simulation software with AI 
enhancement in predicting whether or not the product design really 
works in the real world, by taking hydrofoil selection and turbine 
creation, geometrical configurations, mesh generation and bound-
ary conditions for numerical simulation settings into considerations.

c. To discuss the importance of ANSYS simulation software in teaching 
and learning, especially in advanced engineering courses for higher 
education level.

d. Limitations and challenges of this study and how to move forward.

This chapter is organized as follows. In Section 19.1, we give an over-
view of non-renewable energies and their environmental impacts to cli-
mate change as well as renewable energies and clean energies, giving their 
advantages, limitations and challenges. Section 19.2 discusses the ANSYS 
simulation software with artificial intelligence (AI) methods. Section 19.3 
is dedicated to results and discussion of using ANSYS simulation soft-
ware with AI methods enhancement on hydrokinetic turbine system. 
Limitation and challenges will also be presented in this section. Section 
19.4 discusses the advantages of using ANSYS simulation software for 
teaching and learning in advanced engineering courses for higher educa-
tion level. Finally, Section 19.5 presents the conclusion and future works.

19.2 ANSYS SIMULATION SOFTWARE
ANSYS Inc. is an American multinational company with its headquarters 
based in Canonsburg, Pennsylvania. ANalysis of SYStems or in short form 
ANSYS develops and markets Computer Aided Engineering (CAE) and 
multi-physics engineering simulation software for product design, testing, 
and operation and offers its products and services to customers worldwide, 
including NASA (NASA press release (2022)). ANSYS Mechanical finite ele-
ment analysis software is used to simulate computer models of structures, 
electronics, or machine components for analyzing the strength, tough-
ness, elasticity, temperature distribution, electromagnetism, fluid flow, 
and other attributes (ANSYS official website). ANSYS is used to determine 
how a product will function with different specifications, without building 
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test products or conducting crash tests (ANSYS Official Website). Most 
ANSYS simulations are performed using the ANSYS Workbench system, 
which is one of the company’s main products (ANSYS Official Website). 
Typically, ANSYS users break down larger structures into small compo-
nents that are each modeled and tested individually (Houser, Mark (1995)). 
A user may start by defining the dimensions of an object, and then adding 
weight, pressure, temperature and other physical properties. The ANSYS 
software simulates and analyzes movement, fatigue, fractures, fluid flow, 
temperature distribution, electromagnetic efficiency and other effects over 
time (Nakasone (2006)).

ANSYS uses AI/machine learning (ML) methods to automatically find 
simulation parameters to improve speed and accuracy simultaneously, 
and guide early product optimization efforts to help engineers quickly 
find the best design space for their product design, based on thousands of 
parameters. ANSYS can use augmented simulation to speed up the simu-
lation by factors of 100× by training neural networks via data-driven or 
physics-informed methods. Advanced simulation technology, enhanced 
with AI/ML, is underpinning the engineering design process (ANSYS 
Official Website) (Figure 19.1).

19.3  ANSYS SIMULATION ON HYDROKINETIC 
TURBINE SYSTEM

19.3.1 Hydrokinetic System

The emergence of hydrokinetics as a renewable and clean energy solution 
opens new possibilities for regions where installations of hydropower is 
impossible. Hydrokinetic system was originally developed to overcome 
the numerous problems associated with water reservoir (Kusakana & 
Vermaak, 2013) and their technologies are designed to be deployable 
directly without significantly altering its environment (Khan et al., 2009). 
The typical design of hydrokinetic technology brings about several advan-
tages over conventional hydropower including:

• Dam-free power generation

• Preservation of the natural flow of the river

• Better preservation of the ecosystem and natural habitat.

Being a relatively new energy solution, there are still ambiguity in 
the definition of its technology classes, field of applications and their 
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FIGURE 19.1 ANSYS simulation platform.
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conversion concepts. Generally, the term hydrokinetic is used to describe 
both river and tidal applications and depending on their working prin-
ciples, the current existing hydrokinetic systems can be organized into 
two main classes: Wave Energy Conversion (WEC) and Current Energy 
Conversion (CEC) systems (Yuce & Muratoglu, 2014).

19.3.2 Current Energy Conversion (CEC) System

The process of CEC system utilizes the kinetic energy available in river 
streams, tidal currents, canals, and other man-made waterways to rotate 
a turbine for electricity generation without impounding or diverting the 
flow of water resources (Inc, 2006). One of the earliest technologies that 
exploit water current as sources of energy is the watermill. A typical water-
mill system consists of a simple water wheel used to drive a mechanical 
process such as grinding, rolling, and hammering. Historically, watermills 
have been installed at fast-flowing rivers for food, textile and paper pro-
duction, amongst other applications (Tanier-Gesner et al., 2014, as cited 
in (Ibrahim et al., 2021)). The terminology used to describe current energy 
converter varies in the works of literature throughout the years, it is some-
times referred to as “Water Current Turbine (WCT)”, “Free Flow/Stream 
Turbine”, “Zero Head Hydro Turbine”, “In-stream Hydro Turbine” or just 
simply with the term “Hydrokinetic Turbine”. Depending on its areas of 
application, similar technologies generally are identified as “River Current 
Energy Conversion System (RCECS)” for river and artificial waterway appli-
cations, “Tidal In-Stream Energy Converter (TISEC)” for tidal applications, 
and “Marine Current Turbine” for ocean application. Other common albeit 
misleading terms used to identify the system include “Watermill”, “Water 
Wheel”, or just as “Water Turbine” (Khan et al., 2009).

A CEC system follows a familiar structure design. The kinetic energy of 
water stream is converted into mechanical energy as it rotates the blades 
of the hydrokinetic turbine. The hydrokinetic turbine is connected to a 
generator by a shaft. The generator, usually of a permanent magnet syn-
chronous type, is coupled with a gearbox unit which constitutes for the 
conversion of mechanical energy into electrical energy. Generated elec-
tricity is then distributed to power electrical loads or in a battery (Salleh 
et al. 2019).

19.3.3 Wave Energy Conversion (WEC) System

A WEC system extract wave energy by creating a system of reacting forces, 
in which two or more bodies move relative to each other. The primary 
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types of the system include oscillating wave columns (OWC), overstop-
ping devices, attenuators, terminators and point-absorbers (RESOLVE 
Inc., 2006).

19.3.4  ANSYS Using AI Enhancement Simulation on  
Hydrokinetic Turbine System

19.3.4.1  Methodology: Hydrofoil Selection and Turbine Creation  
for the Product Design

The product design of the hydrokinetic turbine begins by determining the 
sizing of the rotor which factors into the cost of the rotor. Normally, the 
cost of a rotor increases with an increase in its size, therefore it is much 
preferable to obtain an efficient rotor instead of a very large rotor (Chica 
et al., 2015). Followed by, the modelling of the rotor blades which starts 
with deciding the shape of the blade cross-section. The cross-section geom-
etry of a hydrokinetic turbine blade is normally referred to as a hydrofoil, 
which typically a similar design as the airfoil for a wind turbine blade. 
But in contrast, most hydrofoils differ by having a higher curvature at the 
upper surface than at the lower surface. The efficiency and performance 
of a hydrokinetic turbine depends on the geometry of the hydrofoil used 
on the blade which can be composed of one or more hydrofoil types. In 
general, thinner hydrofoils have better efficiency than thick hydrofoils but 
relatively thicker hydrofoils should be employed near the blade root than 
at the blade tip to achieve a balance of efficient and structurally strong 
blades. For hydrokinetic turbines, the blades sections should be relatively 
thicker than that of a wind turbine to withstand the hydrodynamic forces 
acting on the hydrokinetic blades that are greater than the aerodynamic 
forces on the wind turbine (Ahmed, 2012).

The turbine is modeled using a computer aided design (CAD) soft-
ware called SOLIDWORKS 2021. To generate the hydrofoil model into 
Solidworks, the software requires the calculated coordinates of the hydro-
foil which may be easily taken from the airfoil database available online. 
To automatically produce the hydrofoil model into Solidworks, the selected 
hydrofoil coordinates must be rearranged and reformatted in three sepa-
rate columns for x, y, and z coordinates before transferring the said coor-
dinates into Solidworks. The operational and geometrical description of 
the 3-straight-bladed horizontal axis turbine can be found in Table 19.1.

After generating the turbine geometry, the next step involves determin-
ing the suitable geometry that is compatible with running simulations on a 
computational fluid dynamics solver in ANSYS. According to the work of 
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Schleicher et al. (2013), the conditions for ANSYS (that uses AI methods) 
to be successful is to have two sub-domains in the computational system, 
which makes the simulation result with better accuracy and improved 
computational time. For the hydrokinetic turbine system, by using the 
said settings, enables calculations of velocity and pressure fields in the 
channel sub-domain to be updated from an absolute frame of reference 
whereas the calculation for the turbine sub-domain to be taken from a 
relative frame of reference to the rotation rate of the rotor. The computa-
tional domain for the Computational Fluid Dynamics (CFD) simulations 
is created using ANSYS SpaceClaim.

After all the geometric models are built, the next step involves the dis-
cretization of the computational domain in a finite number of elements 
in which governing equations (such as turbulent kinetic energy and spe-
cific dissipation equations) are solved, in which these equations are already 
embedded in ANSYS. The accuracy of the computational simulations 
results is dependent on the mesh generation that users provided for the 
analysis (Schleicher et al., 2013). For this hydrokinetic turbine system, an 
unstructured tetrahedral mesh was applied on the channel sub-domain 
together with a structured prism with tetrahedral meshing on the turbine 
sub-domain. It is important to implement both large and small elements 
for the mesh construction. Typically, smaller elements should be employed 
in the regions of importance such as in the near-wall regions to improve the 
accuracy of the solution, however the challenge is that, its usage increas-
ingly put more burdens on the computational time and resources for the 
completion of the solution and so larger elements should be placed in 
regions of less importance to help ease the computational process. In this 
context, to avoid having a too large number of small elements, prism layers 
are used to generate enough fine mesh on the near-wall regions of interest 

TABLE 19.1 Geometrical Parameters of Horizontal Axis 
Hydrokinetic Turbine

Parameter

Blade profile Asymmetrical NACA2421
Mass [g] 3237.05
Number of blades 3
Pitch angle, β [°] 0, 3, 6, 9, 12, 15, 18
Radius [mm] 500
Swept area [mm2] 785,398
Shaft radius [mm] 100
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and provide enough small numerical values, i.e. non-dimensional param-
eters, which defines the distance of the first mesh node of the adjacent cell 
to the non-slip wall of a solid surface which are essential for resolving the 
boundary layer flow (Lá ın et al., 2019).

The quality of the mesh plays an important role in ensuring that a simu-
lation performs as accurately as possible, which can be measured according 
to the skewness and the orthogonal quality of the generated mesh. A good 
quality mesh is expected to have a skewness value in between 0.25 and 
0.50 and an orthogonal quality value close to 1. Whereas a bad mesh has 
a skewness value close to 1 and inversely, an orthogonal value close to 0.  
Although, to ensure that a simulation may performs as it is expected, a 
minimum orthogonal quality for all types of cells should at least has a 
value of 0.01. (Al-Dabbagh & Yuce, 2018).

The mesh for the computational domains is generated through ANSYS 
Meshing and the overall mesh of the computational domain can be seen 
in Figure 19.2.

Tetrahedron elements are chosen for the discretization of the chan-
nel and turbine sub-domains. This meshing employs a body of influence 
meshing technique to influence the sizing of the elements in the overall 
mesh. The mesh elements are larger near the surfaces of the channel sub-
domain and it gradually becomes smaller as the mesh approaches the 

FIGURE 19.2 Overall mesh of the computational domain.
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center of the rotational domain as can be seen in Figure 19.3. The inflation 
function of the ANSYS Meshing is used to employ the prism layers sur-
rounding the turbine. Figure 19.4 depicts the prism layers generated along 
a cross section of the blade profile. Multiple meshes were prepared, with 
their prismatic layers before the simulations are performed.

FIGURE 19.3 The cross-section of the computational domain mesh.

FIGURE 19.4 Details of the prism layers surrounding the blade profile.
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One other important conditions before proceeding with the simula-
tion, is to assign the appropriate boundary conditions for the hydrokinetic 
turbine simulations, which should carefully match as close as possible to 
the experimental conditions. The boundary conditions hold important 
roles which factor for the flow distribution, hence affecting the forces 
and torques acting on the turbine and the generated power coefficient, 
among other results (Lá ın et al., 2019). Some of the common settings for 
boundary conditions in the hydrokinetic turbine simulation is to assign 
a velocity inlet with the desired current velocity at the inlet surface and 
a static pressure outlet at the outlet surface. A collection of literature by 
Behrouzi et al. (2016) indicated that the minimum workable velocity for 
turbine operation in a river is between 0.8 and 1 m/s, whereas an expected 
optimum current speed for a marine application is at least 2 m/s. Other 
beneficial boundary conditions that may be employed for the hydrokinetic 
turbine simulation are described below:

• Symmetry: This boundary condition overlooks the effects of free 
surface.

• Free slip wall: Enables the tangential motion allowing for the simula-
tion of the free surface without deformation.

• No slip wall: This condition sets the relative velocity at the solid wall 
as stationary.

19.3.4.2  Results and Discussion from ANSYS Simulation Using 
AI Enhancement on Hydrokinetic Turbine System

In the present study, ANSYS simulation using AI enhancement via ANSYS 
Fluent was carried out given the initial flow velocity of 1 m/s, to drive the 
turbine and obtain the rotational speed of the turbine sub-domain, namely 
the tip speed ratio, λ, given by Equation 19.1 of the turbine, in order to inves-
tigate the performance of the turbines of various fixed blade pitch angles β 
beginning from 0° to 18° at a regular increment of 3° per case. Using AI 
methods, the results will generate the power generation from the effect of 
tip speed ratio as well as the optimum tip speed ratio. The AI methods will 
automatically generate the pressure distribution and flow analysis of the 
blade hydrofoil at specified blade length and blade tip. These factors are 
important to investigate the factors affecting the lift and the drag produc-
tion of the blade, and therefore the efficiency of the hydrokinetic turbine.

The torque of the turbine was numerically evaluated using AI meth-
ods in ANSYS Fluent, where torque calculation was defined from each 
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surface of the turbine geometry seen in Figure 19.5. The torque output of 
the various turbines is then illustrated in Figure 19.6 and more detailed 
results can be observed in Table 19.2. The estimated power generation 
of the turbine is depicted in Figure 19.7 and their values are recorded 
in Table 19.3. Since the power output and torque output of turbines are 
directly proportional, both the torque output and power output graphs 
show a similar curved distribution for all the turbines under the same 
testing conditions. The tip speed ratios of a turbine rotor may affect the 
drag and lift forces production which are the two important parameters 
in hydrokinetic turbine performances. The torque generation and power 
output of the turbine can be seen to increase as the rotational speed of 
the turbine increases until it obtains the maximum power output at the 
optimum tip speed ratio. When a turbine reaches its optimum tip speed 
ratio, it experiences the greatest ratio of lift to drag forces which lead 
to the peak performance of the turbine. However, beyond the optimum 
tip speed ratio, the torque generation of turbine declines in quasilinear 
fashion as the rotational speed of the turbine increases for a specific 
water flow speed. Lower performances are observed in turbines with a 

FIGURE 19.5 Geometry of the simulated Turbine.
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rotational speed below its optimum tip speed ratio which is normally 
due to small lift generation and greater drag production is observed in 
a turbine operating at a higher tip speed ratio which consequently lead 
to smaller torque production in a turbine (Abuan & Howell, 2019; Ali & 
Jang, 2021).

The efficiency of the turbine can be evaluated by comparing the power 
coefficient against its operating tip speed ratio by calculating using the Cp 
equation defined in Equation 19.2. The results are shown in Figure 19.8  
and the estimated Cp values are listed in Table 19.4. According to 
Figure 19.8, the maximum Cp value is measured below 0.592 (Betz’s limit, 

FIGURE 19.6 Angular velocity ω vs torque output of turbines at various blade 
pitch angle β.

TABLE 19.2 Torque Distribution Table of Turbines with Different β Values, Rotating at 
Different ω Values

T [Nm] ω [rad/s]

2 4 6 8 10 12 14

β 
[°

]

0 1.19 1.89 8.54 19.8 17.5 12.5 7.94
3 2.12 3.40 11.8 20.7 17.3 12.8 8.72
6 3.12 5.06 14.0 18.7 15.3 11.1 7.50
9 3.87 6.00 15.9 16.9 12.7 8.19

12 4.64 7.85 15.4 13.9 8.72 3.13
15 5.04 8.80 15.2 10.1 3.31
18 5.42 9.41 12.4 5.62
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TABLE 19.3 Power Distribution Table of Turbines with Different β Values, Rotating at 
Different ω Values

P [W] ω [rad/s]

2 4 6 8 10 12 14

β 
[°

]

0 2.37 7.55 51.3 158 174 150 111
3 4.24 13.6 70.9 166 172 153 122
6 6.25 20.2 83.8 150 153 133 104
9 7.75 24.0 95.1 136 127 98.3

12 9.28 31.4 92.7 111 87.2 37.5
15 10.1 35.2 91.2 80.8 33.1
18 10.9 37.6 74.3 45.0

FIGURE 19.7 Angular velocity ω vs power output of turbines at various blade 
pitch angle β.

TABLE 19.4 Power Coefficient, Cp Distribution Table of Turbines with Different β 
Values, Rotating at Different ω Values

Cp λ

1 2 3 4 5 6 7

β 
[°

]

0 0.01 0.02 0.13 0.40 0.45 0.38 0.28
3 0.01 0.03 0.18 0.42 0.44 0.39 0.31
6 0.02 0.05 0.21 0.38 0.39 0.34 0.27
9 0.02 0.06 0.24 0.35 0.32 0.25

12 0.02 0.08 0.24 0.28 0.22 0.1
15 0.03 0.09 0.23 0.21 0.08
18 0.03 0.10 0.19 0.11
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FIGURE 19.8 Tip speed ratio λ vs power coefficient Cp of turbines at various 
blade pitch angle.

FIGURE 19.9 Trend of power coefficient of turbines at different blade pitch 
angle β.
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i.e. there exists a limit to the proportion of extractable kinetic energy from 
the flowing fluid relative to its maximum available kinetic energy in the 
fluid) for all the turbines under the same testing conditions.

However, it can be observed that with increasing fixed blade pitch angle, 
the maximum power coefficient of the turbine decreases as can be seen in 
Figure 19.9. Therefore, a turbine with a low blade pitch angle may provide a 
better option than a turbine with a high blade pitch angle when compared 
by its power efficiency alone.

The limitation of this research study is the overall time needed to run all 
the simulations, which are also increasing exponentially for a given small 
interval increment (blade pitch angle β).

19.4  APPLICATIONS OF ANSYS IN HIGHER 
EDUCATION CURRICULUM

Applications of ANSYS has currently been implemented in the form of 
ANSYS GRANTA EduPack (ANSYS Official Website) which helps educa-
tors in higher education to engage and inspire students who are taking 
engineering courses and supports students’ learning with these pack-
ages throughout the engineering curriculum. Teachers and lecturers can 
also support existing teaching materials and create new courses as well 
as applying innovative teaching approach, using this ANSYS GRANTA 
EduPack. These packages can also promote interdisciplinary learning and 
project work among group of students.

19.5 CONCLUSION & FUTURE WORK
This study has presented the performance of horizontal axis hydro (water)-
kinetic turbine system across a range of blade pitch angles in a steady 
flow with a water velocity of 1 m/s. From these results, using AI methods 
enhancement, the best scenario for achieving the greatest efficiency in the 
power generation for this type of turbine is to employ the blades with a low 
pitch angle. A turbine with a fixed blade pitch angle of 3° has shown the 
greatest power production among its different variations of a turbine and 
hence provides the best efficiency with a maximum Cp = 0.44 at optimum 
tip speed ratio, λ = 4.5. At low blade pitch angle, turbines can be oper-
ated at a higher optimum tip speed ratio which increases the maximum 
lift to drag ratio of the blade and therefore better efficiency. Hence, using 
AI enhancement, the ANSYS simulation can help the engineers quickly 
explore and predict whether or not the product design works feasibly in 
the real world. Thus, this simulation software is not only important for 
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research but also beneficial for teaching and learning in higher education, 
in which students, especially engineering students could explore their 
products design in more depths using ANSYS GRANTA EduPack. Future 
work is recommended to validate the results from ANSYS simulation 
software by designing the same product design hardware in experimental 
settings.
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20.1 CONCLUSION
Intelligent Systems of Computing and Informatics (ISCI) is a new para-
digm via novel framework that can be used to cater the need of IR4.0, 
SDGs by 2020, and Carbon Zero Net by 2050 in many aspects in our daily 
lives. For instance, machine learning and big data analytics can be used in 
Teaching and Learning (T&L) especially on course delivery and automated 
marking and grading system. This will be enhancing the learning process 
through online platform. The students can receive instant feedback and 
the grading is obtained in quick manner. This will ensure the students can 
improve their understanding as well as score and perform better in their 
respective assessments. Machine learning also plays an important role to 
the special students especially in improving their abilities to read, hear, 
and speak. Besides, the automated process is a crucial task in the manu-
facturing processes [1–5]. PETRONAS is also in the process to automate 
their processes especially in oil and gas exploration and reducing carbon 
emissions [4]. Figure 20.1 shows the proposed ISCI framework that has 
been developed in the present studies.

https://doi.org/10.1201/9781003400387-20
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20.2 FUTURE EXTENSION
There are many potential applications that can be derived and developed 
based on the ISCI framework. Some possible future extensions are sum-
marized below:

• Building upon the foundation laid by the noninvasive microwave 
system (MiS), the study aims to enhance the accuracy and applica-
bility of fat depth assessment. Further investigation could involve 
delving into advanced machine learning techniques, such as ensem-
ble methods or deep learning, to optimize the predictive capabili-
ties of the models. In addition, exploring alternative dimensionality 
reduction techniques beyond PCA and K-means, like t-SNE or Lasso 
regression, could provide novel insights into feature selection and 

FIGURE 20.1 Intelligent systems of computing and informatics (ISCI) 
framework.
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model enhancement. Moreover, the research could extend its scope 
to incorporate other relevant variables that might impact fat depth 
estimation, leading to a more comprehensive predictive framework. 
By continuously refining methodologies and embracing emerging 
technologies, this chapter’s future endeavors promise to contribute 
to the advancement of fat depth measurement in the realm of animal 
agriculture.

• Investigating the other features that can improve detection accu-
racy while simultaneously decreasing the false positive rate (FPR) and 
increasing the true positive rate (TPR). Moreover, exploring deep learn-
ing methods like convolutional nural networks (CNNs), recurrent neu-
ral networks (RNNs), and long short-term memory (LSTM) models 
shows potential for advancing the field of malware detection further.

• More multidisciplinary cooperations are interested in gaining 
insight into the analysis of electroencephalogram (EEG) data to fur-
ther understand the human mind. Hence EEG data analysis mani-
fests as a dynamic field that has been developing quickly. EEG signals 
are often complex and contain noisy data, which require advanced 
processing techniques. Some possible directions might involve the 
development of more sophisticated methods for denoising, artifact 
removal, feature extraction, and feature selection. Machine learn-
ing approaches, including swarm intelligence techniques, could play 
a significant role in improving the accuracy and efficiency of these 
processes. Regardless promising results found in this study, in the 
future more swarm intelligence techniques need to be tested on dif-
ferent datasets to determine the quality of selected features in mining 
human emotions.

• In future endeavors, it is crucial to give primary importance to 
improving document feature vectors, term-document matrices, and 
the semantic connections between words. This can be achieved by 
conducting comprehensive analysis involving both human insights 
and large text datasets. This strategy will significantly enhance the 
efficiency and precision of the analysis process.

• Another compelling direction involves delving into more intricate 
SVM kernels, such as nonlinear kernels like polynomial or Gaussian 
radial basis function (RBF), which could unlock even greater predic-
tive potential. Expanding the dataset to include additional relevant 
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features, such as nutritional aspects or breed characteristics, may 
further enhance the model’s precision. As the field of machine learn-
ing evolves, experimenting with ensemble methods or hybrid models 
could lead to unprecedented predictive accuracy. The incorpora-
tion of interpretability techniques, such as SHAP values or feature 
importance analysis, could provide valuable insights into the model’s 
decision-making process. By harnessing these innovative approaches 
and staying attuned to emerging methodologies, the chapter’s future 
trajectory is poised to redefine the landscape of lamb carcass fat 
depth prediction.

• Given the challenges faced in face detection at specific distances, 
future research could focus on optimizing the CNN model to handle 
a wider range of distances effectively. This could involve refining the 
network architecture, incorporating additional training data with 
varying distances, and exploring techniques like depth estimation to 
improve accuracy across different distances. Integrate the attendance 
tracking system with broader educational analytics platforms. This 
could provide insights into attendance patterns, student engagement, 
and correlations between attendance and academic performance. 
The T&L delivery and assessments can be improved further.

• Higher learning institutions are exposed to phishing attacks, endan-
gering sensitive data and reputation. Therefore, a comprehensive 
awareness program, including posters, infographics, videos, and 
seminars, will educate and empower staff to identify and thwart 
phishing attempts. Higher learning institutions should conduct 
awareness programme periodically using suitable means to protect 
their organisation from attacks on human or users. This is very cru-
cial for all institutions facing the current challenges as well as to fulfil 
the Education 4.0 objectives.

• Intelligence Random Forest Application in Developing Regression 
Model has made significant strides in revolutionizing fat depth 
prediction through the utilization of machine learning techniques. 
However, there are several potential future directions that can be 
explored to further enhance and expand upon the findings of this 
study. For instance, exploring various algorithms such as gradient 
boosting, support vector regression, or neural networks could poten-
tially lead to even more precise predictions. In this study, the focus 
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was primarily on the application of machine learning algorithms to 
the given dataset. However, further investigations into feature engi-
neering techniques may uncover additional variables or transforma-
tions that can enhance the predictive power of the models. Feature 
selection methods, dimensionality reduction techniques, or incor-
porating domain-specific knowledge could be explored to refine the 
input variables.

• A database must be created to map the user hardware’s MAC address to 
the authentication database in the server. Network speed should be con-
sidered as the number of users increases. The standard operating proce-
dure for user (facial image) registration must be designed to comply with 
the Personal Data Protection Act. After the user logs in, the average eye 
blinking computation time could also be considered. This approach will 
enhance the security and the safety of the users and the data itself.

• Object detection and recognition in low-light conditions is a very 
crucial tasks in many aspects of 4IR. The evaluation of the latest deep 
neural network algorithms, the enhancement of the dataset, and the 
development of mobile applications as testing modules are all prom-
ising areas of research that could lead to significant advances towards 
intelligence systems.

• The proposed EDGSOR algorithm to solve nonlinear problems 
significantly have improved the performance of existing iterative 
methods. Some possible extension is by leveraging optimization 
and data-driven approaches, researchers can unlock new levels of 
accuracy, efficiency, and understanding in predicting and control-
ling complex diffusion phenomena. This research direction has the 
potential to revolutionize applications ranging from environmental 
remediation to advanced materials design.

• Further studies that may be carried out are implementing more com-
plex functions to find the roots to solve arbitrary nonlinear equa-
tions. Furthermore, it may also be possible to upgrade a method that 
has a relatively low error from the current one. The method that has 
been developed also needs to be reviewed whether it can be imple-
mented in the problem of finding the optimum value of a function.

• The implementation of different interpolation method applies 
to the data sets such as spline or other new interpolation methods. 



324   ◾   Intelligent Systems of Computing and Informatics

Beside that utilizing different or new numerical method would also 
improve the finding. This will ensure data processing will be as fast 
and as accurate as possible so that the efficiency of predicting is 
improve and without any lagging.

• The future direction of succinate and lactate production in metabolic 
engineering holds exciting prospects with the potential for numer-
ous applications in biotechnology and industry. First, future efforts 
will likely focus on engineering metabolic pathways to increase the 
efficiency of succinate and lactate biosynthesis. This could include 
the design of novel enzymes or the optimization of existing ones. 
Second, advances in fermentation processes, including bioreactor 
design and process control, will play a crucial role in increasing the 
production of succinate and lactate. Continuous fermentation, meta-
bolic flux analysis, and online monitoring will likely be employed for 
real-time optimization. Lastly, the integration of metabolic modeling 
and synthetic biology will become more prominent. Furthermore, 
the predictive modeling can be used to guide the design of engi-
neered strains, and synthetic biology toward an automated predic-
tive maintenance.

• Another possible further study includes Internet of Things (IoT) 
architecture on multiple variable speed air conditioning to gain and 
analyse variety of data. Independent pressure sensor and collect the 
refrigerant pressure data to study the relationships and gain impor-
tant insights. This will enable the consumers to reduce electricity 
consumption as well as reducing CO2 emissions toward Carbon Net 
Zero by 2020.

• In terms of processing the large data set recorded at the various 
meteorological station and later it can be analyzed using the Openair 
package which can be used in the Comprehensive R Archive Network 
(CRAN). The air quality data recorded in the various meteorological 
stations across the world can also be used by this Openair package 
for further analysis.

• Future directions of the beacon and its technology in teaching and 
learning toward 4IR and SDG No 4: Quality Education by 2030. 
Intelligent interactive environment and personalized immersive 
educational experience are one of the many potential applications 
offered by this exciting technology.
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• The future direction of using ANSYS simulation software, which 
uses artificial intelligence methods to help engineers in designing 
optimal new or existing product design for the clean energy system, 
specifically, the emergence of hydrokinetics as a renewable & clean 
energy solution. This ANSYS simulation software opens new possi-
bilities for regions where installations for hydropower are impossible. 
The typical design of hydrokinetic technology such as hydrokinetic 
turbine system brings about several advantages over conventional 
hydropower including dam-free power generation, preservation of 
the natural flow of the river and better preservation of the ecosystem 
and natural habitat.

• Another possible extension is the implementation of the proposed 
Intelligent Systems of Computing and Informatics (ISCI) to cater 
scattered data interpolation problems arising in many science and 
engineering applications. For instance, in medical imaging, where 
the data are very huge, deep learning can be integrated into exist-
ing scattered data interpolation scheme to produce efficient method 
to reconstruct highly accurate interpolating surfaces. These surfaces 
are smooth and can be used to represent the geometric shape of the 
objects.

Overall, the future of the ISCI looks bright especially to cater the objec-
tives of SDGs, 4IR, and Carbon Net Zero by the year 2030 until 2050.
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