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Preface

Synthetic aperture radar (SAR) can prove to be a very broad and complex subject
area, especially for those new to the field. Even so, I firmly believe even the
most difficult topics can and should be presented in a clear and concise manner
such that the student can fully comprehend the material. Education is not the
aggregation of facts; it is the accumulation of understanding and knowledge about
particular subjects. That said, there are several SAR handbooks, briefings, and
online references containing useful material with little or no explanation or analysis.
These are valuable resources and have their place as references for students and
engineering professionals. However, there is a tendency to indiscriminately use
equations, generalities, and approximations in situations where not applicable. The
intent of this book is to provide the reader with a straightforward and succinct
introduction to, and explanation of, critical elements that go into the generation
of SAR imagery. To reinforce those SAR concepts, a tool suite consisting of
Python® notebooks and corresponding MATLAB® live scripts is included with this
book. This gives the user a mechanism to analyze and predict SAR performance
for various scenarios and applications. It also provides the user with tools to
create, manipulate, and work with SAR imagery. The user has full access to
the Python notebooks and MATLAB live scripts to modify for their particular
application. Several examples using the tool suite are given at the end of each
chapter. These examples, combined with the end of chapter problem sets, make
this an excellent choice for a senior or first-year graduate level course in SAR, as
well as professionals seeking to enter the field.

While there are numerous topics in the field of SAR, this book focuses on the
more crucial concepts. The book begins with a brief history of the invention and
development of SAR. This is followed by a discussion of sensors and applications.
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xiv Introduction to Synthetic Aperture Radar Using Python and MATLAB

Included in the introductory chapter are detailed instructions for obtaining and exe-
cuting the accompanying software. Chapter 2 begins with basic SAR imaging prin-
ciples and then moves into a detailed coverage of stripmap and spotlight imaging.
Next, modes designed to cover exceptionally large areas are discussed, including
ScanSAR, TOPSAR, and SweepSAR. The chapter proceeds with interferometric
SAR, which is used to obtain very precise measurements of surface topology, and
polarimetric SAR, which is beneficial in determining the nature of the target scatter-
ing. Bistatic and multistatic data collection geometries are then presented, followed
by inverse SAR imaging. The chapter concludes with a discussion about digital
beamforming and its usage in various imaging modes. Chapter 3 covers the details
of image formation algorithms. First, one-dimensional range profiles are created
with matched filtering and stretch processing. The chapter then moves into two-
dimensional imaging algorithms, including range Doppler, polar format, and fil-
tered backprojection methods. The simultaneous iterative reconstruction technique
(SIRT), simultaneous algebraic reconstruction technique (SART), and multiplica-
tive algebraic reconstruction technique (MART) are then presented. The chapter
concludes with a brief discussion of some nontraditional image formation methods.
Chapter 4 is dedicated to three-dimensional SAR imaging. To begin, a review of the
development of three-dimensional imaging is given. This review includes airborne,
spaceborne, through-wall, and inverse SAR imaging. The point spread function is
developed and spatial resolution is examined in three-dimensions. Next, the polar
format and filtered backprojection algorithms are extended to three-dimensions and
the chapter concludes with three-dimensional imaging examples. Chapter 5 deals
with autofocus techniques and begins with background and motivation for SAR
autofocus, followed by the signal error model used in this book. As an introduction
to nonparametric autofocus algorithms, inverse filtering is presented as it is intu-
itive and relatively simple to implement. Map drift, phase gradient, and minimum
entropy autofocus algorithms are then covered. The chapter concludes with a dis-
cussion of several advanced autofocus methods. Chapter 6 is concerned with image
registration and begins with an overview of the different algorithm categories. Next,
phase correlation is used to register images that are translated, rotated, and scaled
with respect to one another. Feature extraction and matching algorithms includ-
ing Harris corner, scale invariant feature transform (SIFT), and speeded-up robust
features (SURF) are then covered. Oriented FAST and rotated BRIEF (ORB) is
presented as a viable alternative to SIFT and SURF. The chapter concludes with



Preface xv

methods for extracting the geometrical warp function between two images. Chapter
7 investigates various limiting factors on SAR system performance, including im-
age quality, revisit times, mapping rates, onboard processing, and downlink perfor-
mance. The chapter begins with an analysis of spatial resolution and signal-to-noise
ratio, which influence image contrast and speckle. The radar general image quality
equation (RGIQE) and the Radar National Imagery Interpretability Rating Scale
(RNIIRS) assessments of image quality are also presented. The chapter concludes
with an overview of data processing, storage, and downlink performance consid-
erations. Chapter 8 provides an overview of current trends and future directions
for SAR systems and imagery. There has recently been a huge surge of interest in
commercial SAR applications and systems and as data becomes more affordable
and accessible, advancements in data analysis, image processing, and ease of use
will follow. This will invariably lead to new and different use cases and will make
for exciting times in the field of SAR.
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Chapter 1

Introduction

A picture is worth a thousand words.

–Fred R. Barnard

Synthetic aperture radar (SAR) is an active sensing system capable of producing
high-resolution imagery of landscapes, planets, space debris, drones, ships, and
even humans. The question is often raised, “why SAR?” While there are a number
of benefits of SAR, the biggest advantage it has over other forms of imaging is
the ability to provide high-resolution, 24-hour, all-weather imagery [1]. Passive
imaging sensors such as electro-optical (EO), infrared (IR), and hyperspectral are
severely degraded and often completely obscured by clouds, smoke, canopies,
darkness, rain, and snow. Figure 1.1 shows SAR imagery of the Mississippi River
Delta. In contrast, Figure 1.2 shows an example of SAR imagery of the Muscat
International Airport in Oman. While these are two very different types of imaging
scenes, landscape and urban, the ICEYE constellation is capable of producing very
high-quality imagery of various types of scenes using different imaging modes [2].

SAR makes use of the flight path of the platform to synthesize a much larger
aperture than the physical antenna. Radar signals are transmitted and received at
successive locations along the synthetic aperture and signal processing coherently
combines these signals to create the imagery. As shown in later chapters, SAR sys-
tems can produce two-, three-, and four-dimensional (space and time) images. This

1
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Figure 1.1 SAR imagery of the Mississippi River Delta, 2020. Courtesy of ICEYE.

chapter begins with the history and development of SAR, followed by basic scatter-
ing phenomenology. A discussion of various applications and current systems, and
an overview of the software tool suite accompanying this book is then given. The
chapter concludes with detailed instructions for obtaining and running the Python®
software in Google Colaboratory and the MATLAB® software in Live Editor.
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Figure 1.2 SAR imagery of Muscat International Airport, Oman, 2021. Courtesy of ICEYE.

1.1 HISTORY

The term radar was first used in the 1940s by the United States Signal Corps
working on those systems for the United States Navy. Immediately following World
War II, advancement in radar technology slowed significantly. However, the 1950s
saw the emergence of several new technologies including highly accurate tracking
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radars, klystron amplifiers for high-power, long-range systems, and the emergence
of SAR systems [3].

Carl Wiley came up with the original principles of synthetic aperture radar
at Goodyear Aircraft Company in June 1951 while working on a correlation
guidance system for the Atlas intercontinental ballistic missile program [4]. Using
the Doppler shift associated with a moving antenna, and analyzing the frequency
content of the return signals, Wiley was able to create higher resolution radar images
using a smaller antenna than required for traditional systems. In early 1952, Wiley
constructed a concept system named Doppler Unbeamed Search Radar which was
deployed on a C-47 aircraft and was the first system to use SAR to create imagery.
The original system had a resolution of 500 feet which was improved to 50 feet
by the late 1950s [5]. Wiley applied for a patent in 1954 for what was named
Simultaneous Buildup Doppler [6]. While this is widely considered the first SAR
patent, researchers at the University of Michigan and the University of Illinois
developed a similar approach of processing signals over a synthetic aperture [5]. The
University of Illinois’ Control Systems Laboratory laid the groundwork for radar
systems with improved angular resolution and simultaneous range focusing [7].
This work was included in a 1952 Department of Defense study named “The Eyes of
the Army” [8] and in 1953 produced stripmap imagery as part of Project Wolverine.
In the summer of 1953, an Army, Navy, and Air Force sponsored program at the
University of Michigan’s Willow Run Research Center resulted in the plans for the
development of a more practical SAR system and by 1957 airborne SAR began
providing remarkable imagery.

The vast amount of processing required for SAR was beyond the limits of
analog processors, therefore optical signal processing techniques were employed in
the first SAR systems. This approach produces high-quality images very quickly.
The main disadvantage was the output had to be photographically recorded, which
created a time delay and made the equipment heavy. The optical components
were susceptible to vibration and had to be aligned with great care and precision.
Many of the early SAR systems transferred the data to a ground station for image
creation and processing [9]. The development of solid-state circuit components in
the 1970s made it possible to process the radar return signals digitally in real time.
These components were low-cost and lightweight which led to SAR systems being
incorporated in small airborne platforms capable of advanced image processing
techniques for a variety of applications.
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The public acknowledgment of SAR came in 1960 with a press release about
an experimental Army system [10]. Civilian applications of SAR first became
practical in the 1970s. The National Oceanic and Atmospheric Administration
and the Jet Propulsion Laboratories collaborated to develop SAR technologies to
be used on a satellite to make oceanic observations. In June 1978, Seasat was
launched, making it the first civilian application of SAR as well as one of the
earliest Earth-observing satellites [11]. Even though Seasat only operated for 105
days, it measured wave heights, atmospheric moisture, features of sea ice and ocean
topography, and more importantly demonstrated the feasibility of a SAR sensor on
a spaceborne platform [11].

Following the success of the Seasat project, the European Space Agency
(ESA) made the decision to include a SAR sensor in the final design of the European
remote sensing (ERS) Earth-observing satellites ERS-1 and ERS-2. These two
systems provided global measurements of the Earth’s environment [12, 13]. These
were significantly important SAR systems that far exceeded expected life spans, and
provided well over one million images of different scenes [13]. The ERS systems
had a standard image size of 100 × 100 km with a spatial resolution of 25 × 25
m [12, 13]. For some imaging modes, the data rate was too high to record the data
onboard and could only be used when in range of ground stations used by ERS
systems. In 2002, Envisat launched as a successor to ERS [14]. Envisat was a very
large Earth observation satellite with 10 sensors including a more advanced SAR
sensor, the advanced synthetic aperture radar (ASAR). ASAR was an extension of
the SAR radar from the ERS program and was built by Matra Marconi Space [14].
The Envisat mission concluded in 2012 with the loss of communication with the
satellite.

Spaceborne SAR designs in the USSR were originally developed during
1963–1965 [15]. Plans for a 1978 launch of a manned orbit station with SAR were
cancelled [16]. This was during the same time frame the United States launched
Seasat [11]. The Ekor-1 SAR system was used on the Kosmos-1870 spacecraft
during 1987–1989, with a spatial resolution of 20 m [17]. The Ekor-1 system also
employed optical aperture synthesis. Improvements to this system were made and
the Ekor-A1 was deployed on the Almaz-1 spacecraft with a spatial resolution
of 10–12 m [16, 17]. This upgraded system took advantage of spacecraft roll to
significantly reduce revisit times and took part in joint experiments with AIRSAR,
SIR-C/X-SAR, ERS-1, and ERS-2 [16].
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Over the past decades there have been numerous advances in radar hardware,
computing, image processing techniques, and imaging algorithms. These advance-
ments have created a wide range of SAR systems and missions covered in later
chapters.

1.2 FUNDAMENTALS

Figure 1.3 shows a basic SAR imaging geometry where the platform moves in
the along-track direction while transmitting and receiving electromagnetic energy
[18, 19]. Referring to Figure 1.3, the resolution of the SAR system in the ground
range dimension is causally related to the bandwidth of the radar waveform, while
the resolution in the cross-range dimension is related to the wavelength, physical
antenna size, and synthetic aperture length. A larger antenna gives finer cross-range
resolution for a fixed wavelength. For example, to achieve a cross-range resolution
of 10 m from a spaceborne satellite operating at X-band would require an antenna
of approximately 2,550 m. An antenna of this size is impractical, and this is where
the synthetic aperture concept comes into play. A smaller, practical size antenna is
used to collect a series of radar measurements that are combined in such a way as to
synthesize a much larger effective antenna. This concept of synthesizing an aperture
is the basis for all modern SAR systems. Modifications to the basic geometry
given in Figure 1.3 are used to optimize coverage, resolution, processing, and other
imaging parameters. Recent technology advances in antenna design and processing
have made it possible to produce high-resolution images across exceptionally large
image coverage areas [19, 20].

1.2.1 Operating Frequency

SAR systems transmit electromagnetic energy in different frequency bands depend-
ing on the intended application. Table 1.1 gives commonly used frequency bands
and applications for SAR systems [1]. The penetration of the signal transmitted by
the SAR system into the scene is fundamentally related to the wavelength of the
electromagnetic energy. Signals transmitted at longer wavelengths penetrate deeper
into soils and vegetation. For example, X-band signals scatter from the top layer of
a forest canopy, while C-band signals penetrate the top layer and experience a mix
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Figure 1.3 Basic stripmap SAR imaging geometry.

of surface and volume scattering. On the other hand, L-band and P-band signals
have much deeper penetration and experience more volume scattering as well as
double-bounce scattering as illustrated in Figure 1.4 [19]. The choice of operating
frequency also depends on factors such as atmospheric attenuation, RF hardware
limitations, sampling requirements, digital processing, and data downlinks.

1.2.2 Sensor Polarization

In addition to frequency diversity, SAR systems can transmit and receive electro-
magnetic energy with different polarization. Polarization refers to the orientation
of the electric field of an electromagnetic wave. In general, the electric field traces
out an elliptical path as a function of time. For radar applications there are two
important special cases of elliptical polarization, namely linear and circular polar-
ization. Most SAR systems are linearly polarized with newer sensors having full
polarization capability.
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Table 1.1
Frequency Bands Commonly Used by SAR Systems

Frequency Band Frequency
Range (GHz)

Applications

UHF (ultrahigh frequency) 0.3–1 Foliage penetration, subsurface imaging,
and biomass estimation

L (long) 1–2 Foliage penetration, subsidence monitor-
ing, biomass and vegetation mapping, in-
terferometry

S (short) 2–4 Agriculture, ocean, ice, and subsidence
monitoring

C (compromise) 4–8 Large area mapping, change detection, ice
monitoring, ocean navigation

X (secret during WWII) 8–12 High resolution, snow and ice monitoring,
urban imaging, low penetration

Ku (under K) 12–18 Snow monitoring and very high resolu-
tion

K (kurz) 18–24 Through-wall, automotive, and small
UAV systems

Ka (above K) 24–40 Scan on receive, interferometry, very high
resolution

For linearly-polarized systems, the electric field vector is always in the
same plane and may be either vertical (V) or horizontal (H). Vertically-polarized
waves tend to be less affected by reflections over the transmission path, while
horizontal polarization tends to be less affected by man-made objects [3]. Note,
care must be taken with SAR nomenclature. When discussing SAR imagery, HV is
commonly described as a signal transmitted in horizontal polarization and received
in vertical polarization. However, when discussing the scattering matrix, the matrix
element SHV represents a signal transmitted in vertical polarization and received in
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Figure 1.4 Scattering mechanisms and penetration by frequency band.

horizontal polarization. This difference can lead to confusion for those new to the
field, especially when presented within the same educational materials1 [21, 22].

The polarimetric data contains information about the structure of the area be-
ing imaged. Referring to Figure 1.4, rough surface scattering, including scattering
by bare soil and water, is strongest in the VV component. Double-bounce scattering
from buildings, trees, or dense vegetation results in dominant HH scattering. Strong
cross-polarization (i.e., VH or HV) is seen in volume scattering, including scattering
from leaves and branches as well as some marsh grasses in wetland areas [19, 23].
Applications that are made possible from observables using polarimetric SAR in-
clude ocean wave and wind mapping, feature tracking, glacier velocities, separation
of dry and wet snow, soil moisture and surface roughness estimations, identification
of crop types, forest classification, man-made target identification, permittivity es-
timation, and surface slope estimation [1]. Figure 1.5 illustrates the advantages of
SAR systems capable of full-polarization data collection with a three-polarization
color overlay of Iceland’s Vatnajökull Glacier.

1 A literature search has not revealed the origin of the deviation from scattering matrix theory. See the
Appendix for more details.
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Figure 1.5 Polarimetric SAR imagery of Iceland’s Vatnajokull Glacier on June 3, 2012 (HH, HV, VV).
Courtesy NASA/JPL.

1.3 APPLICATIONS

There are numerous applications of SAR and advances in relevant technologies are
pushing SAR systems into previously unthought-of areas. This is particularly true
with the recent push in commercial SAR constellations. SAR has been employed
in the remote sensing of Earth and other planets, three-dimensional imaging of
distant space objects, imaging of orbiting space debris, military applications, and
as a navigational aid. Each of these areas have diverse goals, unique problems and
limitations, and specialized SAR imaging systems. Chapter 8 covers future trends
in more detail.
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1.3.1 Remote Sensing

Since SAR can produce high-quality imagery from various altitudes, in all weather
conditions, and operate both day and night, it has become one of the most beneficial
tools for the remote sensing of Earth and its environment. This includes surface
mapping, glacier variations, sea ice observation, wind patterns, rainfall, erosion,
storm surges, and drought prediction. SAR has been used to aid disaster relief efforts
by providing information concerning flooding, water flow, damage to infrastructure,
and prudent evacuation routes. Three years prior to Hurricane Katrina, spaceborne
SAR was used to detect subsidence with high spatial resolution under parts of New
Orleans, LA [24, 25]. Along with mapping Earth’s features, SAR has been used to
map distant planets. In 1989 the Magellan spacecraft, shown in Figure 1.6, was
deployed from the cargo bay of the Space Shuttle Atlantis [26]. The Magellan
mission resulted in high-quality SAR imagery of 98% of the surface of Venus with
a resolution of 120 × 300 m. A snapshot of SAR imagery of the surface of Venus
is given in Figure 1.7. The data showed that 85% of Venus’ surface is covered in
volcanic flows and that surface features can exist for millions of years [26, 27].
Figure 1.8 shows SAR imagery of impact craters and volcanic layering on the
surface of Venus.

A technique known as interferometric SAR (InSAR) can detect surface
changes on the order of centimeters. InSAR combines two or more SAR images
of the same scene. The images created from different platform positions reveal the
topography of the scene, while images taken at different times show deformation in
the scene. This technique can be used to monitor tectonic deformation due to earth-
quakes. This method was first used for studying earthquakes in 1992 and has been
employed extensively since then [28]. InSAR has also seen use in the monitoring
of and prediction of volcanic eruptions, including associated surface deformations,
magma distribution variations, volcanic edifices spreading, and tectonic disloca-
tions [29, 30]. InSAR is also used to derive digital elevation models. The National
Aeronautics and Space Administration (NASA) Shuttle Radar Topography Mission
used this approach aboard Space Shuttle Endeavour in 2000 to obtain elevation
measurements of the Crater Highlands along the East African Rift in Tanzania [31].
The imagery of this region is shown in Figure 1.9.

The health of forests and agriculture is related to soil and watershed quality
and is crucially important in climate interactions. Dense forests and agriculture
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Figure 1.6 NASA’s Magellan spacecraft deployed from Space Shuttle Atlantis. Courtesy NASA/JPL.

covering enormous areas of land are often difficult if not impossible to access.
This makes airborne and satellite SAR advantageous for mapping deforestation
and degradation, prediction of forest fires, estimating standard forest height, and
surveying forest biomass [28]. Table 1.2 gives a summary of systems used in remote
sensing applications along with their key characteristics [3].
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Figure 1.7 SAR imagery of Venus created by the Magellan spacecraft. Courtesy NASA/JPL.
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Table 1.2
Examples of SAR Systems Used in Remote Sensing Applications

Sensor Operational
Dates

Band Polarization Notes

Seasat
(NASA/JPL)

1978 L HH First civilian SAR satellite

Radarsat-1 (CSA) 1995–2013 C HH First Canadian SAR satellite

Radarsat-2
(MDA)

2007–Present C Full Improvements over Radarsat-1
include finer spatial resolution
and added imaging modes

TerraSAR-X & 2007–Present X Full First spaceborne bistatic radar
TanDEM-X
(DLR)

2010–Present

Radarsat Con-
stellation Mission
(CSA)

2019–Present C Compact Three-satellite Earth observa-
tion constellation

ERS-1 1991–2000 C VV First ESA Earth observation
system

ERS-2 1995–2011 C VV Flew in tandem with ERS-1 for
nine months

ICEYE-X1, X2 2018–Present X VV First microsatellite SAR,
largest SAR constellation

Umbra-SAR 2021–Present X HH or VV Finest resolution commercially
available

Capella-Denali 2018–Present X HH First U.S. commercial SAR
satellite
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Figure 1.8 Three impact craters and volcanic layering on the surface of Venus created by the Magellan
spacecraft. Courtesy NASA/JPL.

1.3.2 Space Debris Monitoring

Orbital debris presents a serious hazard for satellites and human spaceflight. Since
November 2000, the International Space Station (ISS) has been continuously in-
habited by a crew of up to six astronauts. Due to orbital debris, ISS makes debris
avoidance maneuvers approximately once per year [32]. Also, satellite operations
including SAR, internet, communications, navigation, reconnaissance, and weather
forecasting are nearly universal today. These factors make it imperative to not only
understand the current debris environment provided by measurement systems, but
to also predict the future debris environment using modeling and simulation tools.
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Figure 1.9 Topography of Crater Highlands in Tanzania. Courtesy NASA/JPL.
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Figure 1.10 ISAR image created by the relative rotation of the target to the radar. Reprinted with
permission courtesy of MIT Lincoln Laboratory, Lexington, Massachusetts.

Therefore, NASA’s Orbital Debris Program Office was founded in 1979 to tackle
these challenging problems.

For altitudes of 1,000 km or less, NASA depends on measurements from
ground-based radars to characterize the distribution of small debris [32]. In addi-
tion, measurements from ground-based radars may also be used to generate high-
resolution imagery through a technique known as inverse synthetic aperture radar
(ISAR). ISAR is analogous to SAR, the difference being the synthetic aperture is
created by the movement of the target rather than the radar platform, as illustrated
in Figure 1.10. This topic is covered in detail in Chapter 2. One of the first radars of
this type was the Advanced Research Projects Agency (ARPA) Lincoln C-band Ob-
servables Radar (ALCOR), which was capable of 50 cm resolution [33, 34]. Shortly
thereafter, ARPA sponsored the X-band Haystack long-range imaging radar (LRIR)
capable of 25 cm resolution, followed by the Ka-band millimeter-wave (MMW)
radar with a resolution of 6 cm, and most recently the W-band Haystack Ultra-
wideband Satellite Imaging Radar (HUSIR) achieving a resolution of 3 cm. The
compact range imagery of a NASA satellite model, shown in Figure 1.11, depicts
the difference in image resolution between 1 GHz and 8 GHz [33].
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Figure 1.11 Compact-range imagery data of a NASA Small Payload Access to Space Experiment
satellite model to depict the difference in resolution between 1-GHz and 8-GHz radar bandwidths.
Reprinted with permission courtesy of MIT Lincoln Laboratory, Lexington, Massachusetts.

1.3.3 Through-Wall Sensing

Through-wall radar imaging systems allow for gathering of information about the
location, classification, and movement of targets from behind walls, barriers, and
other obstructions. This information can be critical to military and law enforcement
conducting operations in urban areas, as well as search and rescue efforts. These
systems typically employ ultrawideband (UWB) waveforms, also referred to as
impulse or carrier-free waveforms and current systems have bandwidths as large
as 8 GHz [35]. Note, the Federal Communications Commission (FCC) defines
ultrawideband to be a waveform with a bandwidth greater than 25% of the center
frequency. Research and development of UWB systems increased rapidly with
the FCC’s Report and Order in 2002 which allows unlicensed UWB operation of
imaging, vehicle radar, and communication systems [36, 37]. UWB systems have
very fine range resolution arising from short pulse duration. Also, the low spectral
density of these waveforms results in low health hazard to humans.
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The earliest UWB through-wall imaging system was publicly announced in
2003 by Time Domain Corporation [35]. Since then, there has been much research
and development performed by groups such as the Defense Advanced Research
Projects Agency (DARPA), the Canadian Department of National Defense, Eureka
Aerospace, CyTerra Corporation, and Camero-Tech. Advancements in hardware,
computing, and imaging algorithms have led to sophisticated systems such as the
Xaver™ 800, which can display real-time, three-dimensional imagery for intelli-
gence, surveillance, and reconnaissance [38]. The aperture for through-wall systems
is synthesized by using an antenna array with individual elements placed in a grid
layout. Each antenna element transmits and receives the radar signal thus creating
the aperture. This application of three-dimensional radar imaging continues to see
much attention from commercial, government, and academic communities, and the
reader is referred to several excellent sources on the subject [35, 39–42].

1.3.4 Military Applications

Due to the performance, flexibility, and varying techniques, SAR is a valuable
tool in military applications. One such application is the detection of buried or
hidden explosives such as landmines and improvised explosive devices (IEDs).
Much of the work in this area has focused on material identification and the
detection of command wires [43, 44]. The Spectrally Agile Frequency-Incrementing
Reconfigurable (SAFIRE) radar was developed in 2016 by the U.S. Army Research
Laboratory (ARL) [45, 46]. SAFIRE is an ultrawideband forward-looking ground-
penetrating radar that is mounted on a vehicle. It is a stepped-frequency system
that is highly reconfigurable and more immune to radio-frequency interference than
traditional short-pulse ultrawideband systems. The SAFIRE system has been tested
against various target emplacements and imaged broadside landmines buried in
soil [47].

Ground clutter and foliage were a problem for early airborne and battlefield
radars as many of these systems operated at wavelengths not suitable for penetrat-
ing foliage. Foliage played a significant role in concealing troops and equipment
in Vietnam, which was problematic for tactical engagements. During this time, the
first foliage penetration (FOPEN) radar systems were developed. These included
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the Camp Sentinel Radar-II and the multipurpose foliage penetration radar (M-
FOPEN) [48, 49]. While these systems were successful in detecting enemy move-
ment in foliage, to detect stationary tactical targets required the development of
low-frequency foliage-penetrating SAR systems. Early systems such as synthetic
aperture dual frequency radar (SADFRAD) proved the ability to detect man-made
objects from natural clutter with a SAR system [50]. Since that time, SAR and
FOPEN technologies have been continuously refined, including advanced automatic
target detection and recognition algorithms, automatic cueing algorithms, and ultra-
wideband systems. In 2004, development began on the tactical reconnaissance and
counter concealment enabled radar (TRACER) to be deployed on both manned and
unmanned platforms. The system was developed to detect vehicles, buildings, and
large metallic objects in broad areas of dense foliage, forested areas, and wooded
terrain and was successfully tested on an unmanned aerial vehicle in 2011 [51].

Another military application of SAR technology is reconnaissance. In 1960,
Lockheed Martin began work on the SR-71 long-range, high-altitude, strategic
reconnaissance aircraft. In 1964, the SR-71 was operating with the KP1 SAR system
developed by Goodyear. It could produce imagery with a resolution of 30 feet at a
range of 100 miles from a height of more than 80,000 feet and a speed over three
times the speed of sound [5, 52]. Throughout the 29-year operation of the SR-71,
the SAR systems were continuously improved. In the early 1970s, the AN/UPD-3
SAR developed by Goodyear achieved a resolution of five feet and flew on a KC-
125 aircraft [5]. The 1970s also saw a series of prototype SAR systems built by
Goodyear for the U-2 aircraft, including the first long range SAR with a resolution
of one foot [5, 53]. The CARABAS-II VHF SAR system was designed and operated
by the Swedish Defence Research Agency and is capable of efficient detection
of concealed man-made objects hidden in dense foliage suing change detection
techniques [54]. The CARABAS-II operational frequency band is 20–90 MHz,
resulting in a spatial resolution of approximately 2.5 m. Design of the system began
in 1994 and the first flight tests were conducted in 1996. Since then, the system has
flown numerous missions in Sweden, France, Finland, and the United States [54].

1.3.5 Alternative Navigation

As civilian and government applications and operations tend to be overreliant on
the Global Positioning System (GPS) for position location and navigation, this
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can lead to very serious vulnerabilities. GPS signals are particularly susceptible
to several jamming and spoofing techniques [55]. One possible solution is a SAR-
based navigation aid. Since SAR systems actively transmit and receive signals, there
is less sensitivity to various attacks [55, 56]. One approach that is gaining a lot
of interest is based on the correlation of the SAR imagery with digital elevation
models and often existing maps (e.g., Google Earth) created from satellite and aerial
imagery, topography, ocean bathymetry, and other geographic data [57]. The SAR
estimates are then used in conjunction with inertial navigation systems to provide
accurate navigation when GPS is unavailable [55, 56]. Other approaches use neural
networks to model the errors in flight path, due to loss of GPS measurements,
relative to the start of the synthetic aperture or some known global reference [55].

1.4 SOFTWARE

To aid reader comprehension of the concepts covered in the subsequent chapters, a
SAR tool suite is included with this book. The tool suite is written in the Python
and MATLAB programming languages [58, 59] and gives the reader a mechanism
to generate SAR images, predict the performance of SAR systems for various
applications, and analyze images resulting from different scenarios.

The tool suite makes use of Google’s Colaboratory, or Colab for short, and
MATLAB’s Live Editor to provide the user with interactive notebooks and live
scripts that help the reader gain valuable insight about the topic of interest. Full
access to both the Python notebooks and MATLAB live scripts gives the user the
ability to customize and extend each tool for unique applications or include as part
of a report as both Colaboratory and Live Editor allow for the notebooks and live
scripts to be saved in portable document format (PDF). Several examples using the
tool suite are given at the end of each chapter.

The Python and MATLAB sets of code are obtained from the GitHub repos-
itory at https://sarbook.github.io. The user enters the access code as shown
in Figure 1.12. The user may clone the repository or download as a zip file, as
illustrated in Figure 1.13. Once the software has been obtained, the structure of the
subfolders is identical, as the MATLAB Live Editor scripts correspond to each of
the Google Colab notebooks. More information about Google Colab and MATLAB
Live Editor is given in the following sections.

https://sarbook.github.io
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Figure 1.12 Login screen to access the software accompanying this book.

Watch this step-by-step guide for obtaining the software.

1.4.1 Python

Python is a popular programming language created by Guido van Rossum and
released in 1991 [59]. Python is developed under an Open Source Initiative (OSI)
approved license, making it free to use and distribute, even for commercial use.
Python’s license is administered by the Python Software Foundation [59]. The SAR
tool suite also makes use of additional packages, including SciPy, which is a Python-
based system of open-source software for mathematics, science, and engineering
[60]. It also makes use of the core package, NumPy, which is a fundamental package
for scientific computing, and includes a powerful N-dimensional array object, useful

https://youtu.be/8hHy0HzK8Nk
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Figure 1.13 GitHub repository for the software accompanying this book.

linear algebra, Fourier transform, and random number capabilities [61]. For plotting,
the tool suite takes advantage of Matplotlib, a Python plotting library that produces
publication-quality figures in a variety of formats and interactive environments
across platforms [62]. For more information about Python and its features visit
https://www.python.org.

1.4.1.1 Google Colaboratory

Google Colaboratory is an easy-to-use Python environment, allowing the user to
write and execute Python in a browser [63]. There is no setup required on the user’s
machine, projects are saved and easily shared through Google Drive, and free access
to graphics processing units (GPUs) is provided. A Google Colab notebook is an
executable document composed of cells, each of which can contain code, formatted
text, HTML, LaTeX, and images, as shown in Figure 1.14. The packages mentioned
in Section 1.4.1 are available in Google Colab without any required setup and are
imported into the user’s project as shown in Figure 1.15.

https://www.python.org
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Figure 1.14 Example Google Colaboratory notebook.

Watch this introduction to Google Colaboratory.

1.4.2 MATLAB

MATLAB is a desktop programming environment and has become a ubiquitous
tool for engineers and scientists performing design and analysis [58]. MATLAB has
been used for a wide range of applications in industry and academia, including deep
learning and machine learning, signal processing and communications, image and
video processing, control systems, test and measurement, computational finance,
and computational biology. Being a matrix-based system allows MATLAB to work
well with SAR imaging datasets. While often used as a desktop tool, MATLAB
scales to run on clusters, GPUs, and clouds, which can prove beneficial when
working with very large SAR imagery. Finally, MATLAB offers several toolboxes

https://youtu.be/bvSm9UTL4aI
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Figure 1.15 Simple interpolation example in Google Colaboratory.
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including those for image analysis. For more information about MATLAB visit
https://www.mathworks.com.

1.4.2.1 Live Editor

Live Editor is included with MATLAB and allows the user to create an executable
notebook that combines code, output, formatted text, images, equations, and hyper-
links [64]. This proves to be an excellent tool for developing the examples given in
this book. The notebook can even be divided into sections that can be run indepen-
dently, allowing the reader to change certain imaging parameters to see the effect
on the imagery, and the output and visualizations are viewed next to the code. Live
Editor can be used in MATLAB and in MATLAB Online™. A simple example of
Live Editor corresponding to the example in Figure 1.15 is given in Figure 1.16.

Watch this introduction to Live Editor.

Figure 1.16 Simple interpolation example using MATLAB Live Editor.

https://www.mathworks.com
https://youtu.be/nNdvSCaI2sQ


Introduction 27

PROBLEMS

1.1 Describe the differences between Carl Wiley’s original technique, Simulta-
neous Doppler Buildup, and SAR imaging methods used in modern systems.

1.2 What were the major limitations of early SAR systems and what steps were
taken to overcome these limitations?

1.3 For an airborne SAR operating at C-band and a range of 30 km, what would
be the dimension of a physical antenna required to realize 20 m resolution?
Hint: D = λR/δa where, D is the antenna dimension, λ is the wavelength,
R is the range, and δa is the azimuth resolution. All values have units of
meters.

1.4 Describe the differences in X, C, L, and P-band scattering from wet soil.

1.5 Referring to Table 1.1, what would be an appropriate frequency band for
monitoring the health of corn crops during dry summer months?

1.6 Considering the scenario in Problem 1.5, what polarization, VV, HH, or VH,
would be a good choice and why?

1.7 Expound on the major technological advances in radar hardware, software,
computing, and algorithmic techniques that lead to today’s advanced SAR
imaging systems.

1.8 Obtain the SAR tool suite accompanying this book, as outlined in Section
1.4. Execute the Google Colab notebook software/python/Chapter1/example.
ipynb and the Live Editor notebook software/matlab/Chapter1/example.mlx.
Verify that the output of the Google Colab notebook matches that of the Live
Editor notebook.
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Chapter 2

Imaging Modes

Over the past decades there have been numerous technological advancements
that have paved the way for the cutting-edge SAR systems in use today. These
advancements have affected all aspects of SAR imaging including antenna design,
signal and data processing, image creation techniques, and sensor platforms. Also,
with new technology comes novel designs for imaging modes, which have evolved
from basic stripmap modes to advanced modes capable of target discrimination,
navigation, volcanic activity monitoring, earthquake prediction, and imaging of
deep space objects, to name a few. This chapter begins with some of the basic
principles of SAR imaging and then moves on to two of the basic imaging modes,
stripmap and spotlight. The subsequent sections cover newer and more advanced
imaging modes. Finally, the chapter concludes with several Python and MATLAB
examples to reinforce some of the basic concepts associated with various imaging
modes.

2.1 BASIC PRINCIPLES

SAR distinguishes itself from other remote sensing techniques, such as optical and
infrared, in that it provides high-resolution imaging, day or night operation, and can
perform in all weather conditions [1]. In general, SAR imaging modes are based on
a side-looking geometry and take advantage of the motion of the platform to synthe-
size an aperture. As the platform moves, radar pulses are transmitted sequentially.

33
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The received energy is then coherently combined to produce SAR imagery. The
transmitted pulse is commonly a linearly frequency modulated (LFM) waveform,
also known as a chirp waveform which provides an excellent compromise between
range resolution and energy on the target [2]. The time related to the transmission
and reception of electromagnetic energy in the range dimension is often referred to
as fast time, as it is related to the speed of light. The time related to the motion of the
platform in the cross-range direction is referred to as slow time. As a SAR platform
moves, the range to the target varies. This range variation is causally related to the
azimuth phase of the received signal. SAR signal processing takes full advantage of
the phase information in the received energy when forming imagery.

In contrast to other sensing systems, raw SAR data is not useful for visu-
alization or interpretation. The raw data must go through various signal and data
processing to be appropriate for viewing and further exploitation. Referring to Fig-
ure 2.1, each row in the raw data is the complex-valued (amplitude and phase) signal
reflected from targets in the scene and received by the radar for a given platform po-
sition in the along-track direction. The raw data depends on the sensor’s design and
mission. For example, the raw data may consist of single channel data, polarimetric
data, interferometric data, or some combination of these. The methods used to pro-
cess the raw data therefore change with the type of data collected. Referring again
to Figure 2.1, the objective of signal processing is to focus the energy dispersed
from targets in the scene.

Depending on the SAR sensor design and mission, numerous data products
are available. These include single look complex (SLC), multilook intensity (MLI),
precision image (PI), geocoded ellipsoid corrected (GEC), geocoded terrain cor-
rected (GTC), as well as the metadata accompanying SAR data products. The reader
is referred to these excellent sources for further information on more mission spe-
cific data products [3–6].

2.2 STRIPMAP

Stripmap SAR imaging is the original imaging mode used in the first SAR systems
in the 1950s and is today used by many SAR systems on satellites, aircraft, and
UAVs [1, 7, 8]. As a SAR platform moves along its flight path, the sensor illuminates
and images a specific portion of Earth’s surface. This area is often referred to as the
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Figure 2.1 Illustration of raw SAR data along with processed image data. Courtesy of Umbra Lab, Inc.

ground swath. The ground swath for spaceborne SAR can vary between tens and
hundreds of kilometers. For traditional stripmap SAR imaging, the antenna beam is
pointed at a fixed look angle, θl, as the ground swath is illuminated by a continuous
sequence of pulses. The basic geometry for stripmap SAR imaging is illustrated in
Figure 1.3. The area on the ground illuminated by a single pulse is, in general, an
ellipse. For a sequence of pulses, the ellipse moves along the ground following the
platform’s flight path.

Watch this animation of stripmap SAR imaging.

The width of the ground swath is related to the footprint of the SAR system’s
antenna, and is expressed as

Wg ≈
λR0

Dv
(m), (2.1)

where

https://youtu.be/qWIRYnS9YT0
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λ = wavelength (m),
R0 = slant range to the swath midpoint (m),
Dv = antenna dimension in the vertical direction (m),
Wg = width of the ground swath (m).

The expression in (2.1) is the classical Rayleigh resolution for a finite aperture
[9, 10]. The swath width is shown in detail in Figures 1.3 and 2.2.

Figure 2.2 Ground swath, ground-range resolution, and slant-range resolution for stripmap SAR.
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2.2.1 Resolution

The resolution along the slant range direction is causally related to the waveform
bandwidth as

δr =
c

2B
(m), (2.2)

where

c = speed of light (m/s),
B = waveform bandwidth (Hz),
δr = slant-plane range resolution (m).

The expression in (2.2) is the theoretical limit for range resolution. Sampling
rates, quantization, and windowing reduce the resolution achieved by the radar. For
example, a Hanning window reduces the resolution by a factor of approximately
1.6 [11]. Referring to Figure 2.2, the resolution in the ground plane is related to the
resolution in the slant plane and the incident angle, θi, as

δg =
c

2B cos(θi)
(m). (2.3)

The cross-range direction is often referred to as the azimuth direction, and the cross-
range resolution is based on the physical size of the antenna, Da, in that direction.
This is simply expressed as

δa =
Da

2
(m). (2.4)

From (2.4), cross-range resolution is independent of range and smaller antennas
give finer cross-range resolution. While this may seem counterintuitive at first,
a smaller physical antenna produces a larger beamwidth. This leads to longer
illumination times and a larger effective synthetic length, and therefore a finer cross-
range resolution. The expression in (2.4) assumes the synthetic aperture covers the
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support band of the targets being imaged, as shown in Figure 2.3. The support band
is given by

b ∈

[
− Lspan

2
− R0 λ

2Da
,
Lspan

2
+
R0 λ

2Da

]
(m), (2.5)

where

Figure 2.3 Stripmap imaging geometry and support band.
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Lspan = span of the imaged area in cross-range (m),
λ = wavelength (m),
b = support band of the area to be imaged (m).

The support band is a subset of the synthetic aperture interval
[
− Lsa/2, Lsa/2

]
,

where Lsa is the length of the synthetic aperture. For example, consider the scenario
depicted in Figure 1.3, consisting of a single point scatterer. Since the span of a point
target is 0, the support band is

b ∈

[
− R0 λ

2Da
,
R0 λ

2Da

]
(m), (2.6)

and the synthetic aperture must encompass this support band as

Lsa >
R0 λ

Da
(m). (2.7)

The expressions in (2.2) and (2.4) are based on approximating the target
spectral support as a rectangular region as illustrated in Figure 2.4. The region is
described by the span

∆kx = 2
(
kmax − kmin

)
(rad/m), (2.8)

∆ky =
4π

Da
(rad/m). (2.9)

The support region represents the bandwidth of the target function and does not
provide information about the variations in the underlying target function. This
approximation results in a point spread function that is a two-dimensional sinc
function and is expressed as

psf = sinc
(

∆kx x

2π

)
sinc

(
∆ky y

2π

)
(2.10)



40 Introduction to Synthetic Aperture Radar Using Python and MATLAB

Figure 2.4 Stripmap imaging spectral support for a point target.

where the sinc function used in this book is defined as

sinc(x) =


1 for x = 0

sin(πx)

πx
otherwise.

(2.11)

The resulting range and cross-range resolutions are given by

δx =
2π

∆kx
(m), (2.12)

δy =
2π

∆ky
(m). (2.13)
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Substituting (2.8) and (2.9) into (2.12) and (2.13) leads to

δx =
c

2B
(m), (2.14)

δy =
Da

2
(m), (2.15)

which is consistent with (2.2) and (2.4). This is a good approximation when
the bandwidth is much smaller than the radar center frequency. However, the
approximation does not hold for wide bandwidth systems where the bandwidth
is comparable to the radar center frequency. For those systems, the point spread
function is shift-varying and its shape resembles that of a funnel. Figure 2.5
illustrates the point spread function and associated resolution for stripmap SAR.

2.2.2 Pulse Repetition Frequency

As the SAR platform moves along the flight path with a velocity, v, the radar
transmits and receives pulses at a rate known as the pulse repetition frequency
(PRF). To prevent aliasing of higher frequencies back into lower frequencies, the
PRF must be large enough to cover the signal Doppler bandwidth. Referring to
Figure 2.6, the Doppler frequency shift for a stationary target is given by

fD =
2v

λ
sin(θt) (Hz). (2.16)

The maximum Doppler shift occurs at the antenna half beamwidth, θa/2. Substitut-
ing into (2.16) gives the Doppler bandwidth, which is written as

BD = 2fD =
4v

λ
sin

(
θa
2

)
(Hz). (2.17)

Substituting θa ≈ λ/Da and using the small angle approximation, sin θa ≈ θa,
gives the required PRF as

PRF ≥ BD ≈
2v

Da
(Hz). (2.18)
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Figure 2.5 Point spread function for stripmap SAR with a target location of (0.5, 0.25) meters.

Rearranging (2.18) in terms of the pulse repetition interval (PRI) gives the minimum
spatial sampling requirement of

v × PRI ≤ Da

2
(m). (2.19)

This means at least one pulse transmission and reception is required when the
platform has moved by half of the physical antenna azimuth dimension. While
decreasing the size of the antenna increases cross-range resolution, it increases
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Figure 2.6 Doppler frequency and bandwidth for a stationary target.

the required PRF which in turn increases system complexity and cost. Another
constraint on the PRF is the unambiguous range, illustrated in Figure 2.7, and is
expressed as

Ru ≤
c
(
PRI − τ

)
2

(m), (2.20)
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Figure 2.7 Ambiguous vs unambiguous radar range measurements.

where τ is the length of the transmitted pulse in seconds. Referring to Figure 2.7,
suppose the SAR system transmits a pulse with a PRI of T1 seconds. If the round-
trip time to the target is less than the PRI, the target return signal arrives before
the next pulse has been transmitted. Therefore, the measured time, t1, is associated
with the first pulse and the range measurement is unambiguous, as illustrated in
Figure 2.7(a). However, if the round-trip time to the target is greater than the PRI,
the target return signal arrives after the next pulse has been transmitted. This creates
an ambiguity as to whether the target return signal was due to the first or second
pulse, as shown in Figure 2.7(b).

Watch this animation of unambiguous range measurements.

https://youtu.be/w0p4OS_ffqg
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If the pulsewidth is small compared to the PRI, it may be ignored, and the upper
and lower limits for the PRF are written as

2v

Da
≤ PRF ≤ c

2Ru
(Hz). (2.21)

This may be written in terms of the ground swath as

2v

Da
≤ PRF ≤ c

2Wg cos(θi)
(Hz). (2.22)

The left-hand side of the inequality in (2.22) is proportional to the cross-range
resolution. Therefore, increasing the width of the ground swath, Wg , may require
a decreased cross-range resolution. While this is rarely an issue for airborne SAR,
this could become problematic for spaceborne systems. Rewriting (2.22) for the
maximum mapping rate, vWg , gives

vWg ≤
Da

2

(
c

2 cos(θi)

)
(m2/s). (2.23)

This illustrates the conflict between mapping rate and cross-range resolution as a
higher mapping rate requires a wider antenna, which results in a degradation in
resolution.

2.2.3 Signal-to-Noise Ratio

The signal-to-noise ratio (SNR) for a single point scatterer in a SAR scene may be
written in terms of the cross-range resolution as [2, 12, 13]

SNR =
Pavg A

2
e σ

8π λR3 δa v k T0 F L
, (2.24)

where
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Pavg = average transmitted power (W),
Ae = antenna effective aperture (m2),
σ = point target radar cross section (m2),
λ = wavelength at center frequency (m),
R = target range (m),
δa = cross-range resolution (m),
v = platform velocity (m/s),
k = Boltzmann constant (J/K),
T0 = reference temperature (K),
F = noise figure,
L = system losses.

For distributed targets, such as clutter, the radar cross section may be written in
terms of the range and cross-range resolutions as

σ = σ0 δa δr (m2), (2.25)

where σ0 is the backscattering coefficient for the distributed target. Substituting
(2.25) into (2.24) gives

SNR =
Pavg A

2
e σ0 δr

8π λR3 v k T0 F L
. (2.26)

The expression in (2.26) is often referred to as the clutter-to-noise ratio (CNR) when
the distributed target is clutter. The SNR for point targets increases with finer cross-
range resolution and is independent of range resolution. The SNR for distributed
targets decreases with finer range resolution and is independent of cross-range
resolution. In general, an SNR greater than 3 dB is required for acceptable imagery
products.
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2.2.4 Noise Equivalent Sigma Zero

The sensitivity of SAR systems is often given in terms of the noise-equivalent sigma
zero (NESZ), which is a measure of the backscattering coefficient that produces an
SNR of one. NESZ is written as

NESZ =
8π λR3 v k T0 F L

Pavg A2
e δr

, (2.27)

and captures the effect of system noise on image quality. NESZ may be predicted
analytically from system parameters and is commonly used to drive system design.
By taking measurements over dark areas of a SAR image, such as calm waters,
NESZ may be characterized. Lower NESZ values are required for imaging scenes
where targets with low-backscattering intensity need to be detected. NESZ is also a
function of range resolution. Wider bandwidths lead to better range resolution, but
results in more noise in the imagery. NESZ is covered in more detail in Section 7.2.

2.2.5 Squint Angle

A flexible imaging technique used with stripmap systems is to point the antenna
beam ahead of or behind the platform, as illustrated in Figure 2.8, where θs is the
squint angle. This allows for timely imaging without the need for making a platform
course change. While the Doppler centroid is ideally equal to zero for the broadside
case of Figure 2.6, squinting the antenna beam creates a shift in the spectrum of
the return signal, as shown in Figure 2.9. A similar Doppler shift is also present in
the case of a spaceborne SAR over a rotating Earth [14]. Errors in the estimate of
the Doppler centroid degrade SNR, sidelobe levels, and ambiguity levels. While the
Doppler centroid could be estimated from the flight path and platform attitude data,
measurement uncertainties limit the practical use of this approach. Alternatively,
time-domain and frequency-domain techniques have been developed to estimate
the Doppler centroid from the received signals [14–17].
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Figure 2.8 Stripmap SAR squint angle geometry.

2.3 SPOTLIGHT

Unlike stripmap SAR, where the area illuminated by the radar beam moves with
the flight path, spotlight SAR uses mechanical or electronic beam steering to keep
the target area illuminated for a longer period, as illustrated in Figure 2.10 [18, 19].
While this reduces the scene size that may be imaged, it leads to higher resolu-
tion images than stripmap imaging. The scene size is often restricted to a defined
size (e.g., 5 km × 5 km). While spotlight-mode SAR is more contemporary than
stripmap, that does not mean it is a better choice in all situations. When imaging
large areas for reconnaissance or mapping purposes, stripmap SAR is often a better
choice. Stripmap and spotlight SAR may also be used in conjunction with one an-
other. For example, stripmap SAR may be used to image a large area and identify
areas of interest which are then imaged with spotlight SAR to provide higher qual-
ity images [8]. As spotlight and stripmap SAR are different imaging modes, their
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Figure 2.9 Doppler frequency and bandwidth for squint angle operation.

data collection and image reconstruction methods may also differ depending on the
application.

Watch this animation of spotlight SAR imaging.

2.3.1 Resolution

For spotlight SAR imaging, the resolution along the slant range and ground range
direction is the same as stripmap mode, which was given in (2.2) and (2.3).

https://youtu.be/YJF7_n9kJd8
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Figure 2.10 Basic spotlight SAR imaging geometry.

The cross-range resolution is related to the angle subtended by the synthetic
aperture, and is expressed as

δa =
λ

4 sin

(
θsa

2

) (m), (2.28)
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where θsa is the angle subtended by the synthetic aperture. Substituting

sin

(
θsa

2

)
=

Ls
2Rt

(2.29)

into (2.28) gives

δa =
λRt
2Ls

(m), (2.30)

where Rt is the range to the target. Often, the small angle approximation of
sin θsa ≈ θsa is used in (2.29) to write the cross-range resolution as

δa ≈
λ

2θsa
(m). (2.31)

Similar to the stripmap case, the expressions in (2.30) and (2.31) are based on
approximating the target spectral support as a rectangular region, as shown in Figure
2.11. For the spotlight case

∆k′x = 2
(
kmax − kmin

)
(rad/m), (2.32)

∆k′y = 2kc
[

sin(θ+
t )− sin(θ−t )

]
(rad/m), (2.33)

where θ±t is the angle to the point target from the endpoints of the synthetic aperture,
and kc is the wavenumber at the center frequency. The point spread function is
written as

psf = sinc
(

∆k′x x
′

2π

)
sinc

(
∆k′y y

′

2π

)
. (2.34)

The resulting range and cross-range resolutions are calculated by substituting (2.32)
and (2.33) into (2.12) and (2.13) which gives
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Figure 2.11 Spotlight imaging spectral support for a point target located at θt.

δx′ =
c

2B
(m), (2.35)

δy′ =
λRt

2Ls cos(θt)
(m). (2.36)

From (2.34) and (2.36), the point spread function and resolutions are dependent on
the position of the target (i.e., spatially varying). If the targets are located such that
the angular variation between their positions is small, then (2.35) and (2.36) are
consistent with (2.2) and (2.30).
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2.3.2 Pulse Repetition Frequency

Referring to Figure 2.10, the Doppler shift for a stationary target is given by

fD =
2v

λ
sin(θt) (Hz). (2.37)

The maximum Doppler shift occurs at the largest aspect angle, θmax . Substituting
into (2.37) gives the Doppler bandwidth, which is written as

BD = 2fD =
4v

λ
sin(θmax ) (Hz). (2.38)

Substituting θmax ≈ Lsa/2R0 and using the small angle approximation, sin θmax ≈
θmax , gives the required PRF as

PRF ≥ BD =
2vLsa

λR0
(Hz). (2.39)

Rearranging (2.39) in terms of the PRI gives the minimum spatial sampling require-
ment of

v × PRI ≤ λR0

2Lsa
(m). (2.40)

The PRF for spotlight SAR is also bound by the unambiguous range as given in
(2.20). The PRF may then be expressed in terms of upper and lower limits as

2vLsa

λR0
≤ PRF ≤ c

2Ru
(Hz). (2.41)
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2.3.3 SNR

To calculate the SNR for spotlight SAR imaging, begin with the radar range
equation, which is given by [2]

SNR =
Pavg A

2
e σ

4π λ2R4 k T0B F L
, (2.42)

where

Pavg = average transmitted power (W),
Ae = antenna effective aperture (m2),
σ = point target radar cross section (m2),
λ = wavelength (m),
R = target range (m),
k = Boltzmann constant (J/K),
T0 = reference temperature (K),
B = receiver bandwidth (Hz),
F = noise figure,
L = system losses.

The SNR given in (2.42) is at the output of the receiver and does not include
processing gains. For spotlight SAR imaging, range and azimuth processing gains
are factored in to give an image SNR expressed as

SNRimage = SNR ×Grange ×Gazimuth , (2.43)

where

SNR = SNR at receiver output,
Grange = gain due to range processing,
Gazimuth = gain due to azimuth processing,
SNRimage = SNR for the image.
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The range processing gain is due to the pulse compression process, whether matched
filtering, stretch processing, or other techniques are employed [2]. The compression
gain for matched filtering is equal to the time-bandwidth product which is a figure
of merit representing the ideal increase in the SNR at the output of the matched
filter compared to the input. The time-bandwidth product is given by B τ , where
B is the bandwidth in Hz, and τ is the pulsewidth in seconds. However, perfect
matched filtering is difficult to achieve. Also, windowing is used to reduce range
sidelobes, which in turn widens the main lobe and reduces the range processing
gain. Including a loss term, the range processing gain is written as

Gr =
B τ

Lr
. (2.44)

The azimuth processing gain is a result of coherently integrating the sequence of
pulses transmitted and received by the SAR system. Coherent integration would
ideally result in an increase in the SNR by a factor of N , the number of pulses.
However, integration loss always occurs in practical systems and this ideal value is
not achieved. Integration loss may be due to component instability, environmental
changes, target and platform motion, and fluctuations in target scattering [2].
Therefore, a loss term is included in the azimuth processing gain, which gives

Ga =
N

La
. (2.45)

The number of pulses transmitted and received is a function of the synthetic aperture
length, the platform velocity, and the PRF. The number of pulses is found from

N = Tsa × PRF =
Lsa

v
× PRF . (2.46)

Substituting (2.44), (2.45), and (2.46) into (2.43) allows the SNR for the image to
be written as

SNRimage =
Pavg A

2
e σ τ Lsa PRF

4π λ2 r4 k T0 F Ltotal v
, (2.47)
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where the loss terms have been combined into a single term, Ltotal .

2.3.4 Squint Angle

Similar to stripmap, spotlight SAR may also point the radar beam ahead of or
behind the platform, as illustrated in Figure 2.12. The squint angle also changes the
Doppler frequency and therefore the Doppler centroid must be estimated [14–17].
Based on the image formation algorithm, high-squint spotlight SAR may become
more complicated due to the range of a scatterer varying by more than the range
resolution over the length of the aperture [20, 21]. This is known as range migration
and will be discussed in more detail in Chapter 3.

Figure 2.12 Spotlight SAR squint angle geometry.
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2.4 SCANNING SYNTHETIC APERTURE RADAR

Scanning synthetic aperture radar (ScanSAR) is an imaging mode designed to im-
age exceptionally large areas by increasing the swath width. This increase in swath
width is accomplished by scanning the radar beam in elevation to illuminate mul-
tiple subswaths, as illustrated in Figure 2.13. The scanning repeats continuously
and image processing techniques are employed to combine the subswaths into a
single wide-swath SAR image. The subswaths are illuminated for a shorter period
compared to traditional stripmap imaging, which limits the Doppler extent for each
target, thus the azimuth resolution is degraded compared to stripmap mode [1]. For
example, TerraSAR-X is capable of either four or six adjacent ground subswaths
resulting in swath widths as large as 270 km in standard mode and up to 1,500
km in extended mode, while spatial resolution is reduced to 40 m [5]. Also, the
shorter illumination times will cause target returns to be weighted differently in
the azimuth direction by distinct portions of the antenna pattern. This leads to a
repetitive modulation of the amplitude called scalloping. The shorter illumination
time also results in varying azimuth resolution and SNR. The contribution of point
targets with different azimuth locations is shown in Figure 2.14. Note the difference
in both Doppler frequency and amplitude. Depending on the application, the effects
of these artifacts may be reduced with various techniques such as multilook pro-
cessing [22, 23].

Watch this animation of ScanSAR imaging.

2.5 TERRAIN OBSERVATION BY PROGRESSIVE SCAN

Terrain observation by progressive scan (TOPSAR) is an imaging mode designed to
replace ScanSAR. TOPSAR is similar to ScanSAR in that the radar beam is scanned
in elevation. However, the radar beam is also scanned in the azimuth direction for
each subswath, as shown in Figure 2.15. TOPSAR achieves the same coverage
size and image resolution as ScanSAR, but with more consistent image quality and
nearly uniform SNR. The scanning of the radar beam in the azimuth direction results
in variations in the Doppler centroid. These variations result in errors in registration

https://youtu.be/EkxWg5BRsTQ
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Figure 2.13 ScanSAR imaging geometry with two subswaths.

of the subswaths and must be accounted for in data processing [24].

Watch this animation of TOPSAR imaging.

2.6 SWEEPSAR

SweepSAR is an imaging mode designed to simultaneously provide very large
swath widths and fine resolution while operating at longer wavelengths than
ScanSAR or TOPSAR. This is accomplished by transmitting energy in a single
radar beam and then receiving energy through a multibeam feed network. The basic
imaging geometry for SweepSAR is illustrated in Figure 2.16. Using an analog feed
network on receive is simpler to implement and requires lower data rates than digital
techniques. The feed network is designed to steer the receiving beams in elevation.

https://youtu.be/JyRUsriAbT0
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Figure 2.14 ScanSAR Doppler frequencies and amplitudes.

While the SweepSAR mode offers advantages in swath width and resolution over
ScanSAR, a disadvantage of this method is a higher data rate and an increased
number of receivers. Another potential advantage is lower power consumption when
using a reflector style antenna [25]. This limits flexibility over phased array antenna
systems. The NASA-ISRO Synthetic Aperture Radar (NISAR) L-band SAR instru-
ment was the first spaceborne sensor to employ SweepSAR [26, 27].

Watch this animation of SweepSAR imaging.

https://youtu.be/GiH_Qp8kqa0
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Figure 2.15 TOPSAR imaging geometry with two subswaths.

2.7 INSAR

InSAR is an imaging mode which uses two SAR images created at slightly different
viewing angles to obtain very precise measurements of surface topology. This
is accomplished by creating images on multiple passes along slightly different
trajectories or in a single pass with displaced phase center antennas (DCPA), as
shown in Figure 2.17. The phase of a radar return signal depends on the range to
the scene. By taking the phase difference of the SAR images, InSAR can detect
surface changes on the order of centimeters. This is extremely useful for creating
digital elevation models, monitoring surface deformations due to earthquakes, and
predicting volcanic eruptions [28–30]. Figure 2.18 shows a comparison of the
amplitude only SAR image versus InSAR image of Kilauea volcano in Hawaii [31].
The interference fringes clearly highlight the elevation changes in the crater as well
as the summit.
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Figure 2.16 SweepSAR imaging geometry.

2.8 POLARIMETRIC SAR

Polarimetric SAR enhances the capability of SAR imaging by transmitting and re-
ceiving energy in multiple polarizations. Polarization refers to the orientation of the
electric field of an electromagnetic wave. Since the antenna is the mechanism by
which the radar radiates energy, it is the antenna design that determines the polar-
ization of the transmitted electromagnetic wave [2]. Most spaceborne SAR systems
operate in linear polarization, which may be horizontal or vertical. Circular polar-
ization may be achieved by transmitting horizontal and vertical polarized signals
phase shifted by an odd multiple of π/2 (see the Appendix). The energy received
in different polarizations is a function of the electrical and geometrical properties
of the target area. For example, rough surfaces tend to have a depolarizing effect
on the transmitting energy, while smooth surfaces do not. For soils, the ratio of the
horizontal to vertical polarization is an indicator of moisture. Figure 2.19 shows a
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Figure 2.17 Interferometric SAR imaging geometry.

comparison between optical and polarimetric SAR images of the Kliuchevskoi vol-
cano eruption in Kamchatka, Russia [32]. In this figure, red represents L-band HH,
green is L-band HV, and blue is C-band HV. Another useful technique is to transmit
circular polarization and receive both horizontal and vertical polarization. This is
often referred to as compact-pol. Compact-pol offers better power balance between
receive channels while keeping the discrimination ability of dual polarization [33].
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(a)

(b)

Figure 2.18 Comparison of (a) amplitude only and (b) interferometric SAR images. Courtesy
NASA/JPL.
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(a)

(b)

Figure 2.19 Comparison of (a) optical and (b) polarimetric SAR images. Courtesy NASA/JPL.
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2.9 BISTATIC AND MULTISTATIC SAR

Bistatic and multistatic SAR systems have transmitting and receiving hardware
that is spatially separated. Figure 2.20 presents a simplified diagram for a bistatic
SAR system. This configuration has the potential to be less susceptible to jamming
and physical attacks as the receiver can be completely passive and more difficult
to detect and may use illuminators of opportunity. The diversity in the receiving
angle of bistatic systems is advantageous when imaging target areas which have
low monostatic backscatter. While beyond the scope of this book, the point spread
function and corresponding spatial resolution for bistatic SAR imaging may be
found and the reader is referred to [34].

Figure 2.21 illustrates a generic configuration for multistatic SAR imaging.
There may be a single transmitting sensor and multiple receiving sensors, or each
sensor may be capable of transmitting and receiving. By using orthogonal wave-
forms, all sensors may simultaneously transmit and then separate the returns on re-
ceive, as shown in Figure 2.22. By providing simultaneous SAR images from differ-
ent viewing geometries, detection, classification, and discrimination of target areas
is improved [35–37]. Multistatic SAR systems enable precise target tracking, cross-
track and along-track interferometry, increased resolution, and three-dimensional
imaging [38–40]. Multistatic experiments with TerraSAR-X and TanDEM-X show
the need for more research and development of simulations and predictions for this
imaging mode [41]. While these systems have unique challenges to overcome, there
is great potential for innovative imaging techniques and products.

Watch this animation of bistatic SAR imaging.

2.10 ISAR

ISAR is an imaging mode that takes advantage of the motion of the target rather
than the platform motion. ISAR is analogous to spotlight SAR imaging as shown in
Figure 2.23. The difference being spotlight SAR uses the platform motion to collect
data over the integration angle θI , while ISAR uses the target’s motion to create
the synthetic aperture. ISAR methods have seen extensive use in the classification

https://youtu.be/BnoqT4eLp54
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Figure 2.20 Bistatic imaging geometry with a spatially separated transmitter and receiver.

of ships and other maritime crafts [42, 43]. Inverse imaging techniques have also
been used in the imaging of deep space objects such as asteroids [44]. To generate
the synthetic aperture shown in Figure 2.23 requires the target motion to have a
rotational component perpendicular to the radar line of sight. In general, targets to
be imaged will have both translational and rotational motion. Translational motion
is the main source of motion error that must be accounted for as it results in
unaligned data, time-varying Doppler shift, and scatterers that traverse resolution
bins. The rotational motion also produces time-varying Doppler shifts which depend
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Figure 2.21 Multistatic imaging geometry with spatially separated transmitter and receivers.

on the axis of rotation and speed. This results in the need for a complex motion
compensation procedure [45, 46].

2.11 DIGITAL BEAMFORMING

SAR systems can operate in multiple modes and digital beamforming plays a crucial
role in this area [47]. Figure 2.24 shows a simplified comparison between analog
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Figure 2.22 Multistatic SAR imaging with orthogonal waveforms.

and digital beamforming. In analog beamforming, the received signal from each
antenna element is combined at the radio frequency (RF) level. The formation of
beams is accomplished with RF phase shifters and amplifiers associated with each
element or subset of elements. The receiver amplifies, filters, downconverts, and
digitizes these signals, and delivers those to the radar signal and data processors
[2]. In a digital beamforming type architecture, there is a digital receiver at each
of the radiating elements or subset of elements. Once the digital signal for each
element has been recorded, multiple independent beams are simultaneously formed
in software by adding amplitude and phase variations to the digitized signals [48].

Digital beamforming offers many advantages, such as improved dynamic
range, simultaneous wide coverage and fine resolution, lower power consumption,
and simpler calibration. These advantages come at the expense of increased data
rate, increased cost, and complex power budgets. While this places limits on the
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Figure 2.23 Comparison of spotlight SAR to inverse SAR for generating the synthetic aperture with
integration angle θT . Courtesy NASA.

number of elements in the antenna array, waveform bandwidth, size, and com-
plexity, ongoing research and development are lowering these costs and reducing
limitations [47]. Future work in this area offers exciting possibilities for new hybrid
SAR imaging modes and ever improving imaging products [49–51].

Most modern SAR systems have multiple operating modes. Tables 2.1–
2.4 show the operating modes and capabilities of some modern SAR systems
[33, 52–54].



70 Introduction to Synthetic Aperture Radar Using Python and MATLAB

(a)

(b)

Figure 2.24 Comparison of (a) analog and (b) digital beamforming techniques.
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Table 2.1
ICEYE — SAR Imaging Modes

Mode Nominal Scene Size (km) Ground-Plane Resolution (m) NESZ (dB)

Stripmap 30 × 50 3 × 3 −21.5 – −20

Spotlight 5 × 5 1 × 1 −18.5 – −15

SLEA 15 × 15 1 × 1 −18.5 – −15

SCAN 100 × 100 15 × 15 −22.2 – −21.5

Table 2.2
Umbra — SAR Imaging Modes

Mode Nominal Scene Size (km) Ground-Plane Resolution (m) Peak Power (W)

Stripmap 5 to 20 × 50 3 × 3 >500

Spotlight 4 × 4 0.25–2 >500

Extended Dwell 4 × 4 0.25–2 >500

Scanning Arbitrary Polygon 10 × 10 >500

2.12 EXAMPLES

The sections below illustrate the concepts of this chapter with several Python/
MATLAB examples. The examples for this chapter are in the directory soft-
ware/python/Chapter2 and the matching MATLAB examples are in the directory
software/matlab/Chapter2. The reader should consult Chapter 1 for information on
how to execute the Python and MATLAB code associated with this book.

2.12.1 Stripmap SAR Range Resolution

This example deals with stripmap SAR range resolution. Using (2.3), the ground-
plane range resolution is plotted as a function of signal bandwidth from 1 MHz to
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Table 2.3
Capella — SAR Imaging Modes

Mode Nominal Scene Size (km) Ground-Plane Resolution (m) NESZ (dB)

Stripmap 5 × 20 1.2 × 1.2 −20 – −16

Spotlight 5 × 5 0.5 × 0.5 −14 – −10

Site (Sliding Spotlight) 5 × 10 1 × 1 −17 – −14

Table 2.4
RADARSAT Constellation Mission Imaging Modes

Mode Swath Width (km) Ground-Plane Resolution (m) NESZ (dB)

Low Resolution 500 100 m −22

High Incidence 133 50 −22

Medium Resolution 30–350 16–50 −25 – −22

High Resolution 30 5 −19

Very High Resolution 20 3 −17

Spotlight 20 1 −17

Low Noise 350 100 −25

Quad-Polarization 20 9 −24
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Figure 2.25 Stripmap SAR ground-plane range resolution vs signal bandwidth.

20 MHz. The results are shown in Figure 2.25 for incident angle values of 30◦, 40◦,
50◦, and 60◦. As expected, the ground-plane range resolution becomes better with
increased signal bandwidth and lower incident angles. The solution to this example
is given in the Python notebook stripmap range resolution example.ipynb and in
the MATLAB live script stripmap range resolution example.mlx.

2.12.2 Stripmap SAR Support Band

This example is concerned with the support band for stripmap SAR imaging.
Choosing an operating frequency of 10 GHz, the wavelength is calculated as

λ =
c

f
≈ 3× 108

10× 109
= 0.03 (m).
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The imaged area has an along-track distance of 100 m, with a nominal slant range
of 10 km, and a cross-range resolution of 1 m. From (2.4), a range resolution of
1 m requires the use of an antenna with a width of Da = 2 m. Substituting the
wavelength and antenna width into (2.5) results in a support band of

b ∈
[
− 100

2
− 10× 103 × 0.03

4
,

100

2
+

10× 103 × 0.03

4

]
=
[
− 125, 125

]
(m).

This means the length of the synthetic aperture must be greater than 250 m. The so-
lution is also given in the Python notebook stripmap support band example.ipynb
and the MATLAB live script stripmap support band example.mlx.

2.12.3 Stripmap SAR Point Spread Function

When studying the spatial resolution of SAR systems, it is important to examine the
point spread function. Consider a target located at coordinates (5, 2) m. Figure 2.26
illustrates the point spread function for a system with a signal bandwidth of 20 MHz,
an operating frequency of 1 GHz, and a cross-range resolution of 4 m. The solution
to this example is given in the Python notebook stripmap psf example.ipynb and the
MATLAB live script stripmap psf example.mlx.

2.12.4 Stripmap SAR Doppler Bandwidth

The Doppler bandwidth for a stationary target is given in (2.16). For a system
operating at S-band, the Doppler bandwidth as a function of platform veloc-
ity is shown in Figure 2.27. The results are plotted for antenna beamwidths of
1.0◦, 2.5◦, and 10◦. The solution to this example is given in the Python note-
book stripmap doppler bandwidth example.ipynb and the MATLAB live script
stripmap doppler bandwidth example.mlx.

2.12.5 Stripmap SAR Pulse Repetition Frequency

Platform velocity, unambiguous range, and antenna size place an upper and lower
limit on the pulse repetition frequency. For this example, the upper and lower
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Figure 2.26 Stripmap SAR point spread function with a target location of (5, 2) meters.

pulse repetition frequency limits as a function of platform velocity are calcu-
lated using (2.21) and plotted in Figure 2.28. The platform velocity varies from
50 m/s to 2000 m/s. The system has a cross-range resolution of 3.5 m, and
the unambiguous range is 200 km. The solution to this example is given in
the Python notebook stripmap prf example.ipynb and the MATLAB live script
stripmap prf example.mlx.
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Figure 2.27 Stripmap SAR Doppler bandwidth vs platform velocity.

2.12.6 Stripmap SAR SNR

For stripmap SAR, the SNR is a function of various system and target parameters
as well as imaging geometry as given in (2.24). Consider a SAR sensor operating at
X-band with a cross-range resolution of 15 m, an average transmitted power of 100
W, and an effective aperture of 5 m2. The slant range to the target area is 175 km and
the target has a radar cross section of (0.05, 1.0, 10.0) m2. The SNR as a function
of velocity from 50 m/s to 500 m/s is shown in Figure 2.29. The solution to this
example is given in the Python notebook stripmap signal to noise example.ipynb
and the MATLAB live script stripmap signal to noise example.mlx.
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Figure 2.28 Stripmap SAR pulse repetition frequency upper and lower limits vs platform velocity.

2.12.7 Stripmap SAR CNR

For this example, the CNR for a stripmap SAR sensor operating at S-band with
a range resolution of 25 m, an average transmitted power of 500 W, and an ef-
fective aperture of 1 m2 is calculated with (2.26). The slant range to the tar-
get area is 100 km and the target area has a backscattering coefficient of (0.01,
0.05, 0.25). The CNR as a function of velocity from 25 m/s to 300 m/s is il-
lustrated in Figure 2.30. The solution to this example is given in the Python
notebook stripmap clutter to noise example.ipynb and the MATLAB live script
stripmap clutter to noise example.mlx.
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Figure 2.29 Stripmap SAR SNR vs platform velocity.

2.12.8 NESZ

For stripmap SAR imaging of distributed targets, the value of the backscattering
coefficient that produces an SNR of one as a function of velocity is found from
(2.27). Consider a system capable of operating in multiple modes with range
resolutions of (1, 5, 10) m, an average transmitted power of 800 W, and an antenna
effective aperture of 3.5 m2. The radar operates in UHF, and the range to the
target area is 200 km. The NESZ is shown in Figure 2.31 for a platform velocity
ranging from 10 m/s to 250 m/s. The solution to this example is given in the Python
notebook stripmap nesz example.ipynb and the MATLAB live script stripmap nesz
example.mlx.
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Figure 2.30 Stripmap SAR clutter-to-noise ratio vs platform velocity.

2.12.9 Spotlight SAR Cross-Range Resolution

For a spotlight mode imaging scenario assume there are radars operating at L-, S-,
C-, and X-bands at a range of 10 km from the imaging area. Using (2.30), the
cross-range resolution is calculated as a function of aperture length and shown in
Figure 2.32. The solution to this example is given in the Python notebook spot-
light resolution example.ipynb and the MATLAB live script spotlight resolution
example.mlx.

2.12.10 Spotlight SAR Point Spread Function

The point spread function gives insight to the resolution of the SAR system and is
found from (2.24). For this example, a point scatterer is located at (10, 5) m relative
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Figure 2.31 Stripmap SAR noise equivalent sigma zero vs platform velocity.

to the center of the imaging area. The range to this area is 100 m, the synthetic aper-
ture length is 1 km, the bandwidth is 50 MHz, and the operating frequency is 1 GHz.
Figure 2.33 shows the point spread function for this imaging scenario. The solution
to this example is given in the Python notebook spotlight psf example.ipynb and the
MATLAB live script spotlight psf example.mlx.

2.12.11 Spotlight SAR Doppler Bandwidth

In this example the Doppler bandwidth of a Ku-band spotlight SAR system is
studied. Assume the platform has a velocity ranging from 50 m/s to 300 m/s.
The synthetic aperture length is 100 m, and the radar makes multiple images from
slant ranges of (10, 30, 50) km. The Doppler bandwidth is calculated from (2.38)
and is shown in Figure 2.34. The solution to this example is given in the Python
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Figure 2.32 Spotlight SAR cross-range resolution vs synthetic aperture length.

notebook spotlight doppler bandwidth example.ipynb and the MATLAB live script
spotlight doppler bandwidth example.mlx.

2.12.12 Spotlight SAR PRF

Platform velocity and unambiguous range place an upper and lower limit on the
pulse repetition frequency. For this example, a SAR system platform has a velocity
that varies from 50 m/s to 300 m/s and an unambiguous range of 250 km. Using
(2.41) with a synthetic aperture length of 350 m and a nominal range of 20 km
to the imaging area, the upper and lower limits on the pulse repetition frequency
is calculated and plotted in Figure 2.35. The solution to this example is given
in the Python notebook spotlight prf example.ipynb and the MATLAB live script
spotlight prf example.mlx.
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Figure 2.33 Spotlight SAR point spread function for a target located at (10, 5) meters.

2.12.13 Spotlight SAR SNR

In this example, the SNR for spotlight SAR imaging is studied. Assume a SAR
system is operating at Ku-band with a bandwidth of 100 MHz, PRF of 10 Hz,
pulsewidth is 10 µs, and average transmitted power is 1 kW. The antenna has an
effective aperture of 0.5 m2 and the synthetic aperture length is 500 m. Using (2.42)
and (2.43), the SNR before and after signal processing is calculated for slant ranges
from 1 to 10 km, and shown in Figure 2.36. The solution to this example is given
in the Python notebook spotlight snr example.ipynb and the MATLAB live script
spotlight snr example.mlx.
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Figure 2.34 Spotlight SAR Doppler bandwidth vs platform velocity.

PROBLEMS

2.1 Describe the advantages and disadvantages of SAR imaging versus electro-
optical/infrared (EOIR) imaging.

2.2 For a SAR system in low Earth orbit operating in stripmap mode, what
antenna dimensions would be required to produce a swath width of 150 km?
Assume the radar operates at L-band.

2.3 Calculate the waveform bandwidth required for a ground-range resolution of
1.5 m. The look angle is 60◦ and Hanning windowing is applied to the range
data.
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Figure 2.35 Spotlight SAR pulse repetition frequency upper and lower limits vs platform velocity.

2.4 Explain the difference in the support band as the cross-range resolution
remains constant and the operating frequency increases.

2.5 Plot the point spread function for a stripmap SAR system with a cross-range
resolution of 3 m, and a range resolution of 10 m.

2.6 Compute the Doppler bandwidth for a SAR system operating at K-band, a
velocity of 100 m/s, and an antenna beamwidth of 10 degrees.

2.7 Describe the upper and lower pulse repetition frequency limits for stripmap
SAR imaging and how those relate to the mapping rate.
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Figure 2.36 Spotlight SAR SNR vs slant range.

2.8 Explain the major differences in the SNR and CNR and how those are
dependent on the spatial resolution.

2.9 Calculate the backscattering coefficient that results in an SNR of one for a
system operating at C-band, with a velocity of 45 m/s, an average transmitted
power of 1 kW, and an effective aperture of 10 m2. The range to the scene is
10 km and the range resolution is 17 m.

2.10 Describe the advantages and disadvantages of operating a SAR system at a
high squint angle.

2.11 Calculate the cross-range resolution for a K-band spotlight SAR system. The
range to the imaging area is 60 km, the synthetic aperture length is 200 m.
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2.12 Plot the point spread function for spotlight SAR for a target located at (−3,
5) m relative to the scene center. The sensor operates at 10.5 GHz and has a
bandwidth of 500 MHz.

2.13 Determine the Doppler bandwidth for spotlight-mode SAR with a platform
velocity of 335 m/s. The radar operates at S-band, the synthetic aperture
length is 2.5 km, and the range to the imaging area is 10 km.

2.14 What are the major differences in the upper and lower pulse repetition
frequency limits for spotlight and stripmap-mode SAR.

2.15 Compute the SNR for spotlight-mode SAR imaging. The transmit power is
600 W, the effective antenna aperture is 20 m2, and the radar cross section
is 7 dB. The radar operates at Ka-band, has a bandwidth of 770 MHz, and a
pulsewidth of 100 µs. The range to the imaging area is 50 km. The platform
has a velocity of 100 m/s and a PRF of 100 Hz.

2.16 Describe the difference in squint angle imaging between stripmap and
spotlight-mode SAR imaging.

2.17 ScanSAR is an imaging mode designed to cover extremely large swaths.
How is TOPSAR designed to improve on this concept, and what are the
associated advantages?

2.18 Illustrate how digital beamforming could be used to realize the SweepSAR
imaging mode and possibly improve upon it.

2.19 Highlight how InSAR has been significant in the remote sensing of the
Kilauea volcano in Hawaii.

2.20 Describe the advantages of using multiple polarizations in SAR imagery.
Give examples of situations where one polarization may be more useful than
another (i.e., HH versus VV).
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2.21 In bistatic SAR imaging, why would it be advantageous to use an illuminator
of opportunity versus a dedicated transmitting source? What are some of the
difficulties that arise when using an illuminator of opportunity?

2.22 Outline a scenario, based on radar-to-target geometry, in which a ground-
based radar would not be capable of producing ISAR imaging of an airborne
target.
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Chapter 3

Image Formation

SAR image formation consists of coherently combining raw data from a sensor
to produce pixel values in an image. The raw data is termed phase history data
and is comprised of amplitude and phase information about the energy received by
the radar. Phase history data is typically represented by in-phase and quadrature
components, often referred to as IQ data [1]. The first SAR images were analog
in nature and created by a series of optical lenses. The development of solid-state
circuit components in the 1970s made it possible to process the radar return signals
digitally. Since then, advances in computing power and radar hardware have led
to the research and development of distinctive image formation techniques. This
chapter begins with a signal model for the phase history data which is then used
to generate one-dimensional range profiles. This is followed by a treatment of a
few of the more popular imaging algorithms and SAR data products. The chapter
concludes with several Python and MATLAB examples to further illustrate the
concepts of SAR image formation. For readability, exp() is used interchangeably
with ex notation in this chapter.

3.1 SIGNAL MODEL

SAR systems commonly use LFM waveforms to achieve fine range resolution while
producing SNRs required for imaging. An LFM waveform may be written as [1]
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s(t) = exp

[
j2π

(
f0t+

β

2
t2
)]

0 ≤ t ≤ τ, (3.1)

where

f0 = radar operating frequency (Hz),
β = frequency slope (B/τ) (Hz/s),
τ = pulsewidth (s),
s(t) = LFM signal.

The amplitude of the LFM waveform is kept constant during transmission. The
frequency of the LFM waveform varies linearly during transmission at a rate of βt,
which results in a signal bandwidth of βτ . The return signal from a point-target in
the range dimension is then

sr(t) = A exp

[
j2π

(
f0

(
t− t0

)
+
β

2

(
t− t0

)2)]
, (3.2)

where t0 = 2R0/c, is the time delay to a point-target located at R0, and the factor,
A, is related to the target’s radar cross section, antenna gain, path loss, and other
factors. The instantaneous frequency is the time derivative of the phase, which is
written as

fi =
1

2π

dφ(t)

dt
(Hz). (3.3)

The phase in (3.2) is given by

φ(t) = 2π

[
f0

(
t− t0

)
+
β

2

(
t− t0

)2]
(rad). (3.4)
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Figure 3.1 Instantaneous frequency of the return LFM signal.

Using (3.4) in (3.3), the instantaneous frequency is then

fi = f0 + β(t− t0) (Hz). (3.5)

Figure 3.1 depicts the instantaneous frequency as a function of time for the return
signal.

For a SAR platform moving with a constant velocity, the slant range to a
point-target located at R0 is expressed as

r(t) =
√
R2

0 + (vt)2 (m), (3.6)

where
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R0 = range at closest approach (m),
v = platform velocity (m/s),
t = time (s),
r(t) = slant range to the target (m).

If vt/R0 � 1, the binomial approximation may be used, and (3.6) is then written
as

r(t) = R0 +
(vt)2

2R0
(m). (3.7)

Figure 3.2 illustrates the parabolic variation of the slant range for a constant velocity
platform. For a point-target located at r(t), the azimuth signal may be represented
as

sa(t) = A exp

[
j

4π

λ
r(t)

]
= A exp

[
j

4π

λ

(
R0 +

(vt)2

2R0

)]
. (3.8)

The phase of the return signal in the cross-range direction is causally related to the
slant range to the target by

φ(t) =
4πr(t)

λ
=

4π

λ

[
R0 +

(vt)2

2R0

]
(rad). (3.9)

As before, the instantaneous frequency is found from the time derivative of the
phase as

fi =
v2t

λR0
(Hz). (3.10)

The instantaneous frequency is shown in Figure 3.3, and the Doppler bandwidth is
then written as
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Figure 3.2 Slant range as a function of time for a constant velocity platform.

fD =
v2Tsa
λR0

(Hz). (3.11)

where Tsa is the integration time along the synthetic aperture.
The signal model will be used in the following sections to illustrate various

image formation algorithms. While these algorithms use the information in the
signal in differing ways to create the images, the basic signal model with all the
phase information will remain the same.
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Figure 3.3 Instantaneous frequency in the cross-range dimension.

3.2 ONE-DIMENSIONAL RANGE PROFILES

Range profiles represent the reflectivity of a target as a function of slant range and
can be thought of as one-dimensional images of the target. Chapter 2 introduced
the range resolution of LFM waveforms. If the range resolution is fine enough,
individual scatterers on the target can be resolved. This leads to identification of
target geometry, which aids in target classification and discrimination, detailed
mapping, and improved environmental monitoring. Radars generate range profiles
by pulse compression of the return signal which is often accomplished through use
of a matched filter, or in the case of large bandwidth waveforms, a stretch processor.

3.2.1 Matched Filter

Consider the block diagram of a matched filter as illustrated in Figure 3.4. The input
signal to the matched signal is the received signal given in (3.2) plus noise, nr(t).
If the filter response, h(t), is linear, the filter output is written as
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Figure 3.4 Block diagram of a matched filter.

so(t) = sr(t) ∗ h(t), (3.12)

no(t) = nr(t) ∗ h(t), (3.13)

and the symbol, (∗), represents linear convolution. The filter response, h(t), is the
conjugate of a scaled, time reversed, and time shifted version of the transmitted
signal, s(t). This correspondence of the filter response to the transmitted signal
gives rise to the name matched filter [1]. Employing the frequency domain form of
(3.12) allows the output of the matched filter to be written as

so(t) = F−1
{
F
{
h(t)

}
×F

{
sr(t)

}}
, (3.14)

where

sr(t) = matched filter input signal (received signal),
h(t) = matched filter impulse response,
F{·} = Fourier transform operator,
so(t) = matched filter output.

The matched filter may be implemented with the Fourier transform and inverse
Fourier transform from the SciPy module fftpack [2]. This module includes vari-
ous functions for computing discrete and fast Fourier transforms along with several
helper functions. The expression in (3.14) is implemented in the code shown in
Listing 3.1. The target is located at a time delay of 0.2 seconds, and the output is
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shown in Figure 3.5. As seen in the figure, the peak of the matched filter output
occurs at t = 0.2 seconds, corresponding to the target location. The first null is
located at ±1/B seconds from the peak, where B is the bandwidth. Therefore,
targets will be unambiguous in time if separated by at least 1/B seconds. With the
round-trip delay time of 2R/c seconds, the range resolution for a single LFM pulse
is c/2B meters.

Listing 3.1 Calculation of the Matched Filter Output

1 from scipy.fftpack import fft, ifft, fftshift

2 from scipy import conj, linspace, exp

3 from scipy.constants import pi

4 from matplotlib import pyplot as plt

5

6 # Pulsewidth (s)

7 t = linspace(-1, 1, 1024)

8

9 # Time delay to the target (s)

10 t0 = 0.2

11

12 # Set up the transmit and receive signals (s)

13 st = exp(1j * 10 * pi * t ** 2)

14 sr = exp(1j * 10 * pi * (t - t0) ** 2)

15

16 # Impulse response and matched filtering

17 Hf = fft(conj(st))

18 Si = fft(sr)

19 so = fftshift(ifft(Si * Hf))

20

21 # Plot the matched filter output

22 plt.figure(1)

23 plt.plot(t, abs(so) / max(abs(so)))

24 plt.title('Matched Filter Output')

25 plt.xlabel('Time Delay (s)')

26 plt.ylabel('Relative Amplitude')

27 plt.show()
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Figure 3.5 Matched filter output for Listing 3.1.

3.2.2 Stretch Processor

Stretch processing is a compression technique used for processing large bandwidth
waveforms employed in high range-resolution systems such as SAR. Consider the
block diagram of the stretch processor given in Figure 3.6. In general, stretch
processing consists of the following steps:

1. Mix the return signal with a reference signal.

2. Low-pass filter the mixed signals.
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3. Convert the filtered signals to the digital domain with an analog-to-digital
converter.

4. Fourier transform the digital signals.

There are requirements on the pulsewidth of the reference signal and range window
size that may be processed [1, 3, 4]. The output of the mixing step is written as

so(t) = A exp
[
j2πf0

(
t0 − tref

)
+ j2πβ

(
t0 − tref

)
+ jπβ

(
t2ref − t20

)]
, (3.15)

where tref is the time delay of the reference signal. Recall the instantaneous
frequency is the time derivative of the phase as expressed in (3.3), which leads
to

fi = β
(
t0 − tref

)
(Hz). (3.16)

This allows the time delay of the target to be written as

t0 =
fi
β

+ tref (s). (3.17)

Figure 3.6 Stretch processor block diagram.
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Therefore, the target range is related to the instantaneous frequency as

R0 =
c

2

[
fi
B
τp + tref

]
(m). (3.18)

The expression in (3.16) indicates the resulting instantaneous frequency is constant
and related to the range of the target, as illustrated in Figure 3.7. Listing 3.2
illustrates these concepts in Python code, with the output given in Figure 3.8. To
study the resolution associated with the stretch processor, consider the situation
where there are two point-targets present at ranges R1 and R2, with associated time
delays of t1 = 2R1/c and t2 = 2R2/c. Using (3.16), the instantaneous frequencies
are

fi,1 = β
(
t1 − tref

)
(Hz), (3.19)

fi,2 = β
(
t2 − tref

)
(Hz). (3.20)

The frequency resolution of the stretch processor is written as

δf =
1

τp
(Hz). (3.21)

Figure 3.7 Stretch processor instantaneous frequency related to range.
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Figure 3.8 Stretch processor output for Listing 3.2.

The two point-targets may be resolved if the associated ranges are such that the
instantaneous frequencies are greater than the frequency resolution of the stretch
processor. This is expressed as

fi,1 − fi,2 =
[
β
(
t1 − tref

)
− β

(
t2 − tref

)]
≥ 1

τp
(Hz). (3.22)

This leads to the following time resolution

(
t2 − t1

)
≥ 1

B
(s), (3.23)
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Listing 3.2 Calculation of the Stretch Processor Output

1 from scipy.fftpack import fft, fftshift, fftfreq

2 from numpy import ceil, linspace, exp

3 from scipy.constants import pi, c

4 from matplotlib import pyplot as plt

5

6 # Bandwidth (Hz)

7 bandwidth = 50e6

8

9 # Pulsewidth (s)

10 pulsewidth = 1e-3

11

12 # Range window length +/- (m)

13 range_window_length = 50.0

14

15 # Target range (m)

16 target_range = 15.0

17

18 # Time delay to target (s)

19 t0 = 2.0 * target_range / c

20

21 # Number of samples

22 number_of_samples = int(ceil(4 * bandwidth *

23 range_window_length / c))

24

25 # Time sampling

26 t, dt = linspace(-0.5 * pulsewidth, 0.5 * pulsewidth,

27 number_of_samples, retstep=True)

28

29 # Sampled signal after mixing

30 so = exp(1j * 2.0 * pi * bandwidth / pulsewidth * t0 * t)

31

32 # Fourier transform

33 so = fftshift(fft(so, 512))

34

35 # FFT frequencies

36 frequencies = fftshift(fftfreq(512, dt))

37

38 # Range window

39 range_window = 0.5 * frequencies * c * pulsewidth / bandwidth
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40

41 # Plot the stretch processor output

42 plt.figure(figsize=(12,9))

43 plt.plot(range_window, abs(so) / max(abs(so)))

44 plt.tick_params(labelsize=18)

45 plt.grid(linestyle=':', linewidth=0.5)

46 plt.title('Stretch Processor Output', size=24)

47 plt.xlabel('Range (m)', size=20)

48 plt.ylabel('Relative Amplitude', size=22)

49 plt.show()

which gives a range resolution of

δR =
(
R2 −R1

)
=

c

2B
(m). (3.24)

This is the same as the range resolution for the matched filter, as shown in Sec-
tion 3.2.1. For more detailed discussions on both stretch processing and matched
filtering, the reader is referred to [1, 3, 5].

3.3 TWO-DIMENSIONAL IMAGING

In the previous section, one-dimensional range profiles were studied. These pro-
files provide target information such as relative range between scatterers, apparent
length, and lead/trail scatterers. Two-dimensional imaging can achieve high resolu-
tion in the azimuth direction and higher SNRs due to the larger aperture and coher-
ent integration of several pulses. This leads to detailed imagery with applications
in environmental monitoring, moving target indication, interferometry, intelligence,
surveillance, and reconnaissance.

There are various methods for forming two-dimensional SAR imagery from
collected radar data, each having unique advantages and disadvantages. The follow-
ing sections cover a few of the more popular methods, citing some of the strengths
and weaknesses, as well as scenarios where one method may be better suited than
others. For a more comprehensive comparison of algorithms, the reader is referred
to the following excellent sources [6–8].
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3.3.1 Range Doppler Algorithm

The range-Doppler algorithm (RDA) is perhaps the most widely used image forma-
tion algorithm for processing SAR data [9, 10]. It was originally developed in the
late 1970s for processing Seasat data, and later used to process spaceborne SAR
data [11]. RDA operates on the range and azimuth domain data separately as one-
dimensional processes. This separation of range and azimuth is an approximation,
and some form of range cell migration correction must be incorporated. The basic
steps in RDA are:

1. Range compression.

2. Conversion to range-Doppler domain.

3. Range cell migration correction.

4. Azimuth compression.

The first step in RDA is range compression and this step may be performed via
matched filtering as discussed in Section 3.2. A sensitivity time control attenuator
is often added to correct for the signal’s amplitude variation due to large differences
in range [1].

Conversion to the range-Doppler domain is accomplished by taking a one-
dimensional FFT along the azimuth direction and is often performed on blocks of
data covered by the length of the azimuth matched filter. At this point, the signal
from a point-target would follow a hyperbolic path in the range-Doppler domain
which can cross several range cells, see Example 3.4.3. The signal must be aligned
in range to capture all the energy from the target to then be passed to the azimuth
compression step, otherwise the target will be blurred in the final SAR image.

Before range cell migration correction (RCMC) is performed, the Doppler
centroid must be estimated. This is a key step in processing SAR data as errors
in the estimate result in degraded SNR, sidelobe levels, and ambiguity levels.
As referenced in Section 2.2.5, several techniques have been developed for this
purpose. A rather simple technique for illustration is the average phase change
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method [12]. This method works by taking the phase change between two azimuth
cells for each range cell and finding the mean as

fDC =

N−1∑
i=1

Bi

2πNPRF
(Hz), (3.25)

where N is the number of azimuth angles,

Bi = ∠

{
M∑
j=1

si,j × s∗i+1,j

}
(rad), (3.26)

M is the number of range cells, and si,j is the range-Doppler data. The correction
for range migration at every Doppler frequency is then

Rm,noffset =
Rm√√√√1−

(
λ∆f n

2veff

)2
−Rm (m), (3.27)

where

∆f =
PRF

N
+ fDC (Hz). (3.28)

Similar to the range-Doppler conversion, RCMC may also be performed in a block-
wise manner.

The final step is compression of the data in the azimuth direction, which
is accomplished with a matched filter. This requires the creation of an azimuth
reference function and makes use of the estimated Doppler centroid in (3.25). As
was shown in Chapter 2, the Doppler frequency in the azimuth direction is an LFM
function. The frequency slope for the azimuth reference function is given by

βaz =
2v2

eff

λRs
(Hz), (3.29)
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where Rs is the squinted range for each image cell location. This is expressed as

Rm,ns =
Rm√√√√1−

(
λ∆f n

2veff

)2
(m). (3.30)

Therefore, each range cell requires a unique reference function, as shown in Figure
3.9.

3.3.2 Polar Format Algorithm

The polar format algorithm (PFA) is perhaps one of the more straightforward and
easy-to-understand image formation techniques. PFA was originally developed for
ISAR imaging [13], but will be treated here in a more generic sense.

Recall the signal model given in (3.2) with the instantaneous frequency given
in (3.5). By collecting data at several azimuth angles and a constant range (spotlight
mode), the signal’s wavenumber space may be written as

kx = k cos
(
θn
)

(rad/m), (3.31)

ky = k sin
(
θn
)

(rad/m), (3.32)

where θn are the azimuth sample angles and

k =
2π

λ
=

2π

c

[
f0 + β(t− t0)

]
(rad/m). (3.33)

The wavenumber is the signal’s spatial frequency and is measured in cycles per unit
distance. From (3.31)–(3.33), the wavenumber space is filled in a polar raster as
shown in Figure 3.10. If the data filling the wavenumber space were continuous, an
image could be formed by taking the inverse Fourier transform as

s(x, y) =

∞∫
−∞

∞∫
−∞

S
(
kx x, ky y

)
exp

[
j
(
kx x+ ky y

)]
dkx dky. (3.34)
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Figure 3.9 Azimuth reference function variation versus range.

Since modern radar systems make use of digital signal processing, the two-
dimensional inverse discrete Fourier transform is employed, and (3.34) is replaced
with

s(x, y) =

M∑
m−1

N∑
n=1

S
(
km,nx x, km,ny y

)
exp

[
j
(
kx x+ ky y

)]
, (3.35)
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Figure 3.10 Spotlight SAR phase history data in wavenumber space.

where the superscripts m and n represent the samples in the range and azimuth di-
rections, respectively. Implementing (3.35) results in a perfectly acceptable image.
However, performing the double summation for every (x, y) location is computa-
tionally expensive. The kernel in (3.35) is not suited for fast Fourier transform (FFT)
methods as these work on regular grids [14]. If the bandwidth is small compared to
the center frequency and the span of angles is also small,

βT � 2πf0 (Hz), (3.36)

∆θ � 1 (deg), (3.37)

then the wavenumber space may be approximated as Cartesian. For high-resolution
systems, the approximation is invalid and a method for reformatting the data
onto a Cartesian grid is necessary. This is commonly accomplished through two
one-dimensional interpolations. The first interpolation is performed in the range
direction and the second along the azimuth direction. Interpolation of complex data
is not as simple as it may seem and depends on the nature of the data itself. A
poor interpolation scheme will add artifacts in the final image. Also, interpolation
processing dominates the processing times for classical implementations of PFA.
The reader is referred to the following sources for more information about complex
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data interpolation [15–17]. This results in the wavenumber sample locations shown
in Figure 3.10. Note kx only depends on the index m (range), and ky only depends
on the index n (azimuth). The inverse Fourier transform of (3.35) is now separable,
and for performance may be calculated by two one-dimensional transforms as

s(x, y) =

N∑
n=1

{
M∑
m=1

S
(
kmx , k

n
y

)
exp

[
jkmx x

]}
exp

[
jkny y

]
. (3.38)

While an image may be formed in this manner, the high-frequency data are
further apart than the low-frequency data, resulting in image degradation [1]. Also, it
was assumed the wavefront is planar and residual phase errors were ignored. These
approximations require further post processing to mitigate image artifacts [18].
Therefore, other image formation techniques are desired.

3.3.3 Backprojection Algorithm

The image formation algorithms presented in the previous sections make certain
assumptions about range cell migration, platform motion, and homogeneity of
the point spread function [19]. The backprojection imaging algorithm (BPA) has
far fewer assumptions and therefore offers several advantages over other imaging
methods. BPA is the same regardless of the imaging mode, while other methods
typically need modification depending on the imaging mode and geometry. Also,
BPA is well suited for the bistatic and multistatic imaging geometries discussed in
Section 2.9. Unambiguous aliasing, often called spectral wrapping, is problematic
for many imaging methods, while BPA is unaffected [20]. Since BPA effectively
produces a matched filter on a pixel-by-pixel basis, higher order effects such as
antenna gain compensation can be included on individual pulses. Convolution
methods use the same response across the entire processing window and can only
roughly address higher order effects. Many image formation techniques require a
process known as orthorectification to map slant plane images to the ground plane
and effectively remove effects of tilt and relief [21]. BPA forms images in the
ground plane making orthorectification significantly simpler. With BPA there is no
fundamental limit on the size of the imaging swath nor on the regularity of the
relative velocity between the sensor and the swath.
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Figure 3.11 Basic geometry for two-dimensional X-ray imaging.

3.3.3.1 Line Integrals and Projections

Consider the basic geometry for two-dimensional X-ray tomography shown in
Figure 3.11, where the object’s two-dimensional density function is given by
f(x, y). Pθ(t) is the value of the Radon transform of the density function, f(x, y),
and is found by forming a set of line integrals. Mathematically, the Radon transform
is expressed as [22]

Pθ(t) =

∫
l

f(x, y)ds

=

∞∫
−∞

∞∫
−∞

f(x, y)δ(x cos θ + y sin θ − t) dx dy. (3.39)
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Figure 3.12 Illustration of the Fourier slice theorem.

Once the Radon transform is found, a method for reconstructing the original density
function is needed. Image reconstruction is accomplished with the use of the Fourier
slice theorem and the filtered backprojection algorithm.

3.3.3.2 Fourier Slice Theorem

The Fourier slice theorem, illustrated in Figure 3.12, states the one-dimensional
Fourier transform of a parallel projection is equal to a slice of the two-dimensional
Fourier transform of the original function [23]. To demonstrate the Fourier slice
theorem, start by defining the two-dimensional Fourier transform of the object’s
density function as

F(u, v) =

∞∫
−∞

∞∫
−∞

f(x, y) exp
[
− j2π

(
ux+ vy

)]
dx dy, (3.40)
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and the one-dimensional Fourier transform of the projection function, Pθ(t), as

Sθ(ω) =

∞∫
−∞

Pθ(t) exp
[
− j2πωt

]
dt. (3.41)

Since no assumption has been made about the object’s orientation, θ is set to 0
without loss of generality. This leads to v = 0, and allows the two-dimensional
Fourier transform to be written as

F(u, 0) =

∞∫
−∞

∞∫
−∞

f(x, y) exp
[
− j2πux

]
dx dy. (3.42)

Note the phase term is now a function of x only, and the double integral may be
written as

F(u, 0) =

∞∫
−∞

[ ∞∫
−∞

f(x, y)dy

]
exp

[
− j2πux

]
dx. (3.43)

The term inside the brackets is an expression for the projection along lines of
constant x. This may be written as

Pθ=0(x) =

∞∫
−∞

f(x, y)dy. (3.44)

Substituting (3.44) into (3.43) results in

F(u, 0) =

∞∫
−∞

Pθ=0(x) exp
[
− j2πux

]
dx. (3.45)
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Recalling the definition of the one-dimensional transform in (3.41), the relationship
between the one-dimensional projection function and the two-dimensional Fourier
transform of the object’s density function is

F(u, 0) = Sθ=0(ω). (3.46)

As stated earlier, no assumption was made about the object’s orientation; therefore,
the general expression of the Fourier slice theorem is

F(u, v) = Sθ(ω). (3.47)

While Radon’s original work showed the mathematical procedure for recon-
struction of a density function from projections, the inverse Radon transform cannot
be solved analytically. Some of the earliest reconstruction approaches were alge-
braic and those will be covered in the following sections. Researchers began using
Fourier transforms in the solution, leading to a method known as filtered backpro-
jection [24]. It is the most used reconstruction technique in medical imaging and is
an extremely attractive method for SAR imaging [25, 26]. It is computationally effi-
cient and employs FFTs. It is highly parallelizable as each projection’s contribution
and each pixel’s value may be computed independently. Also, image reconstruction
may begin as soon as the first projection function is obtained, rather than waiting for
all projections to be collected. Finally, the filtered backprojection algorithm does not
depend on uniform angular sampling in the projection data, and multiple rotations
or platform passes can be used.

3.3.3.3 Filtered Backprojection

To illustrate the filtered backprojection algorithm, begin by taking the inverse
Fourier transform of the object’s two-dimensional spatial frequency domain rep-
resentation as

f(x, y) =

∞∫
−∞

∞∫
−∞

F(u, v) exp
[
j2π
(
ux+ vy

)]
du dv. (3.48)
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Since the projection functions fill in the spatial frequency domain in a polar fashion,
make the following substitutions

u = ω cos θ, (3.49)

v = ω sin θ, (3.50)

du dv = ω dω dθ (3.51)

which results in

f(x, y) =

2π∫
0

∞∫
0

F(ω, θ) exp
[
j2πω (x cos θ + y sin θ)

]
ω dω dθ. (3.52)

Splitting (3.52) into two integrals gives

f(x, y) =

π∫
0

∞∫
0

F(ω, θ) exp
[
j2πωt

]
ω dω dθ

+

π∫
0

∞∫
0

F(ω, θ + π) exp
[
j2πωt′

]
ω dω dθ, (3.53)

where t = x cos θ + y sin θ and t′ = x cos(θ + π) + y sin(θ + π). Making use of
the relation, F(ω, θ + π) = F(−ω, θ), allows (3.53) to be written as

f(x, y) =

pi∫
0

∞∫
0

F(ω, θ) exp
[
j2πω (x cos θ + y sin θ)

]
|ω| dω dθ. (3.54)

The inner integral represents the convolution of the projection with a filter as

Pθ(t) ∗ h(t) =

∞∫
−∞

F(ω, θ) exp
[
j2πω(x cos θ + y sin θ)

]
|ω| dω. (3.55)
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The filtered projection function in (3.55) is then projected onto the image space
along a line in the same direction as the projection was obtained. This is expressed
as

f(x, y) =

π∫
0

Pθ(t) ∗ h(t) dθ. (3.56)

The backprojection imaging algorithm is as follows:

1. Construct the spatial domain target density array f(xi, yj).

2. Pulse-compress the return signal (one-dimensional range profiles) and perform
filtering.

3. Upsample the return signal for improved image quality. Upsample factor can
be large (>100).

4. For a given pixel point, (xi, yj), find the nearest upsampled time point (inter-
polate) and add the value of the filtered data to the array component f(xi, yj).

5. Repeat for all pixel locations (xi, yj) and all projections Pθ(t).

When processing the reflected waveform of a radar system as direct transductions
of the spatial frequencies of a target’s reflectivity function, the spatial frequency
formulation makes the SAR imaging problem analogous to X-ray medical imag-
ing [27]. Consider the imaging scenario where energy from the radar illuminates
an area that contains a target to be imaged, as shown in Figure 3.13. Assume the
target structure across the illuminated region is described by a two-dimensional
reflectivity such that the radar returns from all scatterers on a constant range line
are received simultaneously by the radar. In the previous section, the projection,
Pθ(t), represented a projection of the X-ray attenuation function of an object. For
SAR imaging, the projection represents a projection of the reflectivity function of
a target. The projections may now be collected at several angles, as illustrated in
Figure 3.14. Using the Fourier slice theorem as before, the projection data is used
to fill in the reflectivity function’s two-dimensional spatial frequency domain. The
filtered backprojection algorithm is then used to reconstruct the reflectivity function
from this two-dimensional spatial frequency data.
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Figure 3.13 Basic geometry for tomographic SAR imaging. Courtesy NASA.

Watch this animation of backprojection.

3.3.4 Algebraic Methods

Another approach for SAR image formation is to assume the image consists of
an array of unknowns, set up algebraic equations for the unknowns in terms of
the measured data, and solve for these unknowns in an iterative manner [28, 29].
Methods in this class are known as algebraic reconstruction techniques (ART).
Conceptually, ART is simpler than the transform-based methods in Sections 3.3.1
and 3.3.2. However, the transform-based methods are simpler to implement. As with

https://youtu.be/zWBAdZ4o37c
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Figure 3.14 Projections collected at various angles due to target or sensor motion. Courtesy NASA.

BPA, ART inherently handles irregular sampling along the synthetic aperture and
arbitrary image shapes. ART is also an attractive method when the transmitted and
received energy undergoes refraction due to the atmosphere [28]. In these cases, it
is also possible to combine ART with ray tracing methods to first create an image
ignoring refraction, then use ray tracing to come up with a more accurate set of
algebraic equations [30, 31]. However, scenarios dealing with refraction often have
effects from diffraction as well.

Figure 3.15 shows the basic geometry for tomographic SAR imaging with
a rectangular grid superimposed onto the image f(x, y). The measurements are
stacked such that
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Figure 3.15 Basic geometry for tomographic SAR imaging with grid overlay for ART.

~p = H~f, (3.57)

where fj are the pixels in the image, pi are the measurements and Hi,j represents
the contribution of the jth pixel to the ith measurement. Note f : RN , p : RM ,
and H : RMXN . The element Hi,j is the fractional area of the jth pixel intercepted
by the ith measurement, as shown in Figure 3.15. Note, H is sparse since a small
number of pixels contribute to a line integral.

For small number of pixels, N , and small number of measurements, M ,
conventional matrix theory methods could be used to invert (3.57). In practice, M
and N are far too large any direct matrix inversion. Thus, iterative methods must be
employed for solving (3.57). Iterative methods to solve this problem were originally
developed for computed tomography (CT) and electron microscopy. These methods
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are based on the method of projections and were first proposed in [32] and later
covered in detail in [33]. These methods result in a least-squares solution meeting
the constrained minimization

min
i
‖~fi‖22 such that H~f = ~p. (3.58)

The ART algorithm proceeds by initializing the image pixel values ~f . If no a
priori information is available, then set ~f 0 = 0. The iterative step is then computed
by

fk+1
j = fkj +

pi − 〈hi, fk〉
‖hi‖

Hi,j , (3.59)

where fkj is the jth element of ~f at the kth iteration, hi is the ith row of H, and Hi,j

is the (i,j)th element of H.
As stated above, an image ~f with N pixels has N degrees of freedom. The

image may be considered as a single point in N -dimensional space. Writing out
each equation in (3.57) gives a representation of a hyperplane. If a unique solution
exists, the intersection of all the hyperplanes will be a point. If the hyperplanes could
be made orthogonal to each other, then the solution would be found with a single
iteration. While such an orthogonalization is possible, it is not computationally
feasible.

If M > N , then the system of equations is said to be overdetermined. For
this case, no unique solution exists, and the iterative solution does not converge, but
rather oscillates about the intersection of the hyperplanes [28].

If M < N , no unique solution exists, and an infinite number of solutions are
possible. For example, with (3.57), the solution can be anywhere on the hyperplane.
The best attempt would be drawing a projection from ~f 0 onto this hyperplane. The
solution is then the point on the hyperplane closest to the initial guess. It has been
shown that the iterative approach would then converge to a solution ~fs, such that
|~f 0 − ~fs is minimized [33].
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3.3.4.1 Simultaneous Iterative Reconstruction Technique

Simultaneous iterative reconstruction technique (SIRT) uses the same iterative
correction as given in (3.59) to compute the change in the jth pixel due to the ith
equation. The major difference is the value of the jth pixel is not modified until all
the measurements have been processed. At that point, the pixel value is modified and
is effectively the average of all the calculated changes for that pixel. This establishes
a single iteration in the SIRT algorithm. Each successive iteration goes back through
all the measurements and a new average change is computed. SIRT has the expense
of slower convergence but tends to produce higher quality images [29, 34].

3.3.4.2 Simultaneous Algebraic Reconstruction Technique

The simultaneous algebraic reconstruction technique (SART) approach is a vari-
ation of the algebraic reconstruction techniques in Sections 3.3.4 and 3.3.4.1 and
combines the best aspects of ART and SIRT [35]. Specifically, this reconstruction
method produces quality images and numerical accuracy in a single iteration. Errors
in the calculation of the measurement integrals by finite summation is replaced with
bilinear elements. To reduce noise in the measured data, SART applies the correc-
tion term for all measurements in one projection simultaneously. Also, the quality
of the reconstructions is further enhanced through heuristic procedures [28, 35, 36].

3.3.4.3 Multiplicative Algebraic Reconstruction Technique

The minimum norm regularization in ART, given in (3.58), is quite common but
not the only regularization used to obtain a unique solution to the SAR imaging
problem. Multiplicative algebraic reconstruction technique (MART) is a maximum
entropy solution satisfying

min
f

∑
i

~f ln ~fi such that H~f = ~p. (3.60)

Maximum entropy methods are based on information theory and treats the image
as a probability density function. Prior to use in SAR imaging, maximum entropy
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methods were suggested for use in both radio astronomy and CT image reconstruc-
tion [37, 38]. Maximum entropy methods tend to have uniform intensity distri-
butions and work well in situations with large areas of weak scattering or strong
scattering.

The MART algorithm begins by initializing the image pixel values as ~f 0 =

exp(−1). The updates are then calculated by

fk+1
j = fkj

[
pi

〈hi, xk〉

]λ,hi,j

, (3.61)

where λ is a relaxation value. There are constraints on the form of (3.61) for the
algorithm and a few others, such as Elfving MART, Willis MART, which have been
developed [39].

3.3.5 Nontraditional Methods

In addition to the image formation techniques presented in the preceding sections,
various other algorithms have been researched. These include omega-k, overlapped
subaperture, multiple signal classification (MUSIC), and amplitude and phase es-
timation of a sinusoid (APES). These are beyond the scope of this book and the
reader is referred to the following sources for more information on these and other
techniques for SAR image formation [40–42].

3.4 EXAMPLES

The sections below illustrate the concepts of this chapter with several Python/
MATLAB examples. The examples for this chapter are in the directory soft-
ware/python/Chapter3 and the matching MATLAB examples are in the directory
software/matlab/Chapter3. The reader should consult Chapter 1 for information on
how to execute the Python and MATLAB code associated with this book.
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3.4.1 Range Profile — Point Targets

As a first example, consider an LFM waveform transmitted with a bandwidth of
15 Hz incident upon a point-target located at a time delay of 3.5 s. The real and
imaginary part of the return signal is shown in Figure 3.16 and the associated range
profile is given in Figure 3.17. The time delay is evident in both these figures.
The instantaneous frequency is given in Figure 3.18, and the frequency spectrum
is shown in Figure 3.19. Comparing Figure 3.18 and Figure 3.19, the bandwidth
and instantaneous frequency are consistent. The above example is given in the
Python notebook range profile point target example.ipynb and the MATLAB live
script range profile point target example.mlx.

3.4.2 Range Profile — Backhoe

As a more realistic example, consider the backhoe shown in Figure 3.20. There are
many scattering mechanisms associated with this type of complex target contribut-
ing to the total backscattered field. The scattering data was simulated at X-band
with a high-frequency electromagnetic scattering code and provided by the U.S.
Air Force Sensor Data Management System (SDMS) [43]. Range profiles for the
backhoe are shown in Figure 3.21. The bandwidth is 3 GHz, corresponding to a
range resolution of approximately 5 cm, and VV, HH, and HV polarizations are
shown. The copolarized signals (VV, HH) typically have higher intensity and are
due to specular, surface, and volume scattering. Cross-polarized signals (HV, VH)
usually have weak intensity and are associated with multiple bounce type scattering
and doubly curved surfaces and are very dependent on the orientation of the targets.
For comparison, Figure 3.22 shows the range profiles at a bandwidth of 300 MHz,
which corresponds to a range resolution of 1 m. Figures 3.21 and 3.22 illustrate
the dependency of range resolution on waveform bandwidth, as much more target
detail is discernable at the higher bandwidth. This leads to better performance for
classification and discrimination algorithms. Figures 3.21 and 3.22 were created at
an elevation angle of 0◦. Figure 3.23 shows the range profiles at an elevation angle
of 30◦ and a bandwidth of 3 GHz. Note the shorter apparent length of the target
in Figure 3.23 due to the range profile being created in the slant plane. The above
example is given in the Python notebook range profile backhoe example.ipynb and
the MATLAB live script range profile backhoe example.mlx.
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Figure 3.16 Real and imaginary components of the LFM return signal from a point target with a delay
of 3.5 seconds.

3.4.3 Range Doppler Algorithm — Point Targets

Consider an imaging scene consisting of four point-targets of varying intensity. The
point-targets are located at coordinates x = [−20, 0, 16, 24] and y = [−1, 8,−6, 16]

meters relative to the scene center. The radar cross section associated with each
target is σ = [15, 8, 10, 15] m2. The operating frequency is 10 GHz, the band-
width is 100 MHz, and the pulsewidth is 200 µs. The synthetic aperture length
is 200 m and the range to the scene center is 10 km. The range-compressed data
is shown in Figure 3.24(a) and the range cell migration corrected data is given
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Figure 3.17 One-dimensional range profile of a point-target with a delay of 3.5 seconds.

in Figure 3.24(b). Azimuth compression completes the process, and the final fo-
cused image is shown in Figure 3.25. The above example is given in the Python
notebook range doppler point target example.ipynb and the MATLAB live script
range doppler point target example.mlx.

3.4.4 Range Doppler Algorithm — Backhoe

In this example, the range-Doppler algorithm is used to create two-dimensional
imagery of the backhoe shown in Figure 3.20, and described in Section 3.4.2.
Figure 3.26 shows the image obtained from RDA with an azimuth span of 10◦

and a waveform bandwidth of approximately 5 GHz. The figure also displays an
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Figure 3.18 Instantaneous frequency of the LFM return signal from a point target with a delay of 3.5
seconds.

overlay of the target facet file used to simulate the data. The major scattering
structures such as the front and rear wheels, front and rear buckets, and connect-
ing arm framework are evident in the imagery. The above example is given in
the Python notebook range doppler example.ipynb and the MATLAB live script
range doppler example.mlx.

3.4.5 Polar Format Algorithm — Point Targets

This example examines PFA imaging for a scene consisting of four point-targets
with different scattering intensities. The point targets are located at coordinates
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Figure 3.19 Frequency spectrum of the LFM return signal from a point target with a delay of 3.5
seconds.

of x = [10,−5, 2.5,−2.5] and y = [10,−5,−1, 8] meters relative to the scene
center, and the range to the scene center is 1 km. The radar cross section of the
point targets is σ = [10, 10, 7, 5] m2. The operating frequency is 5 GHz and the
waveform bandwidth is 250 MHz. The azimuth span of the synthetic aperture is 6◦.
The raw phase history data for this scene is shown in Figure 3.27(a). The raw phase
history data is then interpolated onto a Cartesian grid as shown in Figure 3.27(b).
A one-dimensional inverse Fourier transform is computed in the range direction,
followed by a one-dimensional inverse Fourier transform in the azimuth direction
to give the results shown in Figure 3.28. The above example is given in the Python
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Figure 3.20 CAD model of a backhoe used for one-dimensional range profiles. Courtesy of Walton C.
Gibson.

notebook polar format point targets example.ipynb and the MATLAB live script
polar format point targets example.mlx.

3.4.6 Polar Format Algorithm — Learjet

In this example, PFA is used to create two-dimensional SAR imagery of a Learjet,
shown in Figure 3.29. The target was simulated at S-band using the high frequency
radar cross-section code, Lucernhammer MT, from Tripoint Industries [44]. Figure
3.30 displays the image obtained from PFA with an azimuth span of 10◦ and a
waveform bandwidth of 1 GHz. This figure also shows an overlay of the target
facet file used to generate the simulated data. The major scattering structures are
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Figure 3.21 X-band range profiles for VV, HH, and HV polarizations at a bandwidth of 3 GHz.

evident in the SAR imagery. The above example is given in the Python notebook po-
lar format example.ipynb and the MATLAB live script polar format example.mlx.

3.4.7 Backprojection Algorithm — Point Targets

For this example, consider an imaging scene consisting of five point-targets with
different scattering intensities. The point targets are located at coordinates of x =

[3, 0,−3,−5, 8] and y = [−3, 0, 8, 6, 4] meters relative to the scene center, and the
range to the scene center is 50 km. The radar cross section of the point targets is
σ = [10, 7, 18, 15, 10] m2. The operating frequency is 5 GHz, and the waveform
bandwidth is 300 MHz. Figure 3.31(a) shows the image after a single pulse has
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Figure 3.22 X-band range profiles for VV, HH, and HV polarizations at a bandwidth of 300 MHz.

been backprojected. Note the image is composed on range lines that are constant
in the cross-range direction. Figure 3.31(b) shows the image after 100 pulses and
the image is now starting to take form. Figure 3.32(a) shows the image after 500
pulses and Figure 3.32(b) shows the image after all pulses have been backprojected
and the image is now fully created. The above example is given in the Python
notebook backprojection point targets example.ipynb and the MATLAB live script
backprojection point targets example.mlx.
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Figure 3.23 X-band range profiles for VV, HH, and HV polarizations at a bandwidth of 3 GHz and
elevation angle of 30◦.

3.4.8 Backprojection Algorithm — Toyota Avalon

For this example, consider the two-dimensional SAR imaging of a Toyota Avalon.
The target was simulated at X-band with a high-frequency electromagnetic scatter-
ing code and provided by the U.S. Air Force SDMS [43]. Figure 3.33(a) shows the
image obtained by backprojecting the data for a 6◦ azimuth span. As seen, little
information about the target structure is present in this image. Since backprojection
is well suited for large azimuth spans, images were created with 90◦, 180◦, and
360◦ azimuth spans. The results are given in Figure 3.33(b), Figure 3.34(a), and
Figure 3.34(b) respectively. With increasing azimuth spans, more target detail is
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(a) Range compression before range cell migration correction.

(b) Range compression after range cell migration correction.

Figure 3.24 Range compression after range cell migration correction.
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Figure 3.25 Focused image for range-Doppler imaging of point targets.

visible in the images, providing valuable information for mapping, environmental
monitoring, classification, and discrimination. The above example is given in the
Python notebook backprojection example.ipynb and the MATLAB live script back-
projection example.mlx.
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Figure 3.26 Range-Doppler image formation of a backhoe at X-band.
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(a) Raw data. (b) Reformatted data.

Figure 3.27 Raw phase history data reformatted onto a Cartesian grid for polar format imaging.
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(a) PFA range compressed data for point targets.

(b) PFA focused image of point targets.

Figure 3.28 Range and azimuth compression to form the focused image using the polar format
algorithm.
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Figure 3.29 CAD model of a Learjet used for polar format imaging. Courtesy of Walton C. Gibson.
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Figure 3.30 Polar format image formation of a Learjet at S-band.
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(a) Backprojected image after one pulse.

(b) Backprojected image after 100 pulses.

Figure 3.31 Backprojection image reconstruction of point targets.
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(a) Backprojected image after 500 pulses.

(b) Backprojected image with all pulses.

Figure 3.32 Backprojection image reconstruction of point targets.
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(a) Backprojected image with 6◦ azimuth span.

(b) Backprojected image 90◦ azimuth span.

Figure 3.33 Backprojection image reconstruction of a Toyota Avalon at X-band.
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(a) Backprojected image with 180◦ azimuth span.

(b) Backprojected image with 360◦ azimuth span.

Figure 3.34 Backprojection image reconstruction of a Toyota Avalon at X-band.
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PROBLEMS

3.1 Using the signal model given in (3.2), plot the return signal for three point-
targets located at ranges of 100 m, 150 m, and 210 m. The radar cross-section
for each target is 10 dBsm, 12 dBsm, and 7 dBsm. The waveform bandwidth
is 100 MHz and the pulsewidth is 0.5 ms. Also, compare the matched filter
output versus the stretch processor output for the three point-targets.

3.2 For a linear frequency modulated waveform with a bandwidth of 500 MHz
and a pulsewidth of 0.5 ms, find the instantaneous frequency for stretch
processing when the target is at a range of 100 km and the reference signal
time delay is 0.6 ms.

3.3 Describe the major advantages of stretch processing and give practical exam-
ples of when stretch processing should be employed over matched filtering.

3.4 Explain the difference in resolution and SNR when using matched filtering
versus stretch processing.

3.5 What is the effect of waveform bandwidth, pulsewidth, and polarization on
one-dimensional range profiles?

3.6 Illustrate an imaging scenario where one-dimensional imaging may be pre-
ferred over two-dimensional imaging.

3.7 For range-Doppler imaging, what image artifacts are associated with error in
the estimation of the Doppler centroid?

3.8 Calculate and plot the range cell migration correction given in (3.26) for
Example 3.5.3 above.

3.9 Characterize the bandwidth and azimuth span limitations in (3.36) and (3.37)
for polar format imaging. Using the code given in the Python notebook
range doppler example.ipynb or the MATLAB live script range doppler exa-
mple.mlx, explain the image artifacts that arise when these limits are ex-
ceeded.
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3.10 Describe the advantages and disadvantages of the backprojection algorithm
versus the polar format algorithm. Give practical examples of situations
where one method is preferred over the other.

3.11 What is the role of the Radon transform in the development of modern
systems employing backprojection imaging?

3.12 Explain the differences between SIRT, SART, and MART. Give examples of
situations where one may outperform the others.

3.13 Compare the sampling requirements, including irregular sampling, between
algebraic reconstruction methods and transform-based methods.

3.14 Expound on the convergence of algebraic reconstruction methods, including
the number of iterations, condition number of the system matrix, existence
of solutions, and constrained minimizations.

3.15 Briefly describe some nontraditional imaging techniques and applications.

3.16 What is a situation where a researcher would want access to the raw radar
measurements in addition to standard SAR data products such as single look
complex images?

3.17 For target classification and discrimination, what SAR data products would
be most beneficial?

3.18 Research specialized SAR data products from various sensors including
Sentinel-1’s ocean swell spectra, ocean wind fields, and surface radial ve-
locities.
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Chapter 4

Three-Dimensional Imaging

Three-dimensional SAR imagery reveals information about the scene in the range,
azimuth, and elevation directions and is far more discernable than two-dimensional
imagery. The information in the added dimension gives more details and insight
into the size, shape, and orientation of objects within a scene. It can also solve
some of the imaging issues found in two-dimensional imagery, such as layover [1].
The chapter begins with an overview of the history and development of three-
dimensional SAR imaging. The extension of the point spread function to three
dimensions and an analysis of the range, azimuth, and elevation resolution is then
presented. This is followed by the development of the three-dimensional polar for-
mat algorithm, which results in a generic framework for three-dimensional imaging.
The linear trace version of the Fourier slice theorem is given along with the deriva-
tion of the three-dimensional backprojection algorithm. The chapter concludes with
a few Python and MATLAB examples to further illustrate the concepts of three-
dimensional SAR imaging. For readability, exp() is used interchangeably with ex

notation in this chapter.

4.1 DEVELOPMENT

Three-dimensional SAR imaging algorithms and sensors have been developed for
numerous applications including through-wall surveillance, buried object detection

149
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and classification, persistent building monitoring, digital elevation model develop-
ment, environmental survey, and ecological process modeling [1–6]. The subse-
quent sections will review the development of some of the more common systems
and applications.

4.1.1 Airborne and Spaceborne Systems

Three-dimensional SAR imaging from airborne and spaceborne platforms can
broadly be categorized into two groups with their own timelines. The first began
in the 1960s with the use of InSAR and stereoscopic SAR (StereoSAR) to obtain
elevation information about the scene [7–10]. InSAR and StereoSAR use two or
more two-dimensional complex SAR images to extract topographic information
about the terrain [7, 11–14]. This is accomplished by registering the images and then
forming an interferogram by multiplying one image with the complex conjugate of
the other. Phase unwrapping is then employed to construct a digital elevation model
of the scene [2, 15]. An example of such a sensor is the TanDEM-X, which has been
acquiring global digital elevation model (DEM) data since 2010 [16].

Since InSAR uses phase information to determine the relative distance in path
length to scatterers between two images, scatterer position information is retrieved
while scatterer intensity is not. Thus, researchers began investigating methods to
determine both scatterer location and intensity. In 1995, the U.S. Naval Research
Lab proposed a different concept for using a three-dimensional synthetic aperture
to form three-dimensional images [17]. This technique is commonly referred to as
tomographic SAR (TomoSAR) and is an extension of conventional two-dimensional
SAR imaging principles to three-dimensions and allows for the determination of
both the position and intensity of scatterers in the scene [18]. Research on this topic
has been conducted in many countries and several sensors have been developed
[19–24]. As an example, European Space Agency has planned the 2023 launch of
the BIOMASS Earth observing satellite, which is based on a P-band polarimetric
SAR sensor. The mission will use TomoSAR techniques, in addition to others, to
provide complete information about the vertical structure, scattering nature, and
dynamic processes of the world’s forests [25, 26].

While significant research is being conducted around the world, InSAR and
TomoSAR remain the two main imaging modes in use for airborne and spaceborne
three-dimensional SAR missions [27–30]. For airborne and spaceborne sensors
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operating in TomoSAR mode, the aperture size in the elevation direction is typically
much smaller than the azimuth aperture and is often sparsely sampled, requiring
super resolution methods. While beyond the scope of this book, the reader is
referred to these excellent sources on the subject [3, 30–32].

Figure 4.1 illustrates a generic data collection geometry for three-dimensional
SAR imaging from airborne and spaceborne platforms. Here, the aperture in the az-
imuth direction is synthesized by the flight path of the platform, while the aperture in
the elevation direction in synthesized by taking multiple passes at varying altitudes.

Watch this animation of a 3-D SAR collection geometry.

4.1.2 Through-Wall Systems

Through-wall radar imaging systems allow for gathering of information about the
location, classification, and movement of targets from behind walls, barriers, and
other obstructions. This information can be critical to military and law enforcement
conducting operations in urban areas, as well as search and rescue efforts. These
systems typically employ UWB waveforms, also referred to as impulse or carrier-
free waveforms and current systems have bandwidths as large as 8 GHz [4]. Note,
the FCC defines ultrawideband to be a waveform with a bandwidth greater than
25% of the center frequency. Research and development of UWB systems increased
rapidly with the FCC’s Report and Order in 2002 which allows unlicensed UWB
operation of imaging, vehicle radar, and communication systems [33, 34]. UWB
systems have very fine range resolution arising from short pulse duration. Also, the
low spectral density of these waveforms results in low health hazard to humans.

The earliest UWB through-wall imaging system was publicly announced in
2003 by Time Domain Corporation [4]. Since then, there has been much research
and development performed by groups such as DARPA, the Canadian Depart-
ment of National Defense, Eureka Aerospace, CyTerra Corporation, and Camero-
Tech. Advancements in hardware, computing, and imaging algorithms have led
to sophisticated systems such as the Xaver™ 800, which can display real-time
three-dimensional imagery for intelligence, surveillance, and reconnaissance [5].
The aperture for through-wall systems is synthesized by using an antenna array
with individual elements placed in a grid layout. Each antenna element transmits

https://youtu.be/dwJu_UvtWuA
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Figure 4.1 Basic three-dimensional data collection geometry for airborne and spaceborne platforms.

and receives the radar signal thus creating the aperture. This application of three-
dimensional radar imaging continues to see much attention from commercial, gov-
ernment, and academic communities, and the reader is referred to several excellent
sources on the subject [4, 35–38].
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4.1.3 ISAR

There has been considerable research into three-dimensional ISAR imaging over the
past two decades [39–42]. However, most of this research has been conducted with
either simulated data or under ideal lab conditions. Some experiments have been
performed with civilian aircraft and drone measurements [41, 42]. As with airborne
and spaceborne three-dimensional imaging, InSAR and TomoSAR are the two main
imaging modes. Nearfield methods dealing with wavefront curvature have also been
investigated [40, 43]. There are several issues due to unknown target motion that are
still to be solved before this is a reliable and robust imaging technique [39, 44].

4.2 POINT SPREAD FUNCTION

The resolution and point spread function for spotlight mode imaging was investi-
gated in Section 2.3.1. Extending this to three dimensions, the resolution along the
slant range and ground range directions is the same as those given in (2.2) and (2.3),
and the resolution in the azimuth direction is given in (2.30) and (2.31). Analogous
to the azimuth direction, the resolution in the elevation direction may be expressed
as

δe =
λ

4 sin
(φs

2

) (m), (4.1)

where φs is the angle subtended by the synthetic aperture in the elevation direction.
As before, the small angle approximation is used in (4.1) to give

δe =
λ

2φs
(m). (4.2)

The expressions in (2.28) and (4.1) are based on approximating the target spectral
support region as a cuboid, illustrated in Figure 4.2. This region is defined by the
span
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Figure 4.2 Three-dimensional spectral support for a point target located at (θi, φi).
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where θ±t is the azimuth angle to the point target from the endpoints of the synthetic
aperture in the azimuth direction, φ± is the elevation angle to the point target from
the endpoints of the synthetic aperture in the elevation direction, and kc is the
wavenumber at the center frequency. The point spread function is written as
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(
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The resulting range and cross-range resolutions are calculated by substituting (4.3),
(4.4), and (4.5) into

δx′ =
2π

∆kx′
(m), (4.7)

δy′ =
2π

∆ky′
(m), (4.8)

δz′ =
2π

∆kz′
(m). (4.9)

This results in

δx′ =
c

2B
(m), (4.10)

δy′ =
λRt

2La cos(θt)
(m), (4.11)

δz′ =
λRt

2La cos(φt)
(m), (4.12)

whereRt is the range to the target,La is the aperture length in the azimuth direction,
and Le is the aperture length in the elevation direction. The expressions above are
a good approximation when the bandwidth is much smaller than the radar center
frequency and the angular span of the synthetic aperture is small. However, the
approximation does not hold for wide bandwidth systems where the bandwidth is
comparable to the radar center frequency or synthetic apertures with wide angular
spans. For those systems, the point spread function is shift-varying and its shape
resembles a three-dimensional funnel. Figure 4.3 illustrates the three-dimensional
point spread function and associated resolutions.

.
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Figure 4.3 Three-dimensional point spread function for a target location of (13, 15, 14) meters.

4.3 POLAR FORMAT IMAGING

Recall the signal model given in (3.2) with the instantaneous frequency given in
(3.5). By collecting data at several azimuth and elevation angles and a constant
range (spotlight mode), the signal’s wavenumber space may be written as
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kx = k cos
(
θn
)

cos
(
φp
)

(rad/m), (4.13)

ky = k sin
(
θn
)

cos
(
φp
)

(rad/m), (4.14)

kz = k sin
(
φp
)

(rad/m), (4.15)

where θn are the azimuth sample angles, φp are the elevation sample angles, and the
wavenumber, k, is given in (3.33). From (4.13)–(4.15), and (3.33), the wavenumber
space is filled in a spherical raster as illustrated in Figure 4.4(a). If the data filling
the wavenumber space were continuous, an image could be formed by taking the
inverse Fourier transform as

s(x, y, z) =

∞∫
−∞

∞∫
−∞

∞∫
−∞

S(kx, ky, kz)×

exp
[
j(kxx+ kyy + kzz)

]
dkx dky dkz. (4.16)

The three-dimensional inverse discrete Fourier transform is employed, and (4.16) is
replaced with

s(x, y, z) =

M∑
m=1

N∑
n=1

P∑
p=1

S
(
km,n,px , km,n,py , km,n,pz

)
×

exp
[
j
(
km,n,px x+ km,n,py y + km,n,pz z

)]
, (4.17)

where the superscripts m, n, and p represent the samples in the range azimuth,
and elevation dimensions, respectively. Implementing (4.17) results in a perfectly
acceptable image. However, performing the triple summation for every location is
computationally expensive. The kernel in (4.17) is not suited for FFT methods as
these work on regular grids [45]. If the bandwidth is small compared to the center
frequency and the span of the angles is also small,
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(a) Raw phase history data spherical raster.

(b) Phase history data after rectangular reformatting.

Figure 4.4 Spotlight SAR phase history data in wavenumber space.
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βT � 2πf0 (Hz), (4.18)

∆θ � 1 (deg), (4.19)

∆φ� 1 (deg), (4.20)

then the wavenumber space may be approximated as Cartesian. For high-resolution
systems, the approximation is invalid and a method for reformatting the data
onto a Cartesian grid is necessary. This is commonly accomplished through three
one-dimensional interpolations. The first interpolation is performed in the range
direction, the second along the azimuth direction, and the third along the elevation
direction. The resulting wavenumber sample locations are shown in Figure 4.4(b).
Note kx only depends on the index m (range), ky only depends on the index n
(azimuth), and kz only depends on the index p (elevation). The inverse discrete
Fourier transform of (4.17) is now separable, and for performance may be calculated
by three one-dimensional transforms as

s(x, y, z) =

P∑
p=1

{
N∑
n=1

{
M∑
m=1

S
(
kmx , k

n
y , k

p
z

)
ex

}
ey

}
ez, (4.21)

where ex = exp
[
jkmx x

]
, ey =

[
jkny y

]
, and ez = exp

[
jkpz z

]
. Similar to the two-

dimensional case, the high-frequency data are further apart than the low-frequency
data, resulting in image degradation [46]. Also, it was assumed the wavefront
is planar and residual phase errors were ignored. These approximations require
further post processing to mitigate image artifacts [47]. Due to the limitations of
polar format on waveform bandwidth and angular span, this method is limited for
three-dimensional imaging and is presented here for illustrative purposes. However,
there has been recent research into using a combination of polar formatting and L1

regularization [48].
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4.4 BACKPROJECTION IMAGING

In 1917, Johann Radon demonstrated that it was possible to reconstruct an original
density function from projection data [49]. In two dimensions, the Radon transform
represents the projection of a density function defined in a plane to the space of
lines in the plane. The value of the Radon transform for a particular line is found by
integrating the density function over that line. This is used as a starting point to two-
dimensional SAR imaging using the filtered backprojection algorithm in Section
3.3.3. Radon further included formulas for the transform in three dimensions, in
which the integral is taken over planes rather than lines as in two dimensions.
The Radon transform has since been generalized to higher dimensional Euclidean
spaces. The complex analog of the Radon transform is known as the Penrose
transform [50–52].

When extending the Fourier slice theorem to three dimensions, two different
versions may be derived. The first is the planar slice version, which relates pla-
nar projection functions to planar Fourier transform slices, as originally shown by
Radon [46, 49, 53]. The planar slice theorem states the Fourier transform of the
projection of a three-dimensional density function onto a two-dimensional subspace
is equal to a two-dimensional slice of the three-dimensional Fourier transform of
the density function. The slice through the three-dimensional frequency space is
parallel to two-dimensional projection as illustrated in Figure 4.5. This version is
commonly used in infrared, optical, and X-ray imaging applications. For example,
backprojection has been used with data from a middle wave infrared camera to
thermally and chemically characterize plasma torches [54]. Light emission tomog-
raphy uses backprojection to perform three-dimensional imaging of small animals
for biological and medical research [55]. The Zeiss X-ray series of scanners aid in
the inspection and analysis of various production components such as automotive
assemblies, consumer electronics, and medical equipment [56]. Finally, GE Health-
care employs backprojection with X-ray measurements to create three-dimensional
imaging products to detect and analyze cardiac, oncological, cerebral, and metal
artifacts [57].

The second version of the Fourier slice theorem in three-dimensions is the
linear trace version, which relates one-dimensional projection functions to traces of
the three-dimensional Fourier transform [46, 58–60]. This is the version used for
radar applications as pulse compressed radar data is one-dimensional, as seen in
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Figure 4.5 Three-dimensional spatial frequency domain from two-dimensional projection functions.

Section 3.2. The subsequent sections present the linear trace theorem followed by
the filtered backprojection algorithm in three-dimensions.

4.4.1 Linear Trace Theorem

To show the linear trace theorem, start by defining the three-dimensional Fourier
transform of the target’s reflectivity function as

F (u, v, w) =

∞∫
−∞

∞∫
−∞

∞∫
−∞

f(x, y, z)e−j2π(ux+v y+w z) dx dy dz, (4.22)

and the one-dimensional Fourier transform of the projection, Pθ,ψ(t), as

Sθ,ψ(ω) =

∞∫
−∞

Pθ,ψ(t)e−j2πωtdt. (4.23)
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As in the two-dimensional case, no assumption has been made about the target’s
orientation, allowing θ = 0 and ψ = π/2 without loss of generality. This leads to
v = 0 and w = 0, and the three-dimensional Fourier transform is

F (u, 0, 0) =

∞∫
−∞

∞∫
−∞

∞∫
−∞

f(x, y, z)e−j2πux dx dy dz. (4.24)

Note, the phase factor is now a function of x only, and the triple integral may be
written as

F (u, 0, 0) =

∞∫
−∞

[ ∞∫
−∞

∞∫
−∞

f(x, y, z) dy dz

]
e−j2πux dx. (4.25)

The term inside the brackets is an expression for the projection along planes of
constant x. This may be expressed as

Pθ=0,ψ=π/2(x) =

∞∫
−∞

∞∫
−∞

f(x, y, z) dy dz. (4.26)

Substituting (4.26) into (4.25) results in

F (u, 0, 0) =

∞∫
−∞

Pθ=0,ψ=π/2(x)e−j2πux dx. (4.27)

Recalling the definition of the one-dimensional Fourier transform in (4.23), the rela-
tionship between the one-dimensional projection function and the three-dimensional
Fourier transform of the object’s density function is

F (u, 0, 0) = Sθ=0,ψ=π/2(ω). (4.28)
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As in the two-dimensional case in Section 3.3.3.2, no assumption has been made
about the object’s orientation; therefore, the general expression of the linear trace
theorem is

F (u, v, w) = Sθ,ψ(ω). (4.29)

A collection of projections at pairs of angles
[
(θ1, ψ1), (θi, ψj), . . . (θM , ψN )

]
fills in the three-dimensional spatial frequency domain of the object’s density
function, as illustrated in Figure 4.6, and the image may be reconstructed with the
backprojection algorithm.

Figure 4.6 Three-dimensional spatial frequency domain from one-dimensional projection functions.
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4.4.2 Filtered Backprojection

For the three-dimensional filtered backprojection algorithm, begin by taking the in-
verse Fourier transform of the object’s three-dimensional spatial frequency domain
representation as

f(x, y, z) =

∞∫
−∞

∞∫
−∞

∞∫
−∞

F (u, v, w) ej2π(xu+yv+zw) du dv dw. (4.30)

Since the projection functions fill in the spatial frequency domain in a spherical
fashion, making the following substitutions

u = ω cos θ sinψ, (4.31)

v = ω sin θ sinψ, (4.32)

w = ω cosψ, (4.33)

du dv dw = ω2 sinψ dω dθ dψ, (4.34)

results in

f(x, y, z) =

π∫
0

2π∫
0

∞∫
0

F (ω, θ, ψ) ej2πωt ω2 sinψ dω dθ dψ, (4.35)

where

t = x cos θ sinψ + y sin θ sinψ + z cosψ (rad). (4.36)

The expression in (4.35) may be written as

f(x, y, z) =

π∫
0

2π∫
0

[ ∞∫
0

F (ω, θ, ψ) ej2πωt ω2dω

]
sinψ dθ dψ. (4.37)
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The inner integral represents the convolution of the projection function with a filter
as

Pθ,ψ(t) ∗ h(t) =

∞∫
0

F (ω, θ, ψ) ej2πωtω2 dω. (4.38)

The filtered projection function in (4.38) is then projected onto the image space
along a line in the same direction as the projection was obtained. This is expressed
as

f(x, y, z) =

π∫
0

2π∫
0

Pθ,ψ(t) ∗ h(t) sinψ dθ dψ. (4.39)

The backprojection imaging process proceeds as in the two-dimensional case in
Section 3.3.3.3. The difference is the spatial target reflectivity array, f(xi, yj , zk),
is three-dimensional, and the time point is based on the three-dimensional pixel
point, (xi, yj , zk).

4.5 EXAMPLES

The sections that follow illustrate the concepts of three-dimensional SAR imaging
with a few Python/MATLAB examples. The Python examples for this chapter are in
the directory software/python/Chapter4 and the matching MATLAB examples are
in the directory software/matlab/Chapter4. The reader should consult Chapter 1 for
information on how to execute the Python and MATLAB code associated with this
book.

4.5.1 Polar Format Algorithm — Point Targets

This example examines polar format imaging for a scene consisting of four point-
targets with different scattering intensities. The point targets are located at coordi-
nates of x = [−10, 5,−8, 8], y = [10,−3,−8, 12], and z = [5, 0,−5, 11] meters
relative to the scene center, and the range to the scene center is 1 km. The radar
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cross section of the point targets is σ = [10, 10, 7, 5] m2. The operating frequency
is 5 GHz, and the waveform bandwidth is 100 MHz. The azimuth span of the
synthetic aperture is 1o, and the elevation span of the synthetic aperture is also
1o. Figure 4.7 shows the three-dimensional imagery resulting from the polar for-
mat algorithm. For completeness, Figures 4.8–4.10, shows the imagery viewed in
the x–y, x–z, and y–z planes, respectively. This example is given in the Python
notebook polar format point targets example.ipynb and the MATLAB live script
polar format point targets example.mlx.

Figure 4.7 Three-dimensional imagery of point targets generated with the polar format algorithm.
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Figure 4.8 Three-dimensional imagery of point targets generated with the polar format algorithm as
viewed in the x–y plane.
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Figure 4.9 Three-dimensional imagery of point targets generated with the polar format algorithm as
viewed in the x–z plane.
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Figure 4.10 Three-dimensional imagery of point targets generated with the polar format algorithm as
viewed in the y–z plane.
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4.5.2 Backprojection Algorithm — Learjet

For this example, the backprojection algorithm is used to create three-dimensional
SAR imagery of a Learjet, shown in Figure 3.30. The target was simulated at S-
band with an operating bandwidth of 1 GHz, using the high frequency radar cross-
section code, Lucernhammer MT, from Tripoint Industries [61]. Since the backpro-
jection algorithm does not require continuous sampling, data was used from three
azimuth spans of [−15◦, 15◦], [75◦, 105◦], and [255◦, 285◦]. The elevation span is
[−15◦, 15◦] for each of the azimuth spans. Figure 4.11 shows the resulting three-
dimensional imagery for the Learjet. Note the overall shape of the aircraft is visible
with greater geometry detail for the empennage. The width of the aircraft is also
discernable. Figures 4.12–4.14 are given to illustrate other features visible in the
SAR imagery, such as the shape and placement of the engines. This example is
given in the Python notebook backprojection example.ipynb and the MATLAB live
script backprojection example.mlx.

Watch this animation of 3-D SAR imagery of the Learjet.

4.5.3 Backprojection Algorithm — Backhoe

This example deals with the backprojection imaging of a backhoe illustrated in
Figure 3.20. The target was simulated at C-band with an operating bandwidth of
1GHz using the high frequency radar cross-section code, Lucernhammer MT, from
Tripoint Industries [61]. Unlike the previous example, the backhoe is only illumi-
nated from broadside and the elevation span is [0◦, 30◦], and the azimuth span
is [75◦, 105◦]. Figure 4.15 and Figure 4.16 show the resulting three-dimensional
imagery from the backprojection algorithm for the backhoe from alternative views,
while Figure 4.17 is given to show the SAR imagery as viewed in the x–z plane.
Note the shape and orientation of the backhoe is quite visible in the imagery. Also,
there are many more scattering features, such as corners, edges, and multibounce
locations than the Learjet, giving rise to more discernable imagery. This example is
given in the Python notebook backprojection example.ipynb and the MATLAB live
script backprojection example.mlx.

Watch this animation of 3-D SAR imagery of the backhoe.

https://youtu.be/csJ-cMCSF58
https://youtu.be/Khb1u7kQE-w
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Figure 4.11 Three-dimensional imagery of a Learjet generated with the backprojection algorithm (VV
polarization).
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Figure 4.12 Three-dimensional imagery of a Learjet generated with the backprojection algorithm as
viewed in the x–y plane (VV polarization).
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Figure 4.13 Three-dimensional imagery of a Learjet generated with the backprojection algorithm as
viewed in the x–z plane (VV polarization).

Figure 4.14 Three-dimensional imagery of a Learjet generated with the backprojection algorithm as
viewed in the y–z plane (VV polarization).
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Figure 4.15 Three-dimensional imagery of a backhoe generated with the backprojection algorithm
(VV polarization).
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Figure 4.16 Three-dimensional imagery of a backhoe generated with the backprojection algorithm
(VV polarization).
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Figure 4.17 Three-dimensional imagery of a backhoe generated with the backprojection algorithm as
viewed in the x–z plane (VV polarization).

PROBLEMS

4.1 What are the major advantages and disadvantages of three-dimensional SAR
imaging in terms of system complexity, hardware, software, cost, and data
products?

4.2 How does three-dimensional SAR imaging improve classification and dis-
crimination of targets as compared to conventional two-dimensional imag-
ing?

4.3 Describe the difference between InSAR and TomoSAR in terms of image
formation methods and the resulting imagery.

4.4 Propose alternative data collection geometries that result in synthetic aper-
tures suitable for three-dimensional SAR imaging.

4.5 What are the major differences between ultrawideband and traditional linear
frequency modulated waveforms and how is each used in three-dimensional
SAR imaging?
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4.6 What are the major limitations of the polar format algorithm for three-
dimensional SAR imaging?

4.7 Describe the advantages and disadvantages of using the backprojection algo-
rithm for three-dimensional SAR imaging.

4.8 Characterize the differences in the creation of the synthetic aperture for three-
dimensional SAR imaging among airborne, spaceborne, through-wall, and
ISAR systems.

4.9 What is the distinction between the planar slice and linear trace versions of
the Fourier slice theorem in three dimensions? Give example applications for
each version.

4.10 Using the Python or MATLAB code associated with Example 4.5.2, create
separate images for nose-on (azimuth = 0o) and broadside (azimuth = 90o)
viewing. Describe the differences in the imagery and how those affect target
classification.
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Chapter 5

Autofocus

To produce focused SAR imagery requires coherent phase-history data along the
synthetic aperture. In previous chapters, perfect knowledge of platform motion,
imaging geometry, and electromagnetic propagation was assumed. In real-world
imaging scenarios, these parameters may not be known with a high degree of ac-
curacy. For example, early SAR systems only used basic motion compensation to
generate focused imagery, and as a result, these images experienced streaking in the
along-track direction due to the presence of residual phase errors. These residual
phase errors were often caused by nonlinear motion errors in the sensor platform,
radar transmitter and receiver timing errors, and atmospheric inhomogeneity, which
are difficult to measure. Therefore, a procedure that uses the phase-history data to
determine and correct for these residual phase errors is desired. Such procedures are
referred to as autofocus, and over the years many algorithms have been proposed,
ranging from quantitative evaluation to qualitative visual inspection [1]. SAR aut-
ofocus algorithms fall into two basic categories: model-based and nonparametric,
which are discussed in subsequent sections. The chapter begins with background
information on SAR autofocus, followed by the development of an error model that
is used throughout the chapter. Next, model-based and nonparametric autofocus
techniques are covered. Map-drift and inverse filtering autofocus techniques are rel-
atively simple methods and are presented first for illustration of autofocus concepts.
This is followed by phase-gradient and minimum-entropy autofocus techniques. A
few specialized autofocus algorithms are then discussed along with inherent benefits
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when applied to certain SAR systems and imaging modes. The chapter concludes
with Python and MATLAB examples to further illustrate the concepts of autofocus
algorithms.

5.1 BACKGROUND

As stated earlier, the formation of quality SAR imagery requires a set of coherent
phase-history data along the synthetic aperture. Referring to Figure 5.1, the distance
from the sensor platform to the center of the area to be imaged is Ri0, for the ith
pulse. The relative error in the measurement of Ri0 from pulse to pulse must be less
than a fraction of a wavelength for image degradation to be negligible [2–4]. The
absolute error in the measurement ofRi0 is not critical, as a constant offset or bias in
the measurements does not affect the quality of the final image. The estimate of Ri0
is often based on inertial navigation systems (INS), GPS, and Global Navigation
Satellite System (GNSS) [5–9]. Early airborne SAR systems relied solely on
these types of motion measurements to form focused imagery. However, the drift
errors of the measurement systems resulted in imagery that still suffered from
image degradation. Under ideal conditions, state of art GNSS/INS/GPS systems
are capable of determining position with accuracy in the cm range [10]. For
imaging scenarios lasting only a few seconds, or in low-resolution applications,
corrections to the phase-history data based only on GPS/INS/GNSS measurements
may be adequate. Note, using only the motion measurements to form imagery is
commonly referred to as motion compensation in the literature [2–5]. As shown in
Chapter 3, the formation of high-resolution SAR imagery requires large bandwidth
waveforms and long synthetic apertures. These parameters place more demanding
requirements on the accuracy and drift rates of GNSS/INS/GPS systems. Also, these
motion measurement systems cannot account for additional phase errors caused by
factors such as medium inhomogeneity (e.g., dust, clouds, air turbulence) and timing
errors in the radar transmitter and receiver. These errors produce artifacts such as
streaking, blurring, and loss of contrast in the final imagery, as shown in Figure
5.2 [2–4, 11, 12]. The SAR image of a scene before the removal of phase errors is
shown in Figure 5.2(a). With this level of image corruption little information about
the scene can be extracted from the image. On the other hand, Figure 5.2(b) shows
the SAR imagery of the same scene after the phase errors have been removed. It
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is clear that much more scene information, including spatial information related to
buildings, roads, and vegetation, may be obtained from the imagery. Therefore, a
systematic process that uses the phase-history data for determining and correcting
for the phase error is desired. A block diagram of a generic autofocus procedure is
given in Figure 5.3. Under most circumstances, the range-compressed phase-history
data is used to begin the autofocus procedure. An initial image is formed, and the
phase errors are estimated from this initial image data. The estimated phase errors
are then used to correct the phase-history data and form a well-focused image. If the
final image does not meet the requirements for image quality, then the procedure
in Figure 5.3 may be repeated in an iterative fashion until the desired results are
obtained or no further improvement is possible.

5.2 ERROR MODEL

To facilitate the discussion of autofocus methods and to test these algorithms, an
error model that can be applied to SAR imagery in a consistent fashion is needed.
Recalling (3.38), a perfectly formed image may be written in terms of two separable
one-dimensional inverse discrete Fourier transforms as

s(x, y) = F−1
n

{
F−1
m

{
S
(
kmx , k

n
y )
}}

, (5.1)

where s(x, y) is the perfectly formed image and S
(
kmx , k

n
y

)
is the phase-history data

in wavenumber space. The index m is for the range dimension and n corresponds
to the cross-range dimension. Applying the inverse discrete Fourier transform in the
range dimension gives

s(x, y) = F−1
n

{
S
(
x, kny )

}
, (5.2)

where S
(
x, kny

)
is the range-compressed phase-history data.

In some applications, the phase errors are space variant (i.e., position de-
pendent) and difficult to compensate for as the error varies over different regions
of the image. A typical solution involves breaking the image into smaller images
and applying conventional autofocus techniques to these subimages. These focused
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Figure 5.1 Distance Ri0 from the platform to the center of the scene.
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(a)

(b)

Figure 5.2 Comparison of SAR imagery (a) before and (b) after the removal of phase errors. Courtesy
of ICEYE.
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Figure 5.3 Block diagram of a generic SAR autofocus procedure.

subimages are then assembled in a patchwork fashion to form an entire focused
image [1].

While there are phase errors that are position-dependent, this book treats
the phase errors due to timing errors, uncompensated motion, and propagation
uncertainties as errors in the demodulation time in the radar receiver. Therefore,
the phase error is modeled as multiplicative and constant for a single pulse, and
varying across the span of the synthetic aperture. This type of phase error is shown
in Figure 5.4 and is sometimes referred to as a ribbon pattern [2, 4]. Applying a
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constant, multiplicative phase error to each pulse in the range-compressed phase-
history data gives

Se
(
x, kny

)
= S

(
x, kny

)
ejφn , (5.3)

where φn is the phase error associated with the nth sample location, or pulse, along
the synthetic aperture. The degraded image is then written as

se(x, y) = F−1
n

{
Se
(
x, kny )

}
= F−1

n

{
S
(
x, kny

)
ejφn

}
. (5.4)

The aim of autofocus algorithms is to produce an estimate of φn that is multiplied
by the measured phase-history data to produce a focused image as

ŝ(x, y) = F−1
n

{
Ŝ
(
x, kny )e−jφ̂n

}
, (5.5)

where ŝ(x, y) is the image resulting from the autofocus algorithm, Ŝ
(
x, kny ) is

the range-compressed phase-history data collected by the sensor, and φ̂n is the
estimated phase error.

In general, propagation induced phase errors have a higher frequency content,
(i.e., vary more rapidly across the aperture) than those generated by platform motion
uncertainties. Higher frequency phase errors result in higher sidelobe levels and
loss of contrast, while lower frequency phase errors result in a loss of resolution.
Figure 5.5 illustrates the broadening of the response of a point scatterer when a
quadratic phase error is included. Figure 5.6 illustrates the increase in sidelobe
levels when a high-frequency phase error is included. Ideally, a robust autofocus
technique capable of handling various types of phase errors is desired.

5.3 MODEL-BASED METHODS

Model-based autofocus techniques determine the coefficients of a polynomial ex-
pansion used to represent the phase error. Some of the more basic methods may only
be able to determine quadratic type phase errors, illustrated in Figure 5.7(a), while
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Figure 5.4 Illustration of multiplicative phase errors that are constant with range.

more sophisticated techniques are able to compensate for higher order polynomial
phase errors shown in Figure 5.7(b) [1]. Model-based techniques are simple to im-
plement and computationally efficient. However, quality imagery is only obtained
when the actual phase error is accurately represented by the model. For example,
modeling the phase error as quadratic when the true error is a fourth order polyno-
mial will result in degraded imagery. As the complexity of the phase error increases,
such as high-frequency or wideband errors, model-based methods typically do not
perform well due to the underlying assumption that the phase errors are accurately
described by a finite order polynomial [2–4].
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Figure 5.5 Illustration of the loss of resolution for a point scatterer with low-frequency phase errors
applied.

5.3.1 Map Drift

Map-drift autofocus (MD) is a subaperture based method used to estimate quadratic
phase errors present in SAR imagery [13–16]. MD divides the synthetic aperture
data into two subapertures, usually of equal length, and SAR imagery is formed for
each subaperture, as illustrated in Figure 5.8. MD relies on the translation property
of the Fourier transform, as a linear phase shift between the two images results in
a linear offset, or drift, between the two images, shown as ∆R in Figure 5.8. If the
two images s1(x, y) and s2(x, y) differ by a linear offset, (x0, y0), then
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Figure 5.6 Illustration of the loss of contrast for a point scatterer with high-frequency phase errors
applied.

s2(x, y) = s1(x− x0, y − y0). (5.6)

Taking the Fourier transform of both images gives

S2(kx, ky) = S1(kx, ky) e−j2π(kx x0+ky y0). (5.7)
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(a)

(b)

Figure 5.7 Examples of (a) quadratic and (b) fourth order phase errors.
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Figure 5.8 Formation of two images from two subapertures for basic map drift autofocus.

Taking the cross-power spectrum of the two images gives

P (S1, S2) =
S1(kx, ky)S∗2 (kx, ky)∣∣∣S1(kx, ky)S2(kx, ky)

∣∣∣ = e−j2π(kx x0+ky y0). (5.8)

Finally, taking the inverse Fourier transform of (5.8) results in a sinc function
centered at (x0, y0). For quadratic phase errors, the two images have a relative shift
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of 180 degrees per pixel, resulting in a factor of n0 π, where n0 is the index of the
peak of the sinc function [2, 4]. The quadratic phase error is then estimated by

φ̂n = n0 π y
2 (rad), (5.9)

where y ∈ [−1, 1] is the normalized aperture position. The processing steps required
for focusing SAR imagery with MD is given in Figure 5.9.

While MD with two subapertures estimates a quadratic phase error, more
complex errors can be determined by modeling the error as a polynomial expansion.

Figure 5.9 Generic map drift autofocus block diagram.
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The coefficients of the polynomial are then found from the relative phase shifts in a
sequence of more than two subapertures. This technique is referred to as multiple-
aperture map-drift autofocus [2, 4, 13, 17]. Beginning with the quadratic term, the
polynomial expansion for the phase error is expressed as

P (a) = an−1y
n + · · ·+ a2y

3 + a1y
2, (5.10)

and requires n subapertures to solve for the coefficients, ai. Therefore, the order of
the phase error to be modeled is limited by the number of subapertures which can
be used to form images.

Various other approaches using MD have been proposed. These include
modeling the phase errors with Fourier series, local quadratic modeling of phase
errors, and two-dimensional spatially varying models [13, 15, 17–20].

5.4 NONPARAMETRIC METHODS

Nonparametric autofocus techniques do not model the phase errors as a finite order
polynomial expansion and therefore do not require knowledge of the behavior of
the phase errors. The most common of these methods, phase-gradient autofocus
(PGA), shows excellent results in removing higher-order phase errors over many
different scenes [21, 22]. Basic PGA has been extended by several different ap-
proaches including eigenvector methods, weighted least squares, quality PGA, and
generalized PGA. The reader is referred to the following sources for more informa-
tion on those methods [23–26]. Among other nonparametric methods are algorithms
that optimize image metrics such as image sharpness, image entropy, and Fisher
information [1].

5.4.1 Inverse Filtering

As an introduction to nonparametric autofocus algorithms, inverse filtering is pre-
sented as it is intuitive and relatively simple to implement. Inverse filtering depends
on a single isolated point scatterer to estimate phase errors. The information found
in a point scatterer of a corrupted image provides the basis for the estimates of the
phase error. Depending on the type of scene being imaged, it may be difficult to
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identify an isolated point scatterer that produces good results. For example, urban
scenes or scenes with man-made objects often contain points that are appropriate
and yield good results, such as the Muscat International Airport in Oman, shown in
Figure 5.10. However, landscapes with large areas of nearly homogeneous media
are far less likely to contain a single isolated point scatterer capable of producing
good phase-error estimates, such as Port Hedland Australia, shown in Figure 5.11.
Note, the point scatterer is selected from the SAR imagery containing residual phase
errors, such as that illustrated in Figure 5.2(a), which can make selection difficult.

Figure 5.10 SAR image of Muscat International Airport in Oman with well isolated point scatterers
for inverse filtering. Courtesy of ICEYE.
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Figure 5.11 SAR image of Port Hedland Australia with few useful point scatterers for inverse filtering.
Courtesy of ICEYE.

To demonstrate inverse filtering, begin with the error model in (5.4). The
corrupted image may be written as the convolution of an error function with the
focused image as [27]

se(x, y) = F−1
n

{
ejφn

}
∗ s(x, y), (5.11)
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where (∗) represents the convolution operator. Let the scene consist of a single point
scatterer located at (x0, y0). The image is expressed as

s(x, y) = Aδ(x− x0, y − y0), (5.12)

where A represents the reflectively of the point scatterer, and δ(x, y) is the delta
function defined as

δ(x, y) =

{
1 if x = 0, y = 0

0 otherwise
. (5.13)

Substituting (5.12) into (5.11), the image degraded by the phase error φn may be
written as

se(x, y) = F−1
n

{
ejφn

}
∗Aδ(x− x0, y − y0). (5.14)

Performing the convolution with the delta function yields

se(x, y) = AF−1
n

{
ejφn

}
. (5.15)

Taking the Fourier transform of both sides results in

F
{
se(x, y)

}
= Aejφn . (5.16)

Therefore, measuring the phase of the Fourier transform of the image data se(x, y)

gives an estimate of the phase error within a constant as

φ̂n = ∠

[
F
{
se(x, y)

}]
= ∠

[
Aejφn

]
= ∠A+ φn (rad). (5.17)

The derivation given above is based on a single, isolated point scatterer.
Imaging areas of interest are vastly more complicated than simple point scatterers.
However, the phase estimate in (5.17) is approximated by identifying a reasonably
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well separated point-like scatterer in the scene. Data around the point scatterer
corresponding to the estimated support band (see Section 2.2) is kept and the
remaining image data is zeroed out. A one-dimensional discrete Fourier transform
is employed to convert the image data to range-compressed phase-history data as

S
(
x, kny ) = Fy

{
s(x, y)

}
. (5.18)

The data in (5.18) is then used with (5.17) to estimate the phase error. Recall, the
phase error is modeled as multiplicative and constant for a single pulse, and varies
across the span of the synthetic aperture. Therefore, the final step in the inverse-
filtering autofocus method is to multiply each range line in the range-compressed
phase-history data by the estimate of the phase error as expressed in (5.5). The
processing steps required for focusing SAR imagery with inverse filtering are shown
in Figure 5.12.

5.4.2 Phase Gradient

Inverse filtering autofocus, covered in the previous section, has significant limi-
tations. Depending on the type of scene being imaged, there may be no suitable
point scatterer to use as the basis for the estimate of the phase error. However, if
the information from several scatterers could be combined in some fashion, then a
better estimate of the phase error should be achievable. Recalling the error model
of (5.4), scatterers at different locations are effectively altered by the same phase
errors. Phase gradient autofocus (PGA) is a nonparametric method developed from
maximum likelihood estimation that takes advantage of this redundancy of the phase
error across several scatterers [21, 28, 29].

While various methods exist to select several individual scatterers to be used
in the estimation of the phase errors, the method used here is to select the brightest
scatterer on each range line [2, 4, 23, 25]. The scatterers are then isolated by per-
forming a circular shift in the cross-range direction, thereby centering the scatterers.
The circular shift is then followed by a windowing operation. Figure 5.13 illustrates
a degraded image along with the result of the circular shift operation. As with the
inverse filtering method, an estimate of the support band of the phase errors is found
and data outside of this support band is set to zero. The windowing operation pre-
serves the information about the phase errors while rejecting information contained
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Figure 5.12 Inverse filtering autofocus block diagram.

in noise and clutter. Various methods may be used to estimate the support band
of the phase errors [2–4, 22]. For this book, a noncoherent averaging scheme is
employed, where the average intensity over all range lines for each cross-range
position is found. This is expressed as

Pn =
1

M

M∑
m=1

∣∣sc(m,n)
∣∣2, (5.19)
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(a) Initial image created from phase-history data.

(b) Circularly shifted image.

Figure 5.13 Result of circularly shifting the brightest scatterer for each range line.
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where Pn is the noncoherent average of the image intensity and sc(m,n) is the
circularly shifted imagery. For low frequency phase errors, a simple threshold
placed on Pn works well for determining the support band. This is due to low-
frequency phase errors broadening the response of a point scatterer. On the other
hand, high-frequency phase errors tend to raise the sidelobes of a point scatterer
response. In that case, a nominal threshold may be chosen on the first iteration
and then reduced for subsequent iterations. Figure 5.14 shows the selection of the
window width, along with the application of the window to the circularly shifted
data.

Once the SAR imagery has been circularly shifted and windowed, an estimate
of the gradient of the phase error is computed. Following [21], a linear unbiased
minimum variance estimate of the phase-error gradient may be written as

φ̂n =

M∑
m=1
=
{
s∗w(m,n)ṡw(m,n)

}
M∑
m=1

∣∣sw(m,n)
∣∣2 , (5.20)

where sw(m,n) is the circularly shifted and windowed data shown in Figure 5.14.
The processing steps required for focusing SAR imagery with PGA is summarized
in Figure 5.15.

5.4.3 Minimum Entropy

Minimum-entropy autofocus methods (ME) use image entropy as a quality metric
for gauging image focus. In general, entropy is a measure of the smoothness of a
distribution function, with smoother distributions having larger values of entropy
[30]. Applying this idea to SAR imagery, lower values of entropy are an indication
of sharper images, which has been shown in several works [11, 12, 30]. Thus, the
goal is to find a method for determining the phase correction that minimizes the
image entropy.



204 Introduction to Synthetic Aperture Radar Using Python and MATLAB

(a) Noncoherent average in cross range.

(b) Circularly shifted and windowed image.

Figure 5.14 Windowing the circularly shifted data using the noncoherent average.
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Figure 5.15 Phase gradient autofocus block diagram.

For SAR imagery, entropy is defined as [30]

ε = −
M∑
m=1

N∑
n=1

|ŝ(m,n)|2 ln|ŝ(m,n)|2, (5.21)

where ŝ(m,n) is the phase-adjusted complex-valued image given by

ŝ(m,n) = F−1
n

{
Ŝ
(
m,n)e−jφ̂n

}
. (5.22)
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There is no closed-form solution for the phase correction that minimizes (5.21).
Therefore, a numerical minimization technique is required. Various approaches
have been taken, including gradient-based, stage-by-stage approaching, global op-
timization, and optimization transfer techniques [12, 31–33]. For the purpose of
illustration, a relatively simple fixed-point iterative algorithm is used in this section.

The phase correction, φ̂n , that minimizes the image entropy satisfies

∂ε

∂φ̂n
= 0. (5.23)

Using (5.21), the partial derivative in (5.23) is written as

∂ε

∂φ̂n
= −

M∑
m=1

N∑
n=1

[
1 + ln|ŝ(m,n)|2

]∂|ŝ(m,n)|2

∂φ̂n
. (5.24)

Using |ŝ(m,n)|2 = ŝ(m,n)ŝ∗(m,n), the partial derivative of the phase-adjusted
image is expressed as

∂|ŝ(m,n)|2

∂φ̂n
= 2<

{
ŝ∗(m,n)

∂ŝ(m,n)

∂φ̂n

}
. (5.25)

Substituting (5.25) into (5.24) results in

∂ε

∂φ̂n
= −2<

{
M∑
m=1

N∑
n=1

[
1 + ln|ŝ(m,n)|2

]
ŝ∗(m,n)

∂ŝ(m,n)

∂φ̂n

}
. (5.26)

Using (5.22) allows (5.26) to be written as

∂ε

∂φ̂n
= −2=

{
A(n)ejφ̂n

}
, (5.27)
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where

A(n) =
M∑
m=1

Ŝ∗(m,n)Fn
{[

1 + ln|ŝ(m,n)|2
]
ŝ(m,n)

}
. (5.28)

Finally, the phase correction is found from

φ̂n = ∠A(n). (5.29)

Note, φ̂n contains an arbitrary constant, which is an integer multiple of π. As stated
earlier, a constant phase shift does not affect the quality of the final image. The
complex-valued image is updated with the phase correction given in (5.29) and the
process is repeated until the phase correction satisfies a convergence criteria of the
form

max

{∣∣∣∣ exp
(
φ̂in

)
− exp

(
φ̂i−1
n

)∣∣∣∣
}
≤ ε, (5.30)

where ε is a threshold specifying the accuracy. The superscript i indicates the current
iteration and i-1 is the previous iteration. The processing steps required for focusing
SAR imagery with ME is given in Figure 5.16.

5.5 ADVANCED AUTOFOCUS TECHNIQUES

As described in Section 5.2, the autofocus techniques covered in this chapter are
based on the assumption the phase errors are well modeled as one-dimensional
errors, which is valid for many imaging scenarios. For very large scenes or imaging
scenarios where the far-field approximation breaks down, the phase errors are not
well modeled as one-dimensional. Much work has been performed in estimating
target-dependent and spatially-varying types of phase errors. In [3, 34, 35], a
Fourier transform method is used to compensate for both one-dimensional and two-
dimensional phase errors. This approach has been validated on both simulated and
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Figure 5.16 Generic minimum entropy autofocus block diagram.

measured SAR data. Two-dimensional phase errors have also been estimated with
fast elliptic partial differential equation solvers [36, 37].

While PGA of Section 5.4.2 has been used with much success within the
SAR community, it is often limited to imaging geometries where polar format or
range-Doppler image formation techniques are applicable. A generalized phase
gradient autofocus algorithm has been proposed which is also suitable for use
with backprojection imaging algorithms [25]. This allows for a phase gradient
based autofocus method to be used in a wider range of imaging scenarios, while
simultaneously overcoming the drawback of using only a single scatterer per range
line for phase-error estimation.
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Nonparametric particle swarm optimization has also been proposed for use in
SAR autofocus and is capable of estimating both low-frequency and high-frequency
phase errors. Particle swarm optimization is a population-based stochastic optimiza-
tion method based on the movement of fish schooling or birds flocking. Particle
swarm methods have been highly successful over a wide range of optimization
problems including natural sciences, mathematics, computer science, finance and
economics, and biological sciences, to name a few [38]. Results have been success-
ful on both simulated and measured data from RADARSAT-1 [32].

Employing a circular flight path provides a means for creating high resolution
two and three-dimensional SAR imagery. However, this can lead to problems with
the estimation of the phase errors. In [39], a minimum entropy-based method is
used to accurately estimate the phase errors. This approach begins by applying the
backprojection algorithm to form an imaging matrix. Next the power-normalized
image is formed. Finally, the phase errors are estimated through minimum entropy
in an iterative manner.

UAVs extend the application of SAR scenarios and imaging methods. How-
ever, uncertainties in the platform’s position and orientation lead to greatly de-
graded SAR imagery requiring more sophisticated and robust autofocus algorithms.
Minimum entropy methods based on a variational formulation with limited aper-
tures have shown success in three-dimensional imaging from UAV SAR platforms
[40]. In [41], a minimum entropy-based method is used to coherently align two-
dimensional SAR imagery to form three-dimensional images.

The U.S. Army Combat Capabilities Development Command (DEVCOM)
ARL has been investigating the capability of using a three-dimensional millimeter-
wave SAR platform to provide navigation for aircraft through terrain and obstacles
in a degraded visual environment [42]. These types of systems require very high
position measurement accuracy. Therefore, the development of an effective and
practical autofocus algorithm is necessary. A metric based autofocus algorithm that
models the phase errors as the rotation and translation of the radar antenna frame in
three-dimensional space was studied.
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5.6 EXAMPLES

The sections that follow illustrate the concepts of this chapter with a few Python/
MATLAB examples. In these examples, a fully focused image is used as the
starting point and the error model of Section 5.2 is used to create the corrupted
image. The selected autofocus algorithm is then used to estimate the phase errors
and focus the corrupted image. The Python examples for this chapter are in the
directory software/python/Chapter5 and the matching MATLAB examples are in
the directory software/matlab/Chapter5. The reader should consult Chapter 1 for
information on how to execute the Python and MATLAB code associated with this
book.

5.6.1 Map Drift

As a first example of SAR autofocus, MD is used to estimate and correct for a
quadratic phase error. The original image for this example is the ICEYE SAR image
of the city of Muscat in Oman, and is shown in Figure 5.17(a). The corrupted image
is shown in Figure 5.17(b) and is created by applying the phase error given in
Figure 5.18 to the original image of Figure 5.17(a). Referring to Figure 5.9, the
first step in MD is to create separate images from subapertures. In this example,
two subapertures are used to estimate the quadratic phase error. The cross-power
spectrum is then calculated from which an estimate of the offset is found. The offset
estimate is used to determine the quadratic factor and finally the estimated phase
error. A comparison between the applied phase error and the estimated phase error
is shown in Figure 5.18, and it is seen that MD with two subapertures accurately
estimates the quadratic phase error. Finally, the estimated phase error is used to
correct the corrupted image in Figure 5.17(b), resulting in the focused image given
in Figure 5.19. Comparing the original image in Figure 5.17(a) with the corrected
image in Figure 5.19 shows the performance of MD with two subapertures for
estimating and compensating for quadratic type phase errors. As stated earlier, more
subapertures may be used to estimate higher order phase errors. This example is
given in the Python notebook map drift example.ipynb and the MATLAB live script
map drift example.mlx.
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(a) Original SAR imagery.

(b) SAR imagery corrupted with a quadratic phase error.

Figure 5.17 SAR imagery of Muscat, Oman corrupted with a quadratic phase error. Courtesy of
ICEYE.
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Figure 5.18 Comparison of applied phase error and phase error estimated by MD.

Figure 5.19 MD focused SAR image of Muscat, Oman. Courtesy of ICEYE.
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5.6.2 Inverse Filtering

As a simple example of a nonparametric method, inverse filtering autofocus is
used to estimate and correct for a phase error of the form Ax3 + B x2, where
A and B are constants, x ∈ [−Lsa/2, Lsa/2], and Lsa is the synthetic aperture
length. The original image used in this example is the ICEYE SAR image of
the Muscat International Airport in Oman, and is shown in Figure 5.20(a) [43].
Figure 5.20(b) shows the corrupted image generated by applying the phase error
shown in Figure 5.21 to the original image of Figure 5.20(a). Finally, the estimated
phase error is used to correct the corrupted image in Figure 5.20(b), resulting in
the focused image given in Figure 5.22. Comparing the original image in Figure
5.20(a) to the corrected image in Figure 5.22, it is seen that inverse filtering
does an adequate job of estimating and correcting for the applied phase error,
assuming that an isolated point scatterer can be found and used in the image.
Note, the data in Figure 5.20(b) is used to select the point scatterer as this is the
image created from the raw phase-history data collected by the sensor. Without
knowledge of the true scatterers in the scene, it may be difficult to select an
appropriate scatterer to use in the inverse filtering algorithm. This example is
given in the Python notebook inverse filtering example.ipynb and the MATLAB
live script inverse filtering example.mlx.

5.6.3 Phase Gradient

This example illustrates the use of PGA to estimate and correct for a fourth
order phase error of the form Ax4 + B x2/2, where A and B are constants,
x ∈ [−Lsa/2, Lsa/2], and Lsa is the synthetic aperture length. The original image
used in this example is the ICEYE SAR image of Suvarnabhumi Airport in Thailand
and is shown in Figure 5.23(a) [43]. The original image is then corrupted by the
phase error shown in Figure 5.24, resulting in the image shown in Figure 5.23(b).

The phase error for this example was estimated with five iterations of PGA.
For comparison, the estimated phase error and applied phase error are shown in
Figure 5.24. The estimated phase error matches well over a large region and differs
at the ends of the aperture. This difference may be reduced with more iterations
of PGA. The convergence criteria may be met before an exact match to the phase
error is achieved. Also, the true phase error in measured phase-history data is not
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(a) Original SAR imagery.

(b) SAR imagery corrupted with a quadratic phase error.

Figure 5.20 SAR imagery of Muscat International Airport corrupted with a cubic phase error. Courtesy
of ICEYE.
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Figure 5.21 Comparison of applied phase error and phase error estimated with inverse filtering.

Figure 5.22 SAR image of Muscat International Airport focused with inverse filtering. Courtesy of
ICEYE.
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known exactly. The estimated phase error is used to correct the corrupted image in
Figure 5.23(b) and the focused image is shown in Figure 5.25. This illustrates the
quality of the focused imagery even with small errors in the estimated phase error.
This example is given in the Python notebook phase gradient example.ipynb and
the MATLAB live script phase gradient example.mlx.

5.6.4 Minimum Entropy

For the final example of SAR autofocus, ME is used to estimate and correct for
a phase error of the form Ax2 + B cos2(x4), where A and B are constants,
x ∈ [−Lsa/2, Lsa/2], and Lsa is the synthetic aperture length. The original image
used in this example is the ICEYE SAR image of Kuala Lumpur International
Airport in Malaysia, and is shown in Figure 5.26(a) [43]. The phase error of Figure
5.27 is applied and results in the image given in Figure 5.26(b). The minimum
entropy algorithm is then used to estimate the phase error using (5.28) and (5.29).
The phase error for this example was estimated with only a single iteration of ME.
For comparison, the estimated phase error and applied phase error are shown in
Figure 5.27. This illustrates the ability of ME to estimate somewhat arbitrary phase
errors. The estimated phase error is then used to correct the corrupted image in
Figure 5.26(b) and the focused image is shown in Figure 5.28. This example is
given in the Python notebook minimum entropy example.ipynb and the MATLAB
live script minimum entropy example.mlx.

PROBLEMS

5.1 Characterize SAR imagery with and without the use of an autofocus algo-
rithm.

5.2 Describe the differences between traditional motion compensation and auto-
focus for SAR image generation.

5.3 What are the limiting factors and major problems with using traditional
motion compensation only?
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(a) Original SAR imagery.

(b) SAR imagery corrupted with a fourth-order phase error.

Figure 5.23 SAR imagery of Suvarnabhumi Airport in Thailand corrupted with a fourth-order phase
error. Courtesy of ICEYE.
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Figure 5.24 Comparison of applied phase error and phase error estimated with PGA.

Figure 5.25 PGA focused SAR image of Suvarnabhumi Airport. Courtesy of ICEYE.
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(a) Original SAR imagery.

(b) SAR imagery corrupted by phase errors.

Figure 5.26 SAR imagery of Kuala Lumpur International Airport in Malaysia corrupted by phase
errors. Courtesy of ICEYE.
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Figure 5.27 Comparison of the applied phase error and ME estimated phase error.

Figure 5.28 ME focused image of of Kuala Lumpur Airport. Courtesy of ICEYE.
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5.4 Other than motion errors, what are other mechanisms that contribute to phase
errors?

5.5 Give state-of-the-art measurement accuracies for GNSS/INS/GPS systems.

5.6 What is the major assumption used in the development of the error model of
Section 5.2?

5.7 How would the error model of Section 5.2 be modified to account for
spatially varying phase errors?

5.8 Describe the major differences between model-based and nonparametric
autofocus techniques.

5.9 Illustrate an imaging scenario where it would be advantageous to use a
model-based method rather than a nonparametric method.

5.10 How can map-drift autofocus be extended to estimate fifth order phase
errors?

5.11 What is the major limiting factor when extending map-drift autofocus to
higher order polynomial type phase errors?

5.12 What are the major advantages of using phase gradient autofocus versus
inverse filtering?

5.13 Give examples of imaging scenarios where inverse filtering would not pro-
duce good results.

5.14 What is the fundamental difference between minimum entropy autofocus and
phase gradient autofocus?

5.15 Describe imaging scenarios where minimum entropy autofocus would excel
compared to phase gradient autofocus.
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5.16 List some other image metrics that are used in nonparametric autofocus
algorithms.
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Chapter 6

Image Registration

SAR image registration is the process of aligning multiple complex images of a
common scene captured by the same or different sensors from different viewpoints,
at different times, and possibly different operational modes. Image registration is
key to a variety of remote sensing applications including change detection, image
fusion, multitemporal analysis, three-dimensional reconstruction, interferometry,
and tomographic imaging [1, 2]. Image registration is a challenging task, as the
images have significant intensity variations and geometric differences including
effects such as translation, rotation, scale, shear, and illumination. These lead to
imaging warping, which must be estimated and removed to achieve the subpixel
accuracy required for advanced image processing techniques [3–5]. Several diverse
approaches to the image registration problem have been proposed. These include
geometrical image registration, interferometric registration using spectral diversity,
multistep least-squares matching, and analytic search methods [2, 6–12]. With im-
proved resolution and shorter revisit times of modern sensor systems, the size of
SAR data is growing rapidly and the registration of multiple SAR images results in
a very large computational burden [13]. High performance computing methods, in-
cluding parallelization of algorithms, have been studied and implemented with suc-
cess [5, 14–17]. The chapter begins with an overview of some of the more popular
image registration methods. This is followed by coverage of phase correlation tech-
niques. Next, feature based methods including Harris corner, scale-invariant feature
transform (SIFT), and speeded-up robust features (SURF) are covered. Methods for

227



228 Introduction to Synthetic Aperture Radar Using Python and MATLAB

warp function extraction, including random sample consensus (RANSAC), fast least
trimmed squares (Fast-LTS), and extended fast least trimmed squares (EF-LTS),
are studied. The chapter concludes with a few Python and MATLAB examples to
further illustrate the concepts of SAR image registration.

6.1 METHODS

SAR image registration methods are typically separated into two categories,
intensity-based methods and feature-based methods [18]. Intensity-based methods
typically use some form of cross correlation or mutual information techniques
[19–21]. Cross correlation methods operate on the pixel values directly, and mutual
information techniques often operate in the frequency domain. These methods have
a high computational cost and suffer from limitations when dealing with images
with large geometric differences [22]. Feature-based methods identify and extract
image features such as corners, lines, and contours, and then employ methods to
match the extracted features among the differing images. These methods can be
impacted by speckle, which is caused by random interference from multiple scatter-
ing that occurs in each resolution cell [23]. In general, feature-based methods have
better performance over a wide range of image registration scenarios and are com-
putationally more efficient than intensity-based methods [20, 24, 25]. The Harris
corner detector is used as a point-feature method and has a response that is related
to the local neighboring gradient distribution of a point [26–28]. Harris corner does
not have a feature descriptor as many of the other featured-based image registra-
tion methods do. As such, Harris corner is only invariant to translation and rota-
tion and is successful for simple image warping. One of the most commonly used
feature-based methods is SIFT, which extracts features based on automatic scale
selection [24, 29, 30]. The main drawback of SIFT is long execution times [31].
This problem is further complicated by speckle and limits its application to gen-
eral image registration problems. Therefore, many variations of SIFT have been
proposed to deal with these limitations [32]. SURF is another popular feature-based
image registration method commonly used for SAR imagery [33–36]. SURF feature
detection and description have been shown to outperform SIFT in terms of speed,
repeatability, robustness, and distinctiveness [25]. It has also been used in many
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other areas including satellite image registration and seabed recognition based on
sonar imagery [37, 38].

6.2 PHASE CORRELATION

Phase correlation methods for image registration use the image data in the spatial-
frequency domain to register images that are translated, rotated, and scaled with
respect to one another [39]. Since translation, rotation, and scale manifest in a
particular manner in the spatial-frequency domain, the parameters required to
register the images are readily found from properties of the Fourier transform. Phase
correlation methods typically have low computational burden compared to other
image registration methods and are usually not affected by noise [2].

6.2.1 Translation

For translation, consider two images s1(x, y) and s2(x, y) with Fourier transforms
S1(kx, ky) and S2(kx, ky) such that the images only differ by a translation, as
illustrated in Figure 6.1. This translation is expressed as

s1(x′, y′) = s2(x− x0, y − y0), (6.1)

where the translation is (x0, y0). The Fourier shift theorem states that a delay in
the time domain corresponds to a linear phase term in the frequency domain [40].
Therefore

s2(x− x0, y − y0)←→ S2(kx, ky) e−j2π(kx x0+ky y0). (6.2)

Taking the cross-power spectrum of the two images gives [39]

P (S1, S2) =
S1(kx, ky)S∗2 (kx, ky)∣∣∣S1(kx, ky)S2(kx, ky)

∣∣∣ = e−j2π(kx x0+ky y0). (6.3)
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Finally, taking the inverse Fourier transform of (6.3) results in a sinc function
centered at the translation (x0, y0) required to register the two images.

6.2.2 Rotation

To demonstrate rotation, consider s1(x, y) to be a rotated version of s2(x, y) such
that

s1(x′, y′) = s2

(
x cos θ0 − y sin θ0, x sin θ0 + y cos θ0

)
, (6.4)

where θ0 is the rotation between the two images, as shown in Figures 6.1(a) and
6.2(a). A new rotated coordinate system is defined as

[
x′

y′

]
=

[
cos θ0 − sin θ0

sin θ0 cos θ0

][
x

y

]
. (6.5)

The Fourier rotation theorem states that the rotation of a function by an angle θ0

results in the rotation of the Fourier transform by the same angle [40]. This is
expressed as

s2(x′, y′)←→ S2

(
kx cos θ0 − ky sin θ0, kx sin θ0 + ky cos θ0

)
. (6.6)

If the rotation is represented as a translational shift with polar coordinates as

∣∣S1(r, θ)
∣∣ =

∣∣S2(r, θ − θ0)
∣∣, (6.7)

using the techniques in Section 6.2.1, the rotation angle θ0 may then be found. For
illustration, consider S2(r, θ) partitioned into two sections Sa2 (r, θ) and Sb2(r, θ) as
shown in Figure 6.3. For simplicity, allow Sb2(r, θ) subtends the angle θ0. A rotation
by θ0 does not affect the r coordinate. The effect on the θ coordinate is shown in
Figure 6.3. The polar transformation of S2(r, θ) shows that Sa2 (r, θ) extends from 0

to 2π − θ0 before the rotation and θ0 to 2π after the rotation. Similarly, Sb2(r, θ)

extends from 2π − θ0 before rotation and 0 to θ0 after rotation. Therefore, the
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(a) SAR imagery used as the reference.

(b) SAR imagery with translation.

Figure 6.1 Comparison of SAR imagery of Muscat, Oman with a translational difference. Courtesy of
ICEYE.
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(a) SAR imagery with a rotation of 16◦.

(b) SAR imagery with a Gaussian scale factor of 4.

Figure 6.2 Comparison of SAR imagery of Muscat, Oman with (a) rotation and (b) scale change.
Courtesy of ICEYE.
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Figure 6.3 Effect of image rotation on the spatial-frequency domain image data.

rotation corresponds to a translation after the polar transform and may be found
using the techniques of Section 6.2.1.

6.2.3 Scale Change

To illustrate scale change, consider the situation where s1(x, y) is a scaled version
of s2(x, y), as illustrated in Figure 6.2(b). A scale change between the two images
may be written as

s1(x′, y′) = s2(αx, β y). (6.8)

The new scaled coordinate system is defined as

[
x′

y′

]
=

[
α 0

0 β

][
x

y

]
. (6.9)
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Note that α is the scale change in the x direction and β is the scale change in
the y direction. The Fourier scale theorem, which is sometimes referred to as the
similarity theorem, states that a compression or dilation by factors of

(
α, β

)
in

the time domain results in a compression or dilation by factors of
(
1/α, 1/β

)
in

the frequency domain. This allows (6.8) to be expressed in the spatial-frequency
domain as

S1(kx, ky) =
1∣∣αβ∣∣ S2

(
kx
α
,
ky
β

)
. (6.10)

The scale change may now be transformed to a translation by converting the
wavenumber axes to a logarithmic scale as [41]

S1(ωx, ωy) = S2

(
ωx − lnα, ωy − lnβ

)
, (6.11)

where ωx = ln kx and ωy = ln ky . Recalling (6.2) and (6.3), the scale factors
(
α, β

)
are found from the peak of the sinc function, which is located at

(
lnα, lnβ

)
. The

translation, rotation, and scale are given by the weak affine transform expressed
as [42]


x′

y′

1

 =


α cos θ0 −β sin θ0 −x0

α sin θ0 β cos θ0 −y0

0 0 1



x

y

1

 . (6.12)

Warp functions are often more complicated than the transform in (6.12) and require
more robust image registration methods.

6.3 HARRIS CORNER

The Harris corner detector is a point-feature method and has a response that is the
weighted sum of the determinant and squared trace of the first-order moment matrix
which describes the local neighboring gradient distribution of a point [26–28].
The Harris corner detector is often used in computer vision to extract corners and
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develop features, and is an improvement upon the Moravec corner detector [43].
Corners are local points at the junction of two edges of dominant and different
directions, where edges are determined by sudden changes in image brightness.
Figure 6.4 illustrates constant, edge, and corner features. The points where two
edges meet to create corners are invariant to translation, rotation, and illumination.
These attributes are very useful when creating features based on corners. Many
variations of corner detectors have been studied, with Harris being one of the
simplest, most efficient, and most reliable [44]. Even though the Harris corner
detector has some inherent limitations, it remains an important method for many
applications.

Figure 6.4 Typical corners, edges, and flat regions found in imagery. SAR imagery of Muscat
International Airport in Oman. Courtesy of ICEYE.
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6.3.1 Corner Detection

To detect corners, a window around an individual pixel is formed and is referred
to as the reference window. The uniqueness of the reference window is found by
creating a test window of the same size as the reference window and shifting this test
window in various directions and calculating the similarity between the reference
window and the test window. To illustrate corner detection, first consider an image
where the pixels are fairly constant, as shown in Figure 6.5. Selecting the reference
window around a certain pixel and moving the test window to surrounding locations
shows similarity to all test window locations. Next, examine the image given in Fig-
ure 6.6, where there are bright areas adjacent to darker areas. Following the same
procedure of selecting a reference window around a given pixel and then moving the
test window to different locations shows similarity at other locations as highlighted
in Figure 6.6. This case is more unique than the first case in that it matches at fewer
test window locations, but still has some ambiguity. Finally, study the image illus-
trated in Figure 6.7 with several bright pixels in a distinct pattern. Taking a reference
window around the highlighted region and shifting the test window results in only a
single location that is highly similar. This makes the pixel an interest point because
it is locally unique and therefore potentially useful in matching with other images.

Watch this animation of corner detection.

A measure of similarity between the reference window and the test window
may be found from the sum squared difference of the two. This is expressed as [45]

s(x, y,∆x,∆y) =
∑

(i,j)∈W

[
I(x+∆x+ i, y+∆y+ j)−I(x+ i, y+ j)

]2
, (6.13)

where

https://youtu.be/uWURtWnamYw
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Figure 6.5 Reference and test windows in a flat region. SAR imagery of Muscat International Airport
in Oman. Courtesy of ICEYE.

I(x, y) = image pixels,
(∆x,∆y) = shift from reference window,
(i, j) ∈W = window pixels,
s(x, y,∆x,∆y) = measure of similarity between reference

and shifted windows.

The first term inside the summation represents the test window, while the second
term is the reference window. If the two regions are similar, the expression in (6.13)
goes to zero. If the regions are not similar, this becomes a large positive value. To
generalize this approach, a Gaussian window is added to the similarity measure in
(6.13), and is written as
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Figure 6.6 Reference and test windows in an edge region. SAR imagery of Muscat International
Airport in Oman. Courtesy of ICEYE.

s(x, y,∆x,∆y) =
∑

(i,j)∈w

W(i, j)×

[
I(x+ ∆x+ i, y + ∆y + j)− I(x+ i, y + j)

]2
, (6.14)

where W(i, j) is the Gaussian weighting matrix. The Gaussian weighting gives
more emphasis to test windows close to the reference window than those further
away. Using a Taylor series expansion, the expression in (6.14) may be rewritten as
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Figure 6.7 Reference and test windows for distinct pixel locations. SAR imagery of Muscat Interna-
tional Airport in Oman. Courtesy of ICEYE.

s(x, y,∆x,∆y) =
[
∆x ∆y

]
H
[
∆x

∆y

]
, (6.15)

where the matrix H is a structure tensor and often referred to as the Harris matrix.
The Harris matrix describes the neighboring gradient distribution of the pixel and is
expressed as [45]

H =

 G(σ) ∗ I2
x G(σ) ∗ IxIy

G(σ) ∗ IxIy G(σ) ∗ I2
y

 , (6.16)
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where Ix and Iy are the first order partial derivatives in the x and y directions,
respectively. G(σ) is a Gaussian smoothing kernel and ∗ denotes convolution [46].
Since the Harris matrix is based on image gradients, changes in illumination are
eliminated by the gradient operator. The Harris matrix is 2 × 2, which gives rise
to two eigenvalues, which provide useful information about the image around the
current pixel. From Table 6.1, it is seen that if both eigenvalues are small this
represents a flat or constant portion of the image, such as that of a homogeneous
region. If either of the eigenvalues are large and the other small, this represents an
edge in that part of the image. If both eigenvalues are large, this is considered a point
of interest and corresponds to a local extremum. In other words, it is a distinctive
point that may be used for matching in other images. The Harris corner detector
finds these interest points by effectively finding pixels with two large eigenvalues.
It does so by taking the scaled difference between the determinant and the trace of
the matrix H. This is often referred to as the Harris response of a pixel and is written
as [27, 42, 43, 45]

R = |H| − κ(tr(H))2, (6.17)

where κ is taken to be in the range [0.04–0.06]. If the responseR exceeds a specified
threshold, then the pixel is taken to be a corner. The Harris matrix is semi-definite
Hermitian and the eigenvalues are positive. Therefore, (6.17) can be written as [47]

Table 6.1
Image Region Associated with Eigenvalues of Harris Matrix

Eigenvalue — λ1 Eigenvalue — λ2 Image Region

Small Small Flat (Constant)

Small Large Edge

Large Small Edge

Large Large Peak
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R = λ1λ2 − κ(λ1 + λ2)2, (6.18)

where λ1 and λ2 are the two eigenvalues of the Harris matrix. The response R is
determined by the eigenvalues of H and any unitary transformation of H does not
affect the detection of a corner. The Harris corner detector is therefore invariant to
a Euclidean transformation given by [42]


x′

y′

1

 =


cos θ − sin θ −x0

sin θ cos θ −y0

0 0 1

 =


x

y

1

 , (6.19)

where x0 and y0 are translations in the x and y directions and θ is the rotation.

6.3.2 Corner Matching

Rather than trying to match individual corners between two images, an N × N

window of pixels around each corner is formed and a similarity metric is calculated.
The window approach is used as individual pixels are not unique. Consider two
images A and B, and extracted corners given by

Ca = {ca1 , ca2 , · · · , caK} (6.20)

Cb = {cb1, cb2, · · · , cbL}. (6.21)

Each corner in Ca is compared against every corner in Cb, which results in a K×L
search problem, where K is the number of extracted corners in image A and L is
the number of extracted corners in image B. Commonly used metrics include the
sum of absolute differences (SAD), sum of squared differences (SSD), and zero-
normalized cross correlation (ZNCC). These metrics are defined as [45, 48]

SAD =
∑

(x,y)∈W

∣∣I1(x, y)− I2(x, y)
∣∣, (6.22)
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SSD =
∑

(x,y)∈W

[
I1(x, y)− I2(x, y)

]2
, (6.23)

and

ZNCC =

∑
(x,y)∈W I1(x, y) · I2(x, y)∑

(x,y)∈I I1(x, y) ·
∑

(x,y)∈W I2(x, y)
. (6.24)

SAD is the simplest metric and has the lowest computational burden. However,
SAD is more sensitive to outliers than SSD or ZNCC. ZNCC has the highest
computational cost, but is the most precise of the three metrics, and is the least
sensitive to changes in intensity [45, 48]. A match is considered when the metric is
below a specified threshold. While these are the most popular in image processing,
there are many more metrics including Chebyshev, Minkowski, and Canberra [48].

6.4 SCALE INVARIANT FEATURE TRANSFORM

SIFT is a powerful feature detection method in the field of computer vision that
can be used for various applications such as image registration, object recognition,
gesture recognition, video tracking, and wildlife identification [24, 49, 50]. SIFT
finds local features in an image, referred to as keypoints, and creates associated
descriptors that are invariant to translation, rotation, and scale change as given
in (6.12). Since the descriptors are robust, matching the descriptors between two
images allows SIFT to be a very effective method for image registration. Since
the introduction of SIFT, there have been numerous variations and competitive
methods developed and the reader is referred to the following references for more
information on these methods [29, 32, 33, 42]. The SIFT algorithm consists of the
following four processes [24]

1. Construction of a Gaussian scale space of all possible scale changes.

2. Identification of local features to be used as keypoints.

3. Assignment of one or more orientations to each keypoint.
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4. Generation of the descriptor for each keypoint.

6.4.1 Gaussian Scale-Space Construction

The SIFT algorithm makes use of a multiscale image representation to handle
imagery at different scales. This is accomplished by representing the imagery as
a collection of smoothed images defined by a single parameter. This smoothing
reduces noise in the imagery, simulates blurring that would be present in images
taken at different ranges, and allows for stable features to be identified [24]. Under
a number of valid assumptions, a Gaussian function is a unique scale-space kernel
based on causality [51, 52]. Using a variable-scale Gaussian kernel, the imagery in
scale space is written as [24]

L(x, y; t) = G(x, y; t) ∗ s(x, y), (6.25)

where

G(x, y; t) = variable-scale Gaussian function,
s(x, y) = input image,
t = scale parameter,
L(x, y; t) = scale space of image s(x, y).

The Gaussian kernel is defined by

G(x, y; t) =
1

2πt2
exp

(
−(x2 + y2)

2t2

)
. (6.26)

Figure 6.8 highlights the result of applying the Gaussian smoothing function to the
original image. The loss of detail is visible as the Gaussian smoothing simulates the
image being zoomed out. To create the multiscale representation, the original image
is scaled by octaves and subsequent smoothed images are created for each octave.
This idea is illustrated in Figure 6.9 where each octave scale space is convolved
with Gaussians resulting in the set of scale space images. To enhance features for
more efficient detection of keypoints, a difference of Gaussian (DoG) technique is
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employed [24, 42]. This results in another set of images created by subtracting every
smoothed image from the previous image in the same octave, which is written as

D(x, y; t) = L(x, y; kt)− L(x, y; t), (6.27)

where k is the separation between any two nearby smoothed images. Figure 6.10
illustrates the DoG approach for the first octave only and the results are compelling.

6.4.2 Keypoint Selection

Keypoint selection may be thought of as two separate steps. The first step is to find
the local extrema, followed by the removal of unstable extrema. To determine a
local minimum or maximum, each pixel in the DoG representation is compared to
its eight adjacent pixels in the same scale and the nine adjacent pixels in the scale
above and in the scale below, as illustrated in Figure 6.11. This location is selected
as a potential keypoint if the pixel value is larger or smaller than all the other 26
pixel locations. Unstable keypoints are often associated with low contrast or edge
responses. The details of determining and removing unstable extrema is beyond the
scope of this book. However, the reader is referred to the following references for
more details [24, 27, 49].

6.4.3 Orientation Assignment

An orientation is assigned to each of the keypoints identified in the previous
section. The assignment is based on local image properties and is made such
that the keypoint descriptors are invariant to rotation. To ensure the descriptors
are rotation invariant, a region of pixels around the keypoint are used to create a
normalized reference orientation. The scale, t, of the current keypoint is used for all
calculations. The gradients around the keypoint located at a pixel location (ix, iy)

are calculated by

∇x = L(ix + 1, iy)− L(ix − 1, iy), (6.28)

∇y = L(ix, iy + 1)− L(ix, iy − 1). (6.29)
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(a) Original image (scale t = 0). (b) Scale-space of image with t = 1.

(c) Scale-space of image with t = 4. (d) Scale-space of image with t = 16.

Figure 6.8 Gaussian smoothing kernel applied to the original image s(x, y). SAR imagery of Muscat
International Airport in Oman. Courtesy of ICEYE.

The gradient magnitude and orientation are then computed by

A(ix, iy) =
√
∇2
x +∇2

y, (6.30)

ψ(ix, iy) = tan−1(∇y/∇x). (6.31)
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Figure 6.9 Scale-space representation L(x, y; t) of original image s(x, y). SAR imagery of Muscat
International Airport in Oman. Courtesy of ICEYE.
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Figure 6.10 DoG representation for the first octave. SAR imagery of Muscat International Airport in
Oman. Courtesy of ICEYE.
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Figure 6.11 Comparison of surrounding pixels for local extrema detection.

Next, a histogram is created from the magnitudes and angles of the gradients
associated with pixel locations in the region around the keypoint. The angle samples
in the histogram are weighted by the associated magnitudes. The predominant
orientation is indicated by a peak in the histogram, as illustrated in Figure 6.12.
In addition, any other peak in the histogram that is 80% of the maximum may be
used to create additional keypoints.

6.4.4 Keypoint Descriptor Creation

A keypoint descriptor is a unique encoded version of the spatial distribution of the
gradient orientation in the region around the keypoint [24, 41, 42]. To create the
descriptors, an M ×M region of pixels around the keypoint is used. This region
is then subdivided into N × N regions. For each subregion, a histogram with bins
is created from the magnitude and orientation. To ensure invariance to rotation, the
descriptor coordinates and gradient orientations are rotated relative to the keypoint
orientation. Since the calculations are normalized over subregions, the descriptors
will be somewhat invariant to illumination (i.e., if the illumination changes the
brightness in a similar fashion over the subregion, the gradient values will not be
affected). Finally, the descriptor is created from the vector of all the orientation
histogram entries, as shown in Figure 6.13. Typically, a 4× 4 region is selected and
divided into 4 × 4 subregions and 8 bins are taken. This leads to a descriptor length
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Figure 6.12 Orientation histogram for scale-invariant keypoints.

of 128. In literature, this is often referred to as the feature vector and is expressed
as [24]

dp = hijk , (6.32)

where

i = 1 · · ·N ,
j = 1 · · ·N ,
k = 1 · · ·K,
p = (i− 1)NK + (j − 1)N + k,
hijk = kth bin of the ijth histogram,
d = keypoint descriptor.
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Figure 6.13 Illustration of keypoint descriptor creation.

6.4.5 Descriptor Matching

Matching the keypoint descriptors between two images, or between an image and a
large database, is one of the main purposes of keypoint detection and description.
Using images sa(x, y) and sb(x, y), denote the set of Md and Nd descriptors for
each image as Da and Db, respectively. This is expressed as

Da = {da1 ,da2 , · · · ,daMd
} (6.33)

Db = {db1,db2, · · · ,dbNd
}, (6.34)

Matches may be found by considering each descriptor in the set Da and searching
for the descriptor in the set Db that minimizes the Euclidean distance. A match
is only considered valid if the minimum Euclidean distance is below a specified
threshold as
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dmatch = argmin
d∈Db

||d− da|| < Tabs , (6.35)

where

d = each descriptor from set Db,
da = descriptor from set Da,
Tabs = absolute threshold for a valid match,
dmatch = the descriptor from set Db that matches with da.

While matches may be found in this manner, implementations of the SIFT algorithm
often employ an adaptive threshold based on the second closest match in (6.35).
Both of these approaches to matching have limitations and more robust matching
techniques have been developed [49].

6.5 SPEEDED-UP ROBUST FEATURES

The SIFT algorithm of the previous section is computationally intensive and is
therefore relatively slow when compared to competing methods of image regis-
tration [49]. SURF is similar to SIFT by providing a representation and comparison
of images invariant to translation, rotation, and scale. In SIFT, the DoG was used
to approximate the Laplacian of the Gaussian kernel. The advantage of SURF is
in the fast approximation of the Laplacian of the Gaussian kernel using box filters.
The convolution with a box filter is simply calculated with integral images and in
parallel for varying image scales. This approach is computationally efficient enough
to support real-time object recognition and tracking. SURF consists of the following
basic algorithmic steps [25]:

1. Identification of interest points.

2. Assignment of one or more orientations to each interest point.

3. Generation of the descriptor for each interest point.

Note, literature discussing SURF often refers to interest points, which are analogous
to keypoints in SIFT [25, 31, 42].
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6.5.1 Interest Point Selection

SURF relies on the determinant of a Hessian-matrix approximation for selecting
both the location and scale of interest points [53]. At a given pixel location in an
image, described by p = (x, y), the Hessian matrix is written as

H(p, σ) =

[
Lxx(p, σ) Lxy(p, σ)

Lxy(p, σ) Lyy(p, σ)

]
, (6.36)

where σ is the scale factor and Lxx(p, σ), Lyy(p, σ), and Lxy(p, σ) are the second
order partial derivatives of the Gaussian in the x-, y-, and xy-directions convolved
with the image at p [25, 42]. Box filters, denoted by Dxx, Dyy, and Dxy , are
used as approximations for the Gaussian second order partial derivatives. The
approximation using box filters is found with the use of integral images, which
are computationally efficient and independent of size [25, 42, 54]. Integral images
are summed-area tables used to quickly and efficiently generate the sum of values in
a rectangular subset of a grid (i.e., the average intensity within an image). The value
of the integral image at any point (x, y) is the sum of all pixels in a rectangular
region formed by the origin and (x, y), as shown in Figure 6.14 [53, 55]. This is
expressed as

IΣ(x, y) =

x∑
x′=0

y∑
y′=0

I(x′, y′), (6.37)

where I(x, y) is the input image and IΣ(x, y) is the integral image. The integral
image is computed efficiently in a single pass over the image as [54]

IΣ(x, y) = I(x, y)+IΣ(x, y−∆y)+IΣ(x−∆x, y)−IΣ(x−∆x, y−∆y). (6.38)

Once the integral image has been computed, evaluating the sum of intensities over
any rectangular area only requires four array references independent of the size
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Figure 6.14 Integral image for calculation of the sum of pixels over a rectangular region.

of the area. Referring to Figure 6.14, the sum of the image intensity in the region
defined by A = (x0, y0), B = (x1, y0), C = (x0, y1), and D = (x1, y1) is

x1∑
x=x0

y1∑
y=y0

I(x, y) = IΣ(A)− IΣ(B)− IΣ(C) + IΣ(D). (6.39)

The result of using 9 × 9 box filters to approximate the Gaussian second order
partial derivatives is shown in Figure 6.15. As indicated in [25], the performance
of the box filter approximation is comparable to, and in some cases better than,
the original Gaussians. The determinant of the approximate Hessian matrix is then
written as

∣∣Ha∣∣ = DxxDyy − (wDxy)2, (6.40)
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Figure 6.15 Gaussian second-order partial derivatives and corresponding box filter approximations.

where Ha is the approximated Hessian matrix and w is the relative weight of the
filter response and is typically taken to be 0.9 [25].

The scale space is analyzed by upscaling the filter size rather than iteratively
reducing image size, as illustrated in Figure 6.16. No aliasing arises in this approach
as there is no downsampling of the image. As with SIFT, the scale space is divided
into octaves. Each octave then gets subdivided into different scale levels. A series of
filter responses is then created by convolving the same input image with a filter that
is increasing in size. The location of interest points is then found by interpolating
the maxima of the approximated Hessian matrix in both scale and image space [25].
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Figure 6.16 Box filter upscaling from 9 × 9 to 15 × 15 with constant cost due to the use of integral
images.

6.5.2 Orientation Assignment

Similar to other methods, SURF assigns an orientation to each of the interest
points found in the previous section. To begin, the Haar-wavelet responses in a
circular region about the interest point is calculated in the x- and y- directions [56].
The circular region has a radius of 6s, where s is the scale at which the interest
point was found. The sampling and Haar-wavelet responses are also computed at
scale s. Since the wavelets become large at larger scales, integral images are again
employed to perform fast filtering. The wavelet responses are then weighted with
a Gaussian centered at the interest point. The sum of the vertical and horizontal
wavelet responses is calculated in a scanning area of π/3. The choice for the size
of the scanning area has been studied carefully as this directly affects the accuracy
of the orientation assignment [25, 31, 57]. These summed responses represent a
local orientation vector, as shown in Figure 6.17. The scanning area is then rotated,
and the sum of the responses recalculated. The orientation with the largest vector is
chosen to be the orientation assigned to the interest point.
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Figure 6.17 Orientation assignment from Haar-wavelet weighted responses.

6.5.3 Interest Point Descriptors

The descriptors for SURF are based on the sum of Haar-wavelet responses. The
process of creating the descriptor for an interest point begins by forming a square
region around the interest point under consideration. The size of the square region
is taken to be 20s, as shown in Figure 6.18. Next, the region is split into 4 × 4
subregions. For each of these subregions, the Haar-wavelet response is computed
as illustrated in Figure 6.18, where dx and dy are the wavelet responses in the
horizontal and vertical directions relative to the orientation assigned to the interest
point under consideration. Each subregion has a four-dimensional descriptor for its
underlying intensity structure. For the ith subregion, this is written as

vi =
[
Σdx, Σdy, Σ|dx|, Σ|dy|

]
. (6.41)
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Figure 6.18 SURF interest point descriptor over a 20s region.

Therefore, the descriptor for each interest point has a length of 64, as compared to
128 for SIFT which results in fewer computations and faster descriptor matching.

Note, Figure 6.18 is for illustration purposes as the wavelet responses are
computed in the original image frame and then interpolated onto the rotated frame,
rather than rotating the entire image first and then computing the wavelet responses
[25].
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Figure 6.19 Feature contrast for fast indexing and matching.

6.5.4 Descriptor Matching

SURF uses string-based descriptors as given in (6.41) and L1- and L2-norms may
be used for matching. In this book, descriptor matching methods based on nearest
neighbor distance ratio (NNDR) of Section 6.4.5 are used. SURF facilitates fast
indexing, which is accomplished by taking the trace of the approximate Hessian
matrix. This is written as

tr(Ha) = Dxx +Dyy. (6.42)

This is equivalent to the sign of the Laplacian, which identifies contrast (i.e., bright
features on dark backgrounds and the inverse case). Since the Laplacian is computed
during the detection of interest points, as discussed in Section 6.5.1, no additional
computational cost is incurred. For matching purposes, only descriptors with similar
types of contrast are considered, as illustrated in Figure 6.19. This approach results
in much faster descriptor matching without any impact on the robustness of the
descriptors.

6.6 ORIENTED FAST AND ROTATED BRIEF

Oriented FAST and rotated BRIEF (ORB) is a viable alternative to SIFT and
SURF, which are described in Sections 6.4 and 6.5 [58]. ORB was developed
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mainly due to SIFT and SURF being patented algorithms [58]. Note, the SIFT
patent expired in 2020 and the SURF patent remains in effect [59, 60]. A very
important aspect of ORB is it came from OpenCV Labs, is not patented, and is
free to use [58]. ORB is built on the well-known features from accelerated segment
test (FAST) keypoint detector [61] and the binary robust independent elementary
features (BRIEF) descriptor [62]. ORB performs as well as SIFT and better than
SURF for feature detection and is almost two orders of magnitude faster [58].

6.6.1 FAST

For a given pixel p(x, y), FAST compares the brightness of the surrounding 16 pix-
els as shown in Figure 6.20. If eight or more pixels are much lighter or darker than
the pixel under consideration, a keypoint is declared. Using this selection process,
FAST keypoints contain information about the location of edges in the imagery. The
FAST features do not have orientation or multiscale structure. The ORB algorithm
adds a multiscale representation consisting of a sequence of downsampled versions
of the original source imagery. Using FAST to detect keypoints at each level make
ORB partially scale invariant [58].

ORB assigns an orientation to each keypoint based on intensity gradients
surrounding the point. The intensity change is found from the centroid, which is
expressed by

C =
1

m00

(
m10 ,m01

)
, (6.43)

where the moments are given by

mpq =
∑
x ,y

xpyqI(x, y). (6.44)

A vector from the keypoint, p(x, y) to the centroid in (6.43) is created and the
orientation is computed as

θ = tan−1

(
m01

m10

)
(rad). (6.45)
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Figure 6.20 FAST keypoint selection using 16 pixels surrounding p.

6.6.2 BRIEF

BRIEF converts all the keypoints found by FAST into a binary vector, which is
the keypoint descriptor for ORB [58]. The BRIEF algorithm begins by choosing a
random pair of pixels around the keypoint. The first pixel in the pair is selected from
a Gaussian distribution centered on the keypoint. The second pixel is drawn from
a Gaussian distribution centered on the first pixel. If the first pixel is brighter than
the second pixel, a binary 1 is assigned to the descriptor, otherwise a binary 0 is
assigned. This process is typically repeated 128 times to obtain a 128-big keypoint
descriptor. BRIEF is not rotation invariant and performance suffers significantly for
rotations of more than a few degrees [58]. The ORB algorithm orients BRIEF based
on the rotations found in the previous section.

The ORB binary descriptor for a keypoint location (xi, yi) is expressed by the
2 ×N matrix

S =

[
x1, · · · , xN
y1, . . . , yN

]
. (6.46)
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The keypoint orientation is then used to create a rotated version of the binary
descriptor, which is written as

Sθ = R(θ)S, (6.47)

where R(θ) is the rotation matrix. The rotations are typically subdivided into 12◦

sectors and a lookup table of descriptors is computed [62]. If the orientation of the
keypoints is consistent across different views, the correct set of points will be used
in the creation of the ORB descriptor [58].

Table 6.2 is given to compare the main performance features of the image
registration algorithms covered in the previous sections. ORB is the fastest algo-
rithm and SIFT tends to be the most robust across a wide spectrum of image reg-
istration problems [63]. For a special case of a rotation of π/2, ORB and SURF
tend to perform slightly better than SIFT. It is worth noting ORB keypoints are
concentrated near the center of the image, whereas SIFT and SURF keypoints are
distributed over a larger area of the image [63]. In general, SURF tends to provide
the best tradeoff between speed and robustness [42]. Many variations of these image
registration methods have been proposed and implemented, each with advantages,
disadvantages, and caveats. Table 6.2 is meant to be a general guide and not strict
for all imaging scenarios.

Table 6.2
Comparison of Image Registration Techniques

Parameter Harris Corner SIFT SURF ORB

Feature invariance Translation Translation,
rotation,
scale

Translation,
rotation,
scale

Translation,
rotation,
partial scale

Feature extraction Fastest Slow Fast Fast

Feature accuracy Pixel Subpixel Subpixel Subpixel

Descriptor matching Slow Fast Fastest Fast

Robustness Poor Best Good Good
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6.7 WARP FUNCTION EXTRACTION

Once the descriptors between two images have been matched, the geometrical
warp function needs to be found. Geometrical warp is a transformation of pixel
locations in a primary image to the pixel locations in a secondary image and is
caused by local distortions, sensor parameters, temporal variations, target relief,
and scenario geometry [13, 42]. If there are no errors in the descriptor matching,
the warp function may be found by fitting the matching descriptors with the least
squares method [64]. All practical image registration applications contain errors
in the descriptor matches due to system noise, spatial and temporal decorrelation,
environmental interference, and limitations in descriptor creation and matching
algorithms. Therefore, robust algorithms for determining the warp function, which
are insensitive to these mismatches, are desired. Perhaps the most widely used
method for feature-based SAR image registration is RANSAC [65]. In addition
to RANSAC, Fast-LTS and EF-LTS methods have been adopted [42]. The reader
is referred to the following sources for other feature-based matching and warp
function retrieval algorithms [2, 19, 66].

6.7.1 Formulation

To formalize the warp function extraction process, SAR imagery is written as a
continuous complex function in R2. Following the treatment in [13], the primary
image is expressed as

Ip(xp) : xp ∈ Ωp ⊂ R2, (6.48)

where xp is the position vector (x, y) in the image domain Ωp. Similarly, the
secondary image is written as

Is(xs) : xs ∈ Ωs ⊂ R2. (6.49)

To determine the warp function, a two-dimensional coordinate transform, τ , needs
to be found such that the transformed secondary image given by Is

(
τ(xp)

)
is

spatially aligned with Ip(xp). SAR digital imagery can be thought of as sampled
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Figure 6.21 Process for registering the primary and secondary images.

versions of the continuous complex functions in (6.48) and (6.49). Once the warp
function has been determined, the image pixels in the primary and secondary images
are aligned, as illustrated in Figure 6.21.

SAR imagery cannot be represented as a central projection [67] and the
warp model depends on the sensor parameters, scenario geometry, and target
relief. However, under certain reasonable assumptions, the warp function can be
approximated as a polynomial [12]. This is covered in more detail in the following
sections.

6.7.2 RANSAC

RANSAC is one of the most widely used methods for extracting the geometrical
warp function from a set of matched descriptors [42]. It is an iterative technique
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useful for datasets containing mismatches that should not influence the estimated
warp function [65, 68]. In that sense, it can be thought of as a mismatch detection
technique. While nondeterministic, the probability of a valid result increases with
an increasing number of iterations [65].

RANSAC differs from methods that make use of the entire dataset by ran-
domly sampling a minimal subset to estimate the warp function. The entire dataset
is then checked for a consensus set of descriptor matches. This process is repeated
until the largest consensus set is realized. The basic algorithm consists of the fol-
lowing steps:

1. Sample a random minimal subset.

2. Calculate the model parameters.

3. Determine the points within a specified tolerance.

4. Compute the percentage of inliers and compare to the threshold.

The steps given above are repeated until the percentage of inliers is above the
threshold or until a maximum number of iterations is reached.

RANSAC works best for datasets containing both inliers and outliers. The
inliers consist of correctly matched descriptors that accurately represent the warp
function, while outliers are mismatched descriptors and should not have an impact
on the determination of the warp function. Results produced with RANSAC are
only trustworthy if any of the minimal subsets can accurately estimate the warp
function. It is often difficult to produce similar estimates of the warp function for
different subsets. This is due to factors such as noise and local distortion. Typically,
SAR geometrical warping varies from pixel to pixel and a low-order polynomial
model only accurately represents a global warping rather than a local distortion.
However, a more stable version of RANSAC may be implemented by using more
than the minimal subset of matched descriptors and applying a loss function [42].
This better estimates the support of the warp function than that obtained from the
minimal subset.

6.7.3 Fast-LTS

With the limitations associated with the least squares method, more robust regres-
sion techniques have been investigated [42]. An effective approach to this problem
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is the least trimmed squares method (LTS) [69]. Rather than minimizing the sum of
squared residual over all matched descriptors, LTS minimizes the sum of squared
residuals over a subset of descriptors. The remaining samples are not used in the
estimation and therefore do affect the outcome. In fact, LTS is so insensitive to
errors in the descriptor matching that up to 50% of the datasets can be outliers and
a reasonable estimation of the warp function still obtained [42, 70, 71].

LTS fits the linear model given by

yi = xi1θ1 + xi2 θ2 + · · ·+ xip θp + ei, i = 1, · · · , n, (6.50)

which may be written more compactly as

yi = XTi Θ + ei, i = 1, · · · , n, (6.51)

where

XTi = [xi1, xi2, · · · , xip] = explanatory variable,
Θ = [θ1, θ2, · · · , θp] = parameter to be estimated,

ei = error term,
n = sample size,
p = number of coefficients,
yi = response variable.

The least squares estimate is written as [64]

Θ̂ = arg min

h∑
i=1

(
r2
)
i

(
Θ
)
. (6.52)

The term inside the sum is the loss function of the least trimmed squares estimator
and is given by

Q =

h∑
i=1

(
r2
)
i

(
Θ̂
)
, (6.53)
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where

r = [r1, r2, · · · , rn]T , (6.54)

and

ri = yi − XTi Θ̂. (6.55)

Here,
(
r2
)
i

is the ith element of the squared residuals in ordered form such that

(
r2
)

1
≤
(
r2
)

2
≤ · · · ≤

(
r2
)
n
, (6.56)

and h is referred to as the trimming constant. LTS performs regression by fitting the
subset of length h to minimize the least squared residuals. The trimming constant
determines the LTS estimator breakdown point, as n− h matching descriptors with
the largest residuals do not affect the estimator [69, 71]. The maximum breakdown
point is then h = (n + p + 1)/2. This means the LTS fit remains in a bounded
region when (n − p)/2 or fewer samples are outliers (mismatched descriptors).
This is equivalent to finding the h-subset with the smallest least squares objective
function. Therefore, the LTS regression estimate is the least squares fit to h points.

A major limitation of LTS is dealing with large datasets. The computational
burden grows far too fast as the dataset becomes large. This limits the use of LTS in
many applications. To overcome this limitation, an improvement known as Fast-LTS
was developed [71]. Using any approximation of the LTS regression coefficients,
a subsequent approximation can be calculated that results in a lower loss function.
This is the basis of the Fast-LTS method, and is often referred to as the concentration
step or C-step [42]. Fast-LTS also make use of selective iteration, nested extensions,
and intercept adjustment. For small datasets, Fast-LTS usually finds the exact LTS;
for large data sets it gives more accurate results than LTS and is faster by orders of
magnitude [71].
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6.7.3.1 Concentration Step

The concentration step is a crucial step in the Fast-LTS method. Following the
treatment in [71], begin with a p-variate Xi and response variable yi. Then select
H1 ⊂ [1, · · · , n], where |H1| = h. The loss factor is then given by

Q1 =
(
r2
1

)
i

(
Θ̂1

)
, (6.57)

and

(
r2
1

)
i

= yi − XTi Θ̂1, (6.58)

where

Θ̂1 =
(
θ̂11, · · · , θ̂p1

)
. (6.59)

Next, construct H2 such that

[∣∣(r1)i
∣∣; i ∈ H2

]
=
[∣∣(r1)1

∣∣, ∣∣(r1)2

∣∣, · · · , ∣∣(r1)h
∣∣] (6.60)

and
[
(r1)1 ≤ (r1)2 ≤ · · · ≤ (r1)h

]
are the ordered residuals. Finding the least

squares fit Θ̂2 of h observations in H2 results in

Q2 =
∑
i∈H2

(
r2
1

)
i
≤
∑
i∈H2

(
r2
1

)
i
≤ Q1. (6.61)

The concentration step may be expressed algorithmically by the following steps:

1. Select the h-subset Hold .

2. Calculate Θ̂old for Hold .

3. Calculate the residuals (rold)i for i = 1, · · · , n.
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4. Sort the residuals to give the permutation π such that
∣∣(rold)π(1)

∣∣ ≤ ∣∣(rold)π(2)

∣∣ ≤
· · · ≤

∣∣(rold)π(n)

∣∣.
5. Set Hnew =

[
π(1), π(2), · · · , π(h)

]
.

6. Calculate Θ̂new for Hnew .

The concentration step above is performed in an iterative fashion and Q1 ≥ Q2 ≥
· · · ≥ Qm is positive and therefore converges in a finite number of iterations. Since
Hnew is computed without fully sorting the n residuals rold , the concentration step
takes O(n) time complexity. The procedure above represents a simple version of
the Fast-LTS algorithm, improvements in speed and performance are obtained with
a more sophisticated creation of the initial subset, selective iterations, and nested
extensions. These techniques are beyond the scope of this book and the reader is
referred to the following excellent references on the subject [69, 71–73].

6.7.4 EF-LTS

For SAR image registration, the Fast-LTS methods need to be extended to fit a two-
dimensional polynomial regression of the form [42]

x1i =

m∑
j=0

m−j∑
k=0

ajk x
j
2i y

k
2i + αi, (6.62)

y1i =

m∑
j=0

m−j∑
k=0

bjk x
j
2i y

k
2i + βi, i = 1, · · · , n, (6.63)

where
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n = number of descriptor matches,
m = order of the polynomial,
a, b = polynomial coefficients,
αi, βi = zero-mean Gaussian error terms,
(x1i, y1i) = descriptor match in the first image,
(x2i, y2i) = descriptor match in the second image.

This is written more compactly as

x1i = XTi Θ + αi, (6.64)

y1i = XTi Ψ + βi, (6.65)

where Θ and Ψ are the parameters to be estimated and are expressed as

Θ = [θ1, θ2, · · · , θp]T = [a00, a01, · · · , aN0]T , (6.66)

Ψ = [ψ1, ψ2, · · · , ψp]T = [b00, b01, · · · , bN0]T . (6.67)

The explanatory variable is written as

XTi =
[
Xi1, Xi2, · · · , Xip

]T
= [1, y2i, · · · , yN2i , x2i, · · · , xN2i]T . (6.68)

The warp function estimation problem is then transformed into two optimization
problems with loss factors given by

Qx =

h∑
i=1

(
r2
x

)
i

(
Θ̂
)
, (6.69)

Qy =

h∑
i=1

(
r2
y

)
i

(
Θ̂
)
, (6.70)

where
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rx = [rx1, rx2, · · · , rxn]T , (6.71)

ry = [ry1, ry2, · · · , ryn]T , (6.72)

and

rxi = x2i − XTi Θ̂, (6.73)

ryi = y2i − XTi Ψ̂. (6.74)

Similar to the previous section,
(
r2
x

)
i

and
(
r2
y

)
i

are the ith elements of the squared
residuals in ordered form such that(

r2
x

)
1
≤
(
r2
x

)
2
≤ · · · ≤

(
r2
x

)
n
, (6.75)

(
r2
y

)
1
≤
(
r2
y

)
2
≤ · · · ≤

(
r2
y

)
n
. (6.76)

While a solution to (6.64) can be found by decomposing the two-dimensional
problem into two independent one-dimensional problems, the matching descriptor
locations are reliant on one another. EF-LTS was developed to combine the two one-
dimensional regressions into a single efficient two-dimensional regression [42].

The EF-LTS algorithm begins with an initial selection of p descriptor matches
and performs a least squares fit to find the initial Θ̂old and Ψ̂old . The residuals are
then

rxold
=
[
rx1old

, rx2old
, · · · , rxnold

]T
, (6.77)

ryold
=
[
ry1old

, ry2old
, · · · , rynold

]T
, (6.78)

where
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rxiold
= x1i − XTi Θ̂old , (6.79)

ryiold
= y1i − XTi Θ̂old . (6.80)

The h-subsets are then created as

Hxold
=
[
πx(1), πx(1), · · · , πx(h)

]
⊂ [1, 2, · · · , n], (6.81)

Hyold
=
[
πy(1), πy(1), · · · , πy(h)

]
⊂ [1, 2, · · · , n], (6.82)

such that (
r2
xold

)
πx(1)

≤
(
r2
xold

)
πx(2)

≤, · · · ,≤
(
r2
xold

)
πx(n)

, (6.83)

(
r2
yold

)
πy(1)

≤
(
r2
yold

)
πy(2)

≤, · · · ,≤
(
r2
yold

)
πy(n)

. (6.84)

The concentration step is then performed to find the new parameter estimates Θ̂new

and Ψ̂new and the new residuals

rxnew
=
[
rx1new

, rx2new
, · · · , rxnnew

]T
, (6.85)

rynew
=
[
ry1new

, ry2new
, · · · , rynnew

]T
, (6.86)

where

rxinew
= x1i − XTi Θ̂new , (6.87)

ryinew
= y1i − XTi Θ̂new . (6.88)

The estimate error scales are then found from
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σx = A

√√√√ 1

h

h∑
i=1

(
r2
xnew

)
i
, (6.89)

σy = B

√√√√ 1

h

h∑
i=1

(
r2
ynew

)
i
. (6.90)

A and B are constants for Gaussian consistency [69]. Two weighting factors are
computed by

wxi =

1 if
∣∣∣∣rxiσx

∣∣∣∣ ≤ 2.5

0 otherwise
, (6.91)

wyi =

1 if
∣∣∣∣ryiσy

∣∣∣∣ ≤ 2.5

0 otherwise
. (6.92)

The correspondence in x and y is then taken to be

wi = wxi ∧ wyi. (6.93)

The final estimations are then found from the weighted least squares optimization

Θ̂final = arg min

n∑
i=1

wir
2
xi, (6.94)

Ψ̂final = arg min

n∑
i=1

wir
2
yi. (6.95)
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6.8 EXAMPLES

The sections that follow illustrate the concepts of SAR image registration with a
few Python/MATLAB examples. The Python examples for this chapter are in the
directory software/python/Chapter6 and the matching MATLAB examples are in
the directory software/matlab/Chapter6. The reader should consult Chapter 1 for
information on how to execute the Python and MATLAB code associated with this
book.

6.8.1 Harris Corner

As a first example dealing with image registration, the Harris corner detector is
used to select a number of corners based on a threshold value related to the max-
imum probability of the resulting corners. During corner detection, a probability
is assigned to each selected corner. The list of corners is then pruned based on
an optimum threshold value that varies with different imagery. The source data
for this example is the SAR imagery of the Kuala Lumpur international airport
in Malaysia. Figure 6.22(a) shows the result of filtering corners with a probability
of less than 25% of the maximum probability. Similarly, Figures 6.22(b)–(d) show
the corners with thresholds of 10%, 5%, and 1% respectively. This example is given
in the Python notebook harris corner example.ipynb and the MATLAB live script
harris corner example.mlx.

6.8.2 Phase Correlation

For this example, consider image registration using phase correlation techniques.
The image of Muscat International Airport in Oman is the primary image and is
shown in Figure 6.23(a). The secondary image is created by applying a rotation of
27◦, translation of (487, 146), and scale factor of 0.7 to the primary image, and
is shown in Figure 6.23(b). Using the image registration techniques of Section 6.2
results in an estimated rotation of 26.98◦, translation of (487, 145), and a scale
factor of 0.7009. Applying these estimated image registration parameters to the
secondary image results in the image shown in Figure 6.24(b). Figures 6.24(a) and
(b) show good agreement with the final image registration. This example is given in
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(a) (b)

(c) (d)

Figure 6.22 Harris corner selection with threshold values of (a) 25%, (b) 10%, (c) 5%, and (d) 1% of
the maximum probability. SAR imagery of Kuala Lumpur International Airport in Malaysia. Courtesy
of ICEYE.

the Python notebook phase correlation example.ipynb and the MATLAB live script
phase correlation example.mlx.
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(a) (b)

Figure 6.23 Phase correlation (a) primary and (b) secondary images used for image registration. SAR
imagery of Muscat International Airport in Oman. Courtesy of ICEYE.

(a) (b)

Figure 6.24 Phase correlation (a) primary and (b) transformed images used for image registration.
SAR imagery of Muscat International Airport in Oman. Courtesy of ICEYE.
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6.8.3 SIFT

The next example of SAR image registration uses the SIFT algorithm with imagery
of Kuala Lumpur International Airport in Malaysia. The primary and secondary
images are given in Figures 6.25(a) and 6.25(b), respectively. The secondary image
is created by applying an affine transform to the primary image. To define a unique
two-dimensional affine transformation, two sets of three points are needed. The first
set is the original position of the points and the second set is the position after the
warping. The original positions are (0, 0), (Nx, 0), and (0, Ny), and the positions
after warping are (0, 0.1Ny), (0.85Nx, 0.1Ny), and (0.2Nx, 0.9Ny). This was
followed by a rotation of 23◦ and a scaling of 0.8. Figure 6.26 shows the resulting
keypoints and top 20 matches between the primary and secondary images. Using the
matching keypoints, the warp function was then extracted. This warp function was
applied to the secondary image to bring it into the primary image domain as outlined
in Figure 6.21. Finally, the registered images are shown in Figure 6.27. Comparison
of Figures 6.27(a) and 6.27(b) shows good performance by SIFT in registering SAR
imagery. This example is given in the Python notebook sift example.ipynb and the
MATLAB live script sift example.mlx.

(a) (b)

Figure 6.25 SIFT (a) primary and (b) secondary images used for image registration. SAR imagery of
Kuala Lumpur Airport. Courtesy of ICEYE.
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Figure 6.26 Top 20 matching SIFT keypoints between the primary and secondary images. SAR
imagery of Kuala Lumpur Airport. Courtesy of ICEYE.

6.8.4 ORB

In this final example of SAR image registration, the ORB algorithm is used to
register imagery of Tokyo, Japan. The primary and secondary images are given
in Figures 6.28(a) and 6.28(b), respectively. The secondary image is created by
applying an affine transform to the primary image. The two-dimensional affine
transform in this example uses an original set of three points given by (0, 0), (Nx,
0), and (0, Ny), and the positions after warping are (0, 0.1Ny), (0.78Nx, 0.1Ny),
and (0.2Nx, 0.85Ny). This was followed by a rotation of 23◦ and a scaling of 0.8.
Figure 6.29 shows the resulting keypoints and top 20 matches between the primary
and secondary images. Using the matching keypoints, the warp function was then
extracted. This warp function was applied to the secondary image to bring it into
the primary image domain as outlined in Figure 6.21.

Finally, the registered images are shown in Figure 6.30. Comparison of
Figures 6.30(a) and 6.30(b) shows good performance by ORB in registering SAR
imagery. This example is given in the Python notebook orb example.ipynb and the
MATLAB live script orb example.mlx.
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(a) (b)

Figure 6.27 Comparison of SIFT (a) primary and (b) transformed secondary images. SAR imagery of
Kuala Lumpur Airport. Courtesy of ICEYE.

(a) (b)

Figure 6.28 ORB (a) primary and (b) secondary images used for image registration. SAR imagery of
Tokyo, Japan. Courtesy of ICEYE.



Image Registration 279

Figure 6.29 Top 20 matching ORB keypoints between the primary and secondary images. SAR
imagery of Tokyo, Japan. Courtesy of ICEYE.

(a) (b)

Figure 6.30 Comparison of ORB (a) primary and (b) transformed secondary images. SAR imagery of
Tokyo, Japan. Courtesy of ICEYE.
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PROBLEMS

6.1 What are some SAR imaging modes that are highly dependent on accurate
image registration?

6.2 Describe the major differences between intensity-based and feature-based
SAR image registration techniques.

6.3 Why do phase correlation methods have a low computational burden com-
pared to other image registration methods?

6.4 Compare the Moravec corner detector to the Harris corner detector in terms
of robustness to decorrelation.

6.5 Describe the differences in keypoint descriptors between SIFT, SURF, and
ORB.

6.6 What are the main advantages and disadvantages of using ORB compared to
SIFT or SURF?

6.7 Why does ORB have a significantly lower computational burden as com-
pared to SIFT?

6.8 Describe the importance of locating keypoints and creating descriptors in-
variant to translation, rotation, and scale change.

6.9 Compare the major differences in descriptor matching in SIFT and SURF.

6.10 Give the major advantages and disadvantages of using RANSAC versus LTS
techniques for extracting the warp function.
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Chapter 7

Performance Considerations

The overall performance of a SAR system may be assessed in various ways and by
different metrics. For example, the radar general image quality equation (RGIQE) is
a figure of merit concerned with the maximum information content of a resolution
cell in SAR images, whereas the Radar National Imagery Interpretability Rating
Scale (RNIIRS) is a subjective assessment of SAR image quality. Ultimately, the
metrics should be in terms of features that define or differentiate the performance
of one SAR system from another, and include spatial resolution, SNR, signal
and data processing capabilities, image storage and downlink capacity, and revisit
times. The calculation of performance metrics depends on several parameters that
are interdependent and often nonlinear. Trade-offs must be made between the
different parameters that lead to performance bounds and may be generalized to
aid in understanding. This chapter begins with an analysis of spatial resolution
and associated system parameters. SNR, image contrast, sensitivity, and dynamic
range are investigated in terms of RF hardware, environment, and signal processing
elements. Image geometry and transmitted pulse characteristics are then presented.
Next, an overview of data processing, storage, and downlink limitations is given.
The chapter concludes with several Python and MATLAB examples to reinforce
key parameter trade-offs and performance bounds associated with those trade-offs.
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7.1 SPATIAL RESOLUTION

Spatial resolution is directly related to the ability to resolve objects in the imaged
scene, which greatly affects image analysis and interpretation. Figures 7.1–7.4
illustrate the results of imaging a scene at resolutions from 15 cm to 1 m [1]. The
loss of detail and image quality between 15-cm resolution and 1-m resolution is
significant. Also note the difference in image speckle between Figures 7.1 and 7.4.
This is due to there being more scatterers in the larger resolution cells. The scattered
wavefronts from the scatterers coherently combine and cause interference patterns.

Sections 2.2.1 and 2.3.1 covered spatial resolution in the ground-range and
cross-range planes for stripmap and spotlight SAR modes. Those results are sum-
marized here for ease of reference

δg =
c

2B cos(θi)
(both modes) (m), (7.1)

δa =
Da

2
(stripmap) (m), (7.2)

δa =
λ

2 θsa
(spotlight) (m). (7.3)

The expression in (7.1) indicates the ground-range resolution depends on
the SAR operating bandwidth. This would seem to indicate that a SAR designer
is free to devise a system with any arbitrary resolution by adjusting the system
bandwidth. However, the International Telecommunications Union (ITU), which
coordinates the shared global use of the radio spectrum and satellite orbits, limits the
bandwidth of spaceborne radars to 1,200 MHz [2]. In addition, individual countries
may have further restrictions. For example, the United States only allocated 600
MHz for spaceborne SAR systems [3]. The Federal Communications Commission
(FCC) granted Umbra Lab an experimental license to operate high-bandwidth SAR
using the 1,200 MHz band centered at 9.8 GHz and low-bandwidth SAR with the
600 MHz band centered on 9.6 GHz [1, 3]. There are also hardware and signal
processing limitations associated with ground-plane range resolution given in later
sections of this chapter.
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Figure 7.1 Umbra SAR imagery captured over Santa Barbara, CA at 15-cm resolution. Source: Umbra
Lab, Inc. (Licensed under Creative Commons 4.0.)

Figure 7.2 Umbra SAR imagery captured over Santa Barbara, CA at 25-cm resolution. Source: Umbra
Lab, Inc. (Licensed under Creative Commons 4.0.)
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Figure 7.3 Umbra SAR imagery captured over Santa Barbara, CA at 50-cm resolution. Source: Umbra
Lab, Inc. (Licensed under Creative Commons 4.0.)

Figure 7.4 Umbra SAR imagery captured over Santa Barbara, CA at 1-m resolution. Source: Umbra
Lab, Inc. (Licensed under Creative Commons 4.0.)
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Using (7.1) with B = 1200 MHz and θi = 55◦ results in a ground-range
resolution of δg ≈ 0.22 m, including a broadening factor of approximately 1.4 for
a Hamming window, results in δg ≈ 0.3 m. Reducing the bandwidth to 600 MHz
results in a ground-range resolution of approximately 0.6 m. In addition to image
resolution, the SAR operating bandwidth affects the design and performance of
hardware components including the transmitter, receiver, antenna, signal processor,
and downlink. Cross-range resolution for stripmap mode of operation is given in
(7.2) and is simply one half the dimension of the SAR antenna in the azimuth direc-
tion. This indicates that a smaller antenna results in a finer cross-range resolution. A
smaller physical antenna has a larger beamwidth and therefore illuminates a target
for a longer time. This is effectively a larger virtual antenna and results in finer
cross-range resolution [4]. However, smaller physical antennas have lower gain and
efficiency, which lowers the SNR and worsens image contrast.

Cross-range resolution for spotlight mode of operation is given in (7.3) and
is related to the total integration angle θsa and operating frequency. The higher the
frequency, the smaller the wavelength, and the finer the cross-range resolution. For a
fixed aperture size, higher frequencies result in higher antenna gain, thus improving
the SNR and image contrast.

7.2 SNR

Another key factor for studying SAR performance is the SNR, which directly affects
dynamic range and image contrast. From Chapter 2, the SNR of an image depends
on many parameters that are interrelated and arise from different phenomena and
sources.

One method for quantifying noise in SAR sensors is the NESZ, which is often
written as σn and is given by

σn =
8π λR3 v k T0 F L

Pavg A2
e δr

. (7.4)

This parameter gives an indication of the noise floor of an image. All received sig-
nals must be stronger than the NESZ value to rise above the noise level. Ideally, the
NESZ for a SAR system will be a small value and images with high NESZ values



292 Introduction to Synthetic Aperture Radar Using Python and MATLAB

will appear grainy [5]. Typical values of NESZ for spaceborne SAR systems are in
the −15 to −25 dB range [5, 6]. Figures 7.5 and 7.6 illustrate the change in image
contrast as the NESZ is varied from −20 dB to −5 dB. As shown, changes in the
noise floor do not affect the spatial resolution of the system but tend to fill in the
shadows or low-intensity regions [7].

Watch this animation illustrating image contrast as the NESZ is varied.

From (2.24), (2.26), and (2.47), some general trends associated with the SNR
are observed and are summarized in Table 7.1. When studying radar systems, the
parameters in the radar equation are often taken as independent values to be freely
varied. While this approach is valuable for first draft designs and sizing studies,
these parameters are interrelated (e.g., δa is a function of λ and R for spotlight
mode), and in some cases the relationship is nonlinear. The subsequent sections
cover the sources and limits of the parameters given in Table 7.1, which influence
overall SAR performance limitations.

7.2.1 Antenna System

In the design of SAR systems, trade-offs must be made among factors such as
size, weight, power, and cost. Accordingly, the antenna system will have space
constraints, which influence aperture size and operating frequency. Depending
on the application, the constraints may be severe. For example, OneSAR is an
extremely small and lightweight system to be used on small unmanned aerial
systems and has dimensions of 18.3 × 22.9 × 25.6 cm [8]. In contrast, spaceborne
systems typically have much larger antenna apertures. The Umbra SAR antenna
system has an area greater than 10 m2 [1]. Partly due to the aperture size, very small
systems operate at a few kilometers, whereas spaceborne systems may operate at
ranges over 1,000 km.

The exact antenna design is specific to the SAR mission and may be a reflector
type configuration, such as those used by Capella and Umbra [1, 9], or phased array
designs employed in ICEYE and COSMO-SkyMed 2nd Generation systems [6, 10].
Phased array type of antenna designs, as illustrated in Figure 7.7, allows for greater
flexibility in steering the radar beam and accommodates a number of imaging
modes [11, 12]. The first spaceborne SAR system to use an active antenna system

https://youtu.be/98hwz6_zY8k
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(a) σn ≈ −18 dB.

(b) σn ≈ −15 dB (simulated).

Figure 7.5 Comparison of SAR imagery of Muscat, Oman with varying values of NESZ (simulated).
Courtesy of ICEYE.
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(a) σn ≈ −10 dB (simulated).

(b) σn ≈ −5 dB (simulated).

Figure 7.6 Comparison of SAR imagery of Muscat, Oman with varying values of NESZ (simulated).
Courtesy of ICEYE.
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Table 7.1
General Trends in SNR

Parameter Point-like
Targets

Distributed
Targets

Average Power (Pavg ) Increase Increase

Effective Aperture (Ae) Increase Increase

Platform Velocity (v)
(for a fixed PRF, fewer pulses are transmit-
ted/received over the same aperture length)

Decrease Decrease

Wavelength (λ)
(for a fixed aperture size, antenna gain is re-
duced)

Decrease Decrease

Noise Figure (F ) Decrease Decrease

Range (R) Decrease Decrease

Cross-range Resolution (δa)
(finer resolution requires longer synthetic aper-
tures, resulting in more transmitted/received
pulses)

Increase Not affected

Range Resolution (δr)
(increased bandwidth results in a larger time-
bandwidth product)

Not affected Increase

with transmit/receive modules (TRM) was the ENVISAT/ASAR, which was a C-
band system capable of operating in a wide variety of imaging modes [13]. For
an antenna element to be an effective radiator, its size must be on the order of a
tenth of a wavelength or greater [14]. This pushes very small SAR platforms toward
higher operating frequencies, such as Ku-band. Referring again to (2.24), (2.26),
and (2.47), the SNR is improved by increasing the antenna aperture’s electrical size,
Ae/λ

2, which again leads to higher frequencies. For spaceborne systems, this is less
of a concern and a number of systems operate at C- and L-band [13, 15].
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The effective aperture may be written in terms of the physical aperture and
the aperture efficiency as [14]

Ae = ηAp (m2), (7.5)

where

η = antenna aperture efficiency,
Ap = antenna physical aperture (m2),
Ae = antenna effective aperture (m2).

The aperture efficiency includes factors such as conductor losses, feed losses, and
radiation efficiency. Phased array type antenna systems have efficiencies in the
0.6–0.8 range, while reflector type antennas are closer to 0.5 [16, 17]. Figure
7.8 illustrates the increase in SNR versus effective aperture size normalized by
wavelength.

7.2.2 Transmitter

The radar transmitter is a device or set of devices used to produce high-power
radar pulses, which are then radiated by the antenna system. Transmitters may be
characterized by peak output power, maximum duty factor, efficiency, frequency
range, and stability. For SAR systems, peak transmitted power may range from
0.5 milliwatts for small, short-range systems to a few kilowatts for airborne and
spaceborne systems. Referring again to (2.24), (2.26), and (2.47), the SNR depends
on the average transmitted power, which is related to the peak power by [14]

Pavg = Pt
τ

T
(W), (7.6)

where
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Figure 7.7 Active phased array with digital beamforming. Signal generation, transmission, reception,
and sampling performed by each TRM.

Pt = peak transmitted power (W),
τ = pulse width (s),
T = is the pulse repetition interval, PRI (s),
Pavg = average transmitted power (W).

The term τ/T is the duty cycle and Figure 7.9 illustrates the relationship between
peak and average transmitted power. For spaceborne SAR systems, duty cycles of
10% to 25% are typical, while specialty systems may have higher duty cycles. The
capability and suitability of a transmitter for SAR applications is highly dependent
on the type and design of transmitter under consideration.
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Figure 7.8 SNR vs effective aperture size for varying average transmitted power.

Figure 7.9 Illustration of peak power, average power, and duty cycle.
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7.2.2.1 Microwave Tubes

The development of many practical radar systems capable of detecting targets at
long range relied on microwave tubes to produce very strong transmitted signals.
These devices are typically used with dish antennas and passive arrays, as illustrated
in Figure 7.10. Microwave tubes come in a wide variety of designs and configura-
tions but may be separated into two broad categories, linear-beam and crossed-field
tubes. Linear-beam devices include traveling-wave tubes, klystrons, and gyrotrons.
Crossed-field devices include magnetrons and injected-beam tubes [7, 18]. Table 7.2
gives some examples of microwave tubes and general performance bounds [7, 19].
While improvements in performance reliability have been made to microwave tubes,
there are still drawbacks including cooling requirements, high voltages, phase in-
stability, warm-up time, size, weight, and limited lifespan [19].

Figure 7.10 Passive array design using a microwave tube transmitter.
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Table 7.2
Typical Performance of Microwave Tube Devices

Device Maximum
Frequency
(GHz)

Bandwidth
(%)

Peak
Power (W)

Average
Power (W)

Magnetron 95 10 10 M 500

Klystron 400 10 10 M 10 k

Gyrotron 500 10 5 M 5 M

Traveling Wave Tube 500 20 250 k 25 k

Crossed-Field Amplifier 30 15 5 M 1 k

7.2.2.2 Solid-State Amplifiers

To overcome some of the limitations of microwave tubes, radar designers began in-
vestigating solid-state transmitter modules as an alternative. While individual solid-
state transistors cannot reach the kilowatt range needed for many SAR systems,
these may be arranged into groups, referred to as transmitter modules, capable of
delivering the required radiated power levels [19]. Depending on the specific mis-
sion, the outputs of tens to hundreds of transmitter modules are accumulated with
microwave power combiners, as illustrated in Figure 7.11. A main advantage of this
approach is redundancy. SAR systems may remain operational, with some loss of
performance, even with failure of 10% of transmitter modules.

Gallium Nitride (GaN) and Silicon Carbide (SiC) have become ideal candi-
dates for high-power, high-temperature microwave applications and are being used
more and more in radar systems [20]. Solid-state amplifiers are also used in TRMs
for active-array radar systems, shown in Figure 7.7. These systems are comprised
of a few hundred to tens of thousands of TRMs. For example, the CSG antenna is
comprised of 2,560 TRMs [6]. Each TRM outputs a few watts and is connected to
an antenna element, or a small group of elements, such as printed dipoles or patches.
This approach results in lower loss, improved beam agility, better management of
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Figure 7.11 Passive array design using solid state transmitters.

radar resources, and the ability to create the radar waveform at each transmitting
element [18, 19].

7.2.3 Receiver

The function of the receiver is to take the signals received by the antenna, amplify,
filter, downconvert, and digitize these signals, then deliver the signals to the radar
signal and data processors [14]. With modern antenna and receiver hardware, the
reference boundaries of the radar receiver can become ambiguous. For example,
conventional radar systems make use of a duplexer to provide the input to the
receiver from the antenna, illustrated in Figures 7.10 and 7.11. However, active
array antennas include low-noise amplifiers prior to forming receive beams, shown
in Figure 7.7. While these amplifiers are part of the antenna system, they are
sometimes included as part of the receiver for analysis. While there are numerous
receiver configurations, these may be characterized by performance parameters
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including dynamic range, bandwidth, gain control, filtering, noise factor, sampling
rates, and quantization.

As illustrated in Chapter 2, noise is one of the fundamental limiting factors
in the radar range equation. The received signal is corrupted by noise generated
internally to the receiver. The major source of noise in receivers is thermal noise that
can obscure weak signals [14, 21]. The noise generated in the receiver is random,
and statistical techniques are used to characterize the effects. The noise level at the
input to the receiver is primarily determined by the antenna noise temperature and
its associated loss. The noise level is usually specified by a power spectral density, or
alternatively as an average power level over a specified bandwidth [14]. The system
noise is then the combined antenna noise and receiver noise and is expressed as

Ts = Ta + Tr = Ta + Lr T0 (F − 1) (K), (7.7)

where
Ts = total system noise temperature (K),
Ta = antenna noise temperature (K),
Tr = receiver noise temperature (K),
Lr = receiver loss,
T0 = receiver operating temperature (K),
F = receiver noise factor.

The noise due to the receiver is typically small compared to the noise input to
the receiver. Therefore, receiver noise only has a small effect on the total system
noise temperature. This is important when calculating SNR due to the fact the SNR
referenced to the receiver noise can be very different from the SNR referenced to the
total system noise [22]. Noise figure varies by input power, frequency band, design,
and amplifier design, and Table 7.3 provides some typical noise figure values by
frequency band.

7.2.3.1 Digital Receivers

With increasing sample rates available in analog-to-digital converters (ADC), direct
sampling of the signals in the TRMs is becoming common [14]. In digital receivers,
an ADC is used to sample the signal, and downconversion to baseband in-phase
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Table 7.3
Typical Receiver Noise Figures by Frequency Band

Frequency Band Noise Figure (dB)

L-band 1–2

S-band 1.2–2.5

C-band 2.2–3

X-band 2.8–3.5

Ku-band 4–6

Table 7.4
Brief Survey of Analog-to-Digital Converters

Device Channels Bits Sampling Rate

Texas Instruments — AD9224R 2 16 3M
Texas Instruments — ADS554J20 2 12 1G
Texas Instruments — ADS1675 1 24 4M
Analog Devices — AD9697 1 14 1.3G
Analog Devices — AD9213 1 12 10G
Linear Technology — LTC2208 1 16 130M
Maxim Integrated — MAX19777 2 12 3M
Maxim Integrated — MAX11284 2 24 4K

and quadrature signals is performed in digital signal processing. One of the main
advantages of direct digital sampling is the virtual elimination of the amplitude and
phase imbalance between the in-phase and quadrature channels. Other advantages
include reduction of DC offset errors, improved linearity, flexibility of bandwidth,
improved filtering, and reduction in size, weight, and power [22]. Table 7.4 provides
a brief survey of currently available analog-to-digital converters.

Referring again to Figure 7.7, the digitized signals from the TRMs are sent to
the digital signal processor where the actual received beams are formed in software.
This allows for greater flexibility as a variety of SAR operating modes is possible
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on a single platform. There is also the possibility of simultaneous modes if the
digital signal processor and data recorder meet the necessary requirements. These
are discussed in the subsequent sections. Additionally, new modes and functions
may be added by upgrading the system software [19]. There are two main methods
for using digital signal processing to generate baseband in-phase and quadrature
signals from the sampled data. The first is through a process known as direct
digital downconversion, and the second method is through the use of the Hilbert
transform [23].

Direct Digital Downconversion

The process of direct digital downconversion is illustrated in Figure 7.12. The
first step is to directly sample the band-limited signal. Next, the sampled signal
is frequency shifted to zero frequency by complex multiplication with e−jω0n, as
shown in Figure 7.12. This step is typically accomplished through the use of a
numerically controlled oscillator [22]. After this translation to baseband, the signals
are passed through two low-pass digital filters to remove the unwanted image
frequency.

Figure 7.12 Generation of IQ data with direct digital downconversion.
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Hilbert Transform

The second method for producing baseband I and Q signals employs the Hilbert
transform [24–26], and is shown in Figure 7.13. The Hilbert transform is imple-
mented as two filters h[n] and g[n], as shown in Figure 7.13, with frequency re-
sponses given as [22]

∣∣H(ω)
∣∣ ≈ ∣∣G(ω)

∣∣ ≈ 1, (7.8)

H(ω)

G(ω)
=

−j for |ω − ω0| ≤ B

+j for |ω + ω0| ≤ B.
(7.9)

Referring to (7.8) and (7.9), this method of digital filtering produces outputs that
form the complex I and Q representation of the signal centered at ω0 and rejects the
signal at −ω0. The final step in this type of receiver is to shift the spectrum of the
signal located at ω0 to zero frequency by decimation.

Figure 7.13 Generation of IQ data with the Hilbert transform.
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7.3 LOSSES

Referring to (2.47), the SNR is written in terms of a total loss Ltotal , which is
comprised of many sources of loss in the system. These include losses in the
transmitter and receiver, wave propagation, signal processing, and beam steering.

7.3.1 Hardware Loss

For purposes of this book, hardware losses are considered to be from thermal
loss due to conductive materials, dielectric losses, and impedance mismatches. For
example, impedance mismatches often occur between the antenna and the feeding
network, resulting in a reflection of some of the energy on the transmission line that
is not available to the antenna. System losses are frequency dependent and generally
increase with frequency. Depending on the type of feed network being used, losses
in the 0.5–2.0 dB range are common for the transmitter and receiver path [17, 22].

7.3.2 Propagation Loss

There are several mechanisms contributing to the attenuation of propagating elec-
tromagnetic energy. These can include antenna radomes, rain, clouds, fog, the at-
mosphere, and vegetation. Radome loss is heavily dependent on the specific design,
where values in the 0.1–1.0 dB range are common [27]. Electromagnetic waves
are attenuated in the atmosphere primarily due to oxygen (O2) and water vapor
(H2O) [14]. The first peak in attenuation occurs at approximately 22 GHz and is
due to water vapor. The second peak is located at 63 GHz due to oxygen. The
atmospheric absorption in the frequency range from 0 to 1000 GHz is shown in
Figure 7.14. This data is for a temperature of 290◦ K, a dry air pressure of 1013.25
hPa, and a water vapor density of 7.5 g/m3 [14].

Another propagation loss mechanism that should typically be considered is
rain attenuation. Following the recommendation from the International Telecommu-
nication Union Radiocommunication Sector (ITU-R) [28], the specific attenuation
due to rain is given as

γ = kRα (dB/km), (7.10)
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Figure 7.14 Atmospheric absorption as a function of frequency.

whereR is the rain rate in millimeters per hour. The factors k and α are functions of
frequency and their expressions are derived by curve fitting scattering calculations
to the form in (7.10). From [28], the factors k and α are given by

k = 0.5×
[
kH + kV + (kH − kV ) cos2 θ cos(2τ)

]
, (7.11)

α = 0.5×
[
kHαH + kV αV + (kHαH − kV αV ) cos2 θ cos(2τ)

]
/k, (7.12)

where θ is the elevation angle and τ is the polarization tilt angle. The expressions in
(7.11) and (7.12) are seen to be a combination of horizontal and vertical polarization
components and are valid for both linear and circular polarization and for all path
geometries. The terms kH and kV are given in [28] as

log10 k =

4∑
i=1

ai e
−β2

+ dk log10 f + ek, (7.13)
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α =

5∑
i=1

ai e
−β2

+ dα log10 f + eα, (7.14)

where

β =
log10 f − bi

ci
, (7.15)

and f is the frequency in GHz, k is either kH or kV , and α is either αH or αV .
The values of the coefficients, a, b, c, d, and e are given in [28], and are listed here
in Tables 7.5–7.8 for reference. Figure 7.15 shows the attenuation due to varying
rain rates in the frequency range from 1 to 100 GHz, circular polarization, and an
elevation angle of 10◦. The relative SNR as a function of rain is then calculated
by frequency band, as shown in Figure 7.16. As illustrated, higher frequencies are
more well suited for short range systems, while lower frequencies tend to perform
better at far ranges.

There are several other loss mechanisms for propagation of electromagnetic
energy that are beyond the scope of this book and the reader is referred to the
following sources for a detailed coverage [14, 29].

7.3.3 Signal Processing Loss

Signal processing losses include imperfect filtering, pulse integration, and win-
dowing. Ideal range-processing gain, due to the pulse compression process, is not

Table 7.5
Coefficients for Calculating kH

ai bi ci dk ek

−5.33980 −0.10008 1.13098 −0.18961 0.71147

−0.35351 1.26970 0.45400

−0.23789 0.86036 0.15354
−0.94158 0.64552 0.16817
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Table 7.6
Coefficients for Calculating kV

ai bi ci dk ek

−3.80595 0.56934 0.81061 −0.16398 0.63297
−3.44965 −0.22911 0.51059

−0.39902 0.73042 0.11899

0.50167 1.07319 0.27195

Table 7.7
Coefficients for Calculating αH

ai bi ci dα eα

−0.14318 1.82442 −0.55187 0.67849 −1.95537
0.29591 0.77564 0.19822

0.32177 0.63773 0.13164
−5.37610 −0.96230 1.47828

16.1721 −3.29980 3.43990

Table 7.8
Coefficients for Calculating αV

ai bi ci dα eα

−0.07771 2.33840 −0.76284 −0.053739 0.83433

0.56727 0.95545 0.54039
−0.20238 1.14520 0.26809

−48.2991 0.791669 0.116226

48.5833 0.791459 0.116479

achievable and a loss term must be included, as given in (2.44). Regardless of the
pulse-compression technique being employed (i.e., matched filtering or stretch pro-
cessing), timing errors, phase instability, and nonideal filtering results in a lower
than ideal range-processing gain. Often, a windowing function is used to reduce
sidelobes in the range and azimuth dimensions, which result in a broadening of the
main lobe and lowering of the peak value. Table 7.9 gives typical processing loss



310 Introduction to Synthetic Aperture Radar Using Python and MATLAB

Figure 7.15 Rain attenuation as a function of frequency for circular polarization.

for well-known windowing functions [30]. For point-like scatterers in an imaging
scene, there could also be straddling loss. This loss occurs when the target is not
centered in a range bin. If the radar collects samples at a rate of once per range-
resolution cell, the loss may be as large as 3 dB, as shown in Figure 7.17. On the
other hand, distributed target areas are not affected by straddling loss.

7.3.4 Antenna Scan Loss

Referring to Section 2.2.5, squint angle operation involves pointing the antenna
beam either ahead of or behind the platform. This mode of operation was illustrated
in Figure 2.8. Steering the antenna beam in this manner results in a loss in the
effective aperture and thus SNR. Consider a uniformly spaced N -element linear
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Figure 7.16 Relative SNR by frequency band for circular polarization (rain rate = 5 mm/hr).

Table 7.9
Typical Processing Loss for Windowing Functions

Window Processing Loss (dB) Peak Sidelobe Level (dB)

Rectangular 0 −13
Bartlett-Hann 1.6 −36
Blackman 2.4 −58
Cosine 0.9 −23
Hamming 1.4 −42
Hanning 1.8 −31
Triangular 1.3 −26
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Figure 7.17 Range gate straddling loss for point-like targets.

array shown in Figure 7.18. Steering the beam off boresight (90◦) results in the
antenna patterns given in Figure 7.19. Note the loss in the peak of the main beam as
well as the broadening of the beam. Figure 7.20 gives the value of the main beam
loss as a function of steering angle.

7.4 UNAMBIGUOUS RANGE

So far, the assumption has been made that the target return reaches the radar
before the next pulse is transmitted. If this is the case, then the range to the target
is unambiguous. This is reasonable for land-based SAR systems or in the case
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Figure 7.18 N -element linear array antenna.

of short-range, low-speed airborne platforms such as drones. However, for high-
velocity, long-range spaceborne platforms, this mode of operation is not feasible.
For example, a satellite at an altitude of 300 km requires a velocity of 7.8 km/s
to stay in orbit. From (2.22), the required PRF for a SAR system with an azimuth
antenna dimension of 1.5 m would be approximately 10 kHz. Using (2.21), this
would result in an unambiguous range of approximately 10 km, far short of the
range from spaceborne platforms to a target scene. To overcome this limitation,
several pulses must be transmitted before receiving the return from the first pulse.
This mode of operation is common in spaceborne SAR systems and in long-range
ground-based radar systems.

Consider a train of transmitted pulses and target returns as shown in Figure
7.21. For a constant PRF, the return from the target scene falls between two
transmitted pulses when
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Figure 7.19 Antenna pattern by scan angle for an N -element linear array antenna.

(
N +

1

2

)
T = ts =

2R

c
, (7.16)

where

ts = time delay to target scene (s),
T = PRI (s),
R = range to target scene (m),
N = number of pulses transmitted prior to the

return from the target scene.

This places a constraint on the choice of PRFs for the specific mission. Another
concern is the return from nadir, which is typically very strong compared to other
returns. Also, the choice of PRF must ensure the nadir return from later pulses does
not interfere with returns from the target scene. This is accomplished by choosing
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Figure 7.20 Scan loss for an N -element linear array antenna.

PRFs that cause the nadir return time to coincide with the transmitting time of the
radar. This is accomplished by requiring

MT =
2h

c
(s), (7.17)

where

M = number of pulses transmitted prior the the return from nadir,
h = platform altitude (m),
T = PRI (s).
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Figure 7.21 Transmitted radar pulses and return pulses from the nadir and the target scene.

Using (7.16) and (7.17) gives the requirement for nadir to be eclipsed by the radar
transmitting time and the target scene return to fall between transmitted pulses. This
requirement is expressed as

N + 1/2

M
=
R

h
. (7.18)

For spaceborne systems, the imaging geometry and missions are specified and
the system designer must then select PRFs to be radiated by the radar, with the
constraints given above.

7.5 DATA HANDLING

SAR systems must handle the acquisition, storage, processing, and downlink of
data generated by the sensor. For example, COSMO SkyMed Second Generation
(CSG) requires acquisition data rates up to 2 × 1.2 Gbit/s [6]. Processed sensor
data and associated auxiliary data must be stored, formatted, encoded, and often
encrypted before being sent to the downlink element. The downlink instrumentation
must modulate, amplify, and filter the baseband data stream to be transmitted to the
ground station. The downlink element must be accounted for in the overall system
size weight and power constraints.
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Table 7.10
Storage Capacities and Downlink Rates

System Storage (Gbits) Downlink (Mbits/s)

COSMO-SkyMed 2nd Generation 1530 560

TerraSAR-X 256 300

ICESat-2 704 220

RADARSAT-2 150 210

Sentinel-5 600 781

Ever increasing data sizes along with limitations in link capacity have led to
more onboard processing and storage. This requires the use of data compression
techniques. Available digital signal processors are fast enough to handle data in
the range of gigabytes per second. The onboard memory capacity must be sized to
ensure the storage of very large SAR imagery datasets.

Spotlight mode operation does not typically have a limited acquisition time, as
the data collection is determined by the synthetic aperture length needed to produce
the required azimuth resolution, and typically results in datasets of 0.5–1.0 GB.
In contrast, stripmap and scan modes of operation have limited collection times
based on the onboard memory, which therefore limits the maximum scene length.
Stripmap and scan data sizes may be in the tens of GB [5, 6, 31–33]. Table 7.10 gives
some storage capacities and downlink rates for various spaceborne SAR systems.
The downlinks are typically X-band, however some of the downlink make use of S-
and Ka-band [34].

With advances in the development of graphical processing units (GPUs) and
parallel image formation algorithms, real-time onboard processing is now feasible
[35]. Table 7.11 provides some examples of GPU processing of SAR data [36–39].
More capable onboard signal and data processing and compression techniques show
promise in alleviating some of the limitations in dealing with very large SAR
datasets. Chapter 8 discusses some future directions for SAR data downlink systems
to further extend the capabilities of airborne and spaceborne systems.
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Table 7.11
GPU Performance for SAR Imaging

Source Number of Samples GPU Execution
Time (s)

ERS2 26,880 × 912 Tesla C1060 4.4

COSMO-SkyMed 16,384 × 8,192 Tesla C1060 6.7

Sentinel-1 22,018 × 18,903 Tesla K40 6.5

ENVISAT ASAR IM 30,000 × 6,000 Tesla K20 8.5

Sentinel-1 IW 52,500 × 20,000 Tesla K20 65

7.6 EXAMPLES

The sections that follow illustrate the concepts of SAR performance limits with a
few Python/MATLAB examples. The Python examples for this chapter are in the
directory software/python/Chapter7 and the matching MATLAB examples are in
the directory software/matlab/Chapter7. The reader should consult Chapter 1 for
information on how to execute the Python and MATLAB code associated with this
book.

7.6.1 Spatial Resolution

As a first example, system parameters reported in the ICEYE product guide [5]
are used along with (7.1) to calculate the resolution in both the slant plane and
ground plane. SAR systems achieve the finest slant-plane resolution with the highest
bandwidth waveform. From [5], 300 MHz is the widest bandwidth used. This results
in a slant-plane resolution of

δr =
c

2B
≈ 3×108

2× 300×106 ≈ 0.5 (m). (7.19)
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The incident angle is mode dependent and may vary from 55◦–85◦ For this example,
assume the 300-MHz bandwidth is employed over the possible incident angle
coverage. The expression in (7.1) is used to calculate the ground-plane resolution
and the results are shown in Figure 7.22.

For spotlight mode operation, the ICEYE product guide gives an azimuth
resolution of 0.25 m. For an altitude of 570 km and an incident angle of 55◦ the
slant range is found by

R =
570×103

cos(90◦ − 55◦)
≈ 695×103 (m). (7.20)

Solving (7.3) for the angle subtended by the synthetic aperture gives

θsa =
λ

2δa
≈ 0.03

0.5
≈ 0.06 (rad). (7.21)

This leads to a synthetic aperture length of

Lsa = 2× 695× 103 × tan(θsa/2) ≈ 42×103 (m). (7.22)

With a velocity of 7.8 km/s, this would require approximately 6 seconds of
data collect. This example is given in the Python notebook spatial resolution
example.ipynb and the MATLAB live script spatial resolution example.mlx.

7.6.2 Windowing Functions

Windowing functions are often used with the range and cross-range data in order
to suppress sidelobes and improve overall image quality. The trade-off for lower
sidelobes is a widening of the main beam response of the point spread function.
This broadening of the main beam degrades the spatial resolution according to the
values given in Table 7.9. Figure 7.23 illustrates a few commonly used windowing
functions for SAR range and cross-range data, and Figure 7.24 gives the frequency
responses of the windowing functions. Note the greater the sidelobe suppression,
the greater the broadening of the main beam and lowering of the peak value.
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Figure 7.22 Calculated ground-plane resolution vs incident angle using typical spaceborne system
parameters.

This example is given in the Python notebook windowing example.ipynb and the
MATLAB live script windowing example.mlx.

7.6.3 NESZ

In this example, the effect of normalized effective aperture size and range to the
imaging scene are studied. The SAR system has a noise figure of 3 dB along with
losses of 3 dB. The platform is in low Earth orbit with a velocity of 7.8 km/s.
The operating frequency is 9.65 GHz, the nominal bandwidth is 300 MHz, and the
average transmitted power is 320 W. Figure 7.25 shows the change in NESZ as the
normalized effective aperture, Ae/λ2, is varied across nominal values from 1–500.
Figure 7.26 is given to illustrate the relationship between the normalized effective
aperture and scene range required to maintain a constant NESZ level. This example
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Figure 7.23 Commonly used windowing functions for SAR range and cross-range data.

is given in the Python notebook nesz example.ipynb and the MATLAB live script
nesz example.mlx.

7.6.4 Rain Attenuation

For this example, the attenuation due to rain is examined. Table 7.12 gives the
United States Geological Survey (USGS) categories for rain rates [40]. There
are additional definitions concerning drizzle, but the focus here is on the spe-
cific attenuation due to varying rain rates. Figure 7.27 shows the specific atten-
uation for slight, moderate, heavy, and very heavy rain rates as defined in Ta-
ble 7.12. The lower frequencies are less affected by rain as the wavelengths be-
come much larger than the size of the rain drops [28]. This example is given in
the Python notebook rain attenuation example.ipynb and the MATLAB live script
rain attenuation example.mlx.
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Figure 7.24 Frequency response of commonly used windowing functions.

7.6.5 Unambiguous Range

In terms of the PRI, the number of pulses to extend the unambiguous range to the
target scene is given in (7.16) and the number of pulses to eclipse the nadir return
is given in (7.17). For a platform operating at an altitude of 500 km, a PRF of 1
kHz, and a scene range of 750 km, the number of pulses to extend the unambiguous
range to the target is calculated as

N =
2R

c
PRF − 1/2 =

2× (750×103)× (1×103)

3×108 = 4, (7.23)

and the number of pulses to eclipse the nadir return is

M =
(N + 1/2)h

R
=

(5 + 1/2)× 500×103

750×103 = 5. (7.24)
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Figure 7.25 NESZ as a function of normalized effective aperture for various scene ranges.

This example is given in the Python notebook extended range example.ipynb and
the MATLAB live script extended range example.mlx.

7.6.6 RGIQE

The main idea behind RGIQE is to use maximum channel capacity as a figure of
merit for SAR imagery. The maximum information that can be carried on a channel
is given by the Shannon-Hartley Theorem and is written as [41]

C = B log2

(
1 + SNR

)
(bits/m2), (7.25)

where B is the channel bandwidth. Adapting this for SAR systems allows the
information content in a resolution cell to be expressed as

I = BaBr log2

(
1 + SNR

)
(bits/m2), (7.26)



324 Introduction to Synthetic Aperture Radar Using Python and MATLAB

Figure 7.26 NESZ constant contours as a function of range and effective aperture.

whereBa andBr are the Doppler and ground range bandwidths of a resolution cell,
respectively.

As a comparison between imaging modes, RGIQE is calculated using typical
spaceborne SAR system values for stripmap, spotlight, and scan SAR modes. The
results are summarized in Table 7.13. Note the significant difference between
the modes, largely due to the spatial resolution. Even though spotlight mode
has the lowest SNR and therefore the poorest image contrast, the significantly
better spatial resolution results in a higher performance metric. This example is
given in the Python notebook rgiqe example.ipynb and the MATLAB live script
rgiqe example.mlx.
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Table 7.12
USGS Rain Rate Categories

Category Rain Rate Description

Slight rain = Less than 0.5 (mm/hr),

Moderate rain = Greater than 0.5 (mm/hr), but less than 4.0 (mm/hr),

Heavy rain = Greater than 4 (mm/hr), but less than 8 (mm/hr),

Very heavy rain = Greater than 8 (mm/hr),

Slight shower = Less than 2 (mm/hr),

Moderate shower = Greater than 2 (mm/hr), but less than 10 (mm/hr),

Heavy shower = Greater than 10 (mm/hr), but less than 50 (mm/hr),

Violent shower = Greater than 50 (mm/hr).

Table 7.13
Comparison of RGIQE for Different Imaging Modes

Mode δa (m) δr (m) ψg(◦) NESZ (dB) RGIQE (bits/m2)

Stripmap 3 0.5 60 −20 2.2

Spotlight 0.25 0.5 55 −15 23

Scan 5 5 70 −22 0.1

7.6.7 RNIIRS

RNIIRS provides a definition of the quality of SAR imagery and to some degree a
measure of system performance, and has been widely used in the intelligence com-
munity [42, 43]. RNIIRS also captures the effects of image processing algorithms
used in the creation of the imagery. RNIIRS provides a standard measure, in a ten-
step rating scale (0–9), of the interpretability of SAR imagery for its intended use.
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Figure 7.27 Specific attenuation as a function of frequency for different categories of rainfall.

Each level is based on the assessment of subject matter experts and experienced
image analysts [42, 43]. Table 7.14 gives some example image exploitability of
each rating.
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Table 7.14
Example Interpretability of Each RNIIRS Step

Level Ground Plane
Resolution (m)

Interpretability

0 – Imagery is not useful due to obstruction, degradation, or very
poor resolution.

1 >9.0 Distinguish between various types of very large land areas
including urban, agricultural, forest, water, and barren.

2 4.5–9.0 Determine road patterns and detect large buildings such as
factories and hospitals.

3 2.5–4.5 Identify individual houses, tornado paths, and harvesting oper-
ations.

4 1.2–2.5 Detect large farm equipment and identify commercial green-
houses.

5 0.75–1.2 Detect missile support equipment such as transporter erector
launchers (TEL).

6 0.4–0.75 Discriminate small support vehicles and tanks.

7 0.2–0.4 Identify individual railroad ties and steel fence posts.

8 0.1–0.2 Determine automobile features such as grill patterns.

9 <0.1 Identify modifications to aircraft such as fairings and winglets.

PROBLEMS

7.1 Describe the differences in the cross-range resolution between spotlight and
stripmap mode SAR.

7.2 What are the major limitations in cross-range resolution associated with both
spotlight and stripmap mode SAR?



328 Introduction to Synthetic Aperture Radar Using Python and MATLAB

7.3 Describe the mechanism by which a smaller physical antenna results in finer
cross-range resolution for stripmap mode SAR.

7.4 What is the finest ground-range resolution of a spaceborne SAR system
operating at an altitude of 500 km, a grazing angle of 55◦, and operating
at the maximum ITU frequency spectrum allocation for spaceborne SAR
systems?

7.5 What are some of the visible feature differences for images at differing
resolutions, such as those in Figures 7.1–7.4?

7.6 Describe the visible features that degrade the most in SAR imagery as the
NESZ is increased.

7.7 Give specific examples of how the items in Table 7.1 are interrelated.

7.8 What are some of the more commonly used antenna designs in modern SAR
systems?

7.9 What are the major advantages and disadvantages of using phased array
antenna configurations vs reflector type antennas?

7.10 What are some of the major differences between microwave tube and solid-
state amplifiers?

7.11 Give examples of imaging systems that would benefit from using microwave
tube amplifiers and systems where solid-state amplifiers would be advanta-
geous.

7.12 What is the major source of noise in a radar receiver?

7.13 Characterize the noise in a radar system with a reflector antenna and a system
with an active phased-array antenna.
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7.14 Describe the major difference between direct digital downconversion and
downconversion via the Hilbert transform.

7.15 What is the general trend of propagation loss as a function of frequency?
Include both atmospheric losses and rain losses.

7.16 Why is straddling loss less of an issue for distributed targets?

7.17 For spaceborne SAR, what is the major issue when dealing with the nadir
return?

7.18 Under what circumstances would it be advantageous to not eclipse the nadir
return with the transmitting time of the system?

7.19 What are some of the major limiting factors for stripmap and scan mode
image lengths and what techniques are available to try to reduce these
limitations?

7.20 Describe a situation in which a sensor’s RGIQE would be significantly
inflated.

7.21 Characterize the use of SAR imagery where RNIIRS is a more useful
measure of sensor performance than RGIQE.
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Chapter 8

Future Directions

Since the origination of SAR concepts in the 1950s, SAR systems, technology,
and data have been almost solely under the purview of different government
organizations around the world [1–4]. Even though the capability, utility, and
versatility of SAR techniques had been shown repeatedly, these systems were only
feasible for establishments with extremely large resources of time, money, and
manpower, with access to these systems and data tightly controlled. In addition,
SAR image processing and analysis has traditionally required vast experience in
remote sensing coupled with the use of complicated tools. However, there has
recently been a huge surge of interest in commercial SAR applications and systems.
As SAR data becomes more affordable and accessible, advancements in data
analysis, image processing, and ease of use will follow. This will invariably lead to
new and different use cases and will make for exciting times in the world of SAR.
This is in part evidenced by the very generous access to data used in this book by
ICEYE and Umbra Lab [5, 6]. Academia is often a good indicator for future trends
and technologies, and an IEEE search revealed 2,591 conference articles, 2,043
journal articles, 41 magazine articles, and 18 book chapters since 2020. SAR is
now, and will continue to be, a growing field with strong interest from commercial,
governmental, and academic sectors.
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8.1 APPLICATIONS

The utilization of SAR data and imagery in the commercial arena is still quite
small compared to the span of applications and high demand for optical data.
However, with very high-quality SAR imagery more accessible than ever, many new
applications and missions are becoming increasingly important [7, 8]. These new
applications span the gambit of spaceborne, airborne, and ground-based systems.
Image analysts and professionals in remote sensing are, for the most part, trained
in optical imagery and require training to analyze SAR data and imagery and to
use the associated processing and display tools. It is expected that advancements in
research and development based around SAR data and analysis will expand with
the ever increasing access to data and imagery [9]. The following sections highlight
some of the latest SAR applications with insight into future missions.

8.1.1 Spaceborne SAR

Recently, there has been rapid growth in the commercial spaceborne SAR industry,
with a clear trend towards satellite constellations intended to provide more reliable
and more frequent imagery [10–13]. The cost associated with the development
and deployment of large satellite systems is typically too prohibitive for startup
companies. However, technological advances are making smaller and lighter SAR
systems achievable; see Section 7.2.1.

From 2018 to date, ICEYE deployed 16 satellites encompassing both com-
mercial and dedicated customer missions including persistent flood monitoring and
oil storage reporting [10]. As part of the Whitney constellation, which serves both
the U.S. government and commercial customers, Capella Space has deployed five
satellites since 2020 with two more planned in the near future [11]. In 2021, Umbra
Lab deployed its first system, capable of 25-cm resolution over a 16 km2 region. In
2022, Umbra Lab was selected by the U.S. National Reconnaissance Office (NRO)
for strategic commercial enhancement efforts [12]. As an example of government
organizations also moving towards constellations, the RADARSAT Constellation
Mission consists of three satellites and was deployed in 2019. The constellation has
daily access to approximately 90% of the world’s surface and provides daily images
of Canada’s vast territory [13].
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The exponential growth in the commercial spaceborne SAR industry is in
part due to its increasingly important role in international emergency events. In
2019, SAR imagery provided details of the drone attack against oil installations in
Saudi Arabia [7]. That same year, SAR imagery identified the extent of flooding
in the Bahamas after Hurricane Dorian struck the islands [14]. In 2021, very
high-resolution SAR imagery captured the Ever Given container ship blocking the
Suez Canal. The ship’s containers and support vessels were clearly visible in the
imagery [11]. The MV Wakashio, a bulk carrier ship, went off course and grounded
on a coral reef off the coast of Mauritius in 2020. Approximately 1,000 tons of
oil spilled into the Indian Ocean. Rescue operations, firefighting vessels, and the
spread of the leak were all recorded by SAR systems [15]. SAR change detection
imagery monitored the devastation and reconstruction in the Port of Beirut after
a large explosion destroyed buildings and warehouses [16]. Traditionally, ground
deformation measurements have only been taken in response to a landslide or
other disaster. With new SAR technology, a deformation study was conducted in
Guatemala City from 2018 until 2021. This study allowed for the localization of
subsidence phenomena that can identify landslide risks [17].

One area with a very high growth potential for SAR imagery and missions
is nighttime and degraded weather imaging. Most of the current optical imaging
satellites have sun synchronous orbits and image during peak sunlight hours. This
leaves areas of interest without coverage for many hours and even worse if weather
conditions are not suitable. With the paradigm shift to SAR satellite constellations
rather than large single platforms, revisit times are decreasing. This fact, along with
nighttime and all-weather capability leads to greatly improved monitoring, research,
and data collection, which is projected to grow and expand into other areas over the
next five to ten years [18].

Another growth area for SAR is in the needs of the insurance sector to accu-
rately size losses after floods, hurricanes, and other catastrophes. With SAR con-
stellations providing timely observation data and accurate loss estimates, insurance
companies and government organizations can shorten disaster response timelines to
better serve customers and more effectively provide aid to the hardest hit areas [19].
With current trends in climate change, losses due to natural disasters are predicted
to be even more prevalent over the next 50 years [20].
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With population growth and climate change, effective use and management
of ecosystems is critical [20]. Agriculture, wetlands, forestry, and coastal changes
will need to be carefully monitored and tracked in the decades to come [13, 15, 21].

There are major crises centered on illegal activities in the oceans, seas, bays,
and coastal areas. Illegal and unreported fishing is worth several billions of dollars
per year [21]. In addition, there are other issues, such as illegal ship transfers, drug
trafficking, piracy, and migration [19]. While passenger ships and voyaging ships
are required to have Automatic Identification System (AIS) transceivers for tracking
purposes, the vessel operator can choose to turn off the AIS device. Along with
other issues, the current tracking and monitoring systems are lacking in capability
to respond to these crises. Spaceborne SAR systems can be employed to detect and
track maritime vessels. This SAR data may then be correlated with AIS tracks and
identify so called dark vessels to inform authorities and lead to informed actions
[5, 13, 22]

With the availability of high-quality SAR imagery, there will be numerous ad
hoc applications within the public and private sectors. For example, SAR has been
used to help determine the impact of COVID-19 on the global oil market by esti-
mating the amount of world-wide oil stores [5, 9]. Another specialized application
centers on the automobile industry. With the shortage of semiconductor chips, the
industry suffered in the production of finished vehicles. To get a worldwide measure
of this decline, automobile manufacturing performance is determined by monitoring
facilities for observable, physical activity including storage of finished cars in lots
adjacent to the manufacturing facility [23].

Spaceborne SAR systems have had a huge role in geological investigation,
monitoring, and discoveries. Some of these include the characterization and tracking
of sea ice, measuring and documenting deforestation, measuring earth deformation
due to seismic and volcanic forces, and studying ocean surfaces [24]. Not only
does SAR play an important role in the geoscientific work done on Earth, but has
also been used on missions to Venus, Europa, and Titan. These geological missions
will continue well into the future, and NASA currently has several future missions
planned [25].
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8.1.2 Airborne SAR

Airborne SAR is experiencing a similar paradigm shift as in the spaceborne arena;
smaller, lighter, lower cost systems, with easier access to data and processing tools.
These smaller systems are relatively simple to integrate on existing manned and
unmanned aircraft, and even small drones [26–28]. There is also a push toward
systems that incorporate data from other onboard sensors (e.g., EO, IR, electronic
support measures, and full motion video). Multimode imaging systems capable
of interferometry, polarimetry, foliage penetration, and ground penetration are
beginning to see high interest [26, 28].

Another area of interest in recent years is in the detection and classification
of IEDs. Much of the work in this area has focused on material identification
and the detection of command wires [29, 30]. These systems often employ UWB
waveforms, which require advanced antenna, transmitter, and receiver technologies.
UWB systems also perform specialized signal, data, and image processing [28].
These systems will continue to be in high demand and will push the envelope of
radar technology.

With recent interest in hypersonic vehicles, research for using SAR in this
area has increased [31, 32]. A major hurdle for these systems is the plasma sheath
around the hypersonic platform. At very high speeds there is an extreme amount
of fiction between the platform and the air, which causes ionization of the air,
which forms the plasma sheath. This plasma severely attenuates the transmission
and reception of the SAR signal [33]. This leads to degraded imagery and may even
lead to the target being masked by noise. This is especially true at low frequencies
and high electron density [34]. Various experiments have been conducted, as well as
measurements taken from missions, to study the RF blackout experienced by reentry
vehicles [35, 36]. Using these data, several RF blackout mitigation techniques
have been proposed [37–39]. More research and experiments will be conducted
to develop practical imaging systems for hypersonic vehicles.

Another application for airborne SAR sensors that is seeing continued interest
is human detection, tracking, and identification. Traditionally, IR sensors have been
used for detecting humans as the body emits radiation in a narrow region of the
IR spectrum. However, several limiting factors include sunlight, solar gain on
fabrics, humidity, wind, and heating on surrounding objects [40]. The dimensions
of the human body make microwave SAR imaging a promising solution. Systems
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operating at lower frequencies (e.g., L-band) are able to penetrate clouds, fog,
rain, vegetation, and buildings, while also being capable of imaging human targets
[41]. Accurate coordinate location and tracking of human targets is only feasible
with low-altitude platforms such as small unmanned aerial vehicles [40]. Research
continues to be conducted into identifying individuals in a group. A promising
approach uses incremental SAR measurements along with artificial intelligence
techniques to differentiate individuals based on movement [40].

A final thought on future trends deals with navigation in GPS-denied envi-
ronments. As civilian and government applications and operations tend to be over-
reliant on GPS for position location and navigation, this can lead to very serious
vulnerabilities. One possible solution is a SAR-based navigation aid. Since SAR
systems actively transmit and receive signals, there is less sensitivity to various
attacks [42, 43]. One approach that is gaining a lot of interest is based on the cor-
relation of the SAR imagery with digital elevation models and often existing maps
(e.g., Google Earth) created from satellite and aerial imagery, topography, ocean
bathymetry, and other geographic data [44]. The SAR estimates are then used in
conjunction with inertial navigation systems to provide accurate navigation when
GPS is unavailable [42, 43].

8.1.3 Ground Based SAR

Ground based radar systems, such as NASA’s Goldstone Very Large Array (VLA),
have been used to create radar reflectivity maps of Mercury, Venus, Mars, and
Titan [45]. The now defunct Arecibo Observatory was used to create imagery of
various space objects including the JM 8 asteroid from a distance of approximately
9 × 106 km from Earth with a spatial resolution of about 15 m [46]. In 1999, the
Arecibo Observatory created three-dimensional imagery of the tumbling asteroid
216 Kleopatra [47]. The National Science Foundation hosted a workshop in 2021 to
review concepts for viable replacement options for the Arecibo system [48]. Interest
and research into comets, asteroids, moons, and planets in the solar system is not
expected to wane in the coming years.

With the current rate of satellite deployments, space situational awareness
is increasingly important. To aid in the detection, tracking, and classification of
orbiting objects, Lincoln Laboratory’s Haystack Ultrawideband Satellite Imaging
Radar is capable of achieving a resolution of 3 cm, making it highly effective at
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characterizing small space debris [49]. Improvements will continue to be made to
handle ever increasing amounts of space objects.

With the widespread use of unmanned aerial vehicles and drones, ISAR
imaging to characterize and classify these systems is becoming more and more
important. Current research includes the use of portable, wide-angle, UWB imaging
systems to create ISAR images to be used for characterization and classification of
these types of aerial vehicles [50, 51].

The detection and monitoring of individuals in buildings and behind walls
has garnered a lot of attention over the years. This type of through-wall technology
could potentially be used for a host of applications including search and rescue,
antinarcotics operations, intelligence gathering, and explosive entry [52]. Early
proposed methods for through-wall sensing, including thermal imagining with IR
cameras, were not sufficient as many structures have very poor thermal conductivity
[53]. Since radio waves can penetrate forest canopies, buildings, and walls, this
lead to much research in the area of through-wall sensing [41, 53]. To create
imagery with fine resolution requires large bandwidths, which drives the system
design toward higher operating frequencies. However, the penetration of building
materials requires systems operating at lower frequencies. The breakthrough came
by way of UWB waveforms and systems, which allow for operation at relatively
low frequencies while still achieving very wide bandwidth [54, 55]. This allows for
penetration capabilities without sacrificing resolution. To help overcome some of
the current limitations, future systems are expected to integrate artificial intelligence
layers using techniques like machine learning [40, 52, 53]. Another expected
direction for the next generation of through-wall sensing is the dispersing of sensors
to various locations around the target area to create a multistatic system that
provides increased flexibility and more comprehensive imaging.

Other areas of ground-based SAR imaging receiving interest include the
imaging of cooperative and noncooperative maritime vessels from ground-based
SAR sensors and for ground deformation measurements [56, 57].

8.2 TECHNOLOGY TRENDS

SAR technology is being used more and more in the commercial sectors rather
than government only. Thanks to commercial companies including ICEYE, Umbra
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Lab, IMSAR, and Capella Space, which are increasingly deploying SAR systems
on drones and microsatellites, the technologies associated with these systems are
growing rapidly and expanding into new and exciting areas [5, 6, 11, 26]. In fact,
several government agencies are now looking toward the commercial sector to meet
imaging requirements [12, 58–60].

There are several key elements that make up the current commercial space-
borne SAR framework. These elements include launch vehicles, satellites, down-
links, and signal and image processing. Recent research and development activities
and shifts in operational concepts have pushed the long-standing technologies in
each of the areas towards more cost effective and far more capable imaging sys-
tems. [9]. As these technological advancements come together to form a true cohe-
sive ecosystem, numerous novel missions and applications will follow.

8.2.1 Satellites

Many of the innovations associated with the new wave of SAR satellites are
being driven by startup companies backed by venture capitalists [9]. Commercial
SAR satellites are pushing the envelope of very low size, weight, power, and cost
(SWAP-C), and are possible due to miniaturization of electronics, improved battery
performance, and solar panel technologies [61, 62]. Many of the current commercial
SAR satellites have a mass less than 100 kg and cost a few million dollars [5,
6, 11, 17]. This is a significant paradigm shift from traditional systems paid for
by governments, with typical masses well over 1,000 kg and costs exceeding
$500 million dollars [9]. The significant reduction in SWAP-C allows for more
satellites to be deployed in constellations, which leads to improved performance,
tasking, and revisit rates. Commercial SAR companies are striving to have the most
advanced SAR satellite constellation, resulting in innovative designs and cutting-
edge technology. Many of these companies have planned several more satellite
deployments into constellations [5, 6, 11].

8.2.2 Rockets

SAR satellites do no good without a means of being deployed in orbit. Improve-
ments in rocket technology are making launches more accessible in terms of both
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cost and frequency [9, 63, 64]. SpaceX’s Falcon 9 paved the way for reusable rock-
ets, which drives down the cost of space access, and has been used by commercial
SAR systems [5, 11, 63]. Multisatellite ride share options are available and have
made it easier for small SAR platforms to deploy into space [63, 64]. The rocket
industry has also seen new companies come into the market as more SAR satellite
companies increase the demand for launches. As competition grows between rocket
companies, the cost for launches goes down. With several SAR companies already
planning future launches, the demand for improved technologies and services will
increase. A shift to smaller rockets carrying fewer satellites and offering more cus-
tomized deployment is expected in the future [9]. As the launch cost dropped from
tens of millions of dollars to about $100k—the satellite startup companies can re-
focus the resources to building satellites.

8.2.3 Downlinks

With a host of new satellites being launched, new and expanded types of networks,
ground stations, and relays are currently in research and development. These new
capabilities are necessary for service providers to deliver high-quality SAR imagery
with shorter delays and tasking. With an on-demand type of tasking and near
real-time monitoring of events such as natural disasters, search and rescue, and
high-value target imaging, high-bandwidth, low-latency downlinks are necessary
[9]. SAR systems are now starting to see more onboard processing to lessen the
downlink requirements.

The DARPA 100G RF Backbone program is exploring techniques for achiev-
ing 100 Gb/s data rates. These rates are desired at air-to-air ranges of 200 km and
air-to-ground ranges of 100 km. The goal is to use high-order modulation and spa-
tial multiplexing with millimeter wavelength frequencies [65]. Signal processing
algorithms and hardware are also being developed to meet SWAP-C limitations for
the airborne platforms.

Traditionally, as part of the downlink of SAR data, ground stations had to be
be built, operated, and managed by the individual SAR companies. Future trends are
moving toward ground stations as a service. Companies currently providing these
services including Amazon, Microsoft, Kongsbert Satellite Services, and Swedish
Space Corporation [66–69]. As an example, Amazon Web Services (AWS) has
a global network of ground stations and low-latency fiber networks [66]. These
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types of services relieve SAR satellite companies of the burdens associated with
deploying and operating ground station infrastructure.

8.2.4 Signal and Image Processing

SAR data is very complex and can be difficult and time consuming for image
analysts to examine and draw conclusions. In addition, the volume of SAR data
is growing at a fast pace as the number of satellites is continually increasing.
Therefore, technologies such as artificial intelligence and machine learning are
starting to play larger roles in image processing and analysis [70–73].

As SAR systems are starting to see more onboard processing, GPUs are
starting to be employed for signal and image processing. GPU computational
capabilities and algorithms specifically tailored for GPU calculations make real-
time onboard processing feasible and will continue to advance for the foreseeable
future [74].

With increased use of cloud computing, SAR companies are also taking ad-
vantage of these services. For example, Capella Space and Ursa Space are providing
on-demand SAR data, all through AWS, which allows for storing, managing, and
processing SAR data, including custom machine learning applications [66, 75].

8.3 WORKFLOW AND PROCESSES

Traditionally, working with SAR data required in-depth knowledge of the sensors,
electromagnetic phenomena, signal processing, image formation, and data process-
ing. For example, imagery analysts working at government organizations routinely
design and implement workflows and processes to take raw SAR data and produce
effective analysis products [76]. In the commercial world, these processes are rela-
tively immature. However, much effort is being invested now to make SAR imagery
and data much easier to be used by the general public and require less expertise. To
make SAR data as useful as GPS information is the ultimate goal. GPS data is
commonly used every day by people from all walks of life and on various devices.
For example, GPS data used by a smart phone to navigate to a desired location on
a map is an extremely useful application that does not require expertise by the end
user.
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Another consideration in the workflow chain is the actual ordering and
receiving of SAR data. This used to be a lengthy process carried out through price
quotes, purchase orders, and physical media. Current and future trends are moving
toward placing orders online and receiving data electronically. Instead of dedicated
ground stations and processing equipment performing image and data processing,
more storage, processing, and dissemination of SAR data is being performed on
cloud computing, reducing the overall cost and streamlining the workflow [66].
Cloud services are especially beneficial with the number of new satellites being
launched, the increased revisit rates, and the enormous amount of associated data.

8.4 MARKET DEMAND

There were many restrictions put in place in 2020 meant to slow the spread of
the COVID-19 virus. These restrictions had a negative impact on small firms and
contractors in the strategic satellite, rocket, and electronics supply chains. This
resulted in launch delays and affected the schedule and funding of many startup
commercial SAR companies [77].

In spite of these negative effects, the market demand for SAR imagery is now
greater than ever. Both commercial and government sectors are using geospatial
information to gain a better understanding of the pandemic’s effects on global
construction, manufacturing, and transportation [77]. Monitoring these types of
changes is well suited for SAR satellite constellations, which have day or night
all-weather capability and high revisit rates [5, 6, 11, 23].

According to market analysts, the global SAR market was a $3.3 billion in
2020 and is expected to reach $6.5 billion by 2026 [78]. SAR data and derived
products are expected to grow from $700 million in 2018 to more than $1.7 billion
by 2028, with the fastest growing market being imagery of less than 50-cm spatial
resolution [79]. According to the 11th Satellite-Based Earth Observation report,
imagery in the 1- to 5-m resolution has seen a decrease after 2017, while resolutions
greater than 5 m have very limited commercial presence [79].

As many new commercial SAR companies join the market, bringing new
technological advancements, missions, modes, and operations, it is difficult to
predict how far reaching and impactful SAR will be. However, there is great
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potential, the future is promising, and the next several years will prove to be an
exciting time to be in the field of SAR.
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Appendix A

Polarization

Polarization refers to the time-varying orientation of the electric field vector of an
electromagnetic wave at a given point in space [1–3]. For plane electromagnetic
waves, the electric field vector is situated in a direction perpendicular to the direc-
tion of wave propagation. For linearly polarized waves, the direction of the electric
field vector is constant. When the direction of the electric field vector rotates with
time, the wave is elliptically polarized [1–3]. For SAR applications, linear polar-
ization is decomposed into two important orthogonal polarizations, namely vertical
and horizontal, illustrated in Figure A.1. Horizontal and vertical polarizations are, in
general, considered to be parallel and perpendicular to the Earth’s surface. Circular
polarization is a special case of elliptical polarization with a constant electric field
intensity and is quite often used in SAR applications. Circular polarization has two
orthogonal polarizations, with the electric field rotation being in opposite directions.
These are referred to as right-hand circular and left-hand circular polarization and
are shown in Figure A.2.

The electromagnetic scattering of a target is dependent on a number of pa-
rameters including polarization and requires the full orthogonal polarization infor-
mation for a complete definition [2–5]. For example, a horizontally polarized wave
incident upon a target can result in a scattered wave with both horizontal and ver-
tical components. Since the antenna is the mechanism by which the radar radiates
energy, it is the antenna design that determines the polarization of the transmitted
electromagnetic wave. Analogous to the antenna pattern, the polarization is also a
function of beam-pointing angles and thus varies with direction.
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Figure A.1 Linearly polarized electric field.

Watch this animation of linear and circular polarization.

Figure A.2 Circularly polarized electric field.

https://youtu.be/0ByCL0ZCB0M
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A.1 COORDINATE CONVENTION

When describing the propagation of electromagnetic energy in a three-dimensional
space, the handedness changes upon reflection from a target and must be accounted
for. Therefore, the coordinate space has to be defined for the incident and scattered
energy, which has led to two conventions. The first is the forward scattering
alignment (FSA) in which the positive z axis is in the same direction as the
direction of propagation for both incident and scattered waves. The second is
the back scattering alignment (BSA), where the positive z axis points toward the
target for both the incident and scattered waves. The difference in the conventions
is illustrated in Figure A.3. The BSA convention is more commonly used for
monostatic radar systems. This difference in convention leads to a slightly different
form in the scattering matrix. In the FSA convention, the scattering matrix is the
Jones matrix, while in the BSA convention, the scattering matrix is the Sinclair
matrix [6–8].

A.2 JONES VECTOR

For many SAR applications, it is convenient to express linear polarization in terms
of horizontal and vertical components, this is analogous to the x and y components
in Figure A.1. Following the detailed derivations in [9], a fully polarized electric
field may be mathematically represented by the Jones vector as

J =

[
EH e

jφH

EV e
jφV

]
. (A.1)

The Jones vector is a concise representation of a monochromatic, uniform plane
wave with a constant polarization [8, 10, 11]. Table A.1 gives the normalized Jones
vector for common polarizations. In correspondence with the BSA convention, the
incident (transmitted) and scattered (received) electric field intensities may now be
decomposed into horizontal and vertical components as shown in Figure A.4 and is
expressed as
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Figure A.3 Comparison of BSA and FSA conventions.

Ei = EiH ĥ + EiV v̂, (A.2)

Es = EsH ĥ + EsV v̂, (A.3)

where
Ei = incident electric field intensity (V/m),
Es = scattered electric field intensity (V/m),
ĥ = unit vector in the horizontal direction,
v̂ = unit vector in the vertical direction.
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Table A.1
Normalized Jones Vector for Common Polarizations

Polarization Jones Vector Typical Notation

Horizontal

[
1

0

]
H

Vertical

[
0

1

]
V

Right-hand circular
1
√
2

[
1

−j

]
R

Left-hand circular
1
√
2

[
1

+j

]
L

Figure A.4 Electric field decomposed into H and V components.
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A.3 SCATTERING MATRIX

As previously stated, target scattering is dependent upon the polarization of the
incident wave. Similarly, the energy transmitted and received by the radar is depen-
dent on the antenna polarization. Therefore, it is necessary to represent the target
scattering as a tensor that relates the incident and scattered fields [3]. To that end,
the incident and scattered fields are related through the normalized scattering matrix
as

Es =
[
S
]
Ei. (A.4)

Using (A.2) and (A.3) allows (A.4) to be expanded as

[
EsH

EsV

]
=

[
SHH SHV

SVH SVV

][
EiH

EiV

]
. (A.5)

The HH and VH components of the scattering matrix may be measured by
transmitting a horizontally-polarized electric field and measuring the scattered
fields in both horizontal and vertical polarization. The remaining HV and VV

components are similarly measured by transmitting a vertically-polarized field and
again measuring the scattered fields in both horizontal and vertical polarization.

The scattering matrix can be thought of as a transformation of the incident
electric field to the scattered electric field. A single instance of the scattering
matrix is valid for the incident and observation angles and frequency. Once the
scattering matrix is determined, the scattered electric field may be computed for
any arbitrary polarization of the incident field (e.g., linearly polarized at 45◦ from
the x axis). For monostatic radar systems, the scattering matrix is reciprocal for
most targets, meaning SHV = SVH . However, this is not true for bistatic systems
or targets containing magnetically biased ferrite materials. The scattering matrix is
also commonly written in terms of circular polarization, which is expressed as

[
EsR

EsL

]
=

[
SRR SRL

SLR SLL

][
EiR

EiL

]
. (A.6)
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The linear and circular field components are related to each other through

[
ER

EL

]
=

1√
2

[
1 −j

1 +j

][
EH

EV

]
=
[
T
] [EH
EV

]
, (A.7)

and

[
EH

EV

]
=

1√
2

[
1 1

+j −j

][
ER

EL

]
=
[
T
]−1

[
ER

EL

]
. (A.8)

Using (A.7) and (A.8), the circularly polarized scattering matrix is written in terms
of the linear scattering matrix as

[
SRR SRL

SLR SLL

]
=
[
T
] [SHH SHV

SVH SVV

][
1 0

0 −1

] [
T
]−1

. (A.9)

Writing out each term in (A.9) results in

SRR =
1

2

[(
SHH − SVV

)
− j
(
SVH + SHV

)]
, (A.10)

SRL =
1

2

[(
SHH + SVV

)
− j
(
SVH − SHV

)]
, (A.11)

SLR =
1

2

[(
SHH + SVV

)
+ j
(
SVH − SHV

)]
, (A.12)

SLL =
1

2

[(
SHH − SVV

)
+ j
(
SVH + SHV

)]
. (A.13)

Similarly, the linearly-polarized scattering matrix is written in terms of the circular
scattering matrix as

[
SHH SHV

SVH SVV

]
=
[
T
]−1

[
SRR SRL

SLR SLL

] [
T
] [1 0

0 −1

]
. (A.14)
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Writing out each term in (A.14) results in

SHH =
1

2

[
SRR + SLR + SRL + SLL

]
, (A.15)

SHV =
1

2

[
− j
(
SRR + SLR − SRL − SLL

)]
, (A.16)

SVH =
1

2

[
j
(
SRR − SLR + SRL − SLL

)]
, (A.17)

SVV =
1

2

[
− SRR + SLR + SRL − SLL

]
. (A.18)

A.4 COHERENT AND NONCOHERENT SCATTERING

Referring to Figure A.5, when a SAR resolution cell contains a single target that
is coherent or deterministic, the scattering matrix is sufficient in representing the
target returns. However, due to various scattering mechanisms, the return signal
from target scenes where a resolution cell contains multiple objects or noncoherent
scatterers, the scattering matrix is often insufficient. Since the scattering matrix is
difficult to analyze directly and may not adequately represent noncoherent scatter-
ing, covariance and coherency matrices are employed to calculate various decom-
positions [12–14].

A.4.1 Covariance

To calculate the covariance matrix, reciprocity is used to first create a slight variation
of the scattering matrix, which is expressed as

k =


SHH
√

2SXX

SVV

 , (A.19)

where SXX is either SHV or SVH . Then, (A.19) is multiplied by its conjugate
transpose to give the covariance matrix. This matrix is written as
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Figure A.5 Coherent and noncoherent scattering.

C = k× k∗T =


|SHH |2

√
2SHHS

∗
XX SHHS

∗
VV

√
2S∗HHSXX 2|SXX |2

√
2SXXS

∗
VV

S∗HHSVV

√
2S∗XXSVV |SVV |2

 . (A.20)

The diagonal elements are real-valued and represent the intensities of the different
polarizations. The off-diagonal elements are complex valued and describe the
amplitude and phase difference between different polarizations [9, 14].

A.4.2 Coherency

The coherency matrix is similar to the covariance matrix in that it describes the
difference in intensities and phases between the different polarizations. To calculate
the coherency matrix, begin with the Pauli vector, which is expressed as [9]
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p =
1√
2


SHH + SVV

SHH − SVV

2SXX

 . (A.21)

Next, the Pauli vector in (A.21) is multiplied by its complex conjugate to give the
coherency matrix, which is expressed as [9]

T = p× p∗T =
1

2


|S+|2 (S+)(S−)∗ 2(S+)S∗XX

(S+)∗(S−) |S−|2 2(S−)S∗XX

2(S+)∗SXX 2(S−)∗SXX 4|SXX |2

 , (A.22)

where S+ = (SHH + SVV ) and S− = (SHH − SVV ).

A.5 DECOMPOSITIONS

While the details of decomposition methods are beyond the scope of this book,
a brief overview of coherent and noncoherent decomposition is given in the subse-
quent sections. The various decomposition methods are very useful for classification
of areas of various sizes and types, including roads, grass, water, developed areas,
forests, and pastures. The reader is referred to a few excellent references for more
information on the subject [9, 12, 13, 15].

A.5.1 Coherent

Coherent decompositions operate on the scattering matrix S to express the scattering
as a combination of different types of scatterers. These typically include lakes,
roads, urban areas, and other man-made objects. The basic idea is to extract the
physical properties of the target scene through the use of elementary responses.
This may be written as [14]

S =

N∑
i=1

αiSi, (A.23)



Polarization 361

where Si are the responses for each of theN scattering types and αi are the weights
assigned to each scattering type.

A.5.2 Noncoherent

Noncoherent decompositions operate on the second-order descriptors, namely the
covariance (C) and coherency (T) matrices. These methods are applied to target
scenes containing incoherent scattering mechanisms such as forests, agriculture,
wetlands, and choppy water [9, 14]. Noncoherent methods are broadly categorized
into eigen-based and model-based decompositions with associated advantages and
disadvantages.
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