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PREFACE
 

In recent years, optimization methods have gained supreme importance 
due to their ability to augment the design and performance of various 
engineering systems. Generally, any optimization method includes the 
application of mathematical models for optimizing engineering problems 
under various constraints. An objective function is formed, and more 
than one mathematical solution can be derived in order to identify global 
optimum values. Alternatively, it can be said that optimization in engineering 
designs uses mathematical formulation for a particular design problem and 
thus support the selection of optimal design among many alternatives. 
In the current era of industrial development, optimization of engineering 
problems has become intricate, which can be attributed to the presence of 
several social, economic, technical, and reliability-based dimensions. 

The current volume offers a platform for discussion among investigators, 
industry professionals, stakeholders, and economic strategists and then 
argues the possibility of determining new ways of solving optimization 
problems related to different industrial sectors. Optimization methods 
deal with both operative conditions in the process or in service industries, 
and emerging research areas are explored by researchers towards the 
implementation of optimization algorithms for the enhancement of system 
performance as well as system effectiveness. In the field of engineering, it 
is the need of the current era to reduce the time-dependent factors as well 
as different types of cost-based clusters. In view of this, it is required to 
optimize the dependent as well as independent factors of different models, 
which are implemented towards profit maximization. The role of the 
optimization method is not only for engineering applications. However, 
it is going to use in the medical, food, oil, textile, energy, and agriculture 
sectors, etc. Thus, the present book has collected high-quality papers that 
present different optimization model-based engineering problems that 
address valuable inputs. 

The main advantage of this volume is that it delivers a wide range of 
topics pushing forwarded to cater to the requirements of researchers in 
different engineering domains using novel mathematical modeling-based 
optimization methods for solving real-life problems. Discussions the 
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implementation of optimization tools may lead to affordable product prices 
with high quality, which is essential for a company to be in competition 
with other competitors in the market. In this book, different constructive 
demonstration of optimization modeling has been proposed in order to 
support a strong framework to finally get the need of the engineering 
sectors. 



 
 

 
 
 
 

  
 
 
 
 
 
 
 

ORGANIZATION OF THE BOOK
 

This book consists of 21 chapters on a diverse range of optimization themes 
and applications. Concise discussions about these chapters are previewed 
below: 

Chapter 1 presents an efficient analysis of the electrocardiogram 
(ECG) signal is still a challenge due to large variations in its morphology. 
Therefore, it requires the proper utilization of digital signal processing (DSP) 
techniques to analyze raw ECG signals. Presently, cardiologists need the 
active involvement of computers equipped with efficient DSP techniques. 
In this chapter, pre-processing is performed using wavelet transform 
(WT) due to its better time-frequency resolution. Adaptive autoregressive 
modeling (AARM) is used for extracting features for time-dependent 
variable parameters. Support vector machine (SVM) is also considered for 
classification due to its high modeling stability, even for non-linear data. The 
proposed model is evaluated in accordance with different parameters, and 
model accuracy of 99.93%, the sensitivity of 99.95%, positive predictivity 
of 99.95%, and detection rate of 99.95% have been observed. 

Chapter 2 presents an application related to the pneumatic door slam 
platform for design development using a PLC-based controller to check 
the structural and functional integrity of vehicle door components. An 
overview of different components whose functionality can be checked 
using this platform is explored. This work also explains the pneumatic 
circuit for developing a door slam platform. Pneumatic door slam platform, 
measurement of the door opening and closing velocity, and carryout 
required number of continuous cycles are considered in this chapter. 

Chapter 3 investigates ergonomic hazard levels for farmers working in 
hot-climatic conditions in India by utilizing the RULA tool. 

Chapter 4 discusses that health care waste disposal is one of the 
essential concerns for any developing country. People are traveling around 
the whole world, and the increasing population of the world has led to 
the healthcare sector’s rising prominence. Increment in the healthcare 
sector also increases healthcare waste. Due to the increment in waste, 
their disposal is a crucial matter. The health care waste generated from 
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different hospitals is not entirely hazardous, so proper segregation must 
avoid transportation of all the waste to the incineration center. Varanasi 
is a highly dense city with lots of hospitals. A case study was performed 
in Varanasi to find the collection centers and optimize routes in Varanasi. 
A total of 20 collection centers were found, which will cover almost 200 
hospitals in the city. This study will help the hospital management and the 
government take necessary action for effective management. 

Chapter 5 aims to summarize the research trends, advancements, and 
future research direction in life cycle assessment. The literature reported in 
this study is based on a research database ranging from 2000 to 2019 and 
is further categorized into different sections. Different types of analysis 
have been done in this chapter, such as author analysis, trend analysis, 
country analysis, discipline-wise analysis, and source analysis. It has been 
found that in the last five years, the adoption of LCA has become popular 
in the manufacturing industries, which helps to promote sustainability. 
Also, the Govt. policies among the global and customer pressure forced 
many industries to adopt sustainable production. Also, some business has 
been seen in both of the databases because of common authors with highly 
cited publications in both databases. A list of top 10 highly cited papers is 
also considered. 

Chapter 6 focuses on how we can save time by reducing the number 
of mouse clicks and giving assurance of design quality by automating 
the task and tracking its results which will give good CAD quality with 
minimum design time and CAD completion percentage. So, using CAD 
tool in combination with VBA, a macro has been built which does all 
these repetitive activities performed in a single click which saves 50-60% 
of the time for repetitive tasks. By using all the results and tracked data, 
the project CAD Completion percentage can be calculated. This results in 
design time optimization and cost optimization as well. 

Chapter 7 aims to develop 3D printable body-fueled prosthetic Finger 
for the grown-up in our nation that permits a parametric plan. The upside 
of the parametric structure is that it tends to be customized for each client, 
and each grown-up can be fitted with a prosthesis that almost looks like 
the size of his/her sound hand. A factual examination has been directed 
to comprehend which parameters are more appropriate for parametric 
structure. The plan was done in solid work, and it was associated with 
an outer record that permits us to change and adjust the structure without 
the requirements to open the CAD document. Acknowledgment of these 
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gadgets is dependent upon the solace of the client, which relies intensely 
upon the size, weight, and in general, tastefulness of the gadget. As found 
in various applications, parametric displays can be used to create clinical 
gadgets that are explicit to the patient’s needs. 

Chapter 8 compares some of the existing truth inference algorithms 
to make a comparative study of the algorithms in real-time datasets. In 
the world, the popularity of artificial intelligence enlarged the researcher 
tries to incorporate human behavior into the machine. Due to this, it led 
to too many problems that machines cannot solve alone. Researchers 
believe that machines and humans can act together, which led to the new 
field called crowdsourcing. Crowdsourcing is used to address harder 
problems that require human intelligence. Increased requirements of the 
crowd (called workers) led to create low-quality data and redundant data 
due to the availability of the low-quality workers. To solve this problem, 
many redundancy-based algorithms can be used by assigning the tasks to 
workers to find the correctness of answers. 

Chapter 9 aims to examine the designed ventilation system of the car 
parks using CFD Simulations. Automobile parking either be completely 
enclosed or it can be partially open. Completely closed parking are 
generally underground and needs a ventilation system. Partially open car 
park garages are often above decks that have an open side. Natural and 
Mechanical ventilation, along with their consolidated use, can provide 
ajar car park. The specific aim is to check the ventilation of car parking 
garages for predefined positions of inlet and outlets. It involves 3D 
modeling of the car park area, meshing into finite volumes and carrying 
out the simulation using CFD tools to have quick analysis of the CO 
concentration and velocity profile of the flow in the domain. The results 
emphasize that the designed ventilation system was able to extract CO to 
maintain its safe level in the car park. 

Chapter 10 deals with a comparative study between the single-, double-, 
and four-inlet conditions of a rocket nozzle. 

Chapter 11 focuses on the investigation and efficiency of vortex tube, 
which works on the principle of the hot gas stream through one end and a 
cold gas flow from the further end without any external source of energy. 
The nozzle design is the prime concern of the research as it will give a 
greater cooling effect as compared to the inlet and outlet orifice of the 
vortex tube. The geometrical parameters have been analyzed to get the 
better and more efficient design of the improved vortex tube. 
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Chapter 12 mainly relates with fetal phonocardiogram (fPCG) 
processing of signal. Signal denoising is always a major task after 
recording the signal, so in this chapter basically, two types of denoising 
methods that are finite impulse response filter (FIR filter) and empirical 
mode decomposition (EMD) methods are used and compared. For testing, 
or comparing these two, recordings of real dataset were used, and the 
estimate depends on cognitive observation and signal advancement after 
performing both methods. The results in this chapter proved that both the 
methods assisted for improving fetal PCG signal by de-noising the signal. 
On the ground of the results, in the end we concluded that EMD as a 
suitable method for denoising and processing the fetal PCG signal. 

Chapter 13 deals with the prediction of aerodynamics in a flow as it 
moves over a streamlined body. This is executed with the use of wind 
tunnels of appropriate Mach numbers, with the influence of computational 
analysis. But it is mandatory to verify the theoretical results to the experi­
mental results carried out in a wind tunnel. Before testing, it is necessary 
that the flow parameters, namely the velocity distribution, angularity 
of the flow, turbulence, are evaluated and are within the margins. This 
is important when we are evaluating the flow in three dimensions. Thus, 
it ensures reliability of the experimental results. In order to evaluate the 
truthiness of the flow, a two-hole spherical flow analyzer is being used. 
The truthiness of two wind tunnels across India is being evaluated by 
a two-hole spherical flow analyzer. From the experiment, the data map 
will be plotted for the flow parameters using the yaw head constant and 
the respective orientations of the two-hole spherical flow analyzer. Their 
nature is evaluated, and the findings are discussed. 

Chapter 14 attempts to realize hot spot cooling, heat transfer path 
(thermal path), and the effectiveness of a considered cooling system. A 
comparison case without gaps is simulated to check the claim, that even, 
a negligible flow rate may improve the overall working condition of the 
electromagnet. Based on the analysis of the results, some improvements 
are suggested for the design of the cooling system. 

Chapter 15 presents a comprehensive review of current state of the art 
of PV technology, material, manufacturing techniques, and their efficiency 
and also highlights different studies done globally in this area of research. 
Solar PV technology is demonstrating its application all over the globe. 
With the research efforts, the power generation efficiency has increased a 
lot from a mere 6% in the beginning. The technology has enormous scope 
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for increasing its efficiency with integration and applications of various 
methods. The introduction of new generation solar cells has widened this 
scope. The second, third and fourth generation PV cells have properties 
that make them viable for commercial use. 

Chapter 16 focuses on strategies and steps taken to improve farming by 
focusing on technical knowledge and development to make the agricultural 
sector more reliable and easier for the farmers by predicting the suitable 
crop by using Machine learning algorithms. 

Chapter 17 investigates the high-temperature tribological performance 
of Ni-B-W coating. Taguchi’s L27 orthogonal array was adopted to perform 
experiments. Grey relational analysis (GRA) has been implemented to 
optimize the tribo-test parameters. 

Chapter 18 aims to focus on utilization of a nanosecond pulsed fiber 
laser system to generate micro-holes on quartz. A combination of pulse 
frequency of 65 kHz, a duty cycle of 50%, laser power of 37 W, and air 
pressure of 2.50 kgf/cm2 leads to the maximum circularity of 0.88 at the entry 
side. Effect of laser power, pulse frequency, duty cycle, and air pressure 
on the entry hole circularity of micro-holes on quartz are considered for 
further analyses using response surface methodology (RSM). 

Chapter 19 employs a multi-response optimization technique using on 
grey-based Taguchi method to optimize weld bead geometry and process 
parameters for Tungsten Inert Gas (TIG) bead-on-plate welding of IS 
2062B mild steel. 

Chapter 20 presents a new model of the moving least squares method 
(MLSM) for Robust Design Optimization (RDO) for different case studies. 

Chapter 21 attempts to laser mark a geometrical figure on stainless 
steel 304 using a multi-diode pumped fiber laser. Desirability function 
analysis has also been adopted for optimization of process parameters for 
the optimum value of responses of mark intensity and circularity. 

—Editors 
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ABSTRACT 

In the present era, efficient analysis of electrocardiogram (ECG) signal 
is still a challenge due to large variations in its morphology. Therefore, 
it requires the proper utilization of digital signal processing (DSP) 
techniques to analyze raw ECG signals. Presently, cardiologists need the 
active involvement of computers equipped with efficient DSP techniques 
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like pre-processing, feature extraction, and classification. In this chapter, 
pre-processing is performed using wavelet transform (WT) due to its 
better time-frequency resolution. Adaptive autoregressive modeling 
(AARM) is used for extracting features as its parameters are allowed to 
vary in time. And support vector machine (SVM) technique is considered 
for classification due to its high modeling stability even for non-linear 
data. The performance of the proposed technique is evaluated on the basis 
of parameters such as sensitivity (Se), positive predictivity (Pp), accuracy 
(Acc), and detection rate (Dr). The proposed technique has secured Se of 
99.95%, Pp of 99.95%, Acc of 99.93%, and Dr of 99.95%. The authors 
expect that the proposed technique may be successful in classifying 
all major types of arrhythmias that were not classified by the existing 
methodologies single-handedly. 

1.1 INTRODUCTION 

A timely and accurate diagnosis of the heart condition has great impor­
tance in controlling the death rate due to cardiac diseases [1, 2]. Cardiac 
diseases are sometimes called “Arrhythmia” [3–6]. In this era, Electro­
cardiogram (ECG) emerges as a primitive and less expensive essential 
tool in biomedical signal processing (BSP) [7–9] for capturing the elec­
trical activity of the heart [10–12]. Using the specific lead arrangement, 
ECG signal is plotted on the chart paper using ECG machine [13–15], 
which is not only random but even quasi-periodic in nature [16–20]. It 
is presented in the form of three main waves – P-wave, QRS-wave (or 
QRS-complex), and T-wave [21–23]. Figure 1.1 shows the schematic of 
a subject with ECG signal recording and related treatment. This figure 
shows that ECG signal acquisition during subject health treatment with 
complete setup. In QRS-wave, R-wave has maximum amplitude (1–2 
mVolt) [24–27]. Among these three waves, QRS-wave contains most 
essential clinical information, which is extracted by estimating heart 
rate (H.R) [28, 29]. The root cause of arrhythmia is the discrepancies in 
H.R, which results further into chaotic electrical activity [30–35]. The 
heart specialists usually base their decision in a particular situation by 
investigating amplitude, frequency, and polarity of R-wave [22, 36–38]. 
In this chapter, different techniques [39–44], such as wavelet transform 
(WT) for pre-processing, adaptive autoregressive modeling (AARM) 
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for extracting features, and Support vector machine (SVM) technique is 
considered for classification purpose. 

This chapter is structured as follows; Section 1.2 presents the research 
background; Section 1.3 presents research methods; Section 1.4 shows a 
case study of considered databases; Section 1.5 showcases the results and 
discussion over those; and finally, Section 1.6 concludes the chapter. 

FIGURE 1.1  Subject during ECG signal recording and related treatment. 

1.2 RESEARCH BACKGROUND 

In Ref. [28], Sharma and Sharma proposed a synchrosqueezed wavelet 
transform (SSWT) for QRS detection. A synchrosqueezed wavelet 
transform (SSWT) is carried out by synchrosqueezing to the continuous 
wavelet transform (CWT). They obtained Se of 99.92%, Pp of 99.93% and 
error rate (E.R) of 0.15%, respectively. In Ref. [45], Cleetus et al. proposed 
Granger causality to interpret respiratory and ECG signals. They have used 
frequency domain Granger causality for healthy subjects by recording 



 

 

 

 

4 Optimization Methods for Engineering Problems 

cardiac and respiratory signal during postural change from supine to 
standing. In Ref. [30], Alickovic and Subasi proposed autoregressive (AR) 
modeling for extracting features of the recorded ECG signal. They have 
obtained %Acc of 99.93. In Ref. [29] Rekik and Ellouze proposed Entropy 
Criterion (EC) of the Wavelet Transform (WT) for finding R-peaks. The 
WT has been used at the analysis window with a first derivative Gaussian 
wavelet. In Ref. [9], Nayak et al. proposed an optimally designed digital 
differentiator (ODDD) for precise detection of QRS complex. For 
optimization purpose, gases Brownian motion optimization (GBMO) 
was considered. In the detection stage, Hilbert transform was used. In 
Ref. [46], Gupta and Mittal used principal component analysis (PCA), 
fast Fourier transform (FFT), and autoregressive time-frequency analysis 
(ARTFA) for analyzing the considered respiratory signal by estimating 
principal components for differentiating normal and sinus subjects. In 
Refs. [47–53], authors have used Fourier-based analysis for a variety of 
applications such as BLW removal, PLI removal, etc. 

1.3 RESEARCH METHODS 

An efficient diagnostic research always requires an effective computational 
algorithm [54, 55]. In this chapter, different methods are selected from 
various domains for efficient analysis in healthcare. For extracting useful 
information in cardiology, ECG is the primary authentic diagnostic tool 
worldwide, which is obtained in the form of three basic waves namely; 
P, QRS, and T [56, 57]. It is taken from the body surface of the subject 
using electrodes. QRS is the main reference wave for diagnosis of subject. 
Unfortunately, QRS detection is not an easy task due to its time-varying 
nature. 

1.3.1 SIGNAL ACQUISITION 

Signal acquisition [58] is performed in 3-lead arrangement after taking 
consent at KIET Group of Institutions, Delhi-NCR, Ghaziabad in Virtual 
NI/Biomedical Lab. The clinical (pathological) databases are obtained 
from the cardiology lab of Anand Hospital, Meerut, as Figure 1.1 shows 
the schematic with a complete setup. 
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1.3.2 WAVELET TRANSFORM 

In ECG signal analysis, QRS-complex is the most essential wave. 
Unfortunately, various obstacles are there in its analysis, such as electrode 
artifacts, respiration artifacts, bad quality of gel, muscular noise, baseline 
drift (or baseline wander (BLW)), power line interference (PLI) or Hum, 
low signal-to-noise ratios [46, 47, 59]. BLW is generated due to respiration 
and PLI comes due to single operating frequency of the country introducing 
the narrow-band noise [60–62]. Therefore, pre-processing is required 
using some specialized tools [60, 63]. In this chapter, discrete wavelet 
transform (DWT) has been considered for pre-processing of considered 
clinical databases. Mathematically, it is represented as [63]: 

Y = u ( ) t  ,B  k,l ( ) t  u t B  t dt  = ∫
∞ 

( ) k,l ( ) (1)k,l −∞ 

where; k and l are the scale factor index and location of wavelet coef­
ficient, respectively in which u(t) denotes ECG signal; and Bk,l(t) denotes 
wavelet basis function. 

1.3.3 ADAPTIVE AUTOREGRESSIVE MODELING (AARM) 

Adaptive autoregressive modeling (AARM) is used for extracting features 
as its parameters are allowed to vary in time. Mathematically, AARM 
process for order m is defined as [64]: 

c k  = 
m

i −[ ] ∑ i 1  
α c k[ i]+∈[ ] k (2)

= 

where; ∈[k] is the time sequence, related to independent variables with 
E[*] = 0. Spectral density can be expressed using Eqn. (2) as: 

σ2 

S f  2( ) = (3)− j2 fi 1−∑m 

=
αie

π 

i 1  

where; w = 2πf for –0.5 < f < 0.5 or – π < w < π. 

1.3.4 SUPPORT VECTOR MACHINE (SVM) 

Support vector machine (SVM) presents an optimal solution comprising 
support vectors that lie near the hyperplane that is also known as decision 



 

  

  

  
  
  

 

  

FIGURE 1.2  SVM classification using hyperplane. 
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surface [21, 65]. Figure 1.2 shows SVM classification using hyperplane. 
In this figure, two types of classes are shown – one is shown by diamond 
shaped and the other is shown by oval shaped. Left figure shows unclas­
sified data (i.e., X-zigzag in fashion) and the right figure shows classified 
data (F-final classified data by hyperplane). Its main advantage over 
existing classification techniques is the higher flexibility to modify to fit 
the training data. 

 Support Vectors: These show the upper and lower points, which 
are expressed as: 

H : wx b +1 i + = 1	 (4) 

H2 : wx i + = −1	 (5)b

In general, for wTx + b ≥ 0 for di = +1 (6) 
wTx + b < 0 for di = –1 (7) 

where; di = +1 is the shortest distance towards positive support vector 
(H1); di = –1is the shortest distance towards negative support vector (H2); 
w denotes weight vector; x denotes input vector; b denotes bias. 

The middle plane is defined as: 

wTx + b = 0	 (8) 

Optimal hyperplane is defined as higher margin of separation between 
H1 and H2. This margin is known as “gutter.” 
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1.3.5 PERFORMANCE EVALUATING PARAMETERS 

In this chapter, different parameters such as sensitivity (Se), positive 
predictivity (Pp), accuracy (Acc), and detection rate (Dr) [28, 29, 36, 37, 
54, 55] have been selected for estimating performance of the proposed 
technique. 

1.4 CASE STUDY 

In this chapter, different clinical (pathological) databases (subject 
recordings) have been used for effectively identifying the underlying 
arrhythmia such as infantile apnea (bradycardia), and atrial fibrillation. 
For analyzing such datasets, first-of-all pre-processing is performed 
by selecting Daubechies wavelet of order 4 (db4), in the second step, 
feature extraction is done using AARM, and finally, peaks are classified 
using SVM. 

Results from Figures 1.2 and 1.3 demonstrate that AARM is powerful for 
effectively identifying the underlying arrhythmia in clinical (pathological) 
databases. For infantile apnea (bradycardia) subject recording, heart rate 
was less than 60 beats per minute, and for clinical atrial fibrillation subject 
recording, sinus rate was 377 beats per minute. 

Table 1.1 shows that the reported Se were 0.9946 (or 99.46%), 
0.9970 (or 99.70%), 0.9993 (or 99.93%), 0.9979 (or 99.79%), 0.9750 
(or 97.50%), 0.9990 (or 99.90%) in Kaya and Pehlivan [1]; Mehta and 
Lingayat [67]; Gupta and Mittal [41]; Gupta et al. [43]; Elgendi et al. [20]; 
Gupta et al. [12]; respectively, Pp were 0.9991 (or 99.91%), 0.9775 (or 
97.75%), 0.9997 (or 99.97%), 0.9990 (or 99.90%) in Kaya and Pehlivan 
[1]; Mehta and Lingayat [67]; Gupta and Mittal [41]; Elgendi et al. [20]; 
respectively, Dr were 0.9866 (or 98.66%), 0.9991 (or 99.91%), 0.9990 
(or 99.90%), 0.9981 (or 99.81%) in Mehta et al. [66]; Gupta and Mittal 
[41]; Gupta et al. [43]; Gupta et al. [12]; respectively, Acc were 0.9969 (or 
99.69%), 0.9984 (or 99.84%), 0.9993 (or 99.93%), 0.9991 (or 99.91%), 
0.9879 (or 98.79%) in Kaya and Pehlivan [1]; Nayak et al. [9]; Alickovic 
and Subasi [30]; Mehta and Lingayat [67]; respectively, and the proposed 
work reported Se of 0.9995 (or 99.95%), Pp of 0.9995 (or 99.95%), Dr of 
0.9995 (or 99.95%) and Acc of 0.9993 (or 99.93%) in total beats of 23,761 
(True Positives =23,749). 
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(a) 

(b) 

FIGURE 1.3  AARM of clinical–(a) infantile apnea (bradycardia); and (b) atrial fibrillation  
subject (patient). 

1.4.1 APPLICATION OF RESEARCH METHODS 

The proposed algorithm is shown to successfully detect R-peaks in various 
clinical and real-time conditions (varying QRS morphologies). 
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TABLE 1.1 Comparison between Proposed and Existing State-of-the-Art Methods based 
on Acc, Se, Pp, and Dr 

Method Acc (%) Se (%) Pp (%) Dr (%) References 
Adaptive autoregressive modeling 99.93 99.95 99.95 99.95 [63] 
(AARM) 
Genetic algorithm with KNN 99.69 99.46 99.91 – [1] 
Optimally designed digital 99.84 – – – [9] 
differentiator (ODDD) 
Autoregressive modeling (ARM) 99.93 – – – [30] 
K-means algorithm – – – 98.66 [66] 
Signal entropy – 99.70 97.75 – [67] 
(single lead ECG signal) 
Short time Fourier transform 99.91 99.93 99.97 99.91 [41] 
ARTFA with KNN – 99.79 – 99.90 [43] 
Maximal overlap wavelet packet 98.79 – – – [26] 
transform (MOWPT) 
Dynamic thresholds – 97.50 99.90 – [20] 
CWT, spectrogram, and ARTFA – 99.90 – 99.81 [12] 

1.5 RESULT DISCUSSION 

Figure 1.4 shows that based on Se and Pp parameters, the proposed 
technique outperforms the existing techniques. For instance, Kaya and 
Pehlivan [1] reported Se of 0.9946 (or 99.46%) and Pp of 0.9991 (or 
99.91%) as compared to Se of 0.9995 (or 99.95%) and Pp of 0.9995 (or 
99.95%) obtained by the proposed technique. 

Figure 1.5 shows that based on Acc and Dr parameters, the proposed 
technique outperforms the existing techniques. For instance, Gupta and 
Mittal [41] reported Acc of 0.9991 (or 99.91%) and Dr of 0.9991 (or 
99.91%) as compared to Acc of 0.9993 (or 99.93%) and Dr of 0.9995 (or 
99.95%) obtained by the proposed technique. 

In the existing techniques, both Alickovic and Subasi [30] and the 
proposed technique achieved Acc of 0.9993 (or 99.93%). But AARM has 
the capability of adaptively tune the AR coefficients, unlike ARM. Also, 
the proposed technique is able to yield consistently high values of all the 
performance parameters, i.e., Se of 0.9995 (or 99.95%), Pp of 0.9995 (or 
99.95%), Dr of 0.9995 (or 99.95%), and Acc of 0.9993 (or 99.93%). 



 

FIGURE 1.4  Comparison between proposed and existing state-of-the-art methods (based 
on Se and Pp). 

FIGURE 1.5  Comparison between proposed and existing state-of-the-art methods (based 
on Acc and Dr). 
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1.6 CONCLUSION 

Quick, efficient, and accurate analysis are still the main challenges in health 
informatics. The proposed AARM reduces the burden over SVM classifier 
and still yield effective results for almost all of the considered pathological 
datasets. The proposed work reported consistently high values of all the 
considered performance parameters, i.e., Se of 99.95%, Pp of 99.95%, Dr 
of 99.95%, and Acc of 99.93% unlike other existing techniques where not 
all the values are high. Also, it has been demonstrated that the proposed 
technique can be applied even for signals with low signal-to-noise ratios 
(SNR). In future, AARM can be extended to other standard databases 
to make it universally acceptable as a robust, accurate, and economical 
technique. 
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ABSTRACT 

This chapter illustrates the design and development aspects of a 
pneumatically operated door slam platform using a PLC-based controller 
for analyzing and checking the structural and functional integrity of 
vehicle door components. An overview of different components whose 
functionality can be checked using this platform is explored. This work 
also explains the pneumatic circuit for developing door slam platform. 
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The proposed PLC automation system involves the sequential control 
of a number of processes carried out for pneumatic door slam platform, 
measurement of door opening and closing velocity, and to carry out the 
required number of continuous cycles. The control system based on 
Micrologix 1,400 Series-A from Allen-Bradley and Ladder logic program 
is coded in RS-Logix 500 to analyze the proposed control system. Imitation 
of the PLC program was undertaken using RS-Logix emulate-500. 

2.1 INTRODUCTION 

The door system of a vehicle is one of the few systems that is used 
frequently but has a high construction complexity. Door shutting or slam­
ming produces a sound which is a critical parameter for vehicle purchase. 
As a result, slam tests are carried out on vehicle doors so as to ascertain and 
confirm their structural and functional integrity in different environmental 
conditions when the vehicle is in the stage of prototyping. Cost and lead 
time are of prime importance in today’s competitive environment; hence, 
any design alterations during this phase are bound to increase these two 
parameters. Moreover, development cycle time can be disrupted by the use 
of up-front analytical prediction tools and customer-focused quality issues 
such as warranty costs as well as the online inspection of door fitting and 
finishing. 

Yang et al. [1] have done extensive studies on the vehicle door slam 
sound considering the traditional and subjective sound quality metrics. 
They have adopted critical band wavelet decomposition, which is based 
on sound metric, and have developed the critical band wavelet decompo­
sition (SMCBWD) method for analyzing the quality of door slamming 
sound. Su et al. [2] have used a CAE virtual environment, called key life 
test to evaluate the durability of plastic door trim components. Such an 
environment helped to reduce the product development time and cost at an 
early stage even before prototyping and testing. 

The process of slam of a door assembly may cause the outer panel to 
experience buckling resulting in flutter or oil-canning. It could also induce 
localized strains in the inner panel, which may cause fatigue damage [3]. 
Vehicle door is subjected to repetitive loading and transient dynamic 
impact for door slam analysis. Appreciable shocks/vibrations are caused 
as a result of the impact loading thereby inducing acceleration as well 
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as inertial accelerations because of rigid body motion. The door slam 
analysis is a transient dynamic impact as well as a repeated type of loading 
in nature. The impact loading produces appreciable shock or vibration and 
induces accelerations in addition to inertial accelerations due to rigid body 
motion [4]. Plourde et al. [5] have studied the effect of light door design 
utilizing multiple materials and observed that light weight front and rear 
door does not affect the structural performance. 

Pneumatic power is cheap and easy to control and hence utilized in a 
number of processes. Sajaysurya and Saravana [6] have synthesized logic 
equations for the control of pneumatic cylinders. They have devised a 
method to convert a fixed sequence operation to a flexible one by using a 
Genetic Algorithm and genetic programming. Singh and Verma [7] have 
designed a MicroLogix 1,000 PLC-based controller for bearing press 
work which reduces the delay occurring at every stage while reducing 
the maintenance time and improving operator safety. Unadkat et al. [8] 
have adopted a dynamic analysis (LSDyna) to predict the behaviors of 
automobile door slam test, which is a highly complex in terms of simula­
tion results. Door slam velocities were varied in the range of 1.1 m/s to 
1.6 m/s with varied glass window openings to study its effect on the door 
strain. Mahadule and Chavan [9] have built a mathematical model to 
predict the door closing velocity (DCV), which is an important parameter 
in the overall durability of the vehicle. All major components of the door 
and their properties, such as seal stiffness, door latch, seal air cavity, 
etc., are included in the MS-Excel application, which gives the energy 
requirements for a typical front door of a sedan vehicle. These studies 
will be helpful to co-relate with the CAE simulation results. An FEM 
evaluation of door slam is conducted by Patil and Dhuri [10] considering 
door acceleration, stress, strain, and buckling energy. It is observed that 
the outer door panel experiences complex buckling pattern during slam 
operation. Also, maximum acceleration and maximum principal strain is 
observed at location No. 2. Song and Tan [11] have done a comparative 
evaluation of linear and non-linear stress methodology using LSDyna. 
They conclude that the nonlinear methodology is moiré accurate in terms 
of stress and fatigue life for low cycle fatigue problems. Wahab and 
Adarsha [12] designed and developed a door slam test rig to eliminate 
human effort and fatigue for carrying out the slam cycles repeatedly. 
Their results show that damage was 0.1 considering the ratio of achieved 
to the designed cycles. 
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The objective of this work is to develop a PLC-based pneumatic door 
slam platform which is capable of carrying out a required number of slam 
cycles while measuring door opening and closing velocity for every cycle. 
This platform can carry out door slam test on front and rear door in one 
cycle. HMI interfacing with PLC makes the system user-friendly and easy 
to operate. 

2.2 DEVELOPMENT OF DOOR SLAM FIXTURE 

The work begins with the design and development of a fixture for the door 
slam test. Standard door slam cycle consists of opening and closing of one 
front door and one rear door which is in diagonally opposite direction to 
front door. Door slam cycle is as follows: 

•	 Opening the front door latch by pulling the door handle; 
•	 Opening the front door fully with required velocity specified by 

manufacturer’s standard; 
•	 Opening the latch on the rear door; 
•	 Opening the rear door fully with required velocity specified by 

manufacturer’s standard; 
•	 Closing front door with its specified velocity; 
•	 Closing the rear door with its specified velocity. 

So, a mechanical structure was developed which is capable of all these 
motions and strong enough to carry out designated cycles without structural 
failure. Fixture is also capable of Opening and closing the vehicle door 
completely, also it can be customized for all types of passenger cars such 
as hatchback, sedan, SUV, etc. The working span of fixture ranges from 
1.5 m–3 m for opening and closing of doors, which can be customized for 
specific vehicle according to requirement. The fixture can be divided in 
two different parts, such as: 

1.	 Door Latch Opening Fixture: Basically, it is the same fixture 
on which door latch opening and full door opening actuators are 
mounted, but to understand the fixture easily, it has been divided 
into two different parts. 

As shown in Figure 2.1, this setup unlocks the door from its 
latch provided that central lock system of the vehicle is not initiated. 
Motion and force required for opening of the latch of the door is 
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provided by a pneumatic cylinder of stroke 50 mm and diameter 20 
mm. This cylinder is mounted on to fixture and it is connected to 
vehicle door handle through belt. 

2.	 Full Door Opening and Closing Fixture: The fixture for door 
performance test (Figure 2.2) is developed so that it should be able 
to carry outdoor performance test on any passenger vehicle. The 
fixture comprises of a heavy mounting which is further connected to 
swiveling arm which rotates around the hinge. A screw is mounted 
on heavy mount to limit the rotation angle to maximum opening 
angle of vehicle door to avoid extra stress on doors during the test. 

FIGURE 2.1 Door latch opening mechanism. 

FIGURE 2.2 Full door opening and closing mechanism. 
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2.3 PNEUMATIC CIRCUIT FOR DOOR SLAM PLATFORM 

All the actuations required to carry out door slam test are done by using a 
pneumatic circuit. This pneumatic circuit consists of four different actua­
tors which carryout four different actuations. 

2.3.1 PNEUMATIC COMPONENTS 

All the pneumatic components required for building operational door slam 
circuit are as follows: 

• Double acting pneumatic cylinder of stroke 1,000 mm: 2 (Qty); 
• Double acting pneumatic cylinder of stroke 50 mm: 2; 
• Double solenoid operated direction control valve: 4; 
• Flow control valve: 8; 
• Filter, regulator, and lubricator unit (FRL): 1; 
• Compressor: 1; 
• Pneumatic pipe: 20 m. 

2.3.2 PNEUMATIC CIRCUIT 

Pneumatic connections to carry out slam cycle are shown in Figure 2.3. 

FIGURE 2.3 Pneumatic connections for door slam platform. 

Designations for actuators are as follows: 

 Cylinder A: Actuator for opening front door latch. 
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 Cylinder B:  Actuator for full opening and closing movement of 
front door. 

 Cylinder C:  Actuator for opening rear door latch. 
 Cylinder D:  Actuator for full opening and closing movement of 

rear door. 

This circuit gives a brief idea about all the pneumatic connections required  
to complete door slam platform test. As it can be observed from Figure 2.1,   
velocity of extension and retraction of each circuit can be controlled  
manually with a flow control valve. Cylinder A  and B are used for opening  
the door lock, so these cylinders have 50 mm extension, which is enough to  
open the door lock. Cylinder B and D are responsible for complete opening  
and closing of door hence these cylinders have stroke of 1,000 mm. All the  
operation of direction control valves can be controlled using PLC signals. 

2.4 AUTOMATION OF DOOR SLAM PLATFORM 

2.4.1 NEED OF AUTOMATION 

The following points explain in brief the need of automation for slam test: 

•	 Door is a frequently used component of vehicle so to check its dura­
bility, a slam test is conducted on the door and is to be performed 
for around 75,000–80,000 cycles which is not possible to be carried 
out manually. 

•	 For every cycle, door opening and door closing velocity needed 
to be measured to ensure the required force is applied on the door 
while opening and closing which can be easily done using PLC. 

•	 A consistent force needed to be applied on doors to open and close 
them with constant velocity through all the cycles. 

•	 Keeping the record of test is important to analyze the final results 
and to know the test is carried out correctly. 

•	 Automation reduces workforce requirement needed to carry out 
whole slam test. 

Door slam platform is automated using Allen-Bradley Micrologix 
1,400 series A PLC. It carries out door slam cycle required number of 
times while giving feedback of door velocity for every cycle so slamming 
condition can be controlled. 
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2.4.2 SEQUENCE OF OPERATION 

Sequence of operation of all pneumatic cylinders to carry out door slam 
cycle is explained in the following points: 

•	 As start pushbutton is pressed PLC sends signal to DCV (Direction 
Control Valve) of cylinder a when operated results in retraction 
of cylinder A which opens front door latch. After a delay of 0.5 
seconds Cylinder A is extended back to its original position. 

•	 After ensuring successful opening of door latch, signal sent by 
PLC to DCV of Cylinder B which triggers extension of Cylinder B 
which in turn opens front door fully with predetermined velocity. 

•	 Once front door is fully open then Cylinder C is retracted which 
results in opening latch of rear door. After latch opening with a 
delay of 0.5 seconds, Cylinder C is extended back to its default 
position. 

•	 As soon as the rear door latch is opened, Cylinder D is extended, 
which results in full opening of the rear door with the required 
velocity. 

•	 As rear door fully opens, the front door starts closing with prede­
termined velocity. After closing of front door Cylinder D starts 
retracting to its original position which results in closing of rear door. 

2.5 PLC-BASED CONTROL SYSTEM FOR DOOR SLAM 
PLATFORM 

All the controls of door slam tests are handled by AB Micrologix 1,400 
PLC. Different operations done by PLC are explained in subsections. 

2.5.1 DOOR VELOCITY MEASUREMENT 

Door durability performance is analyzed by Door closing velocity (DCV) 
which is one of the important design parameters. The physical properties 
as well as the door design parameters dictate the closing velocity of the 
door. When the overall performance of vehicle durability is a concern, 
in such a case the door closing effort variation may lead to an increase/ 
decrease in the door durability and the durability of the door components. 
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Inductive type proximity sensors with sensing range of 10 mm are 
utilized as input sensors for detecting the location of every component of 
the system during the cycle. These same proximity sensors are also used 
for measuring the velocity of door opening and closing. 

As it can be observed from Figure 2.4, two proximity sensors are 
mounted at a fixed distance and as door passes through them, time is 
recorded for door to travel from first sensor to next and since distance 
between the sensors is constant velocity of door can be calculated with 
recorded time. All the calculations required to find velocity are done by 
PLC itself and stored in a memory location which can be read with HMI. 

FIGURE 2.4 Velocity measurements with proximity sensors. 

2.5.2 DIGITAL INPUTS AND OUTPUTS 

Inductive type proximity sensors feed required information to PLC to carry 
out slam cycle and required output signals are given by PLC to different 
solenoids of DCV of actuators to get desired motion. All the inputs to PLC 
and outputs from PLC are shown in Figure 2.5. 
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FIGURE 2.5 Input/output flowchart of PLC. 

2.5.3 PLC PROGRAM FLOWCHART 

Designations used in flowchart (Figure 2.6): 

 Proxy 1: Front door closed position. 
 Proxy 2: Front door fully open position. 
 Proxies 3 and 4: Proximity sensor to measure front door opening 

velocity. 
 Proxies 5 and 6: Proximity sensor to measure front door closing 

velocity. 
 Proxy 7: Rear door closed position. 
 Proxy 8: Rear door fully open position. 
 Proxies 9 and 10: Proximity sensor to measure rear door opening 

velocity. 
 Proxies 11 and 12: Proximity sensor to measure rear door closing 

velocity. 

2.5.4 INTERFACING HMI WITH PLC 

HMI (human-machine interface) is a tool that enables semi-skilled work­
force to interact with PLC. The HMI talks to the PLC and reads its data 
to populate the highly graphical screens. The screen (Figure 2.7) provides 
animation and colors that imitates the process and showed the real-time data 
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FIGURE 2.6 Flowchart of PLC. 
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on-screen to provide better feedback to operators. HMI used communicate 
with AB-PLC is Delta DOP B-05 HMI. Screen for door slam platform is 
shown in the following figure. 

This screen is utilized for monitoring door slam platform. This screen 
is also used to monitor different parameters of door slam platform which 
are as follows: 

•	 Front door opening velocity; 
•	 Front door closing velocity; 
•	 Rear door opening velocity; 
•	 Rear door closing velocity; 
•	 Selecting number of cycles to be completed by platform before 

stopping; 
•	 Monitor cycles completed by platform; 
•	 Starting and stopping the tests as per requirement; 
•	 Returning back to the main menu. 

Measurement of door velocities is done by PLC itself and those stored 
in its memory. HMI just reads respective memory bits to show respective 
door velocities. Remaining functions of HMI for door slam platform are 
the same as other platforms. 

FIGURE 2.7 HMI screen for door slam platform. 
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2.6 CONCLUSIONS 

i.	 PLC-based door slam platform is successfully developed and 
tested to check durability of any Light duty passenger vehicle. 

ii.	 Slam test on one front and one rear door can be carried out simul­
taneously with this developed platform. 

iii. Designed pneumatic circuit is able to change velocities of exten­
sion and retraction of all cylinders using flow control valves. 

iv.	 HMI screen enables operator to monitor slam cycle continuously 
for door opening and closing velocities. 
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ABSTRACT 

Individuals have constrained abilities, including muscle ability to work 
with varying loads. Because of the rising temperatures just as expanding as 
atmosphere variability, including dynamic visits and genuine remarkable 
climatic changes, the overall impacts of ecological change on provincial 
and nourishment frameworks are altogether looking at various risks. In 
this way, an exertion is made in this study to investigate the ergonomic 
hazard levels for farmers working in hot-climatic conditions in India by 
utilizing the RULA tool. 

3.1 INTRODUCTION 

Creating rules for safe human presentation to tropical hot situations is 
basic. The universal agencies have created rules and criteria documents in 
diminishing dangers of warmth incited diseases and enhancing breaking 
point of exposures in hot conditions. The viable warmth load on people has 
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the two aspects of outside or natural, and interior or metabolic conditions; 
nonetheless, the data on the impacts of warmth on well-being, execution, 
and security for the laborers occupied with tropical cultivating practices. 
Human have constrained capacities, including muscle capacity to convey or 
work with loads. Prompting rising temperatures and expanding atmosphere 
changeability, including progressively visit and serious extraordinary 
climate occasions, the worldwide effects of environmental change on rural 
and food systems are significantly facing of numerous dangers. Therefore, 
an effort is made in this study to explore the ergonomic risk levels for 
farmers working in hot-climatic conditions in India. 

According to Oka [1] a psychogenic fever refers to stress-related and 
psychosomatic-disease particularly found in young women, developing 
extreme body temperature up to 41°C when exposed to emotional events. 
Whereas, a persistent low-grade temperature up to 37–38°C is found in 
others during situations of chronic-stresses. Heidari et al. [2] have carried 
out a cross-sectional study of 79 farmers working in diverse areas including 
agriculture, husbandries, and horticulture in north of Iran. The evaluation 
of the heat stress was conducted by the use of the “Wet Bulb Glob Tempera­
ture” index according to ISO-7243 and heat-strain was evaluated by the 
use of the “individual physiological responses” including “oral, aural, and 
mean-skin temperatures” according ISO-9886. Al-Saleh [3] has made an 
attempt to update the RULA and Quick Exposure Check (QEC) software 
to facilitate and to speed up the process in getting the scores for every task. 
Bhandare et al. [4] have used RULA and REBA method to report fatigue 
analysis that included direct observations and assessments through video 
recordings without disrupting work in confined workspaces. Ansari and 
Sheikh [5] have made an evaluation of postures using RULA and REBA 
worksheets for the workers engaged in diverse activities in a small-scale 
industry at MIDC Wardha of Maharashtra, India. It was found using RULA 
that the majorities of the workers were under high levels of risk and also 
required immediate changes. Using REBA method, it was seen that some 
workers were under lower-level as well as majority at higher risk levels. 
Thus, it was concluded that a lack of ergonomic awareness and under­
standing existed in small-scale industries leading to musculoskeletal disor­
ders. MdYusop et al. [6] have used RULA analysis to analyze the postures 
of learners during the welding process by using “CATIA V5R19” software. 
The proposed design provided a better result reducing the RULA score to 2 
from 6 when the color turned to green from orange (an acceptable position). 
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Vijay and Kumar [7] have made an effort to study farmers’ postures in 
growing maizes in the traditional methods of farming and found the newly 
proposed sowing equipment to be improving the working efficiency by 
reducing work-related injuries. Susihono et al. [8] have reported of the 
musculoskeletal complaints of a filling section before and after the work 
activity as 39.3 ± 10.6 and 76.5 ± 14.9, respectively. Weichelt et al. [9] have 
developed a web-based platform for farmers and physicians for timely and 
safe return to work. Budhathoki and Zander [10] have tried to estimate the 
health impacts, cold/heat stress levels and losses in labor productivity. They 
suggested that community engagement or community-based education/ 
programs could be developed in order to assist in adaptations. This chapter 
concerns with study of ergonomics and fatigue during the manual process 
of working in hot climates in India. The manual process was recorded with 
a high-definition video camera. This video is analyzed and discussions are 
made with workers regarding health issues during the process. The Rapid 
Upper Limb Assessment (RULA) tool was then used to evaluate postural 
loading on the whole body. 

3.2 METHODOLOGY 

The farmers working in their fields during hot climates were recorded, 
observed, analyzed, and documented. One of the established tools viz Rapid 
Upper Limb Assessment (RULA) was used for ergonomic assessment of these 
tasks. Task times and repetitions of task were recorded from videos. Neck, 
leg, trunk, arm-angle were examined. Scores were calculated from RULA 
survey using “Ergo Fellow 3.0 Software.” Depending upon final scores, the 
recommendations were made for the respective tasks and postures. 

3.3 RESULTS AND DISCUSSION 

It was observed from Figure 3.1, that the female farmers’ upper arms 
was 20°, her wrist was twisted 15° and wrist is band away from mid-line 
her neck was bent more than 20° and side bend her legs and feet well 
supported and in an evenly balanced poster, her lower arm working across 
the middle line of the body or out to the side, her wrist twisted away from 
handshake position her trunk was bent more than 60° twist and side bend 
also, 5th upper arm, lower arm and wrist muscles where found to be held 
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for longer than 1 minute and the load carried was less than 2 kg similarly 
her neck trunk and legs muscles where found to be more than 4 times per 
minutes with a load of less than 2 kg on the basis of these input, a RULA 
score of 6 was found. Hence it was concluded that “further investigation 
and changes are required” (Figures 3.1–3.11). 

FIGURE 3.1 Farmer removing weeds. 

FIGURE 3.2 RULA input for upper arm. 
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FIGURE 3.3 RULA input for wrist. 

FIGURE 3.4 RULA input for neck. 
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FIGURE 3.5 RULA input for legs. 

FIGURE 3.6 RULA input for lower arm. 
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FIGURE 3.7 RULA input for wrist. 

FIGURE 3.8 RULA input for trunk. 
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FIGURE 3.9 RULA input for muscles use and load. 

FIGURE 3.10 RULA final result. 
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FIGURE 3.11 Farmer carrying seeds. 

As shown in Figure 3.11, a women worker was found of carrying seeds 
to the farm site during hot climate, it was seen that RULA score of totals 
of 7 was indicated representing “investigations and changes are instantly 
required (Figures 3.12 and 3.13). 

FIGURE 3.12 RULA result. 
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FIGURE 3.13 Male worker removing weeds. 

As shown in Figure 3.13, a male worker was found of removing weeds 
at during hot climate it was found that RULA total of 7 is indicates “inves­
tigations and changes are instantly required (Figures 3.14 and 3.15). 

FIGURE 3.14 RULA result. 
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FIGURE 3.15 Kcal burnt vs. temperature. 

Figure 3.15 shows the scatter plot for the Kcal burnt with respect to 
the temperature scale as measured in the farming field for the selected 
53 farmers. It can be seen that there exists a high correlation between 
temperatures as well as Kcal burnt such that as the temperature increases, 
the Kcal burnt of farmer’s also increases. 

Similarly, Figure 3.16 shows the scatter plot for the pulse rate with 
respect to the temperature scale for 53 farmers. It can be seen that there 
also exists a high correlation between temperature as well as pulse rate such 
that as the temperature increases, the pulse rate of farmer’s also increases. 

FIGURE 3.16 Pulse rate vs. temperature. 
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Figure 3.17 illustrates three different curves in the chart for high BP, 
For low BP, and for temperature scale, respectively for the farmers. It was 
observed that as the temperature increases, the BP level also rises irrespec­
tive of high or low. 

FIGURE 3.17 High BP and low BP vs. temperature. 

3.4 CONCLUSION 

To limit over-the-top warmth conditions in the work environment, it is 
desirable for the laborers for a routine survey of the potential effects of 
warmth on their well-being and profitability. From such data, laborers 
can receive the best warmth counteractive action technique and empower 
savvy and safe work practices. Warmth-related work limit misfortunes are 
a significant avocation for progressively dynamic environmental change 
alleviation strategies and projects all around the globe. Due consideration, 
investigation, and orders should be taken because of this environmental 
change and well-being challenges. Any program endeavoring to address 
medical problems related with atmospheric conditions needs to be 
considered. 
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ABSTRACT 

Health care waste disposal is one of the essential concerns for any 
developing country. People are traveling in the whole world, and the 
increasing population of the world leads to the healthcare sector’s rising 
prominence. Increment in the healthcare sector also increases healthcare 
waste. Due to the increment in waste, their disposal is a crucial matter. 
The health care waste generated from different hospitals is not entirely 
hazardous, so proper segregation must avoid transportation of all the 
waste to the incineration center. Varanasi is a highly dense city with lots 
of hospitals. A case study was performed in Varanasi to find the collection 
centers and optimize routes in Varanasi. A total of 20 collection centers 
were found, which will cover almost 200 hospitals in the city. This study 
will help the hospital management and the government take necessary 
action for effective management. 
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4.1 INTRODUCTION 

Health care is one of the utmost critical areas of society. Therefore, health-
care waste management also deserves much attention. Healthcare waste 
(HCW) is a by-product of healthcare, comprised of sharps, non-sharps, 
body parts, chemicals, and radioactive materials. Poor management of 
HCW uncovers healthcare workers, waste handlers, and the community 
to contagions, toxic effects, and injuries. As the world population is multi­
plying, there is an increment in the requirement of hospitals. Increment 
in hospitals leads to an increase in the amounts of waste. In the standard 
case, only 30% of the generated waste is hazardous. The rest of the 70% of 
the waste is non-hazardous, but due to improper knowledge, many money 
wastes at their disposal. So proper management of health care waste is 
mandatory to avoid any adverse impacts. It is not easy for healthcare 
organizations to handle healthcare waste because these organizations 
have varieties of barriers. As a result of this, several healthcare sectors 
worldwide are facing problems related to healthcare waste management. 
Various research on HCWM problems in different countries has already 
been done [1–3]. Similarly, if there is no good coordination of hospitals 
with the pollution control board and municipal corporation, then collec­
tion, handling, and transportation will not be accessible [4, 5]. Hospitals 
must have to give special attention to health care waste and disinfectant 
techniques, and they have to be aware of the type and quantity of the 
waste, which is generating in their hospitals. There must be appropriate 
disinfectant techniques to reduce the waste’s harmful effects [6]. For 
proper handling of the waste, there must be the availability of the handling 
tools, and the handler in the Organization must be adequately trained to 
operate handling tools [5, 7]. The waste that is easy to recycle must be 
recycled in the hospitals’ recycling centers, which reduce the amount of 
waste that is to be incinerated. The recycled product can be easily usable 
[8, 9]. The mostly handling and disposal methods implemented for HCW 
management in developing countries are open dumps or uncontrolled 
landfills with incineration without adequate measures to deal with toxic 
emissions to air, soil, water, with serious health hazards to humans. 

However, specific research related to HCWM barriers is limited for 
developing countries like India. Thus, this chapter’s main contribution lies 
in satisfying this research gap by intensifying the narrow body of knowl­
edge. This is done by considering the effects of organizational, waste 
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handling, and human resource barriers on healthcare waste management, 
particularly for healthcare sectors located in India, one of the world’s 
highly populated countries. 

4.2 RESEARCH BACKGROUND 

In the present scenario, developed and developing countries are trying to 
solve their healthcare waste handling issues. Several countries have already 
imposed strict regulations and policies for the appropriate disposal of all 
infectious waste. Adequate placement of contagious waste is an essential 
concern for developing countries. The waste management act is satisfactory 
for the country, but proper training and awareness are also mandatory, so the 
strict implementation must occur. Different countries are facing different 
types of issues regarding health care waste management. A conceptual 
model was established to optimize the design of a collection, transfer, 
treatment, and disposal scheme for infectious medical waste in the Greek 
Region. In this model, a collection center concept was included where 
storage is temporary when the incineration plant is busy [10]. Healthcare 
waste management is a matter of deep concern among all developed coun­
tries. Despite the severe nature of this issue, there is diminutive attention 
given to it in Asian developing countries, all of which are in dearth of waste 
management strategies, firm policies, proper knowledge, awareness, strict 
regulation, sufficient funds, and their implementation [11]. 

4.3 RESEARCH METHODOLOGY 

The problem in this study is based on proposing an optimal waste-collecting 
strategy for Varanasi, India. As the location’s geographical conditions are 
not apt for the transportation of waste using huge vehicles because of 
narrow roads, small vehicles are preferred to large vehicles. Waste cannot 
be stored for a more extended period as it is contagious and has terrible 
impacts on human beings and society. A model of the p-median approach 
is to be proposed rather than a simple waste collection approach. 

The p median problem is one of the best NP-hard discrete location 
problems, which works to locate p facilities among a set of given loca­
tions and assign the other sites or nodes to these p facilities. The p median 
problem gives us the location of p-facilities. For each collection center, 



 

 

 

 

 
 
 
 
  

 
 

 
 

48 Optimization Methods for Engineering Problems 

some other nodes are allocated to them, which provides service to these 
collection centers. The p median issue’s objective is to minimize the 
maximum weighted distance for all demand points from the individual 
nodes to the corresponding collection center. The p-median problem has 
many real-life applications, such as locating fire stations in an urban area, 
locating ambulance stations, hospitals in a city. 

To locate collection and separation centers, each hospital is convenient 
to give their health care waste to appoint collection centers where the 
separation of waste is done because 70 to 80% of waste is non-hazardous. 
Collection centers reduce the waste collection cost and separation center 
reduces the treatment cost. All the other hospitals are allotted to these 
collection centers. This is done so that all the hospitals must be assigned 
to at least one collection center, and it is also to be ensured that no hospital 
gets allotted to more than one collection center. 

The vehicles’ optimal route to smoothly go to the collection centers 
to collect waste directly without going to each hospital door; this reduces 
total transportation cost. 

The following actions were performed in this study: 

•	 To collect data from the Center for Pollution Control (CPC) 
private limited about the hospitals they cover daily; 

•	 To find appropriate places which are suitable for the collection 
center. 

 Assumptions: 

•	 Each vehicle will start and end its journey from the depot; 
•	 The system is assumed to be measured on daily operation; 
•	 Each vehicle is of equal capacity; 
•	 Only one vehicle visits a waste bin every time; 
•	 The total amassing capacity of a vehicle must not exceed its 

maximum limit. 

To find out the appropriate place for the collection center, the problem 
is considered a p-median facility location problem. 

 Indices: 
i, j: Nodes. 

 Parameters: 
d	 = Distance between two nodes.ij
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P = Numbers of collection center to locate.
 
C = Cost per unit distance.
 
EC = Fixed establishment cost of collection center.
 

 Decision Variables: 
X  = 1 if we locate a collection center atj { 0 if not } 
Yj = 1 if demand at node i ∈ I is served by the facility at j ∈ J{ }0 if not 

 Objective Function: 

Z = Σ EC * X  + C * ΣΣd Yj∈I j ij ij 

 Constraints: 

• Yij ≤ Xj i ∈ I; j ∈ J 
• ∑ Yij = 1 i ∈ I; j ∈ J 
• ∑ Xj = P 
• Xj ∈ 0, 1 j ∈ J 
• Yij ∈ 0, 1 i ∈ I; j ∈ J 

4.4 CASE STUDY 

Two private organizations are working on the management of health care 
waste in Varanasi. Effective waste management is done by the Center for 
Pollution Control (CPC), which has four vehicles of 100 kg capacity each, 
and all these vehicles cover almost 200 healthcare units of all types of 
hospitals, Nursing homes, and pathology labs. 

In the present scenario, all the hospitals planning to dispose of their 
wastes are covered by the CPC organization’s vehicles, and their incin­
eration plant is located at Mohansarai, Varanasi. Every four vehicles 
have to go to every hospital to collect the healthcare waste. In this way, 
vehicles have to travel a considerable distance, and traveling cost is also 
high due to this type of collection system. The concept of a collection 
center is introduced in this study to reduce overall waste handling cost in 
a significant amount. 
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4.4.1 APPLICATION OF RESEARCH METHODOLOGY 

At present, four vehicles are covering 45, 36, 50, and 60 hospitals, respec­
tively. To find collection centers, p-median approach is applied, and the 
results are written below: 

•	 For Vehicle 1: (Hospital 2, Hospital 5, Hospital 20, Hospital 28, 
Hospital 41). 

•	 For Vehicle 2: (Hospital 4, Hospital 15, Hospital 22, Hospital 28, 
Hospital 34). 

•	 For Vehicle 3: (Hospital 1, Hospital 15, Hospital 33, Hospital 35, 
Hospital 47). 

•	 For Vehicle 4: (Hospital 1, Hospital 7, Hospital 14, Hospital 30, 
Hospital 46). 

Following hospitals are working as the collection centers for other 
hospitals, and vehicles have to go to these collection centers to collect 
waste accordingly. 

 For Vehicle 1: 
•	 Jeevan Jyoti Children hospital; 
•	 Anand Seva Sadan; 
•	 Shiv welfare hospital; 
•	 Mani hospital; 
•	 Amanya skin and hair clinic. 

 For Vehicle 2: 
•	 R.K. Netralay eye hospital (Mahmoorganj); 
•	 Shubham Seva Sadan; 
•	 OM Chikitsalay; 
•	 Shivangam Hospital; 
•	 Jhumawati Hospital. 

 For Vehicle 3: 
•	 A S G hospital; 
•	 Deva Mental healthcare; 
•	 Sanjivani Hospital; 
•	 Jivan Anmol Hospital; 
•	 Maa Nursing Home. 

 For Vehicle 4: 
•	 Maxwell Hospital; 
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• Surbhi Hospital; 
• Jamea Hospital; 
• Vivek Netralay; 
• Shaurya Neurology Center. 

In this way, each vehicle has to cover five collection centers in their 
routes to collect complete waste of the hospitals. 

From Figure 4.1, it is clear that vehicles have to start and end their 
journey from the incineration plant, which is working as a depot. After 
that, vehicles have to go to each assigned collection center (C1 and C2), 
where waste from other nearby hospitals (H1, H2, H3, H4, H5, H6, …, Hn) 
has already been collected. After covering all collection centers, vehicles 
have to end the journey in the incineration plant. Waste after completing 
the incineration process disposes to the landfill as ordinary waste. 

FIGURE 4.1 Waste collection. 

Note: C1 and C2 are the collection centers; H1, H2, H3, H4, H5, H6, Hn–1, and Hn denote 
hospitals. 

4.5 RESULTS AND DISCUSSION 

For the collection of waste from different hospitals, now vehicles have 
to travel only to collection centers. After implementing the collection 
center and optimal route criteria, there are improvements in reducing cost, 
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times, and resources. Each waste collection vehicles have to travel only 
to the assigned five collection centers in place of several hospitals. The 
distance has to cover fewer kilometers than earlier cases, reducing travel 
kilometers, fuel consumption, and travel time in a meaningful manner. 

4.6 CONCLUSION 

As each vehicle covers different numbers of hospitals on various routes, 
they have to go to each hospital to take the waste; thus, vehicles have to 
cover more distance. This increases transportation costs. Now on finding 
collection centers, it is easy to handle every hospital’s waste by just going 
to their collection centers; this reduces transportation costs because it 
covers less distance than earlier cases. 

According to the model proposed, the Organization has to appoint a 
certain number of nodes as collection centers that are given the duty to 
collect the waste from those assigned to it and store the waste till the vehicle 
collects the waste from the p collection center. By this, some people will get 
a job in the collection center located at the p points, which provides relief to 
at least some people as unemployment are a significant problem nowadays. 
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ABSTRACT 

In the last few decades, life cycle assessment has been a topic of interest 
growing widely. Life cycle assessment plays an important role in 
assessing the carbon emissions as well as environmental impacts gener­
ated from the manufacturing or production activities during the life cycle 
of a product. This research work aims to summarize the research trends, 
advancements, and future research direction in life cycle assessment. 
The literature reported in this study is based on a database of Scopus 
and Web of Science (WoS) from 2000 to 2019 and is further categorized 
into different sections. Different types of analysis have been done in 
this chapter, such as author analysis, trend analysis, country analysis, 
discipline-wise analysis, and source analysis. It has been found that in the 
last five years adoption of LCA has become popular in the manufacturing 
industries which help to promote sustainability. Also, the Government 
policies among the global and customer pressure forced many industries 
to adopt sustainable production. Also, some business has been seen in 
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both of the databases because of common authors with highly cited 
publications in both databases. A list of the top 10 highly cited papers is 
also assessed from both the Scopus and web of sciences databases. The 
present results study is beneficial for the researchers to decide their future 
research direction in the research area of life cycle assessment and to 
trace its evolution globally. 

5.1 INTRODUCTION 

Worldwide there is the problem of global warming due to changes in 
climate conditions and increasing levels of carbon dioxide. According to 
earth’s CO2 data, the amount of CO2 in November 2019 is 410.27 parts per 
million which is more than safe level and also increasing day by day, also 
October 2019 is the 2nd warmest October after 1880 [1]. It requires urgent 
solution so that environment will be safe for future generations. Many 
researchers are working on this and LCA can be considered as one of the 
tools used to evaluate total environmental impacts in quantitative data [2]. 
This may be done either for a single step of a product life cycle or for whole 
steps. LCA is a popular method used globally in every field; with the help 
of this researcher, get to know the top contributor in GHG emission and 
specific action are taken to reduce the emissions [3]. Many software is also 
used for LCA, such as GABI, Semipro, open LCA, etc. LCA is one of the 
hottest topics in the area of manufacturing science from the emergence of 
sustainability. However, life cycle assessment is important for industries 
and includes four main steps as stated in the ISO 14040 (2006). The first 
is to define the goal and scope, the second is inventory analysis means 
collection of data, the third one impact assessment, and the final one to 
analyze the results [4]. In the past few years, many research or case studies 
have been reported in the LCA by a number of researchers, organizations, 
and journals. Some authors summarized the articles of LCA by review 
papers in different sectors. The objective of this chapter is to collect and 
summarize the papers data related to LCA. In order to understand the 
research field of life cycle assessment means to find the trend, to know 
what are the top journals of LCA? Top countries contributing in research 
field of LCA, to know hot topics. A quantitative analysis of all articles 
related to LCA is performed, result of this analysis help the researcher to 
know top journals, top institutes working in the field of LCA, top authors 



 

 

 
 
 
 
 
 

 
 

 
 
 
 
 
 
 

 
 

 
 
 

57 Life Cycle Assessment Research 

in this field and make them able to trace the growth of LCA studies in past 
two decades from 2000 to 2019. 

LCA in terms of sustainability or triple bottom line can be considered 
as the product’s factual analysis [5]. Generally, LCA evaluates all about 
the extraction stage when the materials are extracted from the natural 
resources or any other modes, the manufacturing stage, where the manu­
facturing operations are performed on the material to convert it into the 
final shape. In the end, material which is converted into the product is 
delivered to the consumers, where the during and post-use impacts are 
evaluated. This is the whole process for the life cycle analysis evaluation 
of the product from the first stage to disposal stage [6, 7]. 

LCA results can help you improve your product development, 
marketing, strategic planning and even policymaking. Consumers can 
learn how sustainable a product is [8]. A purchasing department of a 
company can learn which suppliers have the most sustainable products 
and methods. In the organizations product designers are important as they 
can explore the opportunities in which sustainability can be affected by 
the designs. 

In the initial stages of the life cycle evaluation, the material is recov­
ered from the disposal stage, or it is extracted from the natural resources. 
In the second stage manufacturing operations are done on the material 
in which material is converted into the final product form. In the manu ­
facturing stage many emissions are released into the environment in the 
form of GHG or water emissions. These emissions can be minimized 
by the effective process planning approaches. However, in some cases 
scheduling approaches are also useful to minimize carbon emissions. In 
the next stage, the material is transported or delivered to the customer, 
where the emissions during the transportation cycle are evaluated and 
minimized. In the last stage, the material is disposed of after using a 
specific time period [9–13]. 

In all stages, materials and products or operations are done on the 
products interact with the environment in different ways and emit various 
types of emissions. A different type of strain is represented by environ­
ment in every stage. For the LCA to be perfect each and every aspect 
must be considered and not only a few. All the minor and major issues and 
energy flows need to be considered during the evaluation of environmental 
assessment. 
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5.1.1  ISO STAGES OF LCA 

Life cycle assessment added in ISO-14000 series in 1997. According to 
ISO:14040 Life cycle assessment classified into four phases which is 
given as follows: 

 Stage 1: Goal and Scope: This stage is used to identify what 
product or services or what chunk of the life cycle of product, 
process, and services will be analyzed. In this, we target the func
tional basis for comparison and specify the required details. The 
goal should refer to the reasons to perform assessment, its various 
possible applications, target audience and whether it will use or 
not for comparative studies in public. 

 Stage 2: Inventory Analysis: This stage helps us to understand 
energy and material flows within the system and its interaction 
with the surrounding environment. It covers all the data required 
for LCA. This stage allows us to find all inputs and outputs related 
to the concerned product, process, and services. 

 Stage 3: Impact Assessment: This stage allows us to use the data 
from inventory analysis to broadly classify the resource used and 
emissions generated in order of their potential impacts. After that, 
classify them in various impact categories and figure out their 
relative importance with reference to goal. 

 Stage 4: Interpretation Assessment: In this stage, we approach  
results in terms of data quality, data sensitivity, and its contribution  
and relevance to the field. We also aspire and look for opportunities  
to systematically reduce negative impacts on the environment by  
the targeted product, process, and services [14–18]. 

­

5.2 RESEARCH METHODOLOGY 

Bibliometric investigation is the quantitative analysis of data [19]. Scopus 
database is a trademark of Elsevier BV (Netherlands Private Limited 
Company) and web of science is a publication of Thomson Reuters 
company. Both web of science (WOS) and Scopus database are important 
for Bibliometric investigation in the science field, both databases have 
consistent and standardized records, also both databases have broad scope 
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of LCA related publications and top journals related to LCA that is why 
these databases are considered for analysis [20]. It is easy to retrieve the 
publications by author name and title of paper plus advance search option 
in both Scopus and web of science. 

5.2.1 PAPER RETRIEVAL METHOD 

Publication’s data are collected from the web of science and Scopus. 
Scopus is a multiple database platform that provide four types of quality 
measure for each title; those are h-Index, Cite Score, SCImago Journal 
Rank (SJR), and Source Normalized Impact per Paper (SNIP). Secondly, 
web of science which includes Science Citation Index Expanded (SCIE), 
Social Sciences Citation Index (SSCI), Conference Proceedings Citation 
Index-Science (CPCI-S), Arts and Humanities Citation Index (AHCI), 
Conference Proceedings Citation Index-Social Sciences and Humanities 
(CPCI-SSH), Book Citation Index-Social Sciences and Humanities (BCI­
SSH), Book Citation Index–Science (BCI-S) [21]. 

Search strategy is as follows: Title search is “Life cycle assessment 
within the timespan 2000 to 2019. This process is done on 2019.10.30. 
Language is limited to English (Table 5.1). 

TABLE 5.1 Search Strategy for Data Collection 

Options Input 
Title Life cycle assessment 
Type Article, review papers 
Language English 
Time span 2000–2019 
Citation index SCIE, SSCI, CPCI-S, AHCI, CPCI-SSH 

5.2.2 DATA COLLECTION 

A total of 5,355 publications are found in the web of science database, 
and 8,769 for Scopus database. These are the total publications in the last 
two decades, and this data is used for further Bibliometric investigation 
by dividing the data according to Countries, Years, Journals, Authors, and 
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Universities. Also, contribution of India is analyzed separately, a total of 
87 publications are found in last two decades, LCA is a topic of interest in 
India also which is growing extensively, Top Indian institute working on 
LCA are also listed in this chapter. The search results that only 37 papers 
are published in 2005 worldwide, this number increase to 654 in 2019 
for WOS database, similarly number increased from 88 to 979 in Scopus 
database. The journal with a maximum number of publications is “Journal 
of cleaner production” (Figure 5.1). 

FIGURE 5.1 Top 15 journals with a total number of publications in last 20 years. 

5.3 RESULTS AND DISCUSSIONS 

5.3.1 YEAR-WISE ANALYSIS FROM 2000 TO 2019 

In last 20 years studies on LCA are growing extensively, there is an expo­
nential growth can be seen in Figure 5.2 from 2000 to 2019 for web of 
science database. 37 publications in 2000 reached to 674 in 2019. 

From the graph, it can be clear that studies are increasing yearly, 
similar results are obtained from the Scopus database, only a change in 
data otherwise same trend is found. Overall, research interest is increasing 
globally. 
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FIGURE 5.2 Year wise number of publications related to LCA according to WOS database. 

5.3.2 COUNTRY WISE DISTRIBUTION FROM 2000 TO 2019 

It is important to know that which country is providing maximum contri­
bution. In this research field United States hold the first position with 
maximum number of publications, i.e., 1,125. Here top 15 countries are 
considered, if it is assumed that top 15 countries are contributing 100% 
then USA contribution is percent, the second one after this is China with 
536 number of publications according to WOS database All other coun­
tries contribution is shown by a pie chart. The same results are founded by 
the Scopus database US and China are the top 2 countries with 1,743 and 
987 numbers of publications (Figure 5.3). 

5.3.3 WORLDWIDE MOST PRODUCTIVE TOP 15 INSTITUTES 
IN THE FIELD OF LCA WITH MORE THAN 65 PAPERS 

From Table 5.2, it can be seen that technical university of Denmark holds 
top position globally in field of LCA with 189 publications according to 
web of science. Also, out of 15 total 4 of them belong to the United States 
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alone, as it is also discussed that country wise United States contribution 
is at top position. 

FIGURE 5.3 Top 15 Countries with highest number of publications according to WOS 
database. 

TABLE 5.2 Top 15 Organizations Focused on LCA Studies According to WOS Database 

SL. No. Organizations Country Publications 
1. Technical University of Denmark Denmark 189 

2. University of California System United States 142 
3. Norwegian University of Science Technology Norway 106 
4. Eth Zurich Switzerland 91 
5. National Institute for Agricultural Research French 91 
6. Chalmers University of Technology Sweden 82 
7. University of Montreal Canada 82 
8. Polytechnique Montreal Canada 79 
9. National Center for scientific research French 77 
10. Radboud University Nijmegen Netherlands 75 
11. United States Department of Energy United States 75 
12. University of Michigan United States 72 
13. University of Michigan System United States 72 
14. University of Santiago de Compostela Spain 68 
15. Leiden University Netherlands 65 
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5.3.4 TOP RESEARCHER’S WITH MAXIMUM NUMBER OF 
PUBLICATIONS ON LCA 

A number of researchers are working on life cycle assessment to reach 
toward sustainability goals, here top 15 authors in the field of LCA are listed, 
this data will be helpful for endeavor working on this topic in future because 
better communication with experts help future researchers to reach their 
goal easily and efficiently plus gain in knowledge. List is based on a web 
of science database. Data of citation are as on 30 October 2019 (Table 5.3). 

TABLE 5.3 List of Top 15 Authors Having Contribution in Researches Related to LCA 

SL. No. Author Name Publications Citation H-Index 
1. Huijbregts Maj 58 23,436 64 
2. Jolliet O 52 16,410 60 
3. Moreira MT 48 11,511 63 
4. Feijoo G 43 12,458 65 
5. Margni M 40 11,500 47 
6. Hellweg S 39 15,796 58 
7. Hauschild MZ 37 21,006 66 
8. Hong JL 37 1,988 26 
9. Gonzalez-Garcia S 34 3,687 38 
10. Finkbeiner M 33 5,512 40 
11. Heijungs R 33 24,206 62 
12. Iribarren D 31 2,614 30 
13. Benetto E 30 2,924 31 
14. Stromman AH 30 7,555 41 
15. Dewulf J 29 9,279 52 

5.3.5 TOP 15 CATEGORIES AND DOCUMENT TYPE 
ACCORDING TO WEB OF SCIENCE 

Around 31% publications are from environmental sciences category, then 
engineering environmental category and third one is green sustainable 
science technology, Means LCA is tool used for sustainability. LCA is 
used to compare different products, different raw materials of a product 
for eco-efficient planning [6]. Majorly used in engineering fields such as 
chemical, civil, agricultural, and material science. In civil engineering, 
LCA is mostly used to find emission from construction material also in 
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buildings. To find most sustainable raw materials and processes for a 
building so that goal of sustainable building can be achieved, a number 
of advancements have been done in recent days on building materials 
some examples are – use of cross-laminated timber (CLT) as a framing 
material, its practical example can be seen in the United States. CLT 
buildings is a new concept so for now 8 to 10 story buildings are found, 
but in future it will be constructed on large scale worldwide with more 
than 10 story. Other sustainable construction material is green concrete, 
use of fly ash bricks in place of red bricks. Fly ash bricks consist 50% 
of recyclable material, it contains quicklime, gypsum, cement, fly ash, 
water, and aluminum powder. Manufacturing method of fly ash brick 
reduce energy requirement and less mercury pollution Also these bricks 
are lighter and stronger as compare to clay bricks. Researcher are working 
hard to produce more sustainable materials plus sustainable methods, that 
will contribute for better environment, also help to achieve the goal of 
only 2° change in global temperature till 2,100. It is only possible with 
sustainability approach in all the sectors (Tables 5.4 and 5.5). 

TABLE 5.4 Top Categories and Document based on WOS Database 

SL. Categories Publication Document Type Publication 
No. 
1. Environmental sciences 3,176 Article 4768 
2. Engineering environmental 2,580 Review 310 
3. Green sustainable science 1,558 Proceedings paper 161 

technology 
4. Energy fuels 888 Editorial material 134 
5. Engineering chemical 333 Meeting abstract 60 
6. Engineering civil 266 Correction 48 
7. Environmental studies 227 Letter 31 
8. Construction building technology 215 Early assess 17 
9. Biotechnology applied 212 Book chapter 2 

microbiology 
10. Chemistry multidisciplinary 181 News item 2 
11. Agricultural engineering 145 Book review 1 
12. Materials science 143 Software review 1 

multidisciplinary 
13. Thermodynamics 143 – – 
14. Water resources 108 – – 
15. Food science technology 76 – – 
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TABLE 5.5 Most Cited Article of Each Year According to Web of Science Database 

SL. Title Citation Year 
No. 
1. Application of Life Cycle Assessment in Municipal Solid 

Waste Management: A Worldwide Critical Review 
22 2019 

2. Sustainable Conversion of Carbon Dioxide: An Integrated 
Review of Catalysis and Life Cycle Assessment 

235 2018 

3. ReCiPe2016: A Harmonized Life Cycle Impact Assessment 
Method at Midpoint and Endpoint Level 

107 2017 

4. Techno-Economic and Life Cycle Assessment on 
Lignocellulosic Biomass Thermochemical Conversion 
Technologies: A Review 

107 2016 

5. Perovskite Photovoltaics: Life-Cycle Assessment of Energy 
and Environmental Impacts 

219 2015 

6. Life Cycle Assessment (LCA) and Life Cycle Energy Analysis 
(LCEA) of Buildings and the Building Sector: A Review 

387 2014 

7. Comparative Environmental Life Cycle Assessment of 
Conventional and Electric Vehicles 

438 2013 

8. Optimal Design of Sustainable Cellulosic Biofuel Supply 
Chains: Multiobjective Optimization Coupled with Life Cycle 
Assessment and Input-Output Analysis 

366 2012 

9. Life Cycle Assessment: Past, Present, and Futures 471 2011 
10. Comparing Environmental Impacts for Livestock Products: A 

Review of Life Cycle Assessments 
461 2010 

11. Recent Developments in Life Cycle Assessment 1,308 2009 

On the basis of maximum citations this table contain year wise most 
cited article of the last 11 years. It can be seen from the table that LCA 
is a topic of interest in sectors like automobile, buildings, and waste 
management. Other some article is review papers that summarize the 
studies that are previously completed in this field and what are the research 
gaps for future study that will help the society for better environmental 
conditions. Building itself is a wide topic it requires attention because 
globally construction sectors produce 40–50% greenhouse gas emissions, 
also worldwide building construction sectors consumes 40% of material 
entering the economy. Reduction in GHG emission by the construction 
sector will have a great impact on total GHG emissions. Another paper is 
on electrical vehicles versus conventional vehicles, which provide the data 
of environmental impact created by both vehicles [7]. 
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5.3.6 CONTRIBUTION OF INDIAN RESEARCHER IN LCA 
ACCORDING TO WOS DATABASE 

From the bibliometric analysis, it is found that the United States is the 
top country with the greatest number of Publications in LCA. Indian 
researchers are also working in this field, a total of 87 papers are published 
in top journals by Indian researchers. This number is increasing every year. 
Only one paper in 2007 and now it is increased to 16 in 2019. India holds 
19th position. Indian Institute of Technology Bombay is the top institute 
working on LCA-related studies (Figure 5.4). 

FIGURE 5.4 Top contributing institutes of India in LCA research. 

Most cited paper based on LCA from India is” Simplified method of 
sizing and life cycle cost assessment of building integrated photovoltaic 
system” (2009). Topics covered in most cited papers are Life cycle 
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assessment of solid waste management, LCA of fuel sources used in India, 
etc. Overall interest in this topic is growing. 

5.3.7 TOP KEYWORDS USED IN LAST 20 YEAR ACCORDING TO 
SCOPUS AND WOS DATABASE 

There are some keywords which frequently used in most of the paper. 
These keywords also give an idea about what is the trending or important 
topics. Here data is collected using Scopus and WOS database and top 15 
keywords are listed in Table 5.6. Mostly used keyword is “Life cycle” that 
represents fundamental concept and method of thinking regarding LCA. 
Other keywords such as greenhouse gases, global warming, Carbon dioxide, 
Eutrophication represent the environmental related issues during the life 
cycle. Another group of keywords such as environmental impact assessment, 
environmental management relate to method of reducing total emissions. 
The degree of occurrence of keyword sustainable development is 1,269, that 
means sustainability is the main goal and LCA provides a direction toward 
sustainability by providing data of total environmental emissions. Keyword 
co-occurrence is analyzed by VOSviewer software for WOS database and it 
is found that result from both databases is almost same (Figure 5.5). 

TABLE 5.6 Top 15 Keywords from Scopus Database 

SL. No. Keyword Occurrence 
1. Life cycle 5,494 
2. Life cycle assessment 4,021 
3. Life cycle assessment (LCA) 3,990 
4. Environmental impact 3,678 
5. Life cycle analysis 2,168 
6. Article 1,471 
7. Sustainable development 1,269 
8. Global warming 1,237 
9. Priority journal 1,113 
10. Greenhouse gases 1,066 
11. Environmental impact assessment 999 
12. LCA 958 
13. Environmental management 955 
14. Carbon dioxide 945 
15. Eutrophication 865 
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FIGURE 5.5 Top 15 co-occurring keywords in last 20 years according to WOS database. 

5.4 CONCLUSIONS 

LCA is a systematic tool used worldwide to access total emissions from 
product or process life cycle. However, in the past, a very few systematic 
and chronological studies are performed on LCA. This Bibliometric 
paper shed some light in this matter to detect the status and trend of LCA. 
On the basis of 5,355 publication retrieved from WOS database plus 
8,769 publication of Scopus database, this Bibliometric study provides 
an overview of research in LCA by summarizing the institute contribu­
tion, top countries in the LCA research domain, top author working in 
this field, how the growth of LCA research vary year wise, top keywords 
mostly used in publications, top journal for LCA, top Indian institutes 
working in LCA field, also most cited paper of each year from 2009 
to 2019. This study traces the current state and current evolution of 
LCA research studies by considering data from both Scopus and web of 
science. 
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In terms of subject categories of LCA research, environmental 
science, engineering, and energy contain the most bibliographic record. 
However, a research focus upon sustainability is emerging in the past five 
years. Several reputed journals have published significant LCA research 
findings, including the journal of cleaner production, international journal 
of life cycle assessment and environmental science technology. Most of 
the highly cited papers belong to these journals. After analysis a total of 
5 hot topic are found which are sustainability, LCA of residential and 
non-residential buildings, how to reduce emissions during the building life 
cycle, etc., overall, after analyzing the statistical data the result is: 

•	 This bibliometric investigation is helpful for both researcher and 
practitioner to understand the status and future agenda of LCA 
research. This chapter provides insight of top authors and institutes 
working in this area. 

•	 Graph of year-wise contribution shows that LCA-related research 
got a huge increment in past 20 years. Most of the publications are 
belong to top journals such as Journal of cleaner production and 
international journal of life cycle assessment. Top country working 
in this field is United States and top institute with highest publica­
tion in last 20 year is technical university of Denmark. 

•	 Progress report of India in this field is also positive increasing yearly. 
Chief core institute with top contribution from India is IIT Bombay, 
among all NITs, NIT Hamirpur holds peak position. A researcher 
interested in this topic can collaborate with these institutes and their 
authors to reach their goal. 

The aim of this study is to provide an understanding of present scenario 
and trend of life cycle assessment studies. Future researchers get insight 
of complete development of LCA research in past 20 years from 2000 to 
2019. By following this researcher would extend the body of life cycle 
assessment research and move toward sustainability for better environ­
mental conditions in the future. 
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ABSTRACT 

In this challenging situation, product launch time to market for the auto­
motive products becomes short duration with good product design quality. 
Design and modeling of the part-time is largely 50–60% of the total time 
of the product development cycle. The design stage has huge potential 
in which nonvalue added time can be saved. In design, lots of repetitive 
activities are performed by the design engineer, including various tasks 
such as performing quality checks, filing of checklist, e-mailing the status 
of design, etc., and these tasks are again confirmed by the product design 
expert. This chapter focuses on how we can save time by reducing the 
number of mouse clicks and giving assurance of design quality by auto­
mating the task and tracking its results which will give good CAD quality 
with minimum design time and CAD completion percentage. So, using 
CAD tool in combination with VBA, a macro has been built which does all 
these repetitive activities performed in single click, which saved 50–60% 
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of time for repetitive task. By using all the results and tracked data, the 
project CAD completion percentage can be calculated. This results in 
design time optimization and cost optimization as well. 

6.1 INTRODUCTION 

Increased global competition in the Automotive sector and in such scenario 
less product design time to product launch time creates a huge difference in 
profit. At automotive research and development center, many operations are 
required to be performed. Many of these activities are repetitive in nature 
and can be automated with certain logics and conditions applied. Some 
of such activities which are non-value-added activities performed and can 
be minimized or eliminated up to a certain extent are considered in this 
chapter. A major portion of time getting vanish in repetitive as well as non-
value added activities such as Cleaning, Correcting, and Quality checking 
of design and drawings. This repetitive has been captured and standardized 
so that those will be done in quickly manner without missing any quality 
aspect and using the data to calculate the CAD completion percentage. 

6.2 RESEARCH BACKGROUND 

There are many challenges before the design and development department 
can be shown in Figure 6.1. 

FIGURE 6.1 Challenges in design and development. 



 

 

 

 

 

 

 

 

Process Automation Tool for Design and Cost Optimization 	 75 

To overcome this challenge, less delivery time can be achieved by 
reducing nonvalue added time. Whereas, the as cost is directly proportional 
to time. As the design quality can be improved by increasing value-added 
time. Whereas, repetitive activities include quality checks and various 
daily activities can be automated by using customized tools in CAD tool. 

6.3 METHODOLOGY 

6.3.1 IDENTIFICATION OF ACTIVITIES 

In this section, the methodology has been briefly discussed by the time 
saving and cost reduction approach by identifying various repetitive activi­
ties performed by design engineer. Many times, quality of design parts 
can be degraded if all the checkpoints are not check thoroughly which 
increase manager efforts to closely look into all designed parts follows 
parametric modeling, standard, and best practices defined by the design 
center, customer, and OEM specific requirements to perform certain 
quality checks, etc. So, some of the activities are identified for automation 
are follows: 

•	 The data records must meet the customer specific requirements 
before delivery and so after everyday task performed the design 
engineer needs to give updates to the manager or team regarding 
the update work done through e-mail. 

•	 The design engineer needs to fill the checklist in excel and attach 
Q-checker reports, DMU reports, etc. 

•	 Manager needs to find out design completion percentage based on 
engineering functional milestone for project. 

•	 If any modification done which needs to be rechecked with part 
comparison tool in Catia and comparison ppt to be shared with all 
customer/colleagues/manager. 

6.3.2 MACRO 

These repeated tasks require lot of time, efforts, and involve some cost. 
Using macros, i.e., set of instructions given to software for any custom­
ized repetitive number of commands with certain sequence and logics to 
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be followed. Macros can be built in the scripting language as CATScript 
(VB), CATVBA (Visual Basic for Applications), and can be automated 
via CATIA V5 interface. CATIA V5 can be linked with applications of MS 
Excel, and PowerPoint can be commanded. These macros may be useful 
for creating, analyzing, measuring, modifying, translating, optimizing 
surfaces, solids, wireframes and more. Many standard features of CATIA 
V5 extended by macros are more powerful and can help speed up design 
procedures. A good example of automation is one can extract the values 
from CATIA V5, and these values can be used for filling the checklist and 
confirming the designs are up to set design standards with the said work 
the time required for the documentation of design process is saved by using 
such systems. The purpose of writing macros can be text processing, file 
management, drawing generation, user interface automation, launching 
programs, report generation, etc. 

6.3.3 OBJECT LINKING AND EMBEDDING (OLE) 
AUTOMATION 

CATIA communicates with MS Excel through the OLE Automation. 
The CATIA has details about the database and application program­
ming interface (API). This enables Visual Basic for Applications (VBA) 
programs to interact with the application. At the same time, the multiple 
applications can be automated with the help of one host. This is achieved 
by creating application objects within the VBA code. Also, the connec­
tion to the various libraries must also be provided within the VBA 
application. 

6.3.4 PROCESS FLOW 

The methodology followed in this undertaking project is as per the following: 

•	 Design task will be allocated to design engineer by design specialist/ 
manager; 

•	 Once the task is performed by design engineer as per requirement, 
design engineer needs to run the macro; 

•	 Macro will perform various quality checks based on OEM specific 
requirement and task specific requirements; 
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•	 After final e-mail will be autogenerated with unique user ID and 
time stamp combination; 

•	 Design specialist/manager needs to approve the work via voting 
option in terms of percentage; 

•	 Tracker file placed at common location which generates records 
received from design engineer macro and reply received from the 
specialist/manager (Figure 6.2). 

FIGURE 6.2 Process automation tool procedure. 

6.4 CASE STUDY 

In the real scenario, there are various task category are possible to work 
upon by design engineer which may include 2D Drawing activities, 3D 
part design activities, etc., for the sake for time and cost study we will 
select part involving all the quality checkpoints required, for case study 
purpose Car seat side cover part is considered. After 3D work of design 
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and modification, the user clicks on the icon as Q check tool in the toolbar 
(Figure 6.3). 

FIGURE 6.3 Q check tool icon in toolbar. 

After which some prerequisite of tools will pop up and ask the designer 
to close any MS office application to be closed which will be automati­
cally opened through macro for various tasks (Figure 6.4). 

FIGURE 6.4 Seat side cover view in Catia V5. 
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As this tool can work for 2D work as well as 3D so user needs to select 
the work performed and checkpoints to be followed, and the designer gets 
the following window to select the type of work (Figure 6.5). 

FIGURE 6.5 Work selection window. 

This tool is also needing various predefined inputs for further data 
tracking and analysis work, in which the designer needs to give project 
name, work status can be in process or completed (Figure 6.6). 

FIGURE 6.6 Initial tool input window. 

Based on the requirement and selection of work, all the details are 
saved to one tracker file over the networked location and which works as 
database for the dashboard for the tool. After completion of all Quality 
checks, an e-mail with an attachment has been generated, which contains 
automated generated clash and clearance analysis, Q Checker reports, etc. 
(Figure 6.7). 
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FIGURE 6.7 Final automated checklist. 

E-mail also generated of various details of input details filled and 
Unique ID created based on the time stamp, whereas clash and clearance 
data has been given in Figure 6.8. 

FIGURE 6.8 E-mail generated in outlook. 
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6.5 RESULT DISCUSSION 

For this case, a time study has been performed in which the average design 
user has been considered vs. the tool time, as shown in Table 6.1. 

TABLE 6.1 Time Information 

Checkpoint Average User Using Tool 
Part design quality and best practices 10 6 
Draft analysis or tooling feasibility 10 6 
Part comparison study 4 3 
Clash and clearance 8 5 
Assembly feasibility checks 5 3 
CAD methodology 5 2 
Filling of checklist 5 1 
E-mailing the status update 3 1 
PPT presentation 10 3 
Total Time in Minutes 60 30 

So, from the above results, 50% of efficiency can be improved by 
usage for automated macros at research and development centers and cost 
savings can be done. Based on general data and some assumptions we can 
conclude about the percentage of money saved will be huge. 

•	 Total time saved = 30 Min. 
•	 Time invested in checking the design = 60 min. 
•	 Time saved in for one design engineer = 50% = 0.5 Hrs. 
•	 Hours saved for one DE/month = 10 Times X 0.5 Hrs. = 5 hrs./ 

Month (considering at least 10 times quality check performed). 
•	 Hours saved for all projects/month =500 DE X 5 = 2,500 hrs./ 

month (considering 500 design at R&D center). 
•	 Cost savings per month = 2,500 × 10$ = 25,000 $ (considering per 

hrs. cost = 10$). 
•	 Cost savings per year = 25,000 $ × 12 = 300,000 $. 

6.6 CONCLUSION 

With the presented work, the user can reduce non-productive time, and 
the user can automate various tasks in the design process. Hence a lot of 
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time and cost involved in the design process is saved. Also, the quality of 
the design process is improved and maintained. Automotive companies 
can use customized automation for quality checks, automate repetitive 
tasks, automatically generate complex geometries, and accelerate design 
procedures, through which Cost and time optimization is possible. With 
the use of artificial intelligence (AI) and machine learning in the future 
with this tracker file, huge data can be studied, and Major problems and 
hurdles to achieving good CAD quality can be eliminated. 
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ABSTRACT 

The aim of the research is to develop a 3D printable body-fueled prosthetic 
finger for the grown-up in our nation that permits a parametric plan. The 
upside of the parametric structure is that it tends to be customized for each 
client, and each grown-up can be fitted with a prosthesis that almost looks 
like the size of his/her sound hand. A factual examination has been directed 
to comprehend which parameters are the best decision for parametric 
structure. The plan was done in Solidwork, and it was associated with 
an outer record that permits us to change and adjust the structure without 
requirements to open the CAD document. Acknowledgment of these 
gadgets is dependent upon the solace of the client, which relies intensely 
upon the size, weight, and in general tasteful of the gadget. As found in 
various applications, parametric displaying can be used to create clinical 
gadgets that are explicit to the patient’s needs. Nonetheless, current 3D 
printed upper appendage prosthetics utilize uniform scaling to fit the 
prostheses to various us. 
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7.1 INTRODUCTION 

Appendage misfortune because of removal is relied upon to arrive at about 
3.6 million constantly 2050, which will have drastically expanded from 
the current 1.6 million of every 2005. Most of these removals are viewed 
as minor removals, as these people are losing just little extremities, for 
example, fingers or toes. Removal of the fingers in the upper appendages 
is a typical event and has huge ramifications on people generally speaking 
capacity, coordination, and personal satisfaction. Loss of these extremities 
can lessen useful capacity, bringing about troubles performing exercises of 
day-by-day living (ADL). The utilization of prostheses has been appeared 
to improve fruition of ADLs, notwithstanding improving psychosocial 
confidence, self-perception, interlimb coordination with the contralateral 
appendage and body evenness. In spite of this, earlier writing found that 
almost 70% of upper appendage prosthetic clients were unsatisfied with 
their prosthesis while finishing ADLs. Likewise, it has been demonstrated 
that about 52% of upper appendage amputees relinquish their prosthetic 
gadgets due to the utilitarian, tasteful or different impediments. Rather 
than the announced figures of gadget surrender, reasonable dismissal rates 
and non-utilization have been assessed to be significantly more prominent 
because of the absence of correspondence among facilities and prosthetic 
non-clients. To lessen the enormous level of gadget deserting, it is suggested 
that prosthetic gadget fitting happen promptly or as fast as conceivable 
after a careful removal, which may expand the acknowledgment pace of 
these gadgets. Conventional prosthesis creation is an extensive procedure 
that requires an ensured prosthetist to make numerous castings of the influ­
enced appendage utilizing mortar, which can be both work and material 
concentrated. As customary creation strategies may not meet the rate at 
which prostheses must be made, the requirement for a quickened strategy 
for creation introduces itself. Present day propels in added substance fabri­
cating (i.e., 3D Printing) have made it feasible for the clump creation of 
ease, altered upper-appendage 3D prostheses utilizing Fused Deposition 
Modeling (FDM), where the creation limit is constrained to the size, type, 
and the all-out number of 3D printers accessible. To diminish the time and 
error of attachment creation, 3D checking has been recently used to filter 
the influenced appendage to consider fast prototyping of clinical prostheses 
by delivering precise stereolithographic (STL) models, which are brought 
into PC supported plan (CAD) frameworks. Attachment creation utilizing 
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CAD techniques have been demonstrated to be solid when combined with 
computerized documents (e.g., STL’s) and added substance producing (for 
example FDM) lessening the measure of time expected to create prosthetic 
attachments. Moreover, CAD frameworks have been demonstrated to be a 
reasonable option for the manufacture of useful 3D printable transitional 
prostheses with exceptionally modified attachments comparative with 
quiet explicit anthropometrics. Transitional prostheses are alluded to as 
“brief prosthesis” or “prompt postoperative prosthesis,” and have been 
recently explored for maintenance and rebuilding of strong quality and 
scope of movement. In this way, the reason for the current investigation is 
twofold to portray the advancement of a transitional 3D printed prosthesis 
for fractional finger amputees. 

7.2 RESEARCH BACKGROUND 

While prosthetic gadgets have kept on progressing from the beginning of 
time, 3D printing innovation has risen as a progressive method to improve 
this clinical gadget by maintaining a strategic distance from the customary 
negative effects that are regularly connected with current prosthetics 
through the most touchy and extreme customization conceivable. Probably 
the most punctual recorded employments of prosthetic appendages are 
found in Ancient Egyptian history, in any case, it was not until 1,536 
when French Army hairdresser and specialist Ambroise Paré designed the 
principal prostheses for both upper-and lower-furthest point amputees. 
While these unique prostheses were commonly made of overwhelming 
iron and wood, present day prostheses are currently a lot lighter, as they 
are regularly included plastic, aluminum, and other composite materials. 

The plastic pieces of the prosthesis, of which remember the liners or 
cushioning found for the gadget, can be framed by utilizing customary 
plastic shaping techniques, for example, infusing shaping, which powers 
dissolved plastic into a shape that is then cooled and expelled, or through 
vacuum shaping strategies. So also, the arch of the prosthesis is framed 
by compelling the fluid metal, regardless of whether that be titanium or 
aluminum, into a steel bite the dust that is of the ideal shape. Prosthetist 
professionals at that point gather the full appendage, which is then fitted 
explicitly to every individual patient’s needs. While current prosthetic 
gadgets furnish amputees with a more prominent personal satisfaction as 
they improve their capacity to live gainful lives, there are huge difficulties 
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that are related to the utilization of prosthetics. With an end goal to address 
a portion of these harmful impacts that can be related with the utilization 
of prosthetic appendages, three-dimensional (3D) printing innovations have 
offered a progressive method to customize prostheses without trading off the 
soundness of the patient. 3D printing, a kind of added substance producing, 
has just discovered its fruitful application in a wide assortment of enterprises 
including engineering, nourishment, mechanics, air transportation, ramble 
innovation, apply autonomy, car, gadgets, medication, and some more. 

The plastic pieces of the prosthesis, of which remember the liners or 
cushioning found for the gadget, can be framed by utilizing customary 
plastic shaping strategies, for example, infusing forming, which powers 
liquefied plastic into a shape that is then cooled and expelled, or through 
vacuum framing techniques. Correspondingly, the arch of the prosthesis is 
framed by compelling the fluid metal, regardless of whether that be tita­
nium or aluminum, into a steel pass on that is of the ideal shape. Prosthe­
tist specialists at that point amass the full appendage, which is then fitted 
explicitly to every individual patient’s needs. While present day prosthetic 
gadgets give amputees a more noteworthy personal satisfaction as they 
improve their capacity to live beneficial lives, there are critical difficulties 
that are related to the utilization of prosthetics. With an end goal to address 
a portion of these harmful impacts that can be related with the utilization 
of prosthetic appendages, three-dimensional (3D) printing advances have 
offered a progressive method to customize prostheses without trading 
off the wellbeing of the patient. 3D printing, a sort of added substance 
producing, has just discovered its effective application in a wide assort­
ment of ventures, including design, nourishment, mechanics, air transpor­
tation, ramble innovation, apply autonomy, car, gadgets, medication, and 
some more. 3D printing is a particular field of added substance fabricating. 
3D printing spins around an automated contraption that controls the area 
of a stream that discharges any kind of condensed, yet quickly setting 
material, in a particular example. The 3D printing innovation is unfathom­
ably flexible both in structure and material. For all intents and purposes, 
anything can be 3D printed, as long as the best possible document is 
produced, whatever can be envisioned can be 3D printed. This innovation 
is most normally utilized with plastic polymers; however, metal, cells, and 
sugars are different materials that the 3D printing innovation is as of now 
good with. The 2010s have just demonstrated to be a period for checked 
development in the accessibility, flexibility, and common sense of the 
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3D printing innovation. The rest of the decade will probably proceed or 
surpass the pattern of the main portion of the decade. At present, the most 
well-known material that is utilized in 3D printing, both in industry and in 
close to home use are melded testimony displaying (FDM) thermoplastics. 
FDM thermoplastics are a general class of numerous kinds of plastics, all 
of which, for the most part, are entirely tough, and are fundamentally the 
same as in solidarity to infusion formed adaptations of a similar material. 
Since these materials have fundamentally the same as qualities to their 
infusion shaped partners when 3D printed, these materials cause printing 
a feasible option in contrast to conventional assembling techniques (To 
emerge 2015). On the bleeding edge of basic 3D printing materials, is 
the FDM thermoplastic ULTEM 9085. This plastic, notwithstanding 
being solid and lightweight like the other FDM thermoplastics, has been 
appraised as fire resistant (Materialize, 2015). This material, on account 
of its fire-resistant attributes, can promote the adaptability of 3D printed 
materials to incorporate development and parts for lab testing (Materi­
alize, 2015). These materials have a wide scope of utilizations, from 
home printing of little new parts to huge mechanical assembling pieces. 
At present, the cost of 3D printers is easing back the development and 
improvement of the innovation all in all. Generally accessible to the buyer 
is the MakerBot printer line. The organization offers three items, the small 
replicator costing $1,375, the standard replicator costing $2,899, and the 
replicator Z18 costing $6,499. These printers are additionally constrained 
in the size of the item that they can print [13]. The smaller than normal 
replicator can just print inside a space of 10×10×12.5 cm and the biggest of 
the monetarily accessible MakerBot printers is bound to a 30×30.5×45.7 
cm volume [13]. These impediments in the industrially accessible items 
are as yet a significant detour for some intrigued by 3D printing. Yet, 
costs have fallen significantly since the commercialization of 3D printers 
from $20,000 to around $2,000 [11]. 3D printer costs may possibly drop 
significantly further to around $100 on account of the Peachy Printer, a 
result of a free creator [1]. 3D printing is a continually advancing field that 
is developing at an exponential rate. With new printable materials being 
grown quickly, and enthusiasm for the innovation develops, 3D printing 
is surprising the assembling scene. The biggest restricting element is the 
cost of the apparatus, and over the long haul, the costs are falling, and new 
techniques for 3D printing are being created, 3D printing might be the 
most helpful and generally utilized innovation since refrigeration. 
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7.3 RESEARCH METHODS 

Throws and finger braces are regularly cumbersome, overwhelming, 
rancid, and awkward. In the light of the ongoing advancement of the 
Osteoid cast, 3D sweeps of the tissue over a messed up or harmed bone 
can be utilized to create increasingly agreeable and better fitting cast or 
brace. The item will be centered around finger braces as opposed to full 
broken arms or wrists. Finger braces are basically a metal board that has a 
froth pad between the metal and the finger. These are massive, awkward, 
and do not react well to being wet. A 3D examined and printed option 
can be intended to be increasingly streamlined, and agreeable just as 
being water verification. The support will be structured likewise to the 
Osteoid cast. From a 3D output of the influenced finger, a packaging of the 
finger will be produced. These sweeps will be produced utilizing the 3D 
sense economically accessible convenient scanner and the 123D find 3D 
filtering android application. Naturally formed breathing openings will be 
structured into the finger cast to permit the support to be breathable and dry 
quickly. The finger opening will likewise have an extended, stretched-out 
base sense of taste so as to keep the finger immobilized as a brace should. 
The support will be printed as a solitary piece, and will be custom fitted to 
the person. The methodology followed for customization of Finger splint 
is shown in Figure 7.1. 

FIGURE 7.1 Methodology for customization of finger splint. 

The material should be either clinical evaluation plastic or hypoallergenic 
material. The structure of the brace will not be without trouble. Creating 
an exact output of a little structure will be hard for two reasons. The 
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examining innovation accessible experiences issues identifying little 
structures and the limits of the produced 3D structure some of the times 
are not fresh. Guaranteeing that the materials will likewise be agreeable 
and hypoallergenic is another significant worry in the plan of the brace. 
Finally, tying down the support to the patient may likewise end up being 
tricky. The least complex answer for fastening the brace to the hand is the 
utilization of clinical tape. 

Clinical tape, in any case, can Figure 7.2: Design of finger splint thrown 
plan. This structure was the motivation for the regular finger support. A 
UMass HONORS 397A (2015) Project – “Undertakings in 3D Printing” 
with A. Schreyer – Page 4 be awkward. On the off chance that the support 
can be planned tight enough to stay on the finger, however free enough to 
permit blood to flow, the issue of fixing the brace to the finger will never 
again be an issue. 

FIGURE 7.2 Customized design of finger splint. 
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7.4  FINITE ELEMENT ANALYSIS 

Finite Element  Analysis (FEA) can be used to demonstrate joint supple
ments to develop a predominant perception of their mechanical lead. 
Also, FEA gives numerical assessment to the streamlining of the install 
geometry. FEA involves three phases: preprocessing, course of action, and 
postprocessing. 

 Preprocessing Stage Involves: Creation of the geometry, and 
its subsequent division into center points and parts. In doing 
accordingly, it is acknowledged that the material properties are 
uniform for the whole of the segments. Headway of conditions 
for each part. These conditions address the forces following up on 
the center points, segments’ solidness, and the nodal dislodging. 
Nodal conditions for each segment are made in the structure: 

[Stiffness, K] × [Displacement, U] = [Force, F] 

Get together of the parts together to address the entire geom
etry of the issue. The overall strength matrix is worked from the 
conditions made for each center. Use of starting conditions, limit 
conditions, and loads identifying with the geometry. 

 Plan Arrange Includes: Settling the arithmetical conditions for 
all the center points at the same time in order to procure nodal 
results, like removing. 

 Postprocessing Stage Involves: Procuring suitable information 
from the ‘got’ model. 

ANSYS is equipped with a couple of rate-self-ruling, hyperplastic 
models that can be used to show the additions using the material 
properties of Silastic. These hyperplastic models join Neo-Hookean and 
Mooney-Rivlin. The models expect that Silastic’s response is isotropic, 
isothermal, and adaptable. Also, it acknowledges that material is totally 
incompressible. 

There are a couple of wellsprings of error that can add to wrong results 
during FEA. These consolidate using incorrect material properties or 
geometries during the preprocessing stage. The assurance of the part type 
during preprocessing is also truly irreplaceable for showing geometry 
adequately. Each part type has different degrees of chance and various 
stacking conditions for which it is suitable. Consequently, care must be 

­

­
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taken to ensure the loads following up on the geometry can be managed 
by the picked segment. Moreover, the assurance of the right work size and 
segment extraordinarily influences the accuracy of the course of action. 
Gathering tests should be accomplished after each work refinement. Also, 
the utilization of exact and proportionate breaking point conditions and 
loads on the restricted segment model ensures that the model accurately 
addresses this current reality issue. 

The limited component models were utilized to decide the pressure 
field at the embed, particularly in the stem-pivot interface. The bowing 
firmness for each point of revolution will be determined to decide the 
scope of movement of the embed. The lattice of the modified finger brace 
appears in Figure 7.3. 

FIGURE 7.3 Meshing of customized design of finger splint. 

The deformation of customized design of finger splint by using PLA  
Material in 3D printer is shown in Figure 7.4. 
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FIGURE 7.4 Deformation of customized design of finger splint. 

During the analysis part, three material of 3D printer is identified, which 
is commonly used in the Prosthetic and Orthotics industry. The analysis 
values and graph of all material is shown in Table 7.1 and Figure 7.5. 

7.5 RESULT DISCUSSION 

From the result table, the calculation of the anxieties acting inside an 
embed and twisting firmness of the embed at different degrees of flexion. 
These qualities consider quantitative correlation between different embed 
structures and give a stage to advancement of the plans. The pressure 
conveyance got from the examination portrays the areas of high burdens, 
therefore, the structure of these locales can be improved to decrease the 
measure of stresses experienced. Bowing solidness is a proportion existing 
apart from everything else required to twist the embed during flexion. 
In this research, by using a different materials for a 3D printer in the 
customized design of Prosthetic finger, carbon fiber shows a better result 
as compared to PLA and nylon polyamide. 
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TABLE 7.1 Values of Carbon Fiber, Nylon Poly-Amide, and PLA Materials Used in 3D 
Printer 

Graph Between Displacement v/s Stress 

Displacement in mm Stress in N/m2 

Carbon Fiber Nylon 6 PLA 
0.5 3.6 0.957 0.1988 
1 6.56 2.27 0.554 
1.5 16.86 18.75 2.85 
2 69.31 114.94 23.32 
2.5 136.96 211.13 43.78 
3 204.56 307.32 64.25 
3.5 272.18 403.5 84.72 
4 339.8 499.69 105.19 
4.5 407.43 595.87 125.65 
5 475.05 692.06 146.12 

FIGURE 7.5 Graph between displacement v/s stress materials used in 3D printer. 
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7.6 CONCLUSION 

This research work represented that the equivalent geometric models 
cannot be utilized to direct limited component investigation for hyper-
elastic and flexible material models. The geometry of the limited 
component model must be altered to represent the adjustments in material 
properties. Accurate geometry was not utilized right now; the area for 
greatest pressure may change from the real world. Consequently, future 
examinations exploring the legitimacy of the direct material supposition 
for silicon elastomers ought to use precise embed geometries. Moreover, 
the impacts of adduction and snatching on the life span of the inserts must 
be examined. 
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ABSTRACT 

In the world, the popularity of artificial intelligence (AI) enlarged the 
researcher trying to incorporate human behavior into the machine. Due to 
this, it led to too many problems that machines cannot solve alone. So, the 
researcher thinks that machines and humans can act together, which led 
to the new field called crowdsourcing. Crowdsourcing is used to address 
problems that are very hard to solve by the machine independently and 
require human intelligence. However, the openness of crowdsourcing 
increased the requirements of the crowd (called workers), which led to 
creating the low quality of data and redundant data due to the availability 
of low-quality workers. To solve this problem, many redundancy-based 
algorithms can be used in which they assign each task to the worker to find 
the correctness of the answer called truth, and this fundamental problem 
is known as truth inference, which decides how effectively they infer the 
truth. In this chapter, we compare some of the existing truth inference 
algorithms and make a comparative study of the algorithms in real-time 
datasets. 
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8.1 INTRODUCTION 

With the enhancement of artificial intelligence (AI) amplified lot of 
problems that came into the depiction. Some of the problems which 
cannot be solved by the machine self-sufficiently and require human 
intelligence like sentiment analysis [1], entity resolution [2], etc. So 
crowdsourcing solution is cast-off to address those machine learning 
problems which is hard for the machine to solve by incorporating human 
wisdom. Crowdsourcing solution is very effective and able to find a 
solution to many hard problems, which led to many public crowdsourcing 
platforms like Amazon Mechanical Turk [3], Crowd-Flower [4], and 
Microworkers [5], etc. 

Due to the ingenuousness of the crowdsourcing, availability of the 
crowdsourced data became easy, and several crowdsource databases 
like CrowdDB [6], deco [6], quark [7], and Crowdforge [8] are easily 
available, which motivates the researcher to show great attention on 
these data to find out the efficiency of the data. Several crowdsourcing 
platforms motivate the crowd (workers) to solve the problem because 
of the replacement they got paid back. Knowingly or unknowingly, 
the crowd may yield low quality or even noisy and redundant data. It 
is a very tedious task to find the quality of the workers, so it becomes 
more momentous to control the quality of the crowd. To discourse this 
problem, most of the researchers used the fundamental strategy called 
redundancy based, in which each task can be given to multiple crowds 
and try to find the cumulative answer of the different workers. This well-
known problem is known as truth inferences which study by the different 
crowdsourcing solutions [9–14]. One of the simple ways to aggregate 
the answers and find out the truth by finding the majority answer given 
by the user is called the MV (Majority voting) approach, which uses the 
simple approach by selecting the majority answer as truth. The biggest 
problem with this approach is the equality in which all the workers seem 
to be equal, but in reality, all the workers do not have the same quality. 
Some of the workers might be spam and can give faulty data; thus, it 
became important to find out the quality of the workers. To find out the 
quality of the workers’ someone can give the qualification test to find out 
the trustworthy workers, workers who qualify for the test seems to be 
treated as quality workers. On the other end, workers who do not qualify 
for the test cannot be treated as trustworthy workers. This approach is 
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simple but has two major problems; one of the major problems is it might 
be possible that works can qualify the test for the money, and after that, 
they may produce faulty data. The second problem with this approach is 
that workers do not want to solve the task without pay. The solution to 
this problem is to take the hidden test, in which we mix the task which 
ground truth is already known to check the quality of the workers, but this 
approach has some cons which needs to pay for the extra work which is 
the waste of money. 

Considering these limitations, the database community [15–17] is very 
keen to study the problems independently [9, 19] and has shown great 
interest in this problem. This chapter compares several truth inference 
algorithms with the different diverse databases under the same platform. 
The rest of the chapter can be summarized in such a way that Section 8.2 
will discuss about the Truth Inferences algorithms; Section 8.3 has the 
experiments study, and Section 8.4 contain the conclusion. 

8.2 TRUTH INFERENCE ALGORITHMS 

Since crowdsourcing is become prevalent and exposed the marketplace 
for the crowd, the quality of the crowd has become the most challenging 
task. The fundamental problem is known as truth inference, which decides 
how effectively they infer the truth. Truth inferences algorithms got a 
considerable amount of attention in the machine learning research field 
due to the direct effect on the prediction model. Truth inference refers to 
the process of valuing the true label of each task from the multiple truth 
label set. 

Previous all work [9, 11, 13–15, 20, 21] can be summarized into three 
categories: direct calculation method [6, 23], Optimization method [13, 
14, 17, 20], and probabilistic propagative methods [9–11, 15, 21], these 
methods discuss briefly below. 

Table 8.1 summarize some of the truth inference algorithms with their 
technique and task type. It is noted that single-choice task is those tasks 
in which a worker need to select one choice out of several choices; for 
example, a worker needs to select the sentiment of the movie (‘very good,’ 
‘good,’ ‘bad,’ ‘worst’) from the given movie review. On the other binary, a 
class task is a specific type of single-choice task in which the user has only 
two choices, either ‘yes’ or ‘no.’ 
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TABLE 8.1 Comparison of Different Methods 

Method Technique Task Type 

MV Direct calculation method Binary class, single choice 

Mean Direct calculation method Numeric 

Median Direct calculation method Numeric 

Minmax Optimization Binary class, single choice 

CATD Optimization Binary class, single choice, numeric 

PM Optimization Binary class, single choice, numeric 

GLAD PPM Binary class, single choice 

ZC PPM Binary class, single choice 

EM PPM Binary class, single choice 

8.2.1 DIRECT CALCULATION METHOD 

This method unswervingly estimates the truth. Majority voting (MV) is 
the simple approach under this category in which the majority answer 
seems to be ground truth. For the numeric glitches, mean and median 
methods are used by taking the mean and median of the workers answers, 
respectively, to find the ground truth. 

8.2.2 OPTIMIZATION METHOD 

The main objective of this method is to find out the relation between 
workers quality and the ground truth by regulation the self-define 
optimization function. These optimization functions can be used to 
imprisonment the relation between two parameters: first one is worker 
probability, PM [13] used this approach in which each worker quality 
can be treated as a single value and optimization function can be referred 
to the formula 1. 

W W w( , V ( , (1)min W f {Q } { } ) = ∑ * Q . w d V V )i i∈ T ∈τQ , V W W  ∑ i{ } { } i i 

where; {QW} represents the set of all workers quality; and {Vi} signify 
wthe set of all truth; d(Vi , Vi) is denoted the distance between the worker 

wanswer Vw; and the ground truth V  where d(V , V) should not be negative.i i i i
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Lower the value of the d(Vi
W, Vi) means worker answer is close to the 

ground truth, eventually we have to minimize the f ({QW}, {Vi}). 
Second one is the worker confidence; CATD [17] used the both param­

eter worker probability and worker confidence. Worker confidence is a 
function which determines the confidence of the worker more the answer 
given by the worker more the confidence of the worker. 

MiniMax [20] uses the idea of miniMax entropy [21]. Specifically, 
this approach is based on the probability distribution in which each task 
can Ti can be assumed that the answer given by W for the different task 
can be focus on the single label task with the c choices and generated by 
the probability distribution π W = [π W, π W ………… π W]. Where; π W 

i i1 i,2 i,c i,j
is the probability of that worker W answer the task Ti with the choice 
of j. Considering this in mind, two oblige can be enforced for the task 
and workers. First impose is for the task Ti number of answers can be the 
sum of the corresponding probabilities; for a worker W, and second one 
that, for the worker W among all the task which is answered by W and its 
already given the truth is jth choice number of answers collected for the 
kth choice is equal to the sum of the corresponding generated probability. 

8.2.3 PROBABILISTIC PROPAGATIVE METHOD (PPM) 

Probabilistic propagative model having the concrete base which is 
based on the very renowned approach Dawid and Skene’s model. One 
of the most important mainstreams in the PPM is the Expectation-
Maximization (EM) algorithm [11], which extensively used to estimate 
the latent variable. RY [22] is a binary estimation algorithm which use 
two parameters sensitivity and specificity where sensitivity parameter 
denotes the worker bias towards the positive and specificity towards 
negative. GLAD [10] introduces the two phenomena instance difficulty 
and expertise into their model. However, due to the spars of the data 
accuracy of the algorithm may be compromised, so the researcher 
introduces ZC [9], which uses only one parameter reliability of the 
worker with two elements {good, bad}. The main advantage of using one 
parameter is it ignores the problem of large estimation of the deviation 
due to the sparsity of the data. ZC is a slightly more simple method 
compared to EM. If nothing is known, it assumes the reliability is 0.5 
based on the maximum entropy principle. 
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KOS [11] familiarizes the simple model to imprisonment the presence 
of the spammer, which is known as the spammer hammer model, in which 
it introduces the new parameter intention of the worker, which is used to 
distinguish spammer worker from the normal ones. 

The primary focus of the PPM is to solve several machine learning 
problems such as sampling, EM algorithms, convex optimization, etc. 

8.3 EXPERIMENTS 

In this section, we first introduce the experimental setup, which contains 
the datasets and performance criteria and the next we discuss the compara­
tive study of each algorithm on different datasets. 

8.3.1  EXPERIMENT SETUP 

We implement  all experiments in Python 3.0 on a server with CPU 3.02 
GHz and 6 GB RAM. 

 Data Sets: There are lots of crowdsourced data available publicly 
[18] form which we take 5 datasets with different domain which 
are given below: Table 8.2 summarize the datasets with their 
description. It is noted that we used all the datasets which ground 
truth already available. 

 Performance Criteria: We use two methods to check the perfor
mance of the above algorithms which is described below: 

 Accuracy: It is the way to measure the fraction of task who 
inferred correctly. For given method if V *~

i  is the inferred truth for 
the task Ti then accuracy can be defined as: 

 Accuracy = ∑ i n  =  

i=1 (V V  ~ = *~ 	 
i i )/ n  (2)

Where || (.) returns 1 if it is true; otherwise, it returns 0. 
 F1 Score: F1 score is defined as the harmonic mean of the preci

sion and recall. 

­

­

i n  
*~{V  T  i 

~ = } 
. {V =T}2	 

∑ i=

= 

1
F1Sco e =	 = 2× i nr i 

(3)1 1 = 
~	 + *~+ ∑ {V  T  i = } {V =T}i=1 iprecision recall 



 

 

  

 

   

 TABLE 8.2 Datasets and Their Description 

SL. Database Size Questions Category Description 
No. Name (Question, with Ground 

Answer) Truth 

1.	 HIT spam 
detection 

2.	 Duck 
identification 

3.	 Face 
sentiment 

4.	 Weather 
sentiment 

5.	 Emotion 

5380,42762 110 

108,4212 108 

584,5256 584 

300,6000 300 

700,7000 700 

Binary 
class 

Binary 
class 

Multi-class 

Multi-class 

Multi-
class and 
numeric 

The task is to find weather 
the HIT is spam or not. 

Task to find out whether 
the image contains duck 
or not. 

The task is to identify the 
sentiment on whether it 
is neutral(0), happy(1), 
sad(2) or angry(3) for a 
given face image. 

The task is used to find 
out the sentiment of the 
tweet (positive, negative, 
neutral, and cannot say) 
for weather. 

The task is to give the 
emotion rate, having 7 
emotions rate from –100 
to 100 
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For numeric datasets, we use two methods which are given below: 

 MAE: Mean Absolute Error can be defined below: 

i n∑ = |Vi 
~ −Vi 

*~ |
i=1MAE = 	 (4)

n 

 RMSE: Root Mean Square Error can be defined below: 

= ~	 *~ 2∑ i n(Vi −Vi )
i=1 (5)RMSE = n 

Accuracy and F1 Score having the value in the interval [0,1], having 
more value more the performance of the algorithm on the other end MAE 
and RMSE gives the error and having the value in the interval [–∞, ∞], 
having less the value more the performance. 



 

 

 

 

106 Optimization Methods for Engineering Problems 

8.3.2 RESULT AND DISCUSSION 

This section discusses the comparative study of the various algorithms 
on different datasets. For each evaluation criteria ↓ means the lowest the 
value having the better performance ↑ means the highest value has the 
better performance. 

Table 8.3 shows the comparative study of the algorithms, as we know, 
MV is the simplest method but always not give poor results always. 
Expectation-Maximization gives the best results in most of the databases. 
If we compare ZC and GLAD, ZC gives promising results. 

TABLE 8.3 Accuracy and F1 Score of the Datasets ↑ 

Method HIT Spam  Duck Face Weather 
Detection Identification Sentiment Sentiment 

Accuracy F1 Score Accuracy F1 Score Accuracy Accuracy 
MV 0.867 0.7967 0.842 0.7857 0.6245 0.8766 
Minmax 0.9745 0.9712 0.9605 0.96 0.7157 0.9666 
GLAD 0.8834 0.8625 0.8703 0.8571 0.6678 0.8790 
ZC 0.9554 0.9431 0.9259 0.9230 0.6917 0.8809 
CATD 0.9338 0.9158 0.9074 0.9019 0.6952 0.8866 
PM 0.8967 0.8735 0.88 0.88 0.6404 0.8671 
EM 0.9767 0.9761 0.9629 0.9629 0.7123 0.88 

Figure 8.1 shows a comparison of the various algorithms of truth 
inferences algorithms on the HIT spam detection data. Minmax gives the 
most accuracy for that dataset, and EM algorithm also gives a promising 
result. Due to the simplicity of the MV algorithm, the MV algorithm also 
gives good results. 

Figure 8.2 shows a comparison of the various algorithms of truth 
inferences algorithms on the Duck identification data. For the duck iden­
tification dataset, Minmax gives the most accuracy in that dataset, EM 
algorithm also gives a promising result. 

Figure 8.3 showing comparison of the various algorithms of truth 
inferences algorithms on the face sentiment data. Minmax and EM giving 
the best results, although ZC and CATD also giving the promising results. 

Figure 8.4 showing comparison of the various algorithms of truth 
inferences algorithms on the weather sentiment analysis data. Minmax is 
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giving the most accurate results. Apart from that, majority voting (MV) is 
also giving good results. 

FIGURE 8.1 Accuracy of the truth inferences algorithm on HIT spam detection. 

FIGURE 8.2 Accuracy of the truth inferences algorithm on duck identification. 
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FIGURE 8.3 Accuracy of the truth inferences algorithm on face sentiment. 

FIGURE 8.4 Accuracy of the truth inferences algorithm on weather sentiment. 

Table 8.4 shows the comparative study for the numeric data set. For 
numeric data sets, CATD and PM are not giving good results because these 
methods are based on probability and might not well study the numeric 
datasets, so mean and median give the best results for the numeric datasets. 
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TABLE 8.4 MAE and RMSE for the Numeric Dataset ↓ 

Dataset CATD PM Mean Median 
MAE RMSE MAE RMSE MAE RMSE MAE RMSE 

Emotion 16.36 25.94 13.91 21.96 12.02 17.84 13.53 21.26 

Figure 8.5 shows the error rate comparison of the numerical data. As 
shown in the figure mean and median give the most promising results for 
the numeric dataset. 

FIGURE 8.5 MAE and RMSE for the emotion data set. 

8.4 CONCLUSION AND PROSPECT 

As the popularity machine of machine learning increased it emerge the 
new paradigm of crowdsourcing, which is used to address those problems 
which hard for the machine to solve. Due to the development of the crowd-
sourcing system, which led to producing several crowd source data, so it 
became more important for the researcher to find out the correctness of the 
crowdsourced data and introduce the terminology truth inferences. 

This chapter summarized several truth inference algorithms, and based 
on the analysis, we can conclude that for the binary class, one can use the 
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simplest method MV if datasets have the answer by sufficient workers, 
and someone wants to get a little complex method by taking little overhead 
to get more promising results it can go for the PPM methods to use GLAD, 
ZC, and Minmax methods. For multi-class datasets, we study several 
algorithms, and MV is not giving poor results always; GLAD and ZC give 
good results and Minmax gives the most promising results. For numeric 
datasets, we strongly recommend the baseline method mean algorithm. In 
the past 10 years, a lot of research has busted out and came up with a lot 
of new methods still crowdsourcing having a young age and having more 
potential. Problems that are more worthy for the future are that most of the 
algorithms focus on binary label datasets, although very few algorithms 
claim that they are suitable for multi-class datasets. So, more study needs 
on the multi-label datasets and how to reduce the negative impact of 
sparsity generated by the multi-label datasets. 
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ABSTRACT 

Automobile parking either be completely enclosed, or it can be partially 
open. Completely closed parking is generally underground and needs 
a ventilation system. Partially open car park garages are often above 
decks that have an open side. Natural and Mechanical ventilation, along 
with their consolidated use, can provide an ajar car park. The aim of the 
present work is to examine the designed ventilation system of the car 
parks using CFD Simulations. The specific aim is to check the ventila­
tion of the car parking garages for the predefined positions of Inlet and 
Outlets such that it meets requirements of CO exposure limit, which is 
set by health and safety regulations. It involves 3D modeling of the car 
park area, meshing into finite volumes, and carrying out the simulation 
using CFD tools to have a quick analysis of the CO concentration and 
velocity profile of the flow in the domain. The results emphasize that the 
designed ventilation system was able to extract CO to maintain its safe 
level in the car park. 
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9.1 INTRODUCTION 

Two main concerns are presented by the automobiles in the car parking. The 
important one is the emission of CO (Carbon monoxide). The other emission 
is in the form of oil and gasoline fumes, which can cause various illnesses 
like nausea and headache, and constitutes a potential fire hazard. Also, NOx 
and haze smoke emission from the engines needs to be considered for safety 
reasons. However, it is enough to reduce the CO contaminant concentration 
within the acceptable limits, and it will automatically take care of the other 
contaminants and harmful emissions concentration to a safe limit. 

There are various models like ASHRAE Standardized 62.1 [1], and also it 
has its predecessors that allow a flat exhaust rate of 1.5 CFM/ft2 in enclosed 
car parking and garages. Over the years, the emissions from vehicles have been 
reduced. A study sponsored by ASHRAE found the ventilation rate, which 
is required to control and reduce the level of contaminants in the enclosed 
parking garages [2]. It was found in that study that in some cases, much less 
than 1.5 CFM/ft2 of ventilation is satisfactory for the proper removal of the 
contaminants. However, ANSI/ASHRAE [3] and the Council of international 
code, and the International Mechanical Code® [4, 5] allowed 0.75 CFM/ft2 
ventilation, whereas NFPA Standard 88A [6] recommends a minimum of 
1.0 CFM/ft2, so it must be properly understood by the engineer about these 
specific codes and standards that applied in the design. It may be required by 
the engineer to request variation, or waiver, from the authorities which have the 
needed jurisdiction before implementing any changes like lesser ventilation 
system design. If the fans used are large in order to achieve code requirements, 
they may not necessarily increase overall power consumption, as if we use 
them in a properly designed CO level monitoring and ventilation system, the 
fans used to run only for a shorter time period to maintain acceptable CO level. 
Nowadays, it is also important to reduce energy consumption, and much focus 
is done on it as well; in order to achieve energy savings, several CO-based 
ventilation system controls are invented and used that provide enough cost 
savings during the operation of the parking garages. Some standards suggest 
providing ventilation of 3–12 ACH (air changes per hour). 

9.1.1 VENTILATION REQUIREMENT AND DESIGNING 

ASHRAE finds design ventilation rate required in parking depends on these 
four aspects: 
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• Admissible amount of contaminants in the parking area; 
• Number of vehicles in operation at peak condition; 
• Operating hours of vehicles in the warehouse; and 
• Discharge ratio of a conventional vehicle in diverse conditions. 

9.1.2 CO CONCENTRATION GRADE STANDARD 

ACGIH [7] advices CO gas to restrict at 25 ppm for 8 h exposures, and U.S. 
EPA [8] determines that CO concentration of 35 ppm for 1 h is allowed. 
So, the important criteria for car garages are the carbon monoxide level 
which needs to be always below a certain safe limit value. Currently, the 
rate of ventilation required in car parks is such that it maintains safe level 
of CO at the average human height of 1.7 m which includes limits as (35 
ppm) for 1 hour exposure, CO level of (65 ppm) if exposure is 30 minutes 
and if the exposure is only 15 minutes, then the maximum limit should be 
(120 ppm) only. 

9.1.3 NUMBER OF VEHICLES IN OPERATION 

Based on the type of facility which is served by the car parking, a number 
of vehicles which are in operation varies. For example, the parking areas of 
the apartments and shopping complexes have continued and a distributed 
usage; hence, the vehicles in operation is around 4% to 5% of the total 
capacity of the car park lot. For areas like airports, stadiums, and other 
heavy usage parking, the total vehicles in operation attains about 15–20% 
of the total capacity. 

9.1.4 OPERATING TIME OF VEHICLES IN THE GARAGE 

This time is the time for which the vehicle is switched on and being 
operated while inside the parking area. It depends upon various aspects 
like the size and the outline of the car park area. It also depends upon 
the total count of the vehicles which area going to enter or exit from the 
garage at a particular given time. Based on the various factors, it is found 
that the time for which vehicles operate generally ranges from 60–180 
secs but in some cases, it can go as high as 600 secs also. 
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9.1.5 VEHICLE EMISSION RATES 

The rate at which the emissions are exhaust from the vehicle depends upon 
the factors like whether it is entering the car parking or going out of the car 
park or is standing still and the engine is switched on. Since the vehicles 
travel at low speed only in the car parking so they are most in low gear and 
hence consume rich fuels and hence emission is also higher than normal 
operation. If the vehicle is entering in the car park lot, then it is most likely 
that the engine is hot, and in case the vehicle is moving out of the car park 
then it is cold start and hence the engine is cold. So, the emissions from the 
vehicles are different in both cases, and it is important to consider it for the 
determination of the ventilation rates. 

In this chapter, we are designing and analyzing the car park for normal/ 
pollution ventilation mode or CO simulation only. 

9.1.6 THEORY OF CFD (COMPUTATIONAL–FLUID–DYNAMICS) 

It uses the technique of numeric method and data structures in order to 
analyze and solve the problem which involve fluid flows. So, with the 
help of a computer, we can predict the fluid flow based on the various 
governing laws which are used to design the CFD software. 

Various critical aspects like airflow, heat transfer rate, transport of the 
contaminants, temperature variation with time, etc., can be easily predicted 
with the help of Computational-Fluid-Dynamics technique. Different 
basic physical equations are used to build a CFD model which is used for 
the analysis. It involves energy equation; fluid flow equations and other 
assumptions are made for the simplification. The derived equations are in 
the differential form which governs the fluid flow. It can be used to achieve 
steady state or transient solutions based on the requirement. 

The important uses of CFD include various applications that were 
difficult earlier. Complex models involving intricate geometries can now 
be easily analyzed that too along with complex flows over it and just using 
the basic physics and mechanical laws in CFD tools. Once developed 
and evolved, the technology has been used in almost every engineering 
field that involves automobiles, aerospace, turbo machines, nuclear power 
engineering, hydropower engineering, medical field, civil engineering, fire 
hazard mechanics and a lot more. 
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However, while designing a particular CFD software, we need to make 
several assumptions, and also different approximations are to be included 
in order to simply the tool and the storage and cost requirement also. 
This depends upon the application of the software and varies for different 
engineering areas. Apart from these assumptions we also do compromise 
on the number of iterations or run-times that we do in CFD in order to get 
the result faster as it can be very time-consuming based on the complexity 
of the problem. All these factors can lead to deviation in the simulation 
and the results obtained and it can affect the reliability of the results. So, it 
is very important that all these aspects are considered while the designing 
of the CFD tool. 

9.1.7 KEY BENEFITS OF CFD 

Complex geometries involving complex flows can be easily solved and 
represented by it. Also, it is difficult to obtain the results by experiments 
because they can be time-consuming, costly, and sometimes fire and 
smoke-related experiments can be dangerous as well. 

9.2 METHODOLOGY 

9.2.1 PROCESSES INVOLVED IN CFD SIMULATION OF A 
SIMPLE CAR PARK 

Several steps are taken before and during the application of the CFD soft­
ware used for the analysis of the designed car park that includes both flow 
and thermal analysis. These are as follows: 

•	 Defining the geometry and domain of the car park area using the 2D 
layout drawings of the car park and the proposed ventilation system. 

•	 Selecting physical sub-models (Laminar or Turbulence models) 
that varies with the simulation method used. Here in our simulation, 
we are using standard (k-ε) turbulence model, which comes under 
the category of Reynolds-averaged Navier-Stokes equations. 

•	 Boundary conditions are specified for the domain involved. This 
involves specifying the walls, exhaust fans, jet fans, ramp inlets, 
openings, supply fans. 
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•	 The mathematical equations are discretized; it means a mesh model 
is created in order to divide the domain into small finite volumes and 
then the numerical sub-model is selected based on the application. 

•	 The iterative solution process is continuously monitored. 
•	 The solution obtained is then analyzed. 
•	 Highlighting the different uncertainties that may have occurred at 

any of the above steps and they are noted for the correction. 
•	 Visualizing the obtained solution. 

9.2.2 GOVERNING EQUATIONS 

The governing equations are basically in the form of differential equations. 
These equations are the mathematical form of the laws that govern the 
phenomenon of heat transfer, flow of fluid and other processes that are 
related to the numerical simulation in computational dynamics. 

A certain conservation principle is expressed by each individual 
differential equation that is being used. A physical quantity is employed 
by every equation as its dependent variable and a balance between the 
different factors that affect the variable is ensured by it. Generally, a 
specific property is used as the dependent variable in these governing 
equations. 

Ruling computations are of two sorts: Compressible and In-compress­
ible. For creating a mathematical model of fluid zone and solving the 3-D 
Navier-Stokes equations numerically over a flow field which is discretized, 
we will be using in-compressible Navier stokes equations; which includes 
species transport equations, energy equation, momentum equation, and 
conservation of mass. 

9.2.3 MASS CONSERVATION LAW 

The average mass conservation of the same mass means that the rate at 
which mass is stored in a given fixed amount of control volume, due to 
variable density, is proportional to the rate at which mass arrives. In the 
case of a continuous flow condition, the mass conservation principle gives 
a mass equation which means that the flow inside must flow continuously. 
The sum is described as below: 
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∂ρ 
+∇ ⋅  ρu = 0 

∂t 

In this equation, the change in the density with respect to time is 
described by the first term and the convection of mass by the second term. 
The vector describing the velocities in the x, y, and z directions is shown 
as ‘u.’ 

9.2.4 SPECIES CONSERVATION 

Let Y denote the mass fraction of a chemical species. By this vector u, the 
conservation of mass fraction ‘Y’ of a test item ‘i’ is proposed by: 

∂ (ρYi ) +∇ ⋅  ρY u  = ∇ ⋅  ρD∇Y +m ''' i i i i∂t 
The terms of the above equation are explained as–the mass of the contami­
nant species which is changing with time is represented by the former term 
of the left-hand side equation and due to convection, the species inflow 
and outflow from the control volume is represented by the latter term of 
left side. As a result of dissemination, the species move in and out of the 
control volume, which is described by the former term of the right side, 
and the latter term describes the rate at which the particular species operate 
inside the control volume due to chemical changes. 

9.2.5 MOMENTUM CONSERVATION 

The differential formula for the governing of momentum conservation for 
a given direction of a Newtonian fluid could be described along similar 
lines. Based on Newton’s second law of motion, we can write the numerical 
formula for the momentum conservation, according to which the rate of 
pressure of a substance is proportional to the amount of energy acting on 
it. The sum is written in the form as: 

 ∂  
 (u ⋅∇ )  = −∇ +∇ ⋅ τ ρg fρ + u p + + 
 ∂t  

In the above equation left hand side symbolizes the increase of the forces 
of superior forces and inertia, while the left side contains the forces that 
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are acting on it. There are several types of forces that are included in it 
such as force due to pressure p, gravity force, the external state of the f 
(symbolizing the drag associated with the spray droplets inside the domain) 
and the rate at which the viscous pressure is reduced which is holding the 
fluid inside the domain or the control volume. The most important force 
among these is the gravity force as it describes the impact of the flowing 
force. 

9.2.6 ENERGY CONSERVATION 

It is based on the first law of thermodynamics which states ‘Heat and 
work are two forms of energy and they are always conserved as per the 
conservation of energy principle according to which energy can neither 
be created nor be destroyed but can only be transformed from one form 
to another. The governing equation based on this principle is as follows: 

 ∂      ρ E +∇ ⋅  v  E p  = ∇ ⋅  ∇ −  h J + ⋅vρ + k T  + S ( ) ( ( ))  eff ∑ j j (τeff ) h
 ∂t   j  

In the above equation, keff is called active thermal efficiency and Jj is defined 
as the occurrence of species variation ‘j.’ The energy transfer occurring 
in the control volume as a result of conduction, species introduction and 
viscous dissolution is described by the first 3 terms of the right-hand side 
equation. The temperature of the chemical reaction and other volumetric 
heating sources is represented by the term Sh. The target is over there: 

p v 2 

E h − +=  
ρ 2 

where; ‘h’ is the sensible enthalpy defined for an ideal gas as: 

h = ∑Y hj j  
j 

And for in-compressible flow as: 

h = ∑Y hj j + 
p 

j ρ 

and mass fraction of species j is represented by Yj and, 
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T 

hj = ∫Cpj dT 
Tref 

9.2.7 TURBULENCE MODELING 

Turbulence is defined as a fluid flow which is which is characterized 
as unsteady flow, completely irregular with respect to space and time 
co-ordinates, a 3-Dimensional flow, rotational, dissipative flow which 
dissipates the energy of the flow and also it is diffusive in nature at such 
high Reynolds number values. There is a very small magnitude of fluctua­
tions in the velocity, temperature, and the pressure which are caused as 
a result of the divergence in the turbulent flows. The study and use of 
turbulence models is important as it is used to determine the equations that 
are further used to find the time-averaged temperature, flow velocity and 
the pressure fields easily and hence there is no need to completely define 
the turbulent flow pattern. This is achieved by using Reynolds Averaged 
Navier Stokes Equations (RANS). 

In this simulation we are using the standard k-ε Turbulence model 
which is one of type of RANS models as RANS requires minimal hard­
ware, time required for the iterations as well as human effort. 

Turbulent kinetic energy is denoted by k. It is the measure used to 
determine the kinetic energy contained in the fluctuations. 

ε denotes turbulent kinetic energy dissipation. It is a measure of the rate 
at which kinetic energy is dissipated. It determines the scale of turbulence. 

There are many unknowns and immeasurable terms in actual k-ε 
equations. Thus, we use the standard k-ε model for a much more practical 
aspect. Thus, the unknown terms are minimized and a set of equations is 
obtained which can be used in numerous turbulent applications. 

For the equation of turbulent kinetic energy (k): 

( ) ∂( )  pku ∂  ∂k ∂ pk i µt+ = + 2µt ij  E Eij − ρε 
∂t ∂xi ∂x j σ k ∂x j   

For the dissipation of kinetic energy (ε): 

∂( ) ∂( )  ρεu  µt ∂  ε 2ρε i ∂ ε ε
+ = + C 2µ E E  − C ρ  1ε t ij ij 2ε∂t ∂x ∂x σ ∂x k ki j  ε j  
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The above equation is described as: 

Rate of change of (k or ε) in time + Transport of (k or ε)
	
by advection = Transport of (k or ε) by diffusion +
	

Rate of production of (k or ε) – Rate of destruction of (k or ε)
	

where; ui is used to define velocity component in the co-ordinates direc­
tions; Eij is used for defining the component of deformation rate; μt is used 
for eddy viscosity. 

k 2 

µt = ρCµ ε 

Some adjustable constants like σ , σ , C  and C  are also used in the k	 ε 1ε 2ε
above equations. So, a wide range of turbulent flows have been analyzed 
and after several numerical iteration of data fitting, the values of the 
constants mentioned above is found as follows: 

Cμ = 0.09, σk = 1.00
 
σε = 1.30, C1ε = 1.44
 
C2ε = 1.92
 

9.2.8 FEATURES OF k-ε MODEL 

•	 It has good convergence and less memory requirements; 
•	 Can be used for both compressible and in-compressible flows, 

external flow interactions with complex geometry. 

9.2.9 CFD SIMULATION SETUP AND BOUNDARY 
CONDITIONS 

As per the details in the form of 2D layout drawings and information of venti­
lation system; the 3D geometrical model for Car park Project was prepared. 

9.2.10 POLLUTION MODE/NORMAL VENTILATION MODE CO 
SIMULATION MODELING 

Few simplifying assumptions are used in the creating a mathematic model 
of given car park for the simulation analysis and in order to meet the safety 
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requirement proper care is taken with the assumptions used in the design. 
The CO emissions generated within the car park area are calculated as per 
ASHRAE standards and the calculated CO emission value was distributed 
in the whole car park area. 

The car park analyzed is having an area of 811.24 m2 and the clear­
ance height is 4.26 m. Per vehicle CO emitted is 186.165 mg/sec. A 
total number of cars in the concerned geometry is 22. Thus, total CO 
emitted is 204.781 mg/sec (assuming that 5% of total vehicles shall be 
in active condition and same was considered in the simulations as per 
ASHRAE standard). To extract CO from the car park, we are using two 
IV Smart EC induction fans with each fan having a flow rate of 1,322 
CFM (thrust 12N). 

The 3D model of the Car Park area is shown below depicting the 
domain in which simulation is done, and it also shows the exhaust and 
supply air openings (Figure 9.1). 

FIGURE 9.1 Position of exhaust air fan openings and ramp opening. 

As shown in the images, the green object represents the ramp opening 
(fresh air supply-natural supply) and the red object represents the exhaust 
air openings. Fresh air supply is natural supply and exhaust air supply is 
mechanical supply with flow rate of 3,300 CFM. 

 Exhaust Air Fan Specifications: 
Exhaust Air Fan Openings Total Volume Flow Rate in CFM 
Exhaust air fan openings 3,300 CFM 
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 Induction Fan Specifications: 
Type Number of Fans in Final Flow Rate of Each Fan in CFM 

Configuration (Thrust in Newtons) 
IV Smart EC 02 1,322 CFM (12N) 

 Meshing: This was done using the same open-source software 
Salome in which 3-D model was prepared and tetrahedral and 
hexagonal mesh with mesh sizes of 0.05 m to 0.3 m were created 
and total mesh cells of 1.0 million were obtained (Figure 9.2). 

FIGURE 9.2 Mesh model prepared in Salome. 

9.3 CO SIMULATION RESULTS 

CO simulation results without using induction fans in the car park area are 
shown in Figures 9.3 and 9.4. 

We check CO concentration at 1.7 m from the ground as we take 1.7 
m as an average human head height and thus, we need to make sure that 
at this height, the CO concentration is within the safe acceptable limit. 
It can be seen clearly from the above image of the contour plot that the 
maximum CO concentration is 693.1 ppm which is much more than the 
safe acceptable limit, i.e., 120 ppm for 15 minutes exposure. 

Thus, in order to make the car park area safe for breathing, we need 
to design the ventilation system by placing the induction fans at appro­
priate places in order to induce flow in the stagnant areas having high CO 
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concentration. Thus, we have used 2 induction fans and carried out CFD 
simulation again with the fans. Following are the results obtained with jet 
fans. 

FIGURE 9.3 Vector plot of velocity magnitude at jet fan height from ground. 

FIGURE 9.4 Contour plot of mass fraction of CO at 1.7 m from ground. 
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9.3.1 CO SIMULATION RESULTS WITH INDUCTION FANS IN 
THE CAR PARK AREA 

Thus, from the above plot, we can see that by using the two jet fans in 
the car park at the locations mentioned, the maximum CO concentration 
has been reduced successfully, and hence design is safe for the human 
exposure (Figures 9.5–9.7). 

FIGURE 9.5 Vector plot of velocity magnitude at jet fan height from ground. 

FIGURE 9.6 Contour plot of mass fraction of CO at 1.7 m from ground. 
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FIGURE 9.7 This graph talks about the CO concentration variation in the entire domain 
of the car park. 

The CO variation in ppm is shown over the iterations which are 
performed during the simulation in over 10,000 iterations. The high CO 
concentration is shown by this curve as it depicts about the variation of CO 
in the entire domain of the car park at any point or location in it. But we are 
mainly concerned for the human height which is on average 1.7 m. Thus, 
this curve is not of enough use (Figure 9.8). 

The residuals are shown in the above graph are the error terms 
which are produced after each iteration and in order to have stable 
solution the fluctuation in the graph must be minimum as the iterations 
are performed and we can see that the graph is almost stable for each 
residual term. 

9.4 CONCLUSION 

From the CFD simulation of induction fan ventilation system, we can 
draw the following conclusions for the undertaken car park area: 



 

 

 
 

 

 

 
 
 
 

128 Optimization Methods for Engineering Problems 

•	 Ventilation System in the car park area has been designed to reduce 
the CO level within the acceptable limits. This has been done with 
the help of CFD tools. 

•	 All assumptions have been taken according to Industrial Standards. 
•	 The CO concentrations from the CFD simulations, without using 

induction fans has been obtained and it is found that the maximum 
CO concentration in the car park area at average human height (1.7 
m) is 693.1 ppm (831.72 mg/m3), which is more than the acceptable 
CO limits for 15 minutes of human exposure. 

•	 After conducting CFD analysis with placing the induction fans in 
the car park area, maximum CO concentration obtained is 110.3 
ppm (132.36 mg/m3) which is within the acceptable CO limits for 
15 minutes of human exposure. 

FIGURE 9.8 Residuals variation at different iterations. 

Thus, we found that based on the Induction ventilation system we 
have used with two induction fans, their position, direction, and the 
specifications are appropriate and it is able to extract the CO contaminant 
from the car park area to maintain it safe level for breathing in that area 
(Figure 9.9). 
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FIGURE 9.9 Final position, direction, and number of the induction fans and openings 
(2D view). 
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ABSTRACT 

Rocket nozzle is a mechanical device designed in such a way as to control 
the flow rate, direction, velocity, and pressure of the exhaust. In this 
research paper, Bell nozzle is considered, and the inlet condition to the 
combustion chamber is varied keeping the design parameters to be the same 
in each case. Single, double, and four inlets in the combustion chamber is 
analyzed to estimate the best results in these three cases, and ultimately, 
a comparative study is done to predict that the single inlet is a better inlet 
condition for an efficient flow. Emphasis is given on computational fluid 
dynamics to solve the problem and ANSYS fluent software package is 
used for the purpose. 
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10.1 INTRODUCTION 

The propulsion system in a rocket is the main component that provides 
a sufficient thrust to beat the gravitational influence of the planet. Since, 
the starting of the rocket ages or the space era, various developments have 
been done which has marked the importance of the rockets and its systems. 
The rocket nozzle plays a very vital role in the working of a whole propul­
sion system. Earlier conical nozzles were used, which had a very straight 
geometry and did not provide the required efficiency but, in this chapter, 
the most used and tested bell nozzle geometry is considered. The inlet in a 
nozzle through the combustion chamber can vary and it could be a deciding 
factor for the selection of better nozzle geometry [1]. In this chapter, the 
single-, double- [4, 5], and four-inlet conditions are tested computationally 
by the use of computational fluid dynamics to make a comparison between 
the three. The important factor is that the geometry of the nozzle is the same 
in all three cases except the variation in the number of the inlets. 

The selection of a suitable geometry depends on various factors like 
the pressure, the velocity of the fluid flow, temperature, and the Mach 
number at convergent, divergent, and the throat section [1–7]. 

10.2 DESIGN AND GEOMETRY OF THE NOZZLE 

The geometry and design are kept the same for all the inlet conditions 
and just the number of inlet value is varied to provide stable geometrical 
conditions so that whatever the result comes out can only be a consequence 
of the inlet variation and not the geometry. The use of similar geometrical 
parameters for the single, double, and four inlet eradicates any error occur­
ring due to the geometry. Table 10.1 shows the dimensional parameters for 
the section of the nozzle along with the value [8]. 

TABLE 10.1 Nozzle Parameters and Related Values 

Parameters Values (m) 
Convergent diameter 0.433 
Divergent diameter 1.85 
Combustion chamber length 0.27155 
Throttle diameter 0.331 
Nozzle divergence inlet radial 0.182 
Nozzle divergence outlet radial 1.848 
Nozzle divergence length 1.824 
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Now, the design is made using the above-given parameters and values, 
the design for the nozzle has been kept simple for easy understanding. 

10.2.1 SINGLE INLET DESIGN (Figure 10.1) 

FIGURE 10.1 Geometry of a single inlet design. 

10.2.2 DOUBLE INLET DESIGN (Figure 10.2) 

FIGURE 10.2 Geometry of a double inlet design. 

10.2.3 FOUR INLET DESIGN 

A 2-dimensional design is prepared using the ANSYS Design Modeler to 
work on the analysis, the design is straight and simple to understand and is 
purely made according to the dimensional parameters as discussed above 
in the table. Only the inlet value is changed from one to two and then four 
otherwise the overall design is the same (Figure 10.3). 
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FIGURE 10.3 Geometry of a four-inlet design. 

10.3 ANALYSIS OF THE NOZZLE GEOMETRY 

Now the analysis is done on the geometry prepared, and for the analysis, 
ANSYS Fluent software package is used. The analysis is done to find out 
various parameters like Velocity, pressure, and temperature in all the three 
nozzle cases. Each nozzle analysis is done separately, and stated accordingly. 

10.3.1 SINGLE INLET ANALYSIS 

The same analysis pattern is followed for all the nozzle geometry and 
therefore, firstly the single nozzle is discussed below along with the 
analysis of various parameters. 

10.3.1.1 TEMPERATURE 

The nozzle here is analyzed based on the temperature variation, and it can 
be observed that the usual CD nozzle phenomenon of decreasing tempera­
ture is happening as the flow is moving from the converging section to 
the diverging section. This variation is very important for thermodynamic 
stability. A graph is made out to clearly understand the phenomenon. The 
temperature at inlet values 3,500 K and gradually decreases throughout 
the geometry, and at the exit, the temperature becomes less than 1,000 
K. This temperature variation supports the pressure changes as they are 
directly related to each other (Figures 10.4 and 10.5). The governing equa­
tion for temperature is: 
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 γ −1 2 
−1 

T T= 0 1+ M  (1)
 2  

FIGURE 10.4 Analysis of temperature of single inlet design. 

FIGURE 10.5 Variation of temperature along the X-axis. 

10.3.1.2 PRESSURE 

Here the nozzle is analyzed on the basis of pressure variation, and as the 
graph and analysis, image suggests the pressure is decreasing throughout 
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the nozzle with the maximum in the converging section and minimum in 
the diverging section. A sudden decrease in the slope is observed at the 
throat section which is not as steep in the temperature graph. Now so as to 
meet the choking condition at the throat, we need to have a pressure ratio 
P/P0 = 0.528 at the nozzle throat. The chamber pressure should be 1.89 
times the pressure at the throat therefore only then the supersonic solutions 
can be obtained. And from the analysis it can be seen that the pressure 
inside the converging section is around 2.1×107 Pa and in the throat, it is 
around 1.3×107 Pa which roughly equals the given value (Figures 10.6 
and 10.7). The governing equation for the pressure is: 

−γ γ/( )
 γ −1 2 

+1 

P = P 1 M (2)0  + 
 2  

FIGURE 10.6 Analysis of pressure of single inlet design. 

10.3.1.3 VELOCITY 

The main concept of the nozzle is to obtain maximum velocity possible at 
the exit of the nozzle, and this can be done when the pressure in that area 
is less. The velocity here has a minimum value of around 0 ms–1 at the inlet 
point and reaches a maximum value of 2,300 ms–1 (Mach number: 6.76) 
at the exit of the divergence section. Both the Mach number and velocity 
correlates with each other. The throat section has a velocity of around 1 
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Mach (M) which is sonic, and therefore the exit point has M>1 which is 
supersonic (Figures 10.8 and 10.9). 

FIGURE 10.7 Variation of pressure along the X-axis. 

FIGURE 10.8 Analysis of velocity of single inlet design. 

10.3.2 DOUBLE INLET ANALYSIS 

Since the parameters of evaluation are the same and just the inlet condition 
has been varied so the results coming out have been analyzed on the basis 
of them only. The parameters are Temperature, Pressure, and Velocity. 
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FIGURE 10.9 Variation of velocity along the X-axis. 

10.3.2.1 TEMPERATURE 

The temperature variation, in this case, has an inlet value of around 3,600 
K and decreases to 900 K at the exit. The two inlets allow the flow to have 
separate paths and the junction can be seen to have a bit higher tempera­
ture of around 3,800 K due to the interface of both the inlet flows (Figures 
10.10 and 10.11). 

FIGURE 10.10 Analysis of temperature of double inlet design. 
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FIGURE 10.11 Variation of temperature along the X-axis. 

10.3.2.2 PRESSURE 

The pressure variation, in this case, has an inlet value of around 1.9×107 

Pa and decreases to a value of 9.6×104 Pa at the exit. The two inlet helps in 
lowering down the pressure as the surrounding is not confined and opens 
with two path flows. The interface even has the lower pressure. Though 
the inlet shows a bit lower pressure but the supersonic condition is still 
achievable at the exit (Figures 10.12 and 10.13). 

FIGURE 10.12 Analysis of pressure of double inlet design. 
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FIGURE 10.13 Variation of pressure along the X-axis. 

10.3.2.3 VELOCITY 

The velocity achieved in two inlet conditions at the inlet is around 660 
ms–1 and at the exit is around 2,290 ms–1 (Mach number: 6.73). The values 
are right with the nozzle perspective and the sonic condition of M=1 
is satisfied and the M>1 is also satisfied for the supersonic conditions 
(Figures 10.14 and 10.15). 

FIGURE 10.14 Analysis of velocity of a double inlet design. 
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FIGURE 10.15 Variation of velocity along the X-axis. 

10.3.3 FOUR INLET ANALYSIS 

This is the final condition among the three to be analyzed and then 
the comparison is done for the prediction. The analysis of four inlet 
condition is similar as the above two conditions. Here the velocity, 
temperature, and pressure parameters are analyzed based on the four 
inlet conditions. 

10.3.3.1 TEMPERATURE 

The temperature variation if look closely than the maximum tempera­
ture of approximately 4,100 K is there and then there is a steep lowering 
of the temperature of around 3,800 K and then prevails up to the 0.4 
m length and then it reaches to value of 3,600 K at 0.5 m length which 
is 100 K more as obtained as maximum in single inlet but after that 
it starts decreasing and lowers down up to 1,000 K at 2.45 m length 
of the nozzle. This is the general trend of temperature variation for 
a Converging Diverging nozzle that has been observed for this case. 
Here X-axis is considered because the length of the nozzle is along 
X-axis and any variation happening can be monitored easily because 
of the length of the nozzle in the same axis of the flow (Figures 10.16 
and 10.17). 
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FIGURE 10.16 Analysis of temperature of four inlet design. 

FIGURE 10.17 Variation of temperature along the X-axis. 

10.3.3.2 PRESSURE 

The pressure variation if look closely than the maximum pressure of approxi­
mately 2 × 107 Pa is up to the 0.4 m length then it starts decreasing and 
lowers down up to 0 Pa at 2.45 m length of the nozzle. A sudden bump in 
the pressure can be seen which starts at 1.7 × 107 Pa and overs at 2 × 107 
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Pa. The maximum pressure here, in this case, is lesser in comparison to the 
double inlet condition. This is the general trend of pressure variation for a 
Converging Diverging nozzle in this case. Here X-axis is considered because 
the length of the nozzle is along X-axis and any variation happening can be 
monitored easily because of the length of the nozzle in the same axis of the 
flow (Figures 10.18 and 10.19). 

FIGURE 10.18 Analysis of pressure of four inlet design. 

FIGURE 10.19 Variation of pressure along the X-axis. 
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10.3.3.3 VELOCITY 

The values are right with the nozzle perspective and the sonic condition of 
M=1 is satisfied and the M>1 is also satisfied for the supersonic conditions 
at the exit of divergence section. Since we haven’t worked on the boundary 
layer phenomenon in this project work but if look closely then the velocity 
near the wall is around 651 ms–1 and is much higher as compared to double 
inlet having 360 ms–1 and for the single inlet the velocity near to the wall is 
around 390 ms–1 which shows that four inlets has a higher velocity range in 
the divergence section and that’s why the final exit velocity is quite high in 
comparison to the single inlet and double inlet (Figures 10.20 and 10.21). 

FIGURE 10.20 Analysis of velocity of four inlet design. 

10.4 CONCLUSION 

A comparative study is done in this chapter between the single, double, 
and four inlet conditions of a rocket nozzle. Now the comparison is done 
based on the parameter’s temperature, velocity, and pressure. 

When the temperature is concerned, then a lesser temperature inside 
the nozzle will support the material from getting damaged, but it works in 
accordance with the pressure change. By the observation of temperature, 
the inlet temperature in single inlet is around 3,700 K and in the double inlet 
it is around 3,800 K whereas in the four inlet it is approximately 4,100 K 
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which is a higher than the other two and is due to the interface of flows due 
to four inlets. Similarly at the exit in the single inlet it is around 880 K and 
in the case of double, and four inlet it is around 910 K. Since the tempera­
ture is a little higher in double and four inlet condition. A certain amount of 
heat energy is lost to the walls as the system is not purely adiabatic. 

FIGURE 10.21 Variation of velocity along the X-axis. 

And when the pressure change is compared, then the pressure at the 
entry of a single inlet nozzle is around 2.179×107 Pa, for a double inlet, it 
is around 2.085×107 Pa and for four inlet it is approximately 2.083×107 Pa. 
The single inlet is confined and does not have an opening, therefore, exert 
a bit more pressure as compared to the double and four inlets. Similarly, 
the exit pressure for the single inlet is around 7.719×104 Pa which is higher 
than the double inlet is approximately 9.676×104 Pa and the four inlet it is 
7.472×104 Pa but as the better condition is concerned the exit pressure has 
to be lower as possible because only then the pressure energy change can 
produce higher velocity at the exit. 

Now when the two parameters are checked, then the velocity is 
concerned so that maximum exit velocity can be obtained for producing a 
higher flow rate through the nozzle. Anyway, if the velocity is increased 
in the converging section than also the ultimate velocity will be less than 
the sonic speed or 0<M<1. The choke condition has to be obtained, which 
means the final velocity in the throat has to be M=1 irrespective of the inlet 
velocity as it will produce no change in the throat section. In this chapter, 
the exit velocity for the single inlet is approximately 2,300 ms–1 and for the 
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double inlet is 2,290 ms–1 whereas, for the four inlet is 2,370 ms–1 which 
seems to be a little variation but if the flow around the wall is seen then the 
double inlet has lower velocity forming zones as compared to the single, 
and four inlets. The graph for single inlet shows a very gradual change 
as compared to the double inlet and four inlet which has high degree of 
variability in the velocity that means some degree of turbulence. 

Now by going through the results and analysis, it can be recommended 
that the four-inlet design is better as compared to the double inlet and 
single inlet, considering higher exit velocity as the governing parameter 
with the following values as discussed in this chapter. 
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ABSTRACT 

The vortex tube is a particular refrigerator and industrial tools which 
utilized compressed air as a working substance. Vortex tubes can isolate 
a pressurized gas stream from a colder stream to a hotter stream. Even 
so, the use has been restricted by the poor quality of the equipment. The 
main concern of any industry is to keep up environmental safety. This 
chapter focuses on the investigation and efficiency of vortex tube, which 
works on the principle of the hot gas stream through one end and a cold 
gas flow from the further end without any external source of energy. The 
nozzle design is the prime concern of the research as it will give a greater 
cooling effect as compared to the inlet and outlet orifice of the vortex tube. 
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The geometrical parameters have been analyzed to get the better and more 
efficient design of the improved vortex tube. 

11.1 INTRODUCTION 

Lifestyles have become highly energy-consuming. After industrialization, 
our reliance on fossil fuels has only risen. As a result, carbon dioxide levels 
are the maximum they have been and are rising in the past 3 million years. 
The vortex tube is a cylindrical apparatus in which the hot gas air stream 
enters from one termination and the further side cold gas stream leaves as 
shown in Figure 11.1 displays the operational principle for the vortex tube. 
The tube operates along accepting the compressible fluid tangentially via 
the nozzles. As the tube is cylindrical, the inlet pressure and the speed 
result in an internal circular movement. As the tube wall and the center are 
at different pressure due to wall friction facilitates the energy transfer from 
the center region to the tube walls. The confined liquid which has cooled 
now moves against the major flow direction. This liquid exits the tube in 
a direction opposite to the main flow while the hot liquid exits following 
the direction of the main flow. The RHVT works for heating as well as 
cooling purposes. 

The existing vortex tube has some drawbacks like vortex tubes have 
smaller efficiency than conventional air conditioning apparatus; it required 
turbulent flow and has a limited range of construction material. Therefore, 
the available design and manufacturing of vortex tubes are discussed 
below. 

FIGURE 11.1 Vortex tube. 
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11.2 RESEARCH BACKGROUND 

In this research, the authors have provided a brief review of available 
literature related to vortex tube, various investigators studied hypothetically 
vortex tubes and attempt to illustrate in what dimensions the top presenta­
tion obtained. Thermo physical variables and geometrical variables are 
necessary variables exert influence on the vortex tube performance George 
Ranque a French physicist invented the vortex tube in 1928 while working 
to develop a pump where he noticed an exhaust of cool air from one end 
and hot air from another. 

Rafiee and Sadeghiazad [13] investigated the heat transfer characteristics 
for variables like nozzle area of inlet compressed air, hot end area of 
the tube, cross-section area of the hot and cold end, L/D ratio and cold 
orifice area. Saberi et al. [14] demonstrated experimentally analysis of a 
vortex tube and optimizing the operational efficiency when put to use for 
industrial applications like spot cooling, weld cooling, etc. Bidwaik and 
Dhavale [2] have worked upon a double inlet vortex tube with dc = 5, 6, 
and 7 mm and eight tangential nozzles having L/D =11.5. This resulted 
in increased intensity of swirl. The governing equation for the same 
was obtained using ANSYS FLUENT 15.0 on a 3D model for the fluid 
domain. New experiments carried out by Purwanta [12] with the nozzle 
diameter and have been able to state that the nozzle diameter influences the 
performance and cooling efficiency and has been able to identify that the 
nozzle diameter can be optimized to give the best performance. Devade 
and Pise [3] have parametrically reviewed the effects of around parameters 
that define the performance of the vortex tube with a focus on reviewing 
works carried on in order to enhance the refrigeration effect. Saidi and 
Valipour [17] have defined and researched factors effecting vortex tube 
output as thermophysical variables like type of gas and cold mass fraction, 
inlet gas pressure, the outlet orifice diameter, inlet gas moisture and width 
and length of the main tube and (Table 11.1) [5]. 

11.3 RESEARCH METHODS 

11.3.1 OUTLINE OF THE DEVELOPMENT OF VORTEX TUBE 

Accordingly following invention relates to a vortex tube that precisely 
breaks a compressed gas flow into a cold and hot flow without any 
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TABLE 11.1 List of Abbreviations Used 

Abbreviations Nomenclature Unit 

Cp Specific Heat of Air Kj/KgK 

M Mass flow rate Kg/Sec 

T Temperature °C 

ΔT Temperature difference °C 

Tc’ Static temperature drop °C 

ΔTrel Relative temperature drop °C 

µ Cold mass fraction – 

Q Cooling or heating rate Kj/sec 

V Velocity m/sec 

W Actual work done by the compressor Kw 

ῃad Adiabatic efficiency of vortex tube % 

i Inlet to vortex tube – 

h Hot air exit – 

c Cold air exit – 

chemical response or outside energy supply. Herein compressed air is 
gone through the nozzle where air expands and obtains huge velocity due 
to the selective shape of the nozzle. A vortex motion is generated in the 
chamber and air travels in a spiral-like motion through the edge of the 
hot side [20]. The valve prevents this movement. As the pressure of the 
nearby air valve is created rather than outside by partly shutting the valve, 
the aft axial flow between the center of the hot boundary begins from the 
high-pressure region to the low-pressure area. Via this process, the heat 
transfer takes place between the reversed flow and the forward flow. The 
airflow through the center is then cooled below the inlet temperature of 
the air in the vortex tunnel, while the airflow in the forward direction is 
warmed up. The cold flow is going through the diaphragm hole to the cool 
side, while the heat flow is moving via the gap of the valve. The amount 
of cold air and its temperature can be varied by controlling the opening 
of the valve [19]. The vortex tube is a device that employs no devices 
which need to make some motion to operate and employs compressed air 
to produce hot and cold air from two of its ends. Lots of research has been 
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carried out to know the heat dynamics of a vortex tube with reference to 
the variables such as the area of nozzle, cross-sectional area of cold and 
hot end, hot end region of the tube, cold orifice area, along with the length 
to diameter ratio. It has been observed that the investigation carried out 
fails to present the perfect picture and hence physical verification has been 
carried to come to a defining conclusion. 

11.3.2  THEORETICAL ISSUE 

As far as the design is concerned the vortex tube can be fabricated in two 
ways with the first variant being the maximum temperature drop design 
for generating air with very low temperature and the other variant being 
a design that dishes out maximum cooling effect essential for air in bulk 
and moderate. These variants are put to use to maximize the heat convey 
rate through the forward motion of swirl air and backflow of axial air. 
These two design variants are employed in work for increasing the heat 
convey rate while the movement of swirl air axial’s air in its reverse 
movement. 

A vortex tube considers the following conditions for its operation: 
• Ambient pressure (Pa); 
• Pressure of inlet (Pi); 
• Temperature of the inlet (Ti); 
• Temperature of cooling (Tc); 
• Hot body temperature (Th). 
For the conditions above vortex tubes can be designed with reference 

to the below-mentioned parameters: 
• Hot tube diameter (DT); 
• Hot tube length (L); 
• Diameter of a cold orifice (DC); 
• Nozzle diameter (DN). 
The present study has been focused on maximum temperature drop 

design for generating air with very low temperatures. Considering Soni 
and Thomson the nozzle area to tube area proportion of 0.11+ 0.01 was set 
up for the highest temperature fall and a ratio of 0.084+0.001 to attain the 
highest efficiency. Similarly, as per their suggestion, the cold orifice area 
to tube area ratio confirms to 0.08+0.001 fixed to maximize temperature 
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drop and 0.145+0.035 for achieving the highest efficiency. The length of 
the vortex tube was set up to be 45 times greater than the tube diameter as 
per their suggestions [18]. The material used for a cold end (inlet cap) is SS 
304, and brass for the hot end to harness its excellent thermal conductivity 
while the remaining assembly is fabricated in stainless steel to keep a tab 
on the machining and the overall cost [15]. 

The research is focused on checking the efficiency and application of 
the proposed apparatus when put to use in industry. The tube is used for 
instant cooling purposes, where we require dry coolant such that applica­
tions do not get damaged thus application where we need cooling for small 
application, we can use a vortex tube [16]. 

11.4 DESIGN AND CONSTRUCTIONAL FEATURES 

11.4.1 CAD MODEL PART DIAGRAM OF VARIOUS PARTS OF A 
VORTEX TUBE (Figures 11.2–11.7) 

FIGURE 11.2 Vortex generator. 
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FIGURE 11.3 Conical valve. 

FIGURE 11.4 Hot end part. 
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FIGURE 11.5 Cold end part. 

FIGURE 11.6 Hot end sleeve. 
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FIGURE 11.7 Vortex tube. 

11.4.2 IMAGE DRAFTING WITH A DIMENSION OF VARIOUS 
PARTS OF VORTEX TUBE 

Experimental design for set up – in the following figure, the size of the 
vortex tube under study (the vortex tube cold end, vortex generator hot 
end sleeve, conical valve, and hot end) has been shown the vortex tube 
dimensions under study (Figures 11.8–11.12). 

FIGURE 11.8 Vortex tube cold end. 
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FIGURE 11.9 Vortex generator. 

FIGURE 11.10 Hot end sleeve. 

FIGURE 11.11 Conical valve. 

FIGURE 11.12 Hot end. 
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11.4.3 FINAL FABRICATED PRODUCT OF VARIOUS PARTS OF 
VORTEX TUBE ASSEMBLY 

Designed various parts of vortex tube apparatus (Figures 11.13–11.18). 

FIGURE 11.13 Vortex generator. 

FIGURE 11.14 Hot end sleeve. 

FIGURE 11.15 Conical valve. 
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FIGURE 11.16 Hot end. 

FIGURE 11.17 Assembled vortex tube. 

FIGURE 11.18 Final designed manufactured vortex tube. 
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11.5 OPERATIONAL PROCEDURES 

The experimentation is performed with a counterflow vortex tube at 
different valve positions and varying pressures ranging from 7.2 to 8.3 
bars. There are 7 valve positions from 0 to 100% opening at the hot end 
side to restrict or release the hot mass of air [10]. For every valve position, 
the temperature rise and drop are recorded. So as to have a correct set of 
readings 3 measurements are recorded for every valve position and then 
the average temperature rise and drop are estimated, respectively [8, 9]. 

The input fluid from the compressor which is the compressed air is 
passed through the pressure regulator to adjust the inlet pressure and then 
passed through the generator which is of brass material having 6 aerofoil 
shaped cut due to which the air vortices are generated inside the vortex 
tube at very small vortex angle of 6. The rotation of the generator and 
simultaneously the vortices work in direct proportion to the inlet pressure 
[22]. The restrictor at the other end regulates the mass flow measurement 
of the hot air to see its effect on temperature distribution by the ends of 
the vortex tube [6]. The inlet and cold mass flow rate is calculated with 
the help of an anemometer, and the hot mass is calculated from the mass 
conservation principle. 

11.5.1 ASSESSMENT 

The assessment works upon the following important terms. 
The cold mass fraction denoted by µ is equated as the mass of cold air 

to the mass air ratio [11]. 

mc µ = (1)
mi 

where; mc is the cold mass flow rate in kg/s and mi is the inlet mass flow 
rate in kg/s. 

The cold end temperature is figured out as the difference in the 
temperature of the inlet end and the cold end [20]. 

∆ Tc = (Ti – Tc) (2) 

with Ti being the inlet temperature; and Tc the cold end temperature. 
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Temperature drop at the hot end is figured out as the difference in the 
temperature of the hot end and the inlet end and the hot end [7]. With Th 
being the temperature at the hot end and Ti being the inlet temperature [1, 4]. 

∆ Th = (Th – Ti) (3) 

At a given case the cooling effect Qc is represented as below: 

Qc = mc Cp (Ti – Tc) (4) 

Heating effect Qh at a given case at hot end is given as: 

Qh = mh Cp (Th – Ti) (5) 

Estimation of the work accomplished by a compressor is equated as 
below [13]. 

  1  ) n−
−1 (6)n P2 

 n  = ) x P V  x  ( 1 1 W ( n −1 P1   

with P1 being the inlet atmospheric pressure accepted by the compressor 
and P2 being the outlet gauge pressure. 

The coefficient of performance is equated as the ratio of cooling effect 
to the accomplished work of the compressor. 

QcCOP = (7)W 

The static temperature drop is the temperature drop due to adiabatic 
expansion which is represented by: 

∆ Tc′ ∆ Tc′ = (Ti – Tc′ ) (8) 

(n−1/n) ) Pa where; Tc′ = Ti 1− ( Pi   

The relative temperature drop is the ratio of temperature drop in a 
vortex tube to the static temperature drop which is denoted by ∆ Trel 

∆Trel = ∆Tc 
(9)

∆Tc ' 

Adiabatic efficiency is the ratio of real cooling gets in the vortex tube to 
the cooling possible with adiabatic expansion. It is denoted by ε ad 

ε ad = μ x ∆ Trel (10) 



 

 

 TABLE 11.2 Experimental Result of Vortex Tube 

SL. Pressure Conical Valve Hot End Cold End Temperature 
No. (bar) (Rotation) Temperature  Temperature Difference 

(ºC) (ºC) (°C) 
1. 8.3 (120 psi) 0.5 42.2 27.7 14.5 

1 47.9 29 18.9 
2. 7.6 (110 psi) 0.5 41.7 28 13.7 

1 45.6 29.6 16 
3. 7.2 (105 psi) 0.5 41.4 28.5 12.9 

1 38.5 28.7 9.8 
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11.6 RESULT DISCUSSION 

Table 11.2 shows the experimental result of the vortex tube. 

Figure 11.19 shows the effect of inlet pressure on ΔTc. The value of Tc 
increases with the increase in Pi for 0.5 rotation of valve opening with a 
straight-line relation. 

FIGURE 11.19 Temperature difference vs. pressure for 0.5 rotation. 

Figure 11.20 displays the bearing of inlet pressure on ΔTc. The value 
of Tc increases with the increase in Pi for 1 rotation of valve opening with 
a straight-line relation. 
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FIGURE 11.20 Temperature difference vs. pressure for 1 rotation. 

11.6.1 CALCULATION OF COEFFICIENT OF OPERATION 

3m*Cp* ∆T *10 
C O P  . .  =  = 1.79 × m × ∆T

1*746*0.75 

1. ∆cfm = 6 
i. For 0.5 rotation: 

(3.5 − 0.5) 
. = = 0.857C F  

3.5 

Mass of air coming out of cold end = 0.857 × 6 = 5.1426
 

m = 5.1426, cfm = 2.57 × 10–3 m3 s–1
 

∆T = 14.5 °C
 

C.O.P. = 0.066
 

ii. For 1 rotation: 

(3.5 −1) 
. = = 0.71428C F  

3.5 

Mass of air coming out of cold end = 0.71428 x 6 = 4.2857
 

m = 4.2858, cfm = 2.143 x 10–3 m3 s–1
 

∆T = 18.9 °C
 

C.O.P = 0.073
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2. 

i. For 0.5 rotation: 

(3.5 − 0.5) 
. = = 0.857C F  

3.5 

Mass of air coming out of cold end = 0.857 x 6 = 5.1426 

m = 5.1426, cfm = 2.57 x 10–3 m3 s–1 

∆T = 13.7 °C 
C.O.P = 0.063 

ii. For 1 rotation: 
(3.5 −1) 

. = = 0.71428C F  
3.5 

Mass of air coming out of cold end = 0.71428 x 6 = 4.2857 
−3 3 −1= 4.2858, cfm = 2.143 1 0 m sm x 

∆T = 16 °C 
C.O.P = 0.061 

3. 
i. For 0.5 rotation: 

(3.5 − 0.5) 
. = = 0.857C F  

3.5 
Mass of air coming out of cold end = 0.857 x 6 = 5.1426 

−3 3 −1= 5.1426, cfm = 2.57 1 0 m sm x 

∆T = 12.9 °C 
C.O.P = 0.059 

ii. For 1 rotation: 
(3.5 −1) 

. = = 0.71428C F  
3.5 

Mass of air coming out of cold end = 0.71428 x 6 = 4.2857 
−3 3 −1= 4.2858, cfm = 2.143 1 0 m sm x 

∆T = 9.8 °C 
C.O.P = 0.038 



 

 TABLE 11.3 Experimental Result of Pressure, Conical Valve and Calculated C.O.P 

SL. No. Pressure Conical Valve C.O.P 
1. 8.3 0.5 0.066 

1 0.073 
2. 7.6 0.5 0.063 

1 0.061 
3. 7.2 0.5 0.059 

1 0.038 
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Table 11.3 shows the experimental result of pressure, conical valve, 
and calculated C.O.P. 

Figures 11.21–11.23 display the C.O.P vs. pressure for 1 rotation. 

FIGURE 11.21 C.O.P vs. pressure for 1 rotation. 

FIGURE 11.22 C.O.P vs. pressure for 0.5 rotations. 
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11.6.2 RESULT OF A RISE IN PRESSURE ON COP AT DIFFERENT 
VALVE OPENINGS 

The figure displays the bearing of a rise in pressure on COP at different 
locations of valve opening. We can make an observation that the COP 
follows a direct proposition with pressure. It follows a straight-line 
relationship which clearly shows the impact of pressure in producing the 
cooling effect. 

11.7 CONCLUSION 

Based on the research, few conclusions can be drawn. Temperature drops 
and flows work in direct proposition to inlet pressure. The performance 
of the vortex tube suffers on account of the opposite exerted on the cold 
air exhaust. Low back pressure measuring till 2 PSIG (0.1 bar), has zero 
effect on the performance but for pressure to tune of 5 PSIG (0.3 bar) 
changes the performance by around 5°F (2.8°C). 

A Vortex tube has the capacity to drop the air temperature from the 
temperature when the air was accepted in. High input temperatures will 
result in a corresponding rise in cold air temperatures. The temperature 
drops or gains are proportional to the inlet temperature. 

During testing two different types of valves were used viz. 

i. Needle valve (bolt type); and 
ii. Inline conical valve. 

It was observed that the Inline conical valve gave the maximum 
temperature drop. Thus, this valve was recommended for further perfor­
mance testing of the Vortex Tube. 

The nozzle used is altogether different than the one that was used by 
Prof. Parulekar in his short vortex tube. External U-threads were used for 
the tangential entry. The air attains the path followed by the threads with 
small helix angle and this helps producing the free vortex which after 
facing the restriction in the flow (Hot end control valve), becomes the 
forced vortex traveling in opposite direction with same angular velocity 
corresponding to sonic linear velocity. 
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CHAPTER 12
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DENOISING METHODS FOR FETAL 
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FIR FILTER AND EMPIRICAL MODE 
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ABSTRACT 

Long-term and frequent checking of a fetal health state is still a difficult 
task, mainly in high-risk type of pregnancies. This chapter shows a fully 
non-invasive technique to extract out the fetal heart sound (FHS) from 
sound signals which are recorded from the surface of mothers abdominal. 
This chapter mainly relates to fetal phonocardiogram (fPCG) processing 
of signal. Signal denoising is always a major task after recording the 
signal, so in this chapter basically, two types of denoising methods that are 
finite impulse response filter (FIR Filter) and empirical mode decomposi­
tion (EMD) methods are used and compared. For testing, or comparing 
these two, recordings of real dataset were used, and the estimate depends 

mailto:nikitajatia2604@gmail.com
mailto:veerk@nitj.ac.in


 

 

 

172 Optimization Methods for Engineering Problems 

on cognitive observation and signal advancement after performing both 
methods. The results in this chapter proved that both the methods assisted 
for improving fetal PCG signal by de-noising the signal. On the ground 
of the results, in the end we concluded that EMD as a suitable method for 
denoising and processing the fetal PCG signal. 

12.1 INTRODUCTION 

Heart which plays vital role in human body, hence whenever there is 
any effect on heart it is always a major disease or heart disease is major 
disease for a human body throughout the world. Treatment for these types 
of diseases can be efficient and easy if the disease is diagnosed at an 
early stage. Heart diseases which are also called Coronary Diseases are 
diagnosed successfully and easily using stethoscope as it demands less 
equipment. Sometimes auscultations can be the only accessible way for 
examining, such as in PHC (primary health care centers), at these centers 
or in rural areas such type of high-fi instruments are not easily available for 
diagnosis and cases of children where alternative facilities like ECG are 
difficult to perform. Traditional listening of heart sound mainly requires 
broad training, storage of records for further use and experience which 
is not possible at every place [1]. To overcome these types of shortcom­
ings, one can use automatic auscultation using electronic stethoscopes. 
Doctors can observe any problem in heart by just listening heart sound, 
and heart sound is comprising of four types of components from the two 
are dominant one which is S1 and S2 and are caused by closure of valves. 
S3 is the result of the first rapid filling and produce vibration of ventricular 
valves, S4 take place when the atria valve contract in 2nd phase of the 
ventricular filling. S1 is lower in pitched and shorter duration and can be 
listen at mitral auscultation which is caused by closing of tricuspid and 
mitral valves. S2 is a louder sound and caused by the closing of the aortic 
valve and pulmonary valve [2]. 

The Phonocardiogram (PCG) is a plot of the heart sound, which 
demonstrate the mechanical activity of the heart [15]. These types of 
sounds are produced by the closing and opening of heart valves and 
vibration of cardiovascular structures. Adult PCG contains two major and 
(commonly) distinct components known as S1 and S2, due to the time 
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interval between the closures of atrioventricular and semilunar valves. In 
fetal PCG, this time interval is much shorter than that of the adult. For this 
reason, while auscultation, typically one dominant sound can be heard. 
The average FHR at term is 110 to 160 beats per minute (BPM), and as 
the fetus matures, the average FHR baseline decreases, while the heart 
rate variability (HRV) increases [3]. Cardiac auscultation is a process to 
listen and analyze the sound of the heart using an electronic stethoscope, 
which gives digital recordings of the heart sound, called phonocardiogram 
(PCG). This signal contains useful information mainly about the condition 
and functionality of the heart. Based on that PCG signal, a signal of heart 
sound is divided in two types of categories, i.e., abnormal and normal. 
Stages which are involved in this processing the signal and diagnosing 
heart sound signal are, recording heart sound signal, then elimination of 
noise, sampling of PCG signal at a particular frequency rate, extraction of 
features, classification, and training. From the signal handling perspective, 
the PCG is a sound signal having energy mostly focused between 20 and 
200 Hz [1]. It is a highly nonstationary signal with pseudo-periodic time-
frequency characteristics. Although there is no deterministic behavior in 
this signal, there are clear similarities between local energy trends of the 
PCG successive beats in the time-frequency (TF) domain. 

12.2 METHODOLOGY 

Database is created using recordings of 109 pregnant females (aged 
between 16 and 47 years, mean ±SD of 29.3±5.8 with Body Mass Index 
between 19.5 and 38.9 mean±SD of 29.2±4.0), using digital JABES Elec­
tronic stethoscope of GS Technology Co. Ltd., South Korea placing on 
mother’s lower abdominal as explained by Samieinasab and Sameni [4]. 

Twin’s cases, (seven cases) the data is recorded two times by placing 
the sensor advised by the gynecologist or experts. Audio software is 
Audacity® cross-platform, used for collecting recording and after that 
performing editing the signals on a computer. From 109 subjects, 99 
subjects were having single signal recording, three subjects having two 
and seven cases of twins were recorded separately, in total 119 recordings. 
90 seconds is the mean time for each recording, with sampling rate of 
16,000 Hz and 16-bit quantization. 
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12.3 METHOD 

12.3.1 FINITE IMPULSE RESPONSE (FIR) FILTER 

Linear type of filtration is known as the main process for removing 
unwanted or distorted signal components; here, the most frequent one is 
harmonic interference. Therefore, this is mainly applied where there is a 
mixture of valuable signal along with noisy signal is provided as input to 
the filter. These types of filters are generally frequency selective. Hence, 
they can remove elements of signal at a particular frequency band. 

Fetal PCG signal is non-deterministic and non-stationary. Traditional 
filtering filtered the data by improving SNR and eliminating noise or signal 
which is outside the band pass filter, but then to some of the noise remains 
in the fetal PCG signal [5]. FIR filters are convolutional and non-recursive 
in nature. This type of filter achieves a linear phase-frequency charac­
teristic. But there is a similar type of delay for the individual harmonic 
components and they are distortion less. As shown in the equation below 
Yn shows the response of linear filter and hi is impulse characteristics. 
Waveform of modulus frequency characteristic is one of the basic methods 
for designing FIR filter [1]. 

Y	 = h0.x + h1.x – 1 + h – 1.x – (n – 1) (1)n n n n n

12.3.2 EMPIRICAL MODE DISTRIBUTION 

Empirical mode decomposition (EMD), recently created by Huang et 
al. [9] this technique is best used for decomposing any nonlinear signal 
and nonstationary signal with the oscillating components following some 
fundamental qualities. The most important key feature of EMD is that it 
can be used as a spontaneous decomposition and completely data adaptive 
method. The process of the EMD method is to decompose a given noisy 
signal into a summation of band-limited functions called intrinsic mode 
function (IMFs). Each of the IMF fulfills two basic conditions. 

•	 In the given signal it is observed that the number of extrema and 
zero-crossings in the signal should be differ or same atmost by one; 
and 

•	 Average values of IMF wave must be zero. 
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There are many ways to compute the EMD method [5–10]. Below 
shown, Algorithm is used here to decompose signal into various IMFs 
components [14]. 

1.	 To find Maxima and Minima, Figure 12.1(a) [16]. 

FIGURE 12.1(a) To find maxima and minima. 

2.	 Generate an envelope of maxima and minima from the array of 
maxima and minima shown in Figure 12.1(b) [16]. 

FIGURE 12.1(b) Envelope of maxima and minima. 
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3.	 Get the middle value or number from the envelope of maxima and 
minima as in Figure 12.1(c) [16]. 

FIGURE 12.1(c) Number from the envelope of maxima and minima. 

4.	 Reduce the number or value of real dataset signal from the mid 
value of the envelope depicted in Figures 12.1(d) and 12.1(e) [16]. 

FIGURE 12.1(d) Value (extracted wave) of real dataset signal from the mid value of the 
envelope. 
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FIGURE 12.1(e) Value (fusion wave) of real dataset signal from the mid value of the 
envelope. 

5.	 Check that the extracted signal that it is IMF or not [16]. 
6.	 Reduce the original dataset signal earlier IMF extracted in Step 5, 

depicted in Figures 12.1(f) and 12.1(g) [16]. 

FIGURE 12.1(f) Reduce the original dataset signal. 

The main reason for decomposing fetal PCG recordings into the IMFs is 
to allow the fundamental cardiac sounds in various oscillating components, 
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which increases the monitoring of the system. Besides, the time and 
frequency depiction of the PCG recordings can deliver important informa­
tion about the automatic detection of heart sounds and detecting pathologies 
from patterns of these type of heart sounds in the IMF. 

FIGURE 12.1(g) To reduce the original dataset signal. 

12.4 RESULT AND DISCUSSION 

12.4.1 DATASET 

The dataset of fetal PCG signals, which used in my work, data is accessible 
in Physio Bank archive. This dataset was taken at Hafez Hospital in 
Shiraz University of Medical Sciences. The dataset was taken by using 
recordings of 109 pregnant women (whose age is in between 16 and 
47, Body Mass Index between 19.5 and 38). These phonograms were 
taken by digital JABES stethoscope of GS Technology Co. Ltd., South 
Korea, placed at the lower side of the abdomen of pregnant women. 
Audacity® software employed in the whole process for recording and 
editing acoustic recordings on computer. In total, 119 phonograms were 
obtained. 90 seconds is the mean length of every recording, fs or sampling 
frequency is 16,000 Hz with around 16-bit Quantization and various 
recordings were at fs of 44,100 Hz. Frequency range is in between 20 Hz 
and 1 kHz [5]. 
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12.4.2 EXPERIMENT ON REAL DATA 

After performing test on real type of data it is found that right use of FIR 
filter band is in between 20 Hz and 200 Hz with the sampling frequency 
of 16,000 Hz and filter’s order at 1,000. Figure 12.2 represent a real type 
of recording of the f102m.mat after and before filtering the data using 
FIR filter. Utilizing vision monitoring, it is observed that the filtration 
decreases ambient noise of signal. 

And the second method is EMD, EMD is not bound to use in frequency 
spectrum. This is the main key feature of EMD which is generally not 
present in any other type of filtering method. And the output from EMD 
is also in time spectrum. There is no requirement of assuming EMD as 
periodic signal and it is not depending on simple sine wave, it is based on 
Intrinsic Mode Function (IMF) (Figure 12.3). 

12.5 CONCLUSION 

To enhance the noise suppression operation of fetal PCG an efficient 
denoising techniques based on FIR filters and EMD are generally applied 
by the not-adaptive type of signal processing algorithms. Here is my 
work, testing to check the performance for extracting a fetal PCG signal 
from abdominal PCG using real type of data. Testing was performed on 
each of the individual for checking the efficiency of the signal before and 
after performing the filtering process. There are so many limitations in 
the FIR filter then to it has stayed the most powerful technique for signal 
analysis and processing [14]. Even though it is unsuitable for analyzing 
signals which are generated by non-linear and non-stationary processes, 
i.e., real-world, or natural signals. But then comes the savior EMD, and 
its capability to analyze real-world natural signals The ability of EMD to 
decompose. 

A real-world signal into their true and meaningful components has 
been widely appreciated in the various fields of science and engineering. 
And the result which we get after performing both the methods, in my 
work also validate that EMD achieved better results. The main feature of 
EMD is that it does not care about the signal is periodic or not and it is not 
based on the simple sine wave type rather it is based on Intrinsic Mode 
Function (IMF). It is powerful spontaneous decomposition algorithm for 



 

 

180 Optimization Methods for Engineering Problems 

FI
G

U
R

E 
12

.2
 

N
oi

sy
 si

gn
al

 a
nd

 fi
lte

re
d 

si
gn

al
 u

si
ng

 F
IR

 fi
lte

r. 



 

 

181 Performance Comparison of Denoising Methods 

FI
G

U
R

E 
12

.3
 

N
oi

sy
 si

gn
al

 a
nd

 fi
lte

re
d 

si
gn

al
 u

si
ng

 E
M

D
 m

et
ho

d.
 



 

 
 

 
 

 

 

 

 

 

 

182 Optimization Methods for Engineering Problems 

analyzing nonstationary, non-linear, and non-Gaussian signals [12] and 
base function is not obligatory [13]. 

Though, the data taken from physio Bank is not of good quality because 
of bad quality of sensing elements, quality results are not achieved. On real 
data testing, fetal age performs a vital role. Throughout the process of preg­
nancy, the heart rate gradually expands and fixes in the 18th week. However, 
it is advised to examine the heart sound in the 36th week of gestation at that 
time heart sound is perfectly audible and sound is stable too. 

KEYWORDS 

• coronary diseases 

• denoising 

• empirical mode decomposition (EMD) 

• fetal PCG 

• FIR filter 

• intrinsic mode function (IMF) 
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ABSTRACT 

As a part of the design process, it is essential to predict the aerodynamics 
of the flow as it moves over a streamlined body. This is executed with 
the use of wind tunnels of appropriate Mach numbers, with the influence 
of computational analysis. But it is mandatory to verify the theoretical 
results to the experimental results carried out in a wind tunnel. Before 
testing, it is necessary that the flow parameters, namely the velocity 
distribution, angularity of the flow, turbulence, are evaluated and are 
within the margins. This is important when we are evaluating the flow 
in three dimensions. Thus, ensuring the reliability of the experimental 
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results. In order to evaluate the truthiness of the flow, a two-hole spherical 
flow analyzer is being used. The truthiness of two wind tunnels across 
India is being evaluated by a two-hole spherical flow analyzer. From the 
experiment, the data map will be plotted for the flow parameters using the 
yaw head constant and the respective orientations of the two-hole spherical 
flow analyzer. Their nature is evaluated and the findings are discussed. 

13.1 INTRODUCTION 

Scrutiny of flow patterns around scale models and the measure of 
aerodynamic forces or pressure upon or the velocity around these structures 
is the primary purpose of a wind tunnel [1, 2]. Determination of mean 
values and also the uniformity of various flow parameters say, stagnation 
pressure, temperature, velocity, Mach number and flow angularity in 
the region where the model is tested is the major step involved in wind 
tunnel calibration. However, determination of these flow parameters 
by currently available methods, demands the flow to be maintained 
isentropic and laminar, which has been one of the major problems faced 
during calibration. Determination of flow angle is a crucial requirement 
for maintaining a laminar flow inside the test section and the operation 
involves wind tunnel calibration [3, 4]. Though there are wide ranges of 
instruments available for the calibration of wind tunnel, accurate results 
are not guaranteed. The major part of calibration is achieved through the 
measurement of pressures and temperatures and in general, the most basic 
and useful tool in the calibration of wind tunnels is the measurement of 
pressures which are sensitive to hole size of the probes and hence it is 
necessary to keep them as small as possible [5, 6]. Basically, pressure 
probes are instruments used to determine the associated pressures and 
also the flow angle within a fluid stream. Design of pressure probes for 
fluid measurements involves the consideration of the factors, say blockage 
effects, hole geometry and size, frequency response, local Mach, and 
Reynolds numbers, etc. Better accuracy is obtained when smaller probes 
are used. However, they require longer time to respond and also face 
greater problems regarding contamination [7]. Pressure probes must be 
designed to be susceptible to the flow direction, and in consequence, the 
probes are essentially calibrated to determine the effects when they are 
aligned to the flow field which when rotated about their axis can also give 
the effects of pitch and yaw [8, 9]. 
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13.2 METHODOLOGY 

13.2.1 DESIGN OF TWO-HOLE SPHERICAL FLOW ANALYZER 

A two-hole spherical flow analyzer is an instrument used for the measure­
ment of flow parameters in order to justify the flow angularity in a wind 
tunnel. The holes on the instrument are connected to manometer with gives 
us the pressure measurements. In a two-hole spherical flow analyzer if the 
reading on the two ports is the same, this indicates that the nature of the 
flow is the same in the vicinity of the ports. In a case where it is different, 
it points towards an angularity in the flow. The two-hole spherical flow 
analyzer used here has two ports at an angle of 45° from the axis of the 
instrument and both holes are at 90° w.r.t each other. The specification of 
the instrument is given in Table 13.1. 

TABLE 13.1 Specifications of the Instrument 

Features Dimensions 
The internal span of the sphere 25 
The external span of the sphere 29 
The internal span of the pipe 2 2 
The external span of the pipe 3 3 
Extent of cylinder pipe 75 75 
Extent of pipe from the center of the sphere 90 
Depth of sphere 2 
The angle between curved pipes 135° 

The designed and modeled instrument is shown in Figure 13.1. 

13.2.2 MOUNTING OF TWO-HOLE SPHERICAL FLOW 
ANALYZER IN TEST FACILITY 

The procedure involves positioning the instrument in a wind tunnel at a 
measured distance in the test section. It is made sure the longitudinal axis 
and the axis of the instrument are parallel to each other. This is again 
clarified by the readings on the manometer being the same. The angle 
between the axis of the two-hole spherical flow analyzer and the axis 
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of the wind tunnel gives us the inclination Ψ measured in degrees. The 
pressure measurements are recorded at each successive inclination of the 
instrument. Simultaneously a pitot static tube connected to a sensor is used 
to find the dynamic pressure of the flow. A curve of Yaw head constant 
v/s Angle is plotted and the curve is evaluated for truthiness. Figure 13.2 
shows two-hole spherical flow analyzer mounted in the specified test 
facility. 

FIGURE 13.1 Two-hole spherical flow analyzer (design and model). 

FIGURE 13.2 Two-hole spherical flow analyzer in test facility. 
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13.3 RESULTS AND DISCUSSION 

13.3.1 SURVEY RESULT-1 

Table 13.2 gives the wind tunnel specification for survey 1 and Table 13.3 
gives test results for survey 1 at 30 m/s. 

TABLE 13.2 Wind Tunnel Specification for Survey 1 

Organization MVJ College of Engineering 
Test section size 600 × 600 mm 
Velocity max 70 m/s 
Contraction ratio 9:1 
Power supply 3 phase AC – 440 W–64 Amps 

TABLE 13.3 Test Results for Survey 1 at 30 m/s Test Section Velocity 

SL. L (cm) Velocity q (P) Ψ PA (Pa) PB (Pa) ΔP = ΔK = 
No. (V) (m/s) Pascals (PA ~ PB) (Pa) (ΔP/q) 
1. 10 30 551 0.0 397.05 397.05 0 0 

10 30 551 0.2 397.12 397.01 0.11 0.0002 
10 30 551 0.4 397.17 396.97 0.2 0.000363 
10 30 551 0.8 397.21 396.92 0.29 0.000526 
10 30 551 1.0 397.28 396.88 0.4 0.000726 

2. 20 30 551 0.0 406.31 406.31 0 0 
20 30 551 0.2 406.38 406.27 0.11 0.0002 
20 30 551 0.4 406.43 406.21 0.22 0.000399 
20 30 551 0.8 406.48 406.16 0.32 0.000581 
20 30 551 1.0 406.53 406.09 0.44 0.000799 

3. 30 30 551 0.0 369.29 369.29 0 0 
30 30 551 0.2 369.35 369.22 0.13 0.000236 
30 30 551 0.4 369.39 369.17 0.22 0.000399 
30 30 551 0.8 369.44 369.14 0.3 0.000544 
30 30 551 1.0 369.49 369.08 0.41 0.000744 

4. 40 30 551 0.0 386.24 386.24 0 0 
40 30 551 0.2 386.29 386.2 0.09 0.000163 
40 30 551 0.4 386.33 386.16 0.17 0.000309 
40 30 551 0.8 386.39 386.11 0.28 0.000508 
40 30 551 1.0 386.42 386.7 0.28 0.000508 
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From the result shown in Figures 13.3 and 13.4, it indicates a steady 
level increase in turbulence level for speed of 30 m/s at 0.1 m from the entry 
section of the test section. The curve at 0.2 m is showing a steep increase 
in turbulence level as the yaw angle is increased. A similar pattern curve is 
obtained when the instrument is placed at 0.3 m from the inlet of the test 
section. But as the instrument is moved further to a distance 0.4 m away 
from the test section inlet, the curve for yaw head constant is showing a 
sudden decrease which depicts clearly about the flow angularities existing 
in the tunnel. The results are clearly showing that the yaw head varies for 
even a small change in the degree of yaw. Table 13.4 gives test results for 
survey 1 at 45 m/s velocity inside the test section. 

FIGURE 13.3 ΔK v/s Ψ at MVJ for 30 m/s. 

From Figures 13.5 and 13.6, the nature of the curve indicates a linear 
progression for a velocity of 45 m/s at 0.1 m. As the position is changed 
to 0.2 m there is similar nature with a reduction in the yaw head. At 0.3 
m distance, the curve is relatively same with a slight dip as the angle is 
increased. Further as the two-hole spherical flow analyzer is placed at 
0.4 m the nature remains the same with a rise in yaw head confident. 
The result does not indicate any abrupt variations but there are noticeable 
deviations. 
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FIGURE 13.4 ΔP v/s Ψ at MVJ for 30 m/s.
	

TABLE 13.4 Test Results for Survey 1 at 45 m/s Test Section Velocity
 

SL. 
No. 

L (cm) Velocity 
(V) (m/s) 

q (P) 
Pascals 

Ψ PA (Pa) PB (Pa) ΔP = 
(PA ~ PB)(Pa) 

ΔK = 
(ΔP/q) 

1. 10 45 1,240 0.0 664.79 664.79 0 0 
10 45 1,240 0.2 664.74 664.82 0.08 0.0000645 
10 45 1,240 0.4 664.69 664.87 0.18 0.000145 
10 45 1,240 0.8 664.62 664.92 0.3 0.000242 
10 45 1,240 1.0 664.58 664.96 0.38 0.000306 

2. 20 45 1,240 0.0 590.89 590.89 0 0 
20 45 1,240 0.2 590.93 590.86 0.07 0.0000565 
20 45 1,240 0.4 590.97 590.81 0.16 0.000129 
20 45 1,240 0.8 591.02 590.76 0.26 0.00021 
20 45 1,240 1.0 591.08 590.72 0.36 0.00029 

3. 30 45 1,240 0.0 649.84 649.84 0 0 
30 45 1,240 0.2 649.87 649.79 0.08 0.0000645 
30 45 1,240 0.4 649.91 649.72 0.19 0.000153 
30 45 1,240 0.8 649.95 649.68 0.27 0.000218 
30 45 1,240 1.0 649.99 649.63 0.36 0.00029 

4. 40 45 1,240 0.0 720.19 720.19 0 0 
40 45 1,240 0.2 720.22 720.12 0.1 0.0000806 
40 45 1,240 0.4 720.28 720.08 0.2 0.000161 
40 45 1,240 0.8 720.33 720.02 0.31 0.00025 
40 45 1,240 1.0 720.39 719.99 0.4 0.000323 
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FIGURE 13.5 ΔK v/s Ψ at MVJ for 45 m/s. 

FIGURE 13.6 ΔP v/s Ψ at MVJ for 45 m/s. 

13.3.2 SURVEY RESULT-2 

Table 13.5 gives the wind tunnel specification for survey 2 and Table 13.6 
gives test results for survey 2 at 15 m/s velocity inside the test section. 

Figures 13.7 and 13.8 shows a curve for the experiment carried out at 
15 m/s. For 0.1 m distance it is seeming that the curve increases steadily 
till an inclination of 0.2, beyond that there is a sharp decline in the slope. 
At a location of 0.2 m, the nature of the curve changes very abruptly, with 
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a sharp increase in the slope till the inclination of 0.4 after which there is 
a sudden decline. The curve at 0.3 m and 0.4 m shows a relatively smaller 
slope which remains constant with the increase in inclination. It can be 
concluded that there is an angularity in the flow which is causing this 
random fluctuation of the curve. Table 13.7 gives test results for survey 2 
at 25 m/s velocity inside the test section. 

TABLE 13.5 Wind Tunnel Specification for Survey 2 

Organization Satyam college of engineering and technology–Tamil Nadu 
Test section size 300 × 300 mm 
Velocity max 65 m/s 
Contraction ratio 6:1 
Power supply 3 phase AC – 440 W–64 Amps 

TABLE 13.6 Test Results for Survey 2 at 15 m/s Test Section Velocity 

Sl. L (cm) Velocity q (P) Ψ PA (Pa) PB (Pa) ΔP = ΔK = 
No. (V) (m/s) Pascals (PA ~ PB) (Pa) (ΔP/q) 
1. 10 15 138 0.0 37.02 37.02 0 0 

10 15 138 0.2 37.07 36.19 0.88 0.00638 
10 15 138 0.4 37.13 36.15 0.98 0.0071 
10 15 138 0.8 37.18 36.1 1.08 0.00783 
10 15 138 1.0 37.22 36.05 1.17 0.00848 

2. 20 15 138 0.0 48.05 48.05 0 0 
20 15 138 0.2 48.1 48.01 0.09 0.000652 
20 15 138 0.4 48.6 47.95 0.65 0.00471 
20 15 138 0.8 48.21 47.9 0.31 0.00225 
20 15 138 1.0 48.27 47.88 0.39 0.00283 

3. 30 15 138 0.0 55.39 55.39 0 0 
30 15 138 0.2 55.42 55.32 0.1 0.000725 
30 15 138 0.4 55.47 55.28 0.19 0.00138 
30 15 138 0.8 55.52 55.22 0.3 0.00217 
30 15 138 1.0 55.58 55.18 0.4 0.0029 

4. 40 15 138 0.0 62.18 62.18 0 0 
40 15 138 0.2 62.22 62.13 0.09 0.000652 
40 15 138 0.4 62.27 62.08 0.19 0.00138 
40 15 138 0.8 62.32 62.01 0.31 0.00225 
40 15 138 1.0 62.36 61.98 0.38 0.00275 
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FIGURE 13.7 ΔK v/s Ψ at SCET for 15 m/s. 

FIGURE 13.8 ΔP v/s Ψ at SCET for 15 m/s. 

Figures 13.8 and 13.9 shows a curve for the experiment carried out at 
25 m/s. The curve remains almost same for all the distance till the inclina­
tion of 0.4. After this point the curve for 0.1 m and 0.2 m remains nearly 
the same with small fluctuations. But for 0.4 there is a slight increase till 
an inclination of 0.8 and then a decline. Thus, there is a noticeable shift in 
the flow properties after an inclination of 0.4. 
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TABLE 13.7 Test Results for Survey 2 at 25 m/s Test Section Velocity 

SL. L (cm) Velocity q (P) Ψ PA (Pa) PB (Pa) ΔP = ΔK = 
No. (V) (m/s) pascals (PA ~ PB) (Pa) (ΔP/q) 
1. 10 25 383 0.0 35.69 35.69 0 0 

10 25 383 0.2 35.72 35.63 0.09 0.000235 
10 25 383 0.4 35.78 35.59 0.19 0.000496 
10 25 383 0.8 35.82 35.55 0.27 0.000705 
10 25 383 1.0 35.88 35.5 0.38 0.000992 

2. 20 25 383 0.0 48.54 48.54 0 0 
20 25 383 0.2 48.59 48.49 0.1 0.000261 
20 25 383 0.4 48.63 48.44 0.19 0.000496 
20 25 383 0.8 48.67 48.39 0.28 0.000731 
20 25 383 1.0 48.72 48.35 0.37 0.000966 

3. 30 25 383 0.0 54.64 54.64 0 0 
30 25 383 0.2 54.69 54.59 0.1 0.000261 
30 25 383 0.4 54.73 54.54 0.19 0.000496 
30 25 383 0.8 54.79 54.5 0.29 0.000757 
30 25 383 1.0 54.82 54.46 0.36 0.00094 

4. 40 25 383 0.0 66.18 66.18 0 0 
40 25 383 0.2 66.22 66.13 0.09 0.000235 
40 25 383 0.4 66.27 66.08 0.19 0.000496 
40 25 383 0.8 66.32 66.01 0.31 0.000809 
40 25 383 1.0 66.36 65.97 0.39 0.00102 

13.4 CONCLUSION 

A systematic flow parameter prediction has been conducted success­
fully for the two different wind tunnel testing facility. From the 
above survey and report, it can be seen that a two-hole spherical flow 
analyzer with two pressure ports is capable of determining the flow 
angularity and we could get the exact flow variation for all the two 
testing facilities. The systematic validation of the instrument has 
thus been done successfully. It is found that using this instrument, 
the wind tunnel turbulence level has been predicted quite normal, but 
few useful observations has obtained in the two tunnels which depicts 
the yaw head constant variation for various ranges of Mach numbers 
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with slight variations in yaw angles. This data will assist in measuring 
and explaining the findings obtained during actual model testing to be 
conducted in these three wind tunnels in the future. Moreover, from the 
results obtained, clear idea about the truth flow of the two tunnel and 
systematic understanding about the flow characteristic throughout the 
test section axis and flow angularity at different distance from the entry 
of the test section has been obtained. 

FIGURE 13.9 ΔP v/s Ψ at SCET for 25 m/s. 
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ABSTRACT 

Ball end magnetorheological finishing (BEMRF) process requires an 
electromagnet to precisely control the magnetic field and consequently 
the forces during the finishing action. The heat generated in electromagnet 
in the BEMRF tool, pose thermal management issues, which restricts the 
maximum current supply in the tool. For better finishing process, higher 
magnetic field strength is desirable, which is directly proportional to the 
current supplied in the electromagnet. The BEMRF tool uses the direct 
liquid system, for which the maximum current supplied in the coil is 
limited up to 8 A, after which the coil damages due to heat. The objective 
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of this chapter is to understand the thermal path, hotspot, and effective­
ness of the cooling system, based on which further design modifications 
can be suggested. Entry of fluid in the direction normal to the cylindrical 
coil causes fluid structure near inlet region to achieve non-uniform heat 
dissipation, therefore need arises to modify the inlet port. A comparison 
case without gaps, is simulated to check the claim, that even, negligible 
flow rate may improve overall working condition of electromagnet. Based 
on the analysis of results, some improvements are suggested for the design 
of the cooling system. 

14.1 INTRODUCTION 

Ball end magnetorheological finishing (BEMRF) is a nanofinishing 
technology developed by Singh et al. [19] at the beginning of this decade. 
It is a variant of magnetic field assisted finishing processes that make use 
of smart magnetorheological polishing fluid to smoothen the roughness 
peaks in a controlled manner [1]. BEMRF process has the capability to 
finish plane, nonplanar, and freeform surfaces up to the order of nanometer 
(Iqbal and Jha, 2016). Since its inception, this technology has been 
employed by various researchers to finish a variety of materials ranging 
from ferromagnetic materials like mild steel [10, 11] to nonmagnetic 
materials like additive manufactured polylactic acid (PLA) workpiece [14], 
copper mirrors [2], polycarbonates [12], etc. The capability of BEMRF 
process to finish freeform complex surfaces of a variety of materials can 
be attributed to its unique electromagnet-based tool design mounted on a 
five axis CNC machine tool and having a customized controller developed 
by Alam et al. in 2019 [2] to provide in-process control of finishing forces 
by varying the input current supplied to the electromagnet-based tool. This 
tool requires higher magnetic field for surface finishing operation. Since, 
magnetic field strength is directly proportional to the current density in the 
coil, which is limited due to thermal issues. The magnets with air cooling, 
have limited magnetic field, due to thermal issues arising from Joule’s 
heating effect. 

In literature, cooling issues in electromagnet and electrical machines 
are tackled by several methods such as using spray cooling [15] (El-Rafaie, 
2014), flooded stator or direct liquid cooled stator [4, 6], embedded 
cooling tubes [16]. Spray nozzle cooling provides uniform cooling and 
high heat flux suffers some serious drawbacks such as nozzle blocking, 
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nozzle erosion, which may cause failure in electrical machines reducing 
the reliability of the system [21]. Khan et al. in 2020 [13] developed an 
improved BEMRF tool with direct liquid cooling system. Zhang et al. 
in 2014 [23] performed experimental analysis on totally enclosed water-
cooled permanent magnet machine by experimental method and proposed 
a combined electromagnetic Finite Element Analysis (FEA) with thermal 
resistance network thermal model. Ponomarev et al. in 2012 [17] compared 
the effectiveness of oil cooling in permanent magnet synchronous machine 
using three thermal models which include Lumped Parameter Thermal 
Network (LPTN) model, thermostatic FEA model, and Computational 
Fluid Dynamics (CFD) model. They found that for quick estimation of 
hotspot LPTN model is best suited. In case detailed insight of thermal 
problem is needed with realistic temperature profile, CFD with conjugate 
heat transfer analysis is the best option even when it is a time-consuming 
process. Yang et al. in 2016 [22] summarized that for effective thermal 
management, different aspects in electrical machines must be accounted 
which includes various heat generation sources, paths traverse and sinks. 
Copper loss can be lowered with lower winding temperature. The rule of 
thumb suggests that liquid cooling is a highly efficient cooling system with 
high complexity involved in the process. In the improved BEMRF tool 
[13], 3-D conjugate heat transfer analysis is conducted to understand the 
complexity and effectiveness of the cooling system and to identify thermal 
path and hotspot, based on which design modifications can be suggested so 
that higher current can be achieved in the coil. 

14.2 NUMERICAL ANALYSIS 

The numerical model comprises of three domains bobbin, copper coil 
and cooling fluid surrounding the magnetic winding. The material used to 
manufacture bobbin is aluminum with constant thermophysical properties, 
while transformer oil is used for cooling four sets of layers of magnetic 
winding as shown in Figure 14.1(a). The dimensions are taken as in the 
experimental model as in Khan et al. [13] shown in schematic diagram in 
Figure 14.2. The connecting tube attached with jacket have inlet and outlet 
diameter of 10 mm. Height of the coil and nylon jacket are taken as 140 
mm and 150 mm, respectively. The thickness of bobbin is 1.75 mm. Each 
set consists of 8 layers of coil with a gap of thickness equivalent to the 
diameter of coil wire between two sets, to flush transformer oil between 
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them. The outer diameter of the coil turns out to be 100 mm approximately. 
The detailed specification of the coil used in the experiment is given in 
Table 14.1. The energy dissipated from the coil is equal to the equivalent 
heat generation in the coil, obtained by using Joule’s equation of electrical 
heating, according to the following relation: 

Q = I2R (1) 

(a) 

(b)
 

FIGURE 14.1 (a) Copper layer of winding surrounded with transformer oil in the jacket; 

(b) boundary conditions applied on the mode. 
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FIGURE 14.2 Dimensions of model in schematic diagram. 

TABLE 14.1 Specification of Copper Windings 

Standard Wire Wire Nominal Number of Turns Number of Length of 
Gauge Resistance (Ω/m) in Each Layer Layers in Coil Wire (m) 
18 0.0146 100 24 475 

14.3 ASSUMPTIONS AND GOVERNING EQUATIONS 

Following are the assumptions considered for the numerical model: 

• Incompressible, laminar flow under steady-state conditions; 
• No slip boundary condition; 
• Radiation heat transfer is negligible; 
• Body forces are neglected for cooling fluid; 
• Temperature dependent thermophysical properties of fluid. 

Based on the assumptions, governing equations required for fluid and 
heat transfer analysis are as follows [5]. 

 Continuity Equation: 

∇. V = 0 (2) 
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 Momentum Equation: 

ρ f (V.∇) V = −∇P +µ f ∇
2V	 (3) 

 Energy Equation: 

• For Fluid: 
∇2ρ c ( ∇T ) = k T  f p V. f f f (4) 

•	 For Solid: 
s∇

2 
s (5)k T = 0 

The boundary conditions in conjugate heat transfer are shown in Figure 
14.1(b). At inlet, uniform fluid temperature and mass flow rate are applied 
as constant as in Eqns. (6) and (7), respectively. 

T = Tf,in (6) 

where; T = Tf,in = 281 K. 
ṁ = ρf V̇f	 (7) 

At the interface boundary, heat flux Eqn. (8) and temperature Eqn. (9) 
are used to obtain equilibrium between solid and fluid. 

k T∇ = k T  s s, Γ f ∇ f , Γ (8) 

T  = T (9)s, г f, г 

The heat generation per unit volume is applied in the winding domain 
as: 

Qq” =	 (10)Vw 

For flow at the outlet is given by: 

P = Patm (11) 

∂T 
= 0	 (12)

∂η 

The flow rate of transformer oil into the nylon jacket is 5 L/min with the 
inlet temperature of 8°C. Thermophysical properties of transformer oil are 
computed based on correlations summarized in Table 14.2. 



 

 

c 

TABLE 14.2 List of Correlations for Temperature-Dependent Thermophysical Properties 
of Transformer Oil [8] 

Properties Empirical Correlations 
ρf 1098.72 – 0.712T 

807.163 + 3.58T p 

μf 0.08467 – 0.0004T + 5 × 10–7 T2 

kf 0.1509 – 7.101 × 10–5 T 

  

  

  

  

dh = d o – di (13) 

Re = f h 

f 

vd ρ 

µ (14) 

Heat transfer coefficient is calculated as: 

′ 
h = 

( ,o  w  T ,m f 

q 
T− ) (15) 

where; 

q' sk= − sT 
η 

∂ 

∂ 
(16) 
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For a 90°C change in temperature of oil [13], change in density, specific 
heat, dynamic viscosity, and thermal conductivity are found to be 7.13%, 
17.77%, 56.68% and 4.88%, respectively. Therefore, all the properties are 
considered as temperature dependent, except thermal conductivity. 

The governing equations are solved using coupled CFD solver Ansys 
CFX, with prescribed boundary conditions. The convergence criteria 
between two consecutive iterations are set to be less than 1 × 10–6 for the 
root mean square residuals of continuity, velocities, and energy. 

The case under consideration can be classified as the fundamental 
thermal problem of the second kind in doubly connected ducts, for which 
the boundary conditions are specified as the constant heat flux in the inner 
wall and adiabatic condition on the outer wall [18]. As the combined 
percentage cross-sectional area between three gaps is only 1.2% of the 
total cross-sectional area of flow, therefore, Reynolds number is defined 
based on the hydraulic diameter as defined by Tosun in 2007 [20] for 
annular space between the nylon cover and the outer layer of cylindrical 
copper coil (layer 1). 
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where; T  is the temperature of the outer surface wall of the coil; and To,w m, f
is the bulk mean fluid temperatures of the oil. 

Average Nusselt number is given as: 

hd
Nu = h (17)

k f 

14.4 GRID INDEPENDENCE TEST 

The model is discretized using unstructured and non-uniform mesh. In 
Figure 14.3, cut section view of the fluid domain with intermediate oil 
layers is shown. 

FIGURE 14.3 Unstructured mesh in the fluid domain with cut-section view. 

Table 14.3 consists of details of mesh with average Nusselt number as 
parameter, for case with equivalent heat flux of 2 A current in the coil. The 
relative error is calculated based on the following: 

j2 − j1e% = ×100 (18)j1 

where; j1 and j2 represents the parameter value for finest mesh and param­
eter values acquired from any other mesh, respectively. It is clearly visible 
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relative error for average Nusselt number value of mesh 3 is obtained with 
reasonable accuracy, therefore it is selected for the study. The adopted 
mesh 3 is finer near walls to allow for an accurate representation of steep 
velocity and temperature gradients. Therefore, the elements are used with 
the edge of minimum size of 0.0001249 m and maximum size of 0.005 m. 

TABLE 14.3 Grid Independence Test 

Mesh Number of Nu %error Number of Time Taken 
Elements Iteration (hh:mm:ss) 

Mesh 1 194,591 106.43 718.36 1,088 00:21:08 

Mesh 2 300,244 24.07 85.15 2,045 01:06:03 

Mesh 3 574,876 13.15 1.16 4,732 05:24:41 

Mesh 4 981,052 13.00 – 5,731 11:35:30 

14.5 VALIDATION 

To validate the numerical scheme in current study temperature of winding in 
layer 3 as shown in Figure 14.1(a), are compared with temperature of inner 
layer of electromagnet, measured by Shah et al. [18]. The experimental 
values of temperature are obtained using Pt100 resistance temperature 
detector placed in the central region inside the coil. The maximum devia­
tion in the experimental and numerical values in Figure 14.4 is 3.62%. 

FIGURE 14.4 Validation of temperature variation of electromagnet coil. 
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14.6 RESULTS AND DISCUSSION 

14.6.1 FLOW STRUCTURE 

To obtain flow structure of cooling oil in and around the electromagnet 
coil, streamlines are plotted on plane x = 0 m and z = 0 m shown in Figure 
14.5. At plane x = 0 m, oil flows into the jacket from the bottom right side 
and the outlet is in the top left side. Two vortical structures are formed 
when the fluid enters through the inlet boundary and hits the outer surface 
of layer 1 of copper coil. Vortical structures appear below and above the 
inlet region, which causes mixing of oil from the interface into the bulk 
fluid, so that larger heat is convected from the outer layer. In the region 
near the inlet boundary, the temperature of fluid rises above the vortical 
structure, which may be attributed to the less fluid passing through that 
region owing to recirculating structure of fluid. This feature, however, 
causes non-uniform temperature distribution and reduction in average heat 
transfer coefficient in the outer surface of the coil. Therefore, the direction 
of the inlet, which is normal to the cylindrical wall, must be modified, so 
that temperature non-uniformity arises due to fluid interaction, may be 
avoided. 

It is evident from the temperature profile that very less quantity of 
fluid flows through the gaps between different layers of the coil which 
causes temperature non-uniformity in different layers. In Figure 14.5, 
plane z = 0 m, lies normal to the fluid inlet and outlet position. No fluid 
flow structure is obtained on this plane. Though the Reynolds number 
is quite low (Re ≅ 33), the random fluidic structure suggests the flow 
separation region around the outer cylindrical coil, helps in dissipating 
heat through the cooling fluid. 

14.6.2 TEMPERATURE DISTRIBUTION 

In Figure 14.5, the temperature of oil and bobbin interface suggests, that 
bobbin participates quite prominently in heat dissipation of coil, wounded 
over it. In Figure 14.6, temperature distribution in coils with 8 A current 
flowing through it, is shown. As the interface area is quite large between 
bobbin and oil, heat is dissipated from the bobbin which helps lowering 
the temperature of innermost coil, which suggests that lower temperature 
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of innermost coil facilitates heat transfer through itself by conduction 
mode. The outermost coil is in direct contact with cooling fluid, and there­
fore it also has lower temperature. However, the heat dissipation from the 
intermediate layers does not appear to be prominent which is highlighted 
as one of the drawbacks of this design. In real working apparatus, for a 
maximum current of 8 A, the temperature reaches 90°C, after which failure 
occurs. Mass flow rate of transformer oil through the gaps is quantitatively 
negligible, less than 2.0% of total mass flow rate. In the design phase, 
it is expected that oil flows through these layers, may cause effective 
heat dissipation. To check this claim, a comparison case with gaps filled 
with solid aluminum metal as heat conductor filler material, is simulated 
with similar boundary conditions. The purpose of adding aluminum filler 
material is to increase the heat conduction rate between the two layers of 
coil. On comparing temperature contour in Figure 14.6(a) and (b), not 
much difference in maximum temperature is obtained, but oil in gaps 
cool slightly effectively compared to the case without gaps. In the case 
with oil flowing through intermediate gaps, the maximum temperature 
reaches 356 K, while in the case with aluminum as the filler material, the 
maximum temperature is 360 K. It is suggested that, some modifications 
are necessary in the cooling system with gaps filled with oil, to increase 
its effectiveness, so that uniform temperature distribution may be obtained 
and temperature in intermediate layers of coil may decrease further. 

FIGURE 14.5 Temperature contour and streamline of oil flow inside the nylon cover. 
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FIGURE 14.6 Temperature in different layers of coil: (a) with oil flowing in gaps; (b) 
without gaps filled with aluminum. 

To obtain heat flow path through the magnetic coil, wall heat flux is 
obtained for each layer. Wall heat flux in layer 4 is quite different for up 
to 6 A. Heat generated in coil must be dissipated to the cooling fluid. 
The positive values of wall heat flux on the layer 4 shown in Figure 
14.7, suggests, at lower current values, heat flows from transformer oil 
to the innermost layer of the coil, which is conducted to the bobbin and 
ultimately dissipated through the cooling fluid. This behavior suggests 
that bobbin can be used effectively to dissipate heat from the inner most 
region of coil, but a larger path means higher resistance and lower effi ­
ciency of the cooling system. For higher, values of current greater than 
6 A, negative values of wall heat flux are obtained, which signifies that 
layer 4 also contributes heat directly to the cooling coil, but with higher 
temperatures in the intermediate layers. The cooling must remain efficient 
for all values of current, since coil is vulnerable to peak temperatures and 
may get damaged, if the current reaches beyond a critical temperature in 
any region of the coil. 
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FIGURE 14.7 Wall heat flux values from surface of layer 4. 

14.6.3 NUSSELT NUMBER 

The Nusselt number is obtained for inner layers 2, 3, and 4 combined, 
and separately for layer 1 (outer coil). As shown in Figure 14.8, Nusselt 
number for intermediated layers are very high compared to that of the outer 
layer, which suggests that even though the mass flow rate of transformer 
oil inside the gaps is very low, its effectiveness in heat dissipation is quite 
large. For inner layers, Nusselt number value decreases with an increase in 
heat generation in the coil, however, it remains invariant for the outer layer. 
Lower values of Nusselt number on the outer layer indicates that ineffec­
tive heat transfer, which means that, cooling fluid is not utilized properly. 

14.6.4 FUTURE ASPECT 

To improve Nusselt number, for outer layer of coil, cooling fluid should 
effectively mix into the bulk fluid, to convect larger amount of heat. For 
which various design modifications, can test in future, such as: 
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•	 Entry and exit of cooling fluid may be provided tangentially, to the 
outer coil; 

•	 number of inlets and outlets can be varied to obtain uniform 
temperature distribution; 

•	 Axial flow arrangement can be preferred over the radial inlet or 
outlet. 

The following modifications must consider that, gaps in the coil cannot 
be increased further, as it will decrease the magnetic field strength. 

FIGURE 14.8 Nusselt number verses magnetizing current. 

14.7 CONCLUSION 

The case study is performed to analyze the cooling effect of transformer 
oil for maintaining the temperature of magnetic copper coil with 4 layers, 
wounded over a bobbin. This analysis highlights vulnerable points in the 
cooling system. As per the expectation, the innermost coil must have the 
highest temperature, but it is found that intermediate layers 2 and 3 have 
higher peak temperature. This case study compares heat transfer with 
the coil in which gaps are filled with Aluminum as filler material. The 
addition of filler material worsens the case and overall temperature rise 
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in the coil by 4 K. The heat flow adopts larger route before dissipating 
into the cooling fluid, at lower values of current. This makes the cooling 
system less reliable, as the electromagnet coils are susceptible to peak 
temperatures anywhere inside. The modified design should ensure that 
shortest route must offer least thermal resistance, to ensure reliability of 
machine. 

KEYWORDS 

• computational fluid dynamics 

• electromagnet 

• finishing tool 

• nanofinishing 

• numerical simulation 

• thermal analysis flow structure 

REFERENCES 

1. 	 Alam, Z., & Jha, S., (2017). Modeling of surface roughness in ball end magnetorheo
logical finishing (BEMRF) process. Wear, 374–375C, 54–62. 

2. 	 Alam, Z., Iqbal, F., Ganesan, S., & Jha, S., (2019). Nanofinishing of 3D surfaces 
by automated five-axis CNC ball end magnetorheological finishing machine using 
customized controller. The International Journal of Advanced Manufacturing 
Technology, 100(5–8), 1031–1042. 

3. 	 Alam, Z., Khan, D. A., & Jha, S., (2019). MR fluid-based novel finishing process 
for nonplanar copper mirrors. The International Journal of Advanced Manufacturing 
Technology, 101(1–4), 995–1006. 

4.  Camilleri, R., Howey, D. A., & McCulloch, M. D., (2015). Predicting the temperature 
and flow distribution in a direct oil-cooled electrical machine with segmented stator. 
IEEE Transactions on Industrial Electronics, 63(1), 82–91. 

5. 	 Chen, W., Ju, Y., Yan, D., Guo, L., Geng, Q., & Shi, T., (2019). Design and optimization 
of dual-cycled cooling structure for fully-enclosed permanent magnet motor.  Applied 
Thermal Engineering, 152, 338–349. 

6. 	 Degano, M., Arumugam, P., Fernando, W., Yang, T., Zhang, H., Bartolo, J. B., ... 
& Gerada, C. (2014, April). An optimized bi-directional, wide speed range electric 
starter-generator for aerospace application. In 7th IET International Conference on 
Power Electronics, Machines and Drives (PEMD 2014) (pp. 1–6). IET. 

­



 214 Optimization Methods for Engineering Problems 

7.  El-Refaie, A. M., Alexander, J. P., Galioto, S., Reddy, P. B., Huh, K. K., De Bock, P., &  
Shen, X., (2014). Advanced high-power-density interior permanent magnet motor for  
traction applications. IEEE Transactions on Industry Applications, 50(5), 3235–3248. 

8.  Hannun, R. M., Hammadi, S. H., & Khalaf, M. H., (2018). Heat transfer enhancement 
from power transformer immersed in oil by earth air heat exchanger. Thermal Science,  
23(6 Part-A), 3591–3602. 

9.  Iqbal, F., & Jha, S., (2016). Nanofinishing of freeform surfaces using BEMRF. In: 
Nanofinishing Science and Technology (pp. 255–284). CRC Press. 

10.  Iqbal, F., & Jha, S., (2018). Closed loop ball end magnetorheological finishing using 
in-situ roughness metrology. Experimental Techniques, 42(6), 659–669. 

11.  Iqbal, F., & Jha, S., (2019). Experimental investigations into transient roughness 
reduction in ball-end magneto-rheological finishing process. Materials and Manu
facturing Processes, 34(2), 224–231. 

12.  Khan, D. A., Kumar, J., & Jha, S., (2016). Magneto-rheological nano-finishing of 
polycarbonate. International Journal of Precision Technology, 6(2), 89–100. 

13. 	 Khan, D. A., Alam, Z., Iqbal, F., & Jha, S., (2020). Design and development of improved  
ball end magnetorheological finishing tool with efficacious cooling system. In: Advances  
in Simulation, Product Design and Development (pp. 557–569). Springer, Singapore. 

14. 	 Kumar, A., Alam, Z., Khan, D. A., & Jha, S., (2019). Nanofinishing of FDM-fabricated 
components using ball end magnetorheological finishing process. Materials and 
Manufacturing Processes, 34(2), 232–242. 

15.	  Li, Z., Guo, J., Fu, D., Gu, G., & Xiong, B., (2009). Research on heat transfer of 
spraying evaporative cooling technique for large electrical machine. In:  2009 
International Conference on Electrical Machines and Systems (pp. 1–4). IEEE. 

16.  Madonna, V., Walker, A., Giangrande, P., Serra, G., Gerada, C., & Galea, M., (2018). 
Improved thermal management and analysis for stator end-windings of electrical 
machines. IEEE Transactions on Industrial Electronics, 66(7), 5057–5069. 

17.  Ponomarev, P., Polikarpova, M., & Pyrhönen, J., (2012). Thermal modeling of directly-
oil-cooled permanent magnet synchronous machine. In: 2012 XXth International  
Conference on Electrical Machines (pp. 1882–1887). IEEE. 

18.  Shah, R. K., & London, A. L., (2014). Laminar Flow Forced Convection in Ducts: A  
Source Book for Compact Heat Exchanger Analytical Data. Academic Press. 

19.  Singh, A. K., Jha, S., & Pandey, P. M., (2012). Magnetorheological ball end finishing 
process. Materials and Manufacturing Processes, 27(4), 389–394. 

20.  Tosun, I., (2007). Modeling in Transport Phenomena: A Conceptual Approach. Elsevier. 
21.  Visaria, M., & Mudawar, I., (2009). Application of two-phase spray cooling for 

thermal management of electronic devices. IEEE Transactions on Components and 
Packaging Technologies, 32(4), 784–793. 

22.  Yang, Y., Bilgin, B., Kasprzak, M., Nalakath, S., Sadek, H., Preindl, M., Cotton, J., 
et al., (2016). Thermal management of electric machines. IET Electrical Systems in 
Transportation, 7(2), 104–116. 

23. 	 Zhang, B., Qu, R., Xu, W., Wang, J., & Chen, Y., (2014). Thermal model of totally 
enclosed water-cooled permanent magnet synchronous machines for electric vehicle 
applications. In: 2014 International Conference on Electrical Machines (ICEM) (pp. 
2205–2211). IEEE. 

­



Optimization Methods for Engineering Problems. Dilbagh Panchal, Prasenjit Chatterjee, Mohit Tyagi, 
Ravi Pratap Singh (Eds.)
© 20 ished with CRC Press (Taylor & Francis)23 Apple Academic Press, Inc. Co-publ

  
 
 
 
 
 
 
 
 

 

 

CHAPTER 15
 

A REVIEW ON DEVELOPMENT AND 
TECHNOLOGY OF VARIOUS TYPES 
OF SOLAR PV CELL 

AMAN SHARMA and VIJAY KUMAR BAJPAI 

Department of Mechanical Engineering,  

National Institute of Technology, Kurukshetra, Haryana, India, 

E-mail: aman_6180081@nitkkr.ac.in (A. Sharma)
 

ABSTRACT 

Solar PV technology is demonstrating its application all over the globe, as 
a green and renewable energy source. With the research efforts, the power 
generation efficiency has increased a lot from a mere 6% in the beginning. 
The technology has enormous scope for increasing its efficiency with 
integration and applications of various methods. The introduction of new 
generation solar cells has widened this scope. The second, third, and fourth 
generation PV cells have properties which make them viable for commercial 
use. The objective of this review is to show the current state of art of PV 
technology, material, manufacturing techniques and their efficiency and 
also highlights different studies done globally in this area of research. 

15.1 INTRODUCTION 

Chapin et al. [40] at Bell Telephone laboratories USA developed PV 
cell technology with 6% power generation from solar radiation. It was 

mailto:aman_6180081@nitkkr.ac.in


 

 

 

 

 

216 Optimization Methods for Engineering Problems 

based on P-N type generation with Silicon as material. The generation 
efficiency was low, and the onward efforts have been made to enhance 
the efficiency with the use of low-cost and easily available cell material. 
With the continuous research effort worldwide, the researchers arrived at 
first-generation solar PV cell based on (a) mono crystalline Silicon (m-Si), 
(b) polycrystalline Silicon (p-Si), and (c) non-crystalline or amorphous 
silicon (a-Si). The m-Si is most costly with highest efficiency of 20%, 
the p-Si is relatively cheaper with 15% efficiency and a-Si is cheapest 
with lowest efficiency of 6%. For commercial installation, polycrystalline 
silicon is favored because of efficiency in relatively low cost. Further, 
the research was concentrated on low-cost material and high efficiency. 
The 3rd generation technology is based on nanocrystalline films, active 
quantum dots, tandem or stacked multi layers of inorganic material such as 
GaAs/GalnP; organic polymer based solar cell, dye-sensitized solar cells, 
etc. Most recently the 4th generation cells are made from organic based 
nanomaterials like carbon graphene and its derivatives. 

This chapter reviews the recent developments in solar cell material 
science and technology based on material, manufacturing techniques and 
power generation efficiency. 

15.2 SOLAR PV CELL 

Solar cells are mainly named based on semiconducting material used in 
their manufacture. The PV cell absorbs incident photons and knocks out 
electrons which create current. The efficiency of solar cell is dependent on 
‘diffusion length’ of its material. Diffusion length is the average distance 
carrier moves between generation and recombination. PV cells are either 
made of one layer of light absorbing material (single junction) or multi-
layers (multi-junction) of absorbing material. More the number of P-N 
junction more the efficiency of power generation. 

Semiconductors are crystalline materials which have their electrical 
properties between conductors and insulators. Therefore, the best semi­
conductors have four valance electrons. Moreover, the properties are 
determined at low temperature by impurities or dopants [26]. Almost 80% 
of solar cells in the world use silicone-based material [28]. In order to 
reduce the cost of solar cell, low-cost semiconductor materials such as 
titanium dioxide (TiO2) [30], zinc oxide [11, 36, 37] and Tin dioxide SnO2 
[25, 33, 34] are used. 
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15.3 VARIOUS TYPES OF SOLAR CELL 

The solar cells are classified based on the material used in their fabrication 
and the period of development of such solar cells. Precisely we classify 
this in four generations: 

1.	 First Generation: This is most prominent commercial technology 
using crystalline Silicon as base material: 
i.	 Monocrystalline Silicone: These are the most expensive and 

most efficient. These are made from high grade Silicon and 
have the highest efficiency in the range of 15 to 24%. These 
are long life, space-efficient, non-hazardous, heat resistant 
and easy to install [10, 13, 14]. 

ii.	 Polycrystalline Silicon: These are manufactured on Poly 
Silicon wafers. The production process is simple and cost 
effective. The process requires less energy and have efficien­
cies in the range of 15%. These are mainly used in commercial 
installations of the solar power generation. 

iii. Non-Crystalline or Amorphous Silicon: This is made from 
non-crystalline Silicon, which is cheap and available naturally. 
The efficiency is around 6% and lowest in Silicon cells. It is 
thin wafer and used in building and multi-story installations. 

iv.	 Gallium Arsenide: This semiconductor material is used for 
single-crystalline thin film solar cells. These are costly, but 
also holds the highest efficiency of 28.8% in single junction 
solar cells. These are especially used in multijunction solar 
PV for concentrated photovoltaic (CPV). GaAs have highest 
conversion efficiency due to its ideal bandgap of 1.43 electron 
volt, it is insensitive to heat and keep its efficiency even at 
quite high temperature [4]. In multijunction solar cells of 
gallium arsenide absorb different wavelength lights and give 
higher energy conversion efficiencies [8]. 

2.	 Second Generation PV Solar Cell: These are thin film solar cells 
made from non-crystalline Silicon, Cadmium Telluride and CIGS. 
These are commercially used in grid connected PV power stations, 
BIPV, and in small standalone power station. These PV cells are 
cheaper small amount of material required, high absorption coef­
ficient. However, these have lower efficiency, 20.3% for CIGS [38] 
light-induced degradation in outdoor uses. 
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i.	 Cadmium Telluride: CdTe with a band gap of 1.45 electron 
volt is good to make a simple junction cell for converting 
incident light into electric current. CdTe-based PV system can 
achieve lab efficiencies of around 21% [10]. CdTe PV cells 
can withstand elevated temperatures better than crystalline 
Silicon cells and can trap radiation efficiently even in humid 
environment. The elements which are required to make this 
semiconductor are in short supply compared to Silicon. More­
over, CdTe is potentially toxic material. 

ii.	 Copper-Indium Selenide (CIS) and Copper Indium 
Gallium Diselenide (CIGS): CIS solar cell production has 
been successfully commercialized by many firms. Current 
module efficiencies are in the range of 7% to 16%, although 
efficiencies of 20.3% have been achieved in the laboratory [9]. 
CIGS modules are light in weight and has low static weight. 
These are suitable to absorb direct and indirect sunlight hence 
useful for the roofs and in winter. 

3.	 Third Generation PV Solar Cells: This generation of PV cells are 
aimed to increase device efficiency. It focuses on manufacturing 
cells with high efficiency using thin layer deposition technique. 
Third gen PV cell technologies include Dye-sensitized solar cells 
(DSSC), organic, and polymeric solar cells, perovskite cells, 
quantum dots solar cells and multijunction cells. The benefits of 
these cells are better manufacturing technologies which suits large 
scale manufacturing and are quite sturdy with good efficiency at 
elevated temperature. 
i.	 Dye-Sensitized Solar Cells (DSSC): These are easy to 

manufacture, have low cost and has higher power conversion 
efficiency. The average efficiency range ranges from 7–8% 
[1, 3, 6, 7]. It consists of a combination of semiconductor film 
such as titanium dioxide TiO2, Zinc oxide ZnO, Tin oxide 
SnO2, niobium peroxide Nb2O5, a dye-sensitized transparent 
conducting substrate, an electrolyte and counter electrode 
(CE) [1, 3, 6, 7]. 

These are thin film-based semiconductor formed between 
a photo sensitized anode and electrolyte. These types of 
cells are used for rooftop solar collectors where mechanical 
robustness is needed. These cells work at low light conditions, 
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say in cloudy skies or indirect radiation. These cells are still 
being investigated for commercialization. The research issues 
include stabilization of liquid electrolytes, sensitizer made of 
quantum dots and perovskites [31]. 

DSSCs with quantum dots replace dye with organic nanopar­
ticles of quantum dots. Most research is concentrated on cadmium 
compounds with efficiencies nearing 6.76% [5, 16, 22, 23, 27]. 

DSSCs based on peroxide sensitizer started in 2009 with the 
efficiencies of 3.7 to 3.8% [15] however the current efficiencies are 
close to 20% [2, 31]. This is because of their excellent capacity to 
absorb light. 

ii.	 Perovskite Solar Cell: Research efforts are targeted to improve 
the semitransparent nature of organic solar cell with the help of 
absorbing material (with lower bandgap than photons), thereby 
allowing absorption of near-infrared light whereas letting the 
visible light pass through [29]. The material like methyl ammonium 
lead halide perovskite improves transparency and the efficiency of 
solar cell [20]. Most pair of perovskite solar cells are made of a 
sandwich of metal oxides (TiO2 or Al2O3) and organic transport 
material. Perovskite material are easily available which have good 
electrical properties and is apt for solar cell. These have a high 
absorption coefficient, higher carrier mobility, direct bandgap, 
and high stability [20, 29]. These cells have a power conversion 
efficiency of 13% [17, 19, 21]. 

4.	 Fourth Generation Solar Cell: These are also known as 
‘inorganic-in-organic.’ It is a combination of low cost and flexible 
thin film polymer and stable in-organic nanostructures like metal 
nanoparticles and oxides of metal or organic based nanomaterials 
like graphene and its derivatives. 
i.	 Graphene and its Derivatives: Graphene is the fundamental 

unit of graphite structures. Graphene is a 2-dimensional 
material composed of carbon atoms. Graphene is one of the 
toughest materials with an elastic modulus of 1 TPa, tensile 
strength of 130 GPa and breaking strength of ~40 N/m [12, 
35]. The chemical configuration of graphene gives the mate­
rial peculiar chemical, electrical, and mechanical properties. 
Graphene has extraordinary electrical and thermal conduc­
tivity; superior to that of Copper or Silicon [32]. Further 



 

 

 

TABLE 15.1 Efficiency and Life of Different Types of Solar Cells 

Solar Cell Type Theoretical Efficiency Practical Efficiency Life (in Years) 
m-Si 19–24% 12–18% 25
 

CIGS 20% 15% 12
 

GaAs 28.8% 22% 18
 

a-Si 10–12% 5–9% 15
 

CdTe 15–16% 5–10% 20
 

Perovskite ~ 20% 13% 20
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graphene sheets are flexible and chemically unreactive, these 
properties make it a good candidate for solar cells. Table 15.1 
summarizes practical and theoretical efficiencies of different 
types of solar cells and their life span. 

15.4 CONCLUSION 

The first-generation Si PV cell are commercialized, and their utility 
remains before all other alternatives available. These are still preferred 
owing to their efficiencies. But their cost of production is a bottleneck. 
The researchers all over the world target the research on reducing material 
cost and manufacturing technology with matching efficiencies. Presently 
we have reached 4th generation solar cells. Another issue for researchers 
is the absorption coefficient of new material so that these solar cells 
absorb all spectrum of light, e.g., infrared, UV, visible light, to increase 
the absorption and conversion efficiency of these solar cells. To achieve 
matched conversion efficiencies, the most promising is a multijunction 
solar cell with DSSC (hybrid, organic or conventional) technology. These 
offer low efficiency 6 to 7% but also low cost and weight. However, DSSC 
solar cell has problems with electrolyte stability and lower shelf life. 
These problems are being solved with research efforts targeted towards 
solid phase electrolyte and nanoparticle tube of carbon or graphene. Other 
concentrated PV cell with these materials has a score for high efficiency 
power generation as they can operate at high temperature and absorb 
complete spectrum of light. The technology of nanocrystal/quantum dot 
of semiconductors-based solar cell can theoretically convert more than 
60% of the whole solar spectrum into electric power. All above type solar 
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cells remain at laboratory scale and need to be commercialized in the near 
future to give a challenge to 1st generation, costly Silicon solar cells. Most 
research is concentrated on low cost, high efficiency, long life, and ease of 
manufacturing. The 2nd to 4th generation solar cell can match efficiencies 
or Silicon cell only with concentrated PV cell. Before an alternative to first 
generation PV cell technology is reached, an effective research effort may 
be done to improve the efficiency of first-generation silicon cell by using 
concentrated PV with the help of mirrors and lenses. The concentration 
of solar irradiation with mirrors and lens would be a practical solution for 
increasing power generation efficiency. The problems of high temperature 
in such efforts can be countered with cooling mechanisms as in PVT 
technology. 
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ABSTRACT 

This chapter focuses on strategies and steps taken to improve farming 
by focusing on technical knowledge and development to make the 
agricultural sector more reliable and easier for the farmers by predicting 
the suitable crop by using Machine learning techniques by sensing 
parameters like soil, weather, and market trends. Gathering accurate data 
from these sensors is a relatively easy task, but the prediction of crop 
type from the gathered data requires knowledge and the implementation 
of high-level algorithms. In the method of data mining technique, 
farming is a relatively new technique for predicting of horticulture 
crops, forecasting or animal management, etc. The method is given by 
the article applications of data-mining methods in the area of horticulture 
and associated sciences. 
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16.1 INTRODUCTION 

In this chapter, the main point is data mining and relativeness is the 
removal of unseen divining data from huge datasets, which is an effective 
new technique with an incredible capability to help industries focus on the 
very essential information in their data cloud. In the present, data mining is 
used to determine future scopes as well as behaviors, allowing businesses 
development, knowledge-driven decisions. Instead of automation, the 
expected analysis provided by data mining is established as a major step 
beyond studying previous events provided by standard retrieval tools for 
decision support systems. Current crop data and forecasts based on this 
data are used for the allocation of resources such as operating time such 
as snow extraction, the selection of bulk materials such as high-quality 
soil fertilizers and the efficient integration of personnel and equipment. 
In better plant production the artificial neural network has proven to be an 
effective modeling and predictive tool. These technical aspects emphasize 
improving the use of technology in the agricultural sector to achieve better 
yields. Obtaining information or details in the field of agriculture, such as 
soil conditions, climate, plant physiology, and more processes that take 
place in the field, can be achieved by using different sensors, satellites, 
etc. These datasets are extremely helpful when it comes to agricultural 
production. 

Application of data mining method in farming for the resulting the 
more methods for studying adjoined with standards and correlations 
automatically creates various data groups were formed, to clarify the 
often endless and error-prone process of obtaining knowledge from 
experimental data. In fronted of mainly, these methods are logically 
retarded justifiable and accomplish well on big or small artificial 
analysis of information sets, and they count on their capability to sense 
of real-time information. The chapter shows that explain a system that 
is applying a territory of machine learning methods to issues in farming 
as well as floriculture. They quickly studied techniques that are rising 
out of machine-learning research, portray a product workbench for 
trying different things with an assortment of strategies on real-time 
data collection and explain an analyst investigation of dairy production 
management in which extract rules were implicit from an average-sized 
information set of very large data. 
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16.1.1 ARTIFICIAL NEURAL NETWORK 

Artificial neural networks, as the name suggests “neural” is a word inspired 
by the brain. It works in the same way as the human brain works. In Neural 
networks, it contains inputs, outputs, and layers, in which neurons are 
inputs assigned to ANN and are made up of hidden layers by other units 
and used by the output layers to produce output. The accuracy of neural 
networks increases as data increases. They adapt to the difficulty without 
knowing the principles of the lower layers. In artificial intelligence 
(AI) and machine learning techniques such as ID3 and other marketing 
algorithms used to determine tomato yield. Tomatoes are a widely used 
crop worldwide, grown in almost every part of the world. To design a 
tomato specialist program, invest the help of computer engineers to design 
and organize an agricultural scientist and a professional tomato expert. 
In maize farming, machine learning techniques are used. Maize is also a 
popular crop with a major source of grain and genotypes of rice that are 
adapted and adapted to drought conditions which should be grown under 
controlled conditions and marginal law should be applied. 

16.1.2 ANALYTICAL EXPLORATION 

A very large number of farming information can be supported by a suitable 
application. For given data set and Online Analytical Processing Methods 
for capable use of farming information. Better data provides a flexible yet 
efficient and reliable storage structure for a huge amount of data while 
techniques provide mechanisms for improvised and in-depth observation 
of data. Old tools and database methods will not use to succeed here 
because of their inflexible nature. But methods utilized in the task are 
evenly useful for integrated systems at any location supplies related infor­
mation is accessible such as GPS. 

16.1.3 PROJECT SCOPE 

The aim of the study is that to get a program to learn neural system exploi­
tation and a building program that predicts seed classifications supported 
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machine learning method. The system has experimented exploitation seed 
dataset and so seed categories are foretold exploitation of the developed 
system. The separate parts like weather, type of soil and its arrangement, 
crop yield, district topography, and market price affect the selection of 
crops. We think about, the weather and soil elements. Machine-learning 
provides various successful counts that rely on various factors. It is a 
troublesome undertaking that recognizes the finest suitable when there is 
an alternative accessible. Thus, with the help of AI algorithm, an exact crop 
can be anticipated. We considered the weather factors and soil element 
attributes of the area to detect the appropriate yields. 

16.2 LITERATURE REVIEW 

The chapter written by Ranjeet et al. suggested that the main components 
of Artificial Neural Network models are ready with varied variant 
neurons in hid-layer, back-propagation learning prediction. Changing 
these characteristics inspired the model to create a perfect capability to 
predict crop yield. Forming rate, educational rate as well as the variety of 
unknown nodes which gives the most part affect show conduct. For the 
foremost half, fewer unknown nodes were needed because of quantitative 
knowledge diminished. The most effective system has fewer unknown 
nodes than the start variety of nodes. Artificial Neural Network models 
along with a lot of nodes could have appeared in overfitting as hostile 
examine connections off them. Root mean square error was utilized to 
evaluate the execution of the created system. 

The researcher Meenaeta said in paperback propagation, Artificial 
Neural Network is used for harvesting crop gauging and set migrated 
systems available in the Artificial Neural Network. The area is considered 
18 factors area unit thought of because of the data elements and therefore 
the harvest field because the yield variable and result are not found. The 
24 factors area unit traditional month-to-month rainfall, monthly higher 
temperature, monthly less temperature, month-to-month traditional 
humidity, average wind speed (kilometers per hour), and extreme speed 
(kilometers per hour). 

So as to anticipate the amount of the crops, the field is examined based 
on observation they are classified. This classification is dependent on data-
mining algorithms. This chapter gives knowledge of different grouping 
standards like K-Nearest Neighbor and Naive Bayes. Utilizing this chapter, 
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we studied categorizing standards and recognized which helps to fit for data 
set that we will use in our task. 

The result of N. Hemageetha’s paper how’s different data-mining 
methods like Decision Trees Market-based Analysis, Association Rule 
Mining, Clustering, and Classification so forth. It completely covers 
the Data-Mining idea. Different data mining algorithms, for example, 
K-Mean, Naive Bayes classifier, J48 are clarified in this chapter. It shows 
that grouping of soil-based Genetic Algorithm, Naive Bayes, Association 
Rule Mining and Components of ANN. In the end, it contains Clustering 
in the soil database. This chapter helped to understand and analysis of 
various data-mining algorithms and categorization systems. This will end 
up being incredibly recipient while building our system and will help in 
mining the data set acquired from various sensors utilized remotely. 

Awanit Kumar, Shiv Kumar shows a model for the forecast of produc­
tion of yields in the present year and it minted. To decide the harvested 
crop production, it utilizes a data-mining algorithm-Means. This system 
likewise utilizes and coming to the resulting valve of yields expectation 
mechanism in the form of fuzzy logic. Crops Fuzzy logic is a standard 
based expectation logic wherein a lot of rules are applied on the land for 
cultivating, rainfall, and production of yields results are obtained is more. 
Utilizing this chapter, a clear insight into how K-Means can be utilized 
to examine data sets is acquired. It randomly utilized one and more to set 
of standards and they are applied in form of fuzzy logic, we apply the set 
of standards to determine which crop will grow maximum more cost got 
at a dependent on earlier years cost of yields and current soil and climate 
information. 

The best harvest for farmers to do this work is collecting data from 
different technologies such as IoT and web services and can handle a large 
amount of data. GPS is used to take pictures of the agricultural field to 
detect the emerging number of plants and plants for testing and is stored in 
archives and location. And it is talked about in the cloud. 

16.3 METHODOLOGY 

The strategy is based on a modern decision-making tree algorithm is 
given in IBLE that it, for the most part, utilizes in the IT (Information 
theory). Coming about the capacity of the channel, the concept to take the 
important characteristic to the entity in the measure and intimated. For 
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giving the standard with various characteristics the point to identifying 
the example can effectively the correct distinction. The application is 
that this algorithm is applied in the oral cavity disease determination, the 
exploratory outcome showed, the algorithm has a very strong recognition 
capability to agriculture case finding to very good assistance analysis 
function (Figure 16.1). 

FIGURE 16.1 Block diagram of proposed method. 

Data mining has two main methods, classification, and prediction. 
Future data is classified and predicted using classification and prediction 
which are two methods of data analysis. The aim is to set the accuracy of 
the Hugh test rather than the training accuracy of the class algorithms. 

The three methods of data-mining are supervised learning, Semi-
supervised learning, and unsupervised learning. In this chapter several 
methods that are used to find intelligence are described below. 

This analysis has incontestable the determination of rice crop yield by 
applying one of the machine learning techniques, SVM (support vector 
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machine). In terms of test accuracy and quality conjointly Multilayer 
Perceptron and Bayes internet showed the very best accuracy and very 
best quality and social media optimization showed the bottom accuracy 
and worst quality. 

16.3.1 IoT SYSTEM DESIGN 

IoT sensors has the primary job of extricating real-time information within 
territory which is anticipated. As realized that IoT is also a sector in current 
innovative improvement in that important data can drive. Thus, cost-
effective sensors, for example, pH meter, temperature sensor, humidity 
sensor and soil moisture sensor are utilized for estimating parameters, for 
example, soil dampness level, humidity, surrounding weather conditions, 
and pH level of soil. Those sensors were enormously useful in detecting 
climate changes also supplement nutrient into land. The detected data by 
assistance of communication system arrives at the database by assistance 
of a micro-controller. The information in the database utilized for creating 
further weather conditions studies. These sensors are likewise utilized 
for recognizing qualities of the farming field at a prior level. Checking 
those attributes appears like simple one. Be that as it may, this data can 
be utilized to roll out incredible improvements in the farming work. The 
suggested plan for the IoT system is appeared in Figure 16.2. 

FIGURE 16.2 IoT system design. 
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In this case, the study of how agricultural integration analyzes the seed 
database using K-Means, Fuzzy C Means is done by passing different 
parameters such as perimeter, area, length, and width of the kernel, unequal 
coefficient, compactness, and length of kernel groove using the system of 
R programming. 

The advantage in recent technology develops with the utilization of the 
Deep Learning and IoT (Internet of Things) has created all things possible. 
The Internet of Things technique is considerably needful in managing ad 
real data with real-time information by utilizing sensors. Most important 
information can be used in a way and emergent are nursery which is given 
to the trained Deep Learning algorithm like ANN for forecast decisions. 
Result and outcome considerably needful in recommending an appropriate 
crop to be planted in the specific area. This part explains the preprocessing 
phase, features, dataset, Deep Neural Network and IoT design. 

 Step 1: Data Acquisition: Wheat seeds are vital in cultivating and 
different varieties of wheat seeds are giving us distinctive yields 
which must made expanded every year for take care of demand 
for the general population. The seed dataset gives the names of 
three distinct seeds as Kama, Rosa, and Canadian. These following 
wheat seeds give diverse yields in cultivating. The chose data from 
UCI machine learning repository contains both categorical and 
continuous characteristic esteems. The dataset contains following 
properties like Area, Perimeter, compacting radius, Length,  Width, 
asymmetric Coefficient, lk Groove, type wheat seed. 

 Step 2: Preprocessing: The selected dataset contains no missing 
values in the table. Identifying the missing values can be done 
either by eliminating the record or by replacing the missing values 
by calculating the mean. In this chapter utilizing the R program
ming aids in finding the missing values with the help of neon 
function (Figure 16.3). 

­

16.4 STATISTICAL ANALYSIS 

In this section, we define a set of criteria for analyzing the algorithms. The 
set of algorithms are categorized as per the length of the input, the type 
of features extracted, the accuracy, and the probable application of the 
system under various real-time scenarios. 
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FIGURE 16.3 Analyzes clustering algorithms that are different from the seed. 

16.4.1 PARALLEL K-MEANS ALGORITHMS 

Is the result of K-Means algorithms technique has shown to be effectively 
in producing good cluster for intimate conclusion for numerous practical 
applications are development applications in agro-field? After that the 
K-Means technique is very familiar for its satisfactorily decent and simple 
results. The graph direct algorithm of K-Means technique needs consume 
time proportionate to the product of documents counts of the vectors and 
cluster counts per iteration for the integration. The K mean method is more 
consumptive and readable method in database. 

16.4.2 INITIALIZATION OF PHASE 

Select more set of K beginning end m j k j = 1 in Rd. 
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•	 This selection may be done in a random manner or making use of 
some heuristic; 

•	 Phase Distance Calculation n, compute its ≤ I ≤ For each data point 
Xi 1 k and then find ≤ j ≤ Euclidean distance to each cluster m j 1 
the closest cluster centroid; 

•	 Resultant Phase Centric Recalculation k recomputed cluster centroid 
m j as ≤ j ≤ For each 1 the average of data points assigned to it; 

•	 This step is Convergence Condition. Repeat steps as possible. 

In this, a set of criteria is defined for analyzing the algorithms. The set 
of algorithms are categorized as per the length of the input, the type of 
features extracted, the accuracy, and the probable application of the system 
under various real-time scenarios (Figures 16.4 and 16.5). Table 16.1 
showcases this comparison in detail. 

FIGURE 16.4 Performance and analysis of different classifiers. 

16.5 CONCLUSIONS 

For the methods and increase in the number of utilization of data-mining 
techniques in farming and an increasing number of data that are presently 
available from many assets. This consideration is a novel and research area 
and it is expected to develop further. Maximum no of work to be done on 
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this emerging and interesting research area. For the normal technique of 
combining GPS and computer science technology with farming will help 
in managing crops and forecasting effectively. Number of methods via the 
multi-linear regression, artificial neural network, and SVM (support vector 
machine) are studied. So, it is concluded that an artificial neural network 
is an appropriate technique for the project, as the inputs are less in number. 

FIGURE 16.5 Mobile agriculture app showing result for sugarcane. 

TABLE 16.1 Performance and Analysis of Different Classifiers 

Algorithm Crop Types Accuracy (%) 
ID3 [1] Wheat, Bajra 85 
Naïve Bayes [3] Wheat, Cotton, Bajra 86 
Bayesian belief [4] Various 79.5 
K2 [5] Corn, Cotton, Orange 85 
Gradient ascent training [6] Various 89 
Linear regression [7] Various 86 
Multi-layer perceptron [8–11] Various 91 
RBF [12–18] Various 93 
Conjunctive rule algorithm [19–22] Various 90 
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ABSTRACT 

The present work aims to investigate the high-temperature tribological 
performance of Ni-B-W coating. Ni-B-based ternary coating with 
co-deposition of W has been considered in an attempt to achieve 
higher, hardness, wear resistance, and enhanced friction performance. 
The coatings were deposited autocatalytically on steel substrate from a 
sodium borohydride-based alkaline bath. Ni-B-W coatings in heat-treated 
form (350°C for 1 hour) were subjected to tribo-tests on a pin-on-disc 
tribometer. Applied normal load, sliding speed and operating temperature 
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was varied at three equally spaced levels within 10–30 N, 0.25–0.42 
m/s and 100–500°C, respectively. To improve process capability, 
perform statistical analysis and draw significant conclusions, Taguchi’s 
L27 orthogonal array was adopted to perform experiments. Tribological 
responses considered were mass loss (signifying wear) and coefficient of 
friction (COF). Grey relational analysis was implemented to optimize the 
tribo-test parameters. The objective was to minimize mass loss and COF 
simultaneously. Optimum mass loss and COF was achieved at 10 N load, 
0.25 m/s speed and 500°C operating temperature. Operating temperature 
was concluded to be of the highest significance in controlling the tribo­
behavior of the coatings from analysis of variance (ANOVA). Also, proper 
coating deposition was ensured by characterizing them using various 
techniques such as energy dispersive spectroscopy, X-ray diffraction and 
field emission scanning electron microscope (FESEM). 

17.1 INTRODUCTION 

Nickel boron alloys play an important role in wear reduction of auto­
mobile and aerospace components, slurry pump components, gun barrel 
bores and allow greaseless operation with anti-friction properties [1]. 
Consequently, their investigation has received immense importance to 
enhance the lifetime of mating components, especially at demanding 
conditions [2–4]. Essentially, nickel boron alloys and composites may 
be obtained by the electroless method where sodium borohydride or 
dimethylamine borane (DMAB) is used as reducing agent. DMAB-based 
baths offer higher bath stability and lower temperature of deposition. On 
the other hand, sodium borohydride is considered to be a strong reducing 
agent and is preferred [5, 6]. 

A crucial role is played by the B content in controlling structural 
aspects, mechanical, and tribological characteristics. Nickel boron alloys 
can be further sub-classified depending on the B content, such as high-B, 
mid-B, and low-B [7]. In general, mid-B coatings having B within 5–7 
wt.% has been focused in most of the research works [8, 9]. The mid-B 
coatings show amorphous characteristics when there is around 6 wt.% 
B in as-plated state [10]. When the B content is around 5%, they show 
a mixture of amorphous and nano-crystalline phases [11]. Ni-B coatings 
with B as high as 8 wt.% was deposited by Vitry and Bonin [12] and 
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they were amorphous in as-plated condition. The NaBH4 concentration 
in the coating bath modifies the amount of B present in the alloy, its 
morphology, structure, and mechanical properties. With an increase in 
NaBH4 concentration, the B increased and promoted the amorphous 
nature of the coatings [13]. In fact, Bulbul [13] compared the morphology 
of Ni-B coatings with ‘pea grains’ in dispersed form, grains of ‘maize,’ 
cluster of ‘grapes’ or surface of a ‘broccoli’/’cauliflower’ for various bath 
formulations. Barman et al. [14] also concluded an increase in B content 
with an increase in NaBH4. It was also reported that with B content 
increasing, the amorphous nature became more profound and the elastic 
modulus and hardness increased [14]. 

The coating structure and properties can be further modified and 
enhanced by annealing, thermo-chemical treatment, vacuum heat treat­
ment, etc. [15–17]. Phase transformation occurs when the coatings are 
heat treated. Hard phases are formed, such as Ni3B and Ni2B. Also, the 
reflection from Ni (111) becomes sharp with a decrease in peak broad ­
ening becoming evident. Ni – 6.4% B coatings heat treated at 20°C per 
hour within temperature range of 50–550°C revealed formation of 2 
exothermic peaks at 306°C and 427°C [18]. Thus, on suitable heat treat­
ment, the coatings crystallized to form the intermetallic phases of Ni3B 
and Ni2B [15]. Consequently, an increase in hardness was observed and 
attributed to precipitation hardening [8–12]. Thereby, several research 
works were carried out where heat-treated Ni-B coatings in the mid-B 
range were investigated and it was concluded that the mechanical and 
tribological performance of the coatings were enhanced post-heat treat­
ment [8–10, 19–21]. The wear mechanism and phase transformation post 
sliding wear was also investigated in detail under dry sliding condition 
[22, 23]. Finally, in a recent study, the ambiguity in the chosen heat 
treatment temperature range was investigated by Pal and Jayaram [24], 
and it was concluded that the phase transformations were controlled by 
local inhomogeneity in composition of the coatings. It was also claimed 
that complete crystallization of the coatings occurs on heat treating at 
385°C for 4 hours. High-B coatings on the other hand showed similar 
tribological performance compared to mid-B ones in as-plated condi­
tion and after heat treating [12]. But the coating morphology and 
structure was modified. The mid-B coatings fully crystallized to Ni3B 
post heat treatment at 400°C for 1 hour. But the high-B coatings were 
multi-phased [12]. 
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Research is still ongoing to enhance the tribo-performance of the 
deposits. In this regard, the coatings have been modified either by alloying 
with a third and fourth element to form ternary/quaternary alloy or micro/ 
nanoparticles co-deposition. The hardness, tribological behavior at ambient 
conditions as well as a high temperature improves by co-deposition of 
W and Mo to form Ni-B-W [25, 26] and Ni-B-Mo [27, 28] coatings. In 
fact, excellent thermal stability was exhibited when both W and Mo was 
co-deposited [29]. Promising properties was also exhibited by Ni-B-Sn 
coatings [30, 31]. Apart from poly-alloy coatings, co-deposition of Al2O3, 
TiO2, SiC, etc., was considered in a quest to improve the mechanical 
properties and corrosion resistance [32–34]. 

The Ni-B alloys also had great potential at high temperature. This was 
revealed by Pal et al. [35]. Since the precipitated Ni3B and Ni2B phases 
have high melting temperature (~1,150°C), they may be considered for 
applications within 500–600°C. The hardness and modulus of completely 
crystallized Ni-B coatings were quite consistent at high temperatures 
when compared to room temperature [35]. It was also established through 
pin-on-disc tribo-tests that severe wear of Ni-B coatings occurred at 100°C 
compared to 300 or 500°C [36]. Ni-B-W coating was found to possess high 
wear resistance at 100–500°C whereas Ni-B-Mo imparts self-lubricity 
due to formation of lubricious molybdates and oxides [37]. It was also 
established through X-ray diffraction (XRD) that phase transformation 
occurred due to in-situ heat treatment effect at 300 or 500°C [38]. 

Due to the excellent wear reduction capabilities, the Ni-B coatings 
are being widely studied and newer variants are being explored. Several 
studies have been carried out to correlate the structure and properties as 
well. Even, high temperature tribo-performance has been also reported. 
But optimization of coating performance at elevated temperatures has 
been scantily reported. The present work therefore reports the wear and 
friction performance multi-criteria optimization of Ni-B-W coatings. The 
ternary variant has been considered because of its outstanding thermal 
stability, wear resistance and hardness. A pin-on-disc tribometer is used to 
investigate the high temperature performance. Taguchi’s design philosophy 
is employed to carry out experiments by varying load, speed, and operating 
temperature. Optimization and statistical analysis are carried out using 
gray relational analysis (GRA) and ANOVA. The present work would 
prove to be beneficial in improving the cost-effectivity and achieve optimal 
performance from the coatings. 
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17.2 EXPERIMENTAL METHODS AND MATERIALS 

17.2.1 PREPARATION OF SUBSTRATE 

The substrate needs to be carefully prepared prior to coating deposition 
and freed of any impurities. Autocatalytic Ni-B-W deposition was carried 
out on steel substrates (AISI 1040). The steel substrates were ground to 
N5 roughness grade and procured locally. They were cleaned thoroughly 
in detergent water and running water. Post initial cleaning, the substrates 
were rinsed in deionized water. Subsequently, degreasing was carried out in 
acetone. Again, deionized water was used to rinse the specimens. Finally, 
removal of an oxide layer and activation was carried out in 50% HCl for 
a few seconds. The samples were finally dipped into the electroless bath. 
Steel blocks having dimension 20 × 20 × 2 mm3 was used for characteriza­
tion purposes. For tribo-tests, pin specimens were coated having 30 mm 
length and 6 mm diameter. 

17.2.2 COATING DEPOSITION 

Coating was deposited from an alkaline bath having pH 12.5. The reducing 
agent used was sodium borohydride. The basic Ni-B-W bath formulation 
was adopted from the work carried out by Mukhopadhyay et al. [26]. 
Bath temperature was accurately controlled at 90 ± 2°C. Coating was 
deposited on the substrates for 4 hours. After initial 2 hours of deposition, 
the coating bath was replenished by a fresh one. This was done to ensure 
higher deposition, prevent bath instability and replenishment of exhausted 
ions required to carry out the autocatalytic process. The coated specimens 
were withdrawn from the bath after four hours, rinsed in deionized water 
and dried in warm air. To improve the mechanical properties, they were 
further heat treated at 350°C. This was carried out in a muffle furnace for 
a period of 1 hour. 

17.2.3 ANALYSIS OF COMPOSITION, MORPHOLOGY, AND 
STRUCTURE 

It is necessary to determine the coating composition. It has been well 
established in literature that coating characteristics are dependent on 
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plating condition. For composition determination, energy dispersive 
spectroscopy (EDS) was used (EDAX Corporation). The composition was 
determined at 10 keV, i.e., a low accelerating voltage for detection of light 
elements such as B. The structural aspects of the coating were ascertained 
from X-ray diffraction (XRD) spectrums (RIGAKU, ULTIMA III). The 
results were analyzed for 2θ range of 20–80° and the scan rate was set 
at 1°/min. The surface features of the coatings were observed by using 
a field emission scanning electron microscope (FESEM). It works along 
with EDS and gives information on the morphological characteristics (FEI 
QUANTA, FEG 250). 

17.2.4 MICROHARDNESS MEASUREMENTS 

Microhardness indicates the resistance of the coatings to deformation 
caused by indentation. Since electroless nickel alloys with B have high 
hardness, the mechanical properties of the Ni-B-W coating is also identified 
by its resistance to indentation, i.e., microhardness. There are several 
methods to measure microhardness but the Vicker’s indentation technique 
has received widespread acceptance for hardness characterization of the 
electroless coatings. In the present work, Vicker’s hardness was measured 
at 100 gf keeping in mind the coating thickness. The substrate effect needs 
to be minimized in such a case. The dwell time was set at 15 s and the 
speed of indentation was 25 µm/s. Average of 6 indentation results are 
reported. 

17.2.5 TRIBOLOGY TESTS AND EXPERIMENTAL DESIGN 

Pin-on-disc setup was used for tribology tests (DUCOM, TR-20-M56). 
In this configuration, either the pin or a disc act as the material whereas 
the other acts as counterface. They press against each other and the disc 
rotates resulting in a sliding action. From the tests, frictional force and 
wear rate may be determined. In this case, electroless Ni-B-W coated and 
heat-treated pin specimens slide against EN 31 hardened steel counterface. 
The temperature at which tests are carried out, load, and speed was varied 
as shown in Table 17.1. The rotating disc was heated inductively and the 
temperature was continuously monitored by a pyrometer. The frictional 
force was continuously recorded on time via a load cell. This was 
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converted to coefficient of friction (COF). Mass loss (gm) of the coatings 
was determined using a high precision weighing balance. The mass loss 
signified wear of the coatings. Thus, COF and mass loss were considered 
to be the responses. The process parameters or variables were load, speed, 
and temperature as shown in Table 17.1. They were varied as per the levels 
enlisted in Table 17.1. Other parameter such as the sliding duration was 
kept constant at 5 min. The experiments were designed as per Taguchi’s L27 
orthogonal array (OA). This allowed estimation of the interaction effects 
of the parameters also. The trends of variation in COF and wear rate were 
also analyzed based on the data collected as per OA. Furthermore, wear 
mechanism of the coatings was also investigated. This was done in order 
to obtain an insight into the predominant wear mechanism affecting the 
coatings at high temperatures. For this, backscattered electron (BSE) 
images were taken post sliding wear. The BSE images are bright images 
of the coating whereas dark regions indicate delamination and substrate 
exposure due to severe wear. 

TABLE 17.1 Variable Parameters for Tribological Tests 

Test Parameters Code Unit Levels 
1 2 3 

Operating temperature A °C 100 300* 500 
Applied normal load B N 10 30* 50 
Sliding speed C m/s 0.25 0.33* 0.42 

*Initial test run condition. 

17.2.6 OPTIMIZATION AND STATISTICAL SIGNIFICANCE OF 
TEST PARAMETERS 

Grey relational analysis (GRA) is a very simple and efficient tool that helps 
in multi-criteria decision making very efficiently at less time. Though, 
optimization results obtained through this method gives results that are 
exactly at the specific points or combinations being considered. GRA has 
been very efficiently utilized for tribo-performance optimization of Ni-B 
coatings in earlier studies [21]. In the present chapter also, this method has 
been considered due to its cost-effectiveness and simplicity. 

Normalization of responses and results is the first step in GRA. All the 
data is initially normalized between 0 and 1 for maintaining homogeneity. 
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Mostly, different responses with different units and range of values are 
encountered in optimization problems. Hence, normalization is necessary. 
There are several criteria based on which normalization is carried out. 
They are nominal the best, lower-the-better, and higher-the-better [21]. 
Here, it is desired to optimize or rather minimize wear and COF of the 
coatings. Naturally, it is advised to normalize the values based on lower­
the-better criteria. Such a data pre-processing may be calculated as [21]: 

max  ( )  − ( )y k  y k  
x k = i ( )  i i (1)max ( ) mii n ( ) y ky k − i 

where; xi (k) is the normalized value, max; and min yi (k) are the largest 
and smallest values of the kth response, i.e., yi (k). In this work, there are 
two responses, i.e., wear, and COF and their corresponding k being 1 and 
2, respectively. 

After normalization, the data is further processed to find out the gray 
relational coefficient (GRC). This GRC gives a relationship between the 
ideal best (=1) and how closer an experimental result is to this ideal best. 
The GRC ξi (k) can be calculated as [21]: 

∆ + r∆min maxξi ( )k = (2)k∆0i ( ) + r∆max 

where; the absolute value of difference between x0(k) and xi(k) is denoted 
by Δ0i. The corresponding largest and smallest values of Δ0i are denoted 
as Δ max and Δmin, respectively. The value of r lies between 0 and 1 and is 
called the distinguishing coefficient. Due to good stability of outcomes, it 
is generally taken as 0.5 [21]. 

After obtaining the GRC, the gray relational grade (GRG) is 
obtained. Higher value of GRG denotes near-optimal result. The multi-
performances are converted into a single performance index which is the 
GRG and may be used for further analysis. This GRG denoted as γ, may 
be calculated as [21]: 

n 

γ i = 
1∑ξi ( )k (3)
n =k 1 

where; the total number of performance measures or responses are denoted 
by n. In the present work, it is 2. Basically, the GRG is average of the kth 

GRC. Higher GRG closer to 1 denotes better system performance and 
the run is closer to optima. Optimization of GRG results in simultaneous 
minimization of multiple responses. In this case, it is wear and COF both. 
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The final step after obtaining the optimal combination of parameters is 
carrying out confirmation tests. In the confirmation experimental runs, a 
GRG is predicted as follows [21]: 

ˆ = +	
o 

(γ γ  γ γ m	 ∑ i − m ) (4) 
i=1 

where; the total mean of all the GRG is denoted by γ m, the mean grades 
at optimal levels are denoted by γ i , and the number of design variables is 
denoted by o which is 3 in this case. The GRG obtained experimentally at 
the optimal setting of process parameters is compared with this predicted 
grade. Also, the GRG obtained at an initial test run is compared with the 
optimal results. Generally, mid-level combination of parameters is taken 
as initial test run [21]. The predicted and experimentally obtained optimal 
GRG should have better performance index compared to this initial test 
run. 

After optimization, the statistical significance of process parameters 
in controlling the responses, ANOVA is carried out. ANOVA is carried 
out on the GRG since this signifies the tribological characteristics. From 
the ANOVA results, the parameters that significantly influence wear and 
COF simultaneously may be analyzed. ANOVA is based on F-value. If 
it is higher for a certain design variable than a given tabulated value at a 
particular confidence level, it denotes the significance of that parameter. 
The F-ratio is the variance of a factor divided by the variance of error. A 
flowchart of the complete experimental optimization scheme is shown in 
Figure 17.1. 

17.3 RESULTS AND DISCUSSION 

17.3.1 COMPOSITION OF THE COATINGS 

The composition of the coating was ascertained in as-plated state. The 
result of EDS analysis, i.e., the spectrum is shown in Figure 17.2. The 
wt.% of B lies in the mid-boron range. Also range of the different elements 
deposited is laid down since EDS point analysis was carried out at different 
areas on the surface. This is also in accordance with the result reported by 
Pal and Jayaram [24] where it was discussed that there is compositional 
inhomogeneity in the coatings. The wt.% of B and W is given in Figure 17.2 
and the rest amount is Ni. The composition of the coating with respect is 
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important because they control the structural aspects. Therefore, in the 
very preliminary stage it is necessary to ascertain the coating composition 
especially the co-deposited B and W content. 

FIGURE 17.1 Experimental design and optimization process – schematic flow. 

FIGURE 17.2 The EDS result of as-plated Ni-B-W. 
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17.3.2 COATING STRUCTURE 

The structure of coatings pre- and post-heat treatment has been carried 
out using XRD and shown in Figure 17.3. A broad hump is observed in 
as-plated state is seen in Figure 17.3. Therefore, the coating is amorphous in 
un-treated or as-plated condition. Disorderly arrangement in atoms results 
in a broad hump in XRD spectra [8, 9]. A mixture of amorphous and nano­
crystalline behavior has been observed in some research works for mid-B 
coatings in as-deposited state [11]. In the present work, the amorphous 
phase is promoted by W [39]. On heat treatment, the coating crystallizes. 
Also, Ni3B and Ni2B phases are precipitated. At 2θ value ~ 44.9°, peak of 
Ni (111) appears. This was also observed in other research works for mid-B 
variants of Ni-B coatings [8, 9]. Further, due to the compositional modula­
tion, crystallization of Ni-B coatings take place over a range of temperature 
and different regions tend to crystallize at different temperatures [15]. 

FIGURE 17.3 The XRD results of Ni-B-W coatings. 

17.3.3 MORPHOLOGY OF THE COATINGS 

The topographical features of Ni-B-W coatings observed through the use of 
FESEM and they are shown in Figure 17.4. The as-plated coating observed 
under FESEM (Figure 17.4(a)) present globular features which is quite 
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common in borohydride reduced alloys [8–14]. These globules are densely 
distributed and the image does not reveal any surface defect. Generally, the 
coatings tend to appear gray. The compact globular structures tend to provide 
lubricity to the coatings when sliding under dry condition. On the other 
hand, a slight inflation in the size of nodules is observed on heat treatment 
along with the appearance of specific cellular boundaries (Figure 17.4(b)). 
The inflation of the nodules has been attributed to the fact that crystallization 
of the coatings occurs on heat treatment [21]. The results are also consistent 
with XRD where phase transformation has been clearly indicated. Globular 
structures that resemble the surface of a cauliflower have been observed in 
several other research works [8–14]. Due to such globular structures, the 
coatings tend to be inherently self-lubricating and reduce the actual area of 
contact with the mating surface [19, 20]. The coating cross-section (Figure 
17.4(c)) indicates feather like growth in longitudinal direction. The coat­
ings are almost 25 µm thick with a clear demarcation line separating two 
different plating episodes (double bath deposition scheme). 

FIGURE 17.4 Morphological features of Ni-B-W coating: (a) as-deposited; (b) heat 
treated; and (c) cross-section. 
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17.3.4 MICROHARDNESS OF THE COATINGS 

The as-plated coatings have microhardness ~759 HV100. This microhardness 
is quite noteworthy compared to the binary Ni-B coatings reported in other 
works [19, 20]. Krishnaveni et al. [8] observed a microhardness of 570 

 for Ni-B coatings in as-deposited state. Thus Ni-B-W coatings have HV100
a microhardness which is higher than its binary variant. A noteworthy 
improvement in microhardness takes place when W is co-deposited. In 
heat-treated condition (350°C for 1 hour), the microhardness of the coatings 
is ~1,181 HV100 which is a remarkable increase compared to as-plated 
state. This increase in microhardness may be attributed to crystallization 
of the coatings and precipitation of hard boride phases [19–21]. This is 
also known as precipitation hardening. Further, W co-deposition also 
results in solid solution strengthening [38]. 

17.3.5 TRIBOLOGICAL BEHAVIOR 

The tribo-tests and its results, i.e., mass loss and COF was investigated on 
a pin-on-disc tribo-tester. The combination of process parameters along 
with the test results has been laid down in Table 17.2. The mass loss was 
calculated by weighing the coated specimen pre and post sliding wear at 
different parametric settings and accordingly 27 experiments were carried 
out based on Taguchi’s experimental design, i.e., L27 OA. 

It may be also noted that since the interaction effect of the parameters 
are also desired to be investigated, the L27 OA was chosen. Else L9 OA 
could have been used to carry out the tests. Since there are 3 factors at 
3 levels, the L27 OA also corresponds to a full factorial design. Conse­
quently, the trends of friction and wear could be evaluated from the result. 
The plots of COF and mass loss are presented in Figures 17.5 and 17.6, 
respectively. 

As the operating temperature increases, the COF decreases (at all 
loads) as can be seen in Figure 17.5. The COF at 30 N load and 100°C 
operating temperature is the highest at all values of sliding speed. At 
lower temperatures, the oxides of W tend to be brittle and results in an 
increase of COF due to grinding of the hard coating material between the 
pin and counterface. The improved COF at high temperature is attributed 
to the formation of tribo-oxide patches which provide self-lubricating 
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properties. At higher temperatures, the oxide glazes tend to reduce the 
COF by aggravating chemical reactions. Also, at high temperatures, the 
WO x provide lubrication glazes and decreases the COF. 

TABLE 17.2 Tribo-Test Results Along with the Parametric Combinations in L27 Array 

Exp. Operating Normal Sliding Experimental Data 
No. Temperature (°C) Load (N) Speed (m/s) COF Mass Loss (gm) 
1. 100 10 0.25 0.575 0.0011 

2. 100 10 0.33 0.741 0.0022 

3. 100 10 0.42 0.892 0.0026 

4. 100 30 0.25 0.95 0.0035 

5. 100 30 0.33 0.92 0.00417 

6. 100 30 0.42 0.915 0.0053 

7. 100 50 0.25 0.561 0.0032 

8. 100 50 0.33 0.617 0.0041 

9. 100 50 0.42 0.627 0.00480 

10. 300 10 0.25 0.518 0.00144 

11. 300 10 0.33 0.678 0.00210 

12. 300 10 0.42 0.619 0.00170 

13. 300 30 0.25 0.451 0.00150 

14. 300 30 0.33 0.592 0.00230 

15. 300 30 0.42 0.554 0.00180 

16. 300 50 0.25 0.421 0.00120 

17. 300 50 0.33 0.578 0.00192 

18. 300 50 0.42 0.51 0.00130 

19. 500 10 0.25 0.439 0.00077 

20. 500 10 0.33 0.475 0.00097 

21. 500 10 0.42 0.421 0.00120 

22. 500 30 0.25 0.475 0.00075 

23. 500 30 0.33 0.497 0.00084 

24. 500 30 0.42 0.415 0.00100 

25. 500 50 0.25 0.392 0.00162 

26. 500 50 0.33 0.475 0.00196 

27. 500 50 0.42 0.429 0.00219 
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FIGURE 17.5 COF trends of Ni-B-W coatings with tribo-test parameters. 

A similar behavior may also be observed for the wear characteristics 
in Figure 17.6. At all sliding speeds, as the temperature increases, mass 
loss decreases. While sliding wear, the in-situ thermal treatment causes 
microstructural changes and phase transformations occur. The mechanical 
properties of the alloy thus improve further. Consequently, the wear resis­
tance increases. Moreover, at high temperature, the higher sliding speed may 
replenish the oxide glazes providing more lubricity along with a tough matrix 
underneath the protective oxide layer. Consequently, less wear and COF of 
the coating occurs at higher temperature and speed. But higher load tends 
to increase the contact stresses and a subsequent breakage of the oxide film. 
Thus, when load is increase, mass loss of the coatings also tends to increase. 
Hence, synergistic effects of load, speed, and operating temperature control 
the tribological behavior of the coatings. Further light may be shed on this by 
inspecting the worn specimen which has been addressed subsequently. 

FIGURE 17.6 Mass loss trends indicating wear of Ni-B-W coatings with tribo-test 
parameters. 
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17.3.6 TRIBOLOGICAL MECHANISMS 

BSE images of the coatings at 50 N and 0.42 m/s, i.e., highest load 
and sliding speed at different operating temperatures is presented in 
Figure 17.7. At 100°C, a cracked surface morphology is observed with 
scattered debris particles (Figure 17.7(a)). The loading action on the coat­
ings during sliding wear is of cyclic type. Hence, due to this, the cracks 
may propagate, leading to fracture of the nodules. A rolling effect may 
however be induced by the scattered fine debris particles and this result 
in a decrease in COF. Therefore, at 50 N, 0.42 m/s and 100°C, the COF 
seems to decrease. A mixed abrasive as well as adhesive wear mechanism 
is concluded at 100°C for highest value of speed and load. 

At 300°C, the nodules seem to be grinded and the worn surface appears 
to be smooth (Figure 17.7(b)) in comparison with 100°C. The bright region 
at the flattened portion indicates tribo-chemical patches and oxide layers. 
The tough flattened portions act as load bearing areas and improve wear 
resistance. The surface is comprised of oxide glazes as can be deciphered 
from the bright BSE image. Further, the wear morphology also exhibits 
scattered oxidized debris. The wear and friction characteristics were seen 
to improve at 300°C compared to 100°C because of further crystalliza­
tion of the coatings leading to a tough matrix [40]. The surface is also 
characterized by fine scattered debris particles. This enhances the wear 
performance at high temperatures. 

Further, at 500°C (Figure 17.7(c)), the nodules are completely crushed 
and deformed. They appear flattened. Such flattened portions also act as 
load bearing sites as discussed previously and results in improvement of 
tribological characteristics. At high temperatures, tribo-chemical reac­
tions occur and are enhanced further. A stable tribo-oxidative patch form. 
Such oxide glazes may be clearly inferred from the BSE image of the 
worn specimen. Since microstructural changes at high temperatures are 
imminent, they result in toughening of the coating. The tough coating in 
turn supports the oxide patches formed. Also, higher speeds replenish the 
oxide layer. Thus, at high temperature, clearly the tribological charac­
teristics are improved than at 100C. High-temperature friction and wear 
mechanisms are concluded to be characterized by grinding, formation of 
cracks, formation of oxide glazes and microstructural changes due to the 
on-time heat treatment. The phase transformations during sliding wear 
were successfully demonstrated by Madah et al. [23] at room temperature 
and Mukhopadhyay et al. [26, 40] at high temperatures. 
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FIGURE 17.7 BSE image of worn Ni-B-W coatings at 50 N load and 0.42 m/s sliding 
speed at: (a) 100°C; (b) 300°C; and (c) 500°C. 

17.3.7 OPTIMIZATION OF TRIBOLOGICAL CHARACTERISTICS 

Optimal setting of tribological test parameters for minimum wear and COF 
has been carried out using GRA. In GRA, initially the data is normalized 
between 0 and 1. Here minimization of friction and wear is to be carried 
out. Hence, both are normalized as per lower-the-better quality charac­
teristics. Thus, normalization is carried out as per Eqn. (1). Normalized 
COF and wear are laid down in Table 17.3. This is also known as gray 
relational generation. After normalization, GRC is evaluated from Eqn. 
(2). The GRG is finally evaluated using Eqn. (3) which is the multiple 
performance index. The calculations of GRC and GRG in the present work 
are laid down in Table 17.3. In this way, multiple responses are converted 
to single response. The detailed process of GRA and calculation may be 
also found in the work done by Das and Sahoo [21]. 
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TABLE 17.3 Calculations of Gray Relational Analysis 

SL. Normalized Values Grey Relational Coefficients Grade 
No. COF Wear COF Wear 
1. 0.672 0.923 0.604 0.867 0.735 
2. 0.375 0.681 0.444 0.611 0.528 
3. 0.104 0.593 0.358 0.552 0.455 
4. 0.000 0.396 0.333 0.453 0.393 
5. 0.054 0.248 0.346 0.399 0.373 
6. 0.063 0.000 0.348 0.333 0.341 
7. 0.697 0.462 0.623 0.481 0.552 
8. 0.597 0.264 0.554 0.404 0.479 
9. 0.579 0.110 0.543 0.360 0.451 
10. 0.774 0.848 0.689 0.767 0.728 
11. 0.487 0.703 0.494 0.628 0.561 
12. 0.593 0.791 0.551 0.705 0.628 
13. 0.894 0.835 0.825 0.752 0.789 
14. 0.642 0.659 0.582 0.595 0.589 
15. 0.710 0.769 0.633 0.684 0.658 
16. 0.948 0.901 0.906 0.835 0.870 
17. 0.667 0.743 0.600 0.660 0.630 
18. 0.789 0.879 0.703 0.805 0.754 
19. 0.916 0.996 0.856 0.991 0.924 
20. 0.851 0.952 0.771 0.912 0.841 
21. 0.948 0.901 0.906 0.835 0.870 
22. 0.851 1.000 0.771 1.000 0.885 
23. 0.812 0.980 0.727 0.962 0.844 
24. 0.959 0.945 0.924 0.901 0.912 
25. 1.000 0.809 1.000 0.723 0.862 
26. 0.851 0.734 0.771 0.653 0.712 
27. 0.934 0.684 0.883 0.612 0.748 

One of the important features of OA is that the average effect of each 
parameter at each level on the responses may be estimated. This has been 
laid down in Table 17.4 as response table of GRG for the means. Ranks 
based on delta values have been also provided in Table 17.4. Based on the 



 

 TABLE 17.4 Means of Gray Relational Grade at Different Levels of Parameters 

Level A B C 
1. 0.4785 0.6967 0.7487 
2. 0.6897 0.6427 0.6173 
3. 0.8443 0.6731 0.6464 
Delta 0.3658 0.054 0.1314 
Rank 1 3 2 
Mean grade = 0.671 
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rank, operating temperature (A) has the highest significance followed by 
speed (C) and load (B). The corresponding main effects plot for means of 
GRG is shown in Figure 17.8. From Figure 17.8, the optimal combination 
of parameters that minimizes both COF and wear is 500°C temperature, 
10 N normal load and 0.25 m/s sliding speed, i.e., A3B1C1. To a certain 
extent, the slope of Figure 17.8 denotes the effect of process parameters 
on the response. Higher slope generally indicates strong correlation [21]. 
Again, temperature has the highest slope and this is an indication that it 
has high contribution in controlling the multi-performance index. This 
means that operating temperature is highly influential in controlling the 
tribological characteristics. 

FIGURE 17.8 Main effects plot for determining optimal parametric setting. 

The interaction plot showing the influence of interaction effects of 
tribo-test parameters on the means of GRG is shown in Figure 17.9. In 
the interaction plot, several lines are indicated. If these lines are almost 
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parallel, then it may be concluded that no noteworthy interaction effects 
occur. But if the lines intersect, then a strong influence of the interaction 
effects may be concluded. Though such plots do not give a conclusive 
decision and statistical analysis is necessary. From the interaction plot, 
it seems initially that there are no such effects of the interaction between 
temperature (A), load (B) and speed (C). 

FIGURE 17.9 Interaction plots of the means of gray relational grade. 

17.3.8 CONFIRMATION TEST 

The final step of GRA is carrying out a validation test run where the 
results obtained at optimal combination of parameters is checked with a 
test run chosen arbitrarily. In the present work the mid-level combination 
of parameters is considered as the initial test run and is based on literature 
review [21]. The formula for predicting the grade is given in Eqn. (4). This 
is compared with the grade obtained at optimum condition. The results 
of the validation test are laid down in Table 17.5. Marked improvement 
in GRG is achieved through optimization in comparison with the initial 
test run. Also, the predicted and obtained GRG are in close agreement. 
Therefore, GRA has been gainfully applied to optimize the tribological 
characteristics of the deposits. 



 

 

 
 
 
 
 
 
 
 
 

  
 
 

 TABLE 17.5 Results of Validation Test 

Response Parameters Initial Setting Optimal Setting 
A2B2C2 A3B1C1 

Predicted Experimental 
Wear 0.0023 – 0.00077 
COF 0.592 – 0.439 
Grade 0.589 0.948 0.924 
Improvement = 0.335 (56.87%) 

 

Investigation of Tribological Performance of Electroless Ni-B-W Coatings 259 

17.3.9 STATISTICAL SIGNIFICANCE OF PARAMETERS USING 
ANOVA 

The statistical significance of process parameters may be determined from 
ANOVA. The results are laid down in Table 17.6. Based on F-statistics, the 
highest contribution is observed for operating temperature (A). At second 
position, in terms of contribution in controlling tribo-performance of Ni-B-W 
coatings is sliding speed (C). Comparatively, applied normal load (B) do not 
seem to have a high significance. Some contribution is also observed from 
the interaction of operating temperature and load (A × B). Thus, it may be 
clearly seen that even though no interaction effects were concluded from 
Figure 17.9, but still ANOVA results show there is some influence of A × 
B. Further, the results of ANOVA also agree with the trends observed for 
tribological behavior in Figures 17.5 and 17.6. Since the temperature effect 
is dominant in deciding the wear mechanisms also, highest significance has 
been also observed in the ANOVA results of the same. 

TABLE 17.6 Results of Analysis of Variance 

Source DOF Seq SS Adj MS F-Ratio % Contribution 
A 2 0.607 0.303 155.600 71.977 
B 2 0.013 0.007 3.380 1.564 
C 2 0.086 0.043 21.970 10.162 
A×B 4 0.092 0.023 11.810 10.929 
A×C 4 0.022 0.005 2.780 2.569 
B×C 4 0.008 0.002 1.030 0.950 
Error 8 0.016 0.002 – 1.850 
Total 26 0.844 100.001 
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17.4  CONCLUSION 

The tribo-behavior of a ternary Ni-B variant was investigated in the present 
work. The following conclusions may be inferred from the study: 

• 	 Coating characterization revealed that Ni-B-W coatings with 5.2–5.3%  
by weight B and 3.4% by weight of W has been deposited in as-deposited  
condition on AISI 1040 steel. Post heat treatment at 350°C for 1 hour in  
a muffle furnace resulted in formation of a thin oxide film. XRD results  
revealed that in as-deposited condition, the coatings are amorphous  
while post heat treatment crystallization occurs. Nickel boride phases,  
namely Ni3B and Ni2B are seen along with Ni (111). 

• 	 SEM results show that the coatings present a dense globular 
morphology in as-deposited condition. Specific cellular boundaries 
appear post heat treatment which is again a possible indication of 
occurrence of phase transformation. 

• 	 Microhardness of as-deposited Ni-B-W coatings is ~759 HV100 which  
increases to ~1,181 HV100 on heat treatment. 

• 	 Higher wear and COF of the heat-treated coatings is observed at 
100°C in comparison with 300 or 500°C. Several factors are respon
sible for this, such as the formation of oxide layers and change in 
microstructure during sliding wear at high temperature. 

• 	 GRA predicted optimal COF and wear is obtained for a para
metric setting of 10 N load, 0.25 m/s speed and 500°C operating 
temperatures. ANOVA  results indicate that operating temperature 
is the most significant factor which controls the friction and wear 
characteristics of Ni-B-W coatings. 

• 	 Further, a noteworthy improvement in the multi-performance index, 
i.e., the GRG in this case is observed. Compared to the initial test 
run, 56.87% improvement in GRG takes place at optimal condi
tion. Thus, the implementation of GRA and ANOVA is successful 
for optimizing the tribological performance of the deposits and 
analyzing the effects of influential parameters. 

­

­
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ABSTRACT 

A nanosecond pulsed fiber laser system with an average power of 50 
W is utilized in the present research work to generate micro-holes on a 
transparent quartz material for utilization in optoelectronics. The effect of 
laser power, pulse frequency, duty cycle, and air pressure on the entry hole 
circularity of micro-holes on quartz is analyzed with the aid of response 
surface methodology (RSM). The developed mathematical model for 
the entry hole circularity is validated through ANOVA analysis for the 
adequacy of the experimental model. The present research aims to bring 
about the utilization of nanosecond pulsed fiber laser systems to generate 
micro-holes on quartz at the fundamental wavelength, i.e., 1,064 nm. The 
experimental results show that the combination of pulse frequency of 65 
kHz, a duty cycle of 50%, laser power of 37 W, and air pressure of 2.50 kgf/ 
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cm2 leads to the maximum circularity of 0.88 at entry side. The conformity 
tests reveal that the error for circularity is found out to be 3.23%, and the 
predicted result in a very close agreement with the experimental results. 

18.1 INTRODUCTION 

The utilization of quartz in microelectronics [1] and biomedical [2] 
applications has been increasing rapidly in the present-day scenario due to 
its desirable properties such as moderate thermal expansion coefficient, high 
biocompatibility along with high wear resistance [3]. In previous research 
studies, very few research works have been carried out to generate micro-
features on quartz for the utilization in different areas mentioned above. 

Laser systems are advantageous than other conventional systems due to 
their flexibility, machining time, and high coverage of a comprehensive range 
of engineering materials [4]. Compared to Nd-YAG and CO2 laser systems, 
fiber lasers have been widely utilized for thin metal cutting to the generation 
of various micro-features on a wide range of engineering materials [5]. 

Transferring photon energy of the laser light to glass is challenging, as it is 
transparent to a wide range of wavelengths [6]. Thus, the generation of micro-
hole on quartz using laser systems has not been investigated extensively. 

However, Sen et al. [7] carried out preliminary research work on micro-
drilling of quartz utilizing the fiber laser system to understand its feasibility. 
The authors successfully facilitated the utilization of the fiber laser system 
for the generation of micro-hole on quartz. However, the author suggested 
that further research works should be conducted to optimize the parametric 
combinations for achieving desired micro-hole characteristics. Rahman et 
al. [8] improved laser-induced silicon plasma-assisted ablation of quartz 
by adding a continuous wave laser. Lin et al. [9] showcased that the 
quartz’s microstructure could be controlled by adjusting the machining 
parameters by picosecond laser and ultra-precision machining. Picosecond 
laser machining with a short focal length produced U shaped microfluidic 
channels on quartz. However, surface quality, along with surface roughness, 
was found to be inadequate. Swain et al. [10] numerically determined the 
laser intensity to control the surface property of the fused quartz. 

This present research work aims to generate through micro-holes on 
quartz by fiber laser micro-drilling process and also to conduct successful 
research analysis to widen the scope of research findings further. The 
considered process parameters are laser power, pulse frequency, duty cycle, 
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and assist air pressure. The effects of the process parameters mentioned 
above on entry hole circularity have been analyzed and discussed with 
the aid of surface and contour plots. A total of 31 experiments have been 
designed and performed based on response surface methodology (RSM) 
experimental design. The experimental models are validated through the 
analysis of variance (ANOVA). The optimized parametric combination 
for the entry hole circularity has been determined with single-objective 
optimization. Finally, a set of 5 experiments has been carried out to 
compare the predicted optimized values with experimental results. 

18.2 EXPERIMENTAL METHODS AND MATERIALS 

In the present research work, a transparent square quartz material of dimension 
25×25×1 mm3 is selected for the fabrication of micro-hole, utilizing a fiber 
laser system of 50 W of average power. The working regime of the fiber laser 
is at 1,064 nm of wavelength. The laser beam is generated in a fiber laser 
head. The fiber laser delivery system consists of a collimator, beam bender, 
beam delivery unit, and focusing lens. A collimator is used to transform the 
light output from an optical fiber into the fiber end, which is approximately 
equal to the focal length. A photographic view of a collimator is shown in 
Figure 18.1. After the collimator, a beam bender with 100% reflectivity is 
placed at an angle of 45° with the horizontal plane. Because of this, the laser 
propagates perpendicular to the focus lens. At the top of the beam bender, 
a charge-coupled device camera (CCD) is placed, further connected to a 
CCTV. In Figure 18.2, the photographic view of a beam bender is shown. 

The laser finally propagates through an F-θ lens of 71 mm diameter of 
the focusing lens, which is protected by a nozzle for preventing against 
dust and other contaminations. The spot diameter of the laser beam 
irradiated on the top surface of the quartz is 21 µm. A CNC controller unit 
controls the movement of the worktable along the X-Y axis along with 
the laser nozzle movement along the Z-axis. Servo motors are attached to 
each of the axes and also connect to the servo interfacing unit. This servo 
controller is connected to the computer system (interface Software-I mark 
plus) by which the axis movements of the X–Y worktable are controlled. 
The jet flow of assisting gas for removing the molten material from the 
micro-drilled surface is achieved with a compressed air gas supply. A 
moisture separator, attached with the air compressor, results in the jet flow 
of dry, pressurized air to the laser micro-drilling zone. 
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FIGURE 18.1 Photographic view of the collimator. 

FIGURE 18.2 Photographic view of beam bender. 

A focused laser beam is used as a heat source to increase tempera­
ture rapidly to the melting and evaporation of the substrate material’s 
temperature during the laser drilling process. In pulsed mode operation, 
fiber laser’s high beam quality combined with high pulse repetition rates 
and pulse energy can effectively utilize a single pulse for percussion laser 
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drilling. As shown in Figure 18.3, laser percussion drilling is selected as 
the fabrication method of micro-holes on quartz. 

FIGURE 18.3 Laser percussion drilling on quartz. 

18.2.1 MEASUREMENTS 

The microscopic views of the micro-holes are shown using an Olympus 
STM6-LM optical measuring microscope using a 50X lens. ImageJ soft­
ware is utilized to calculate the entry hole circularity. 

18.3 RESULTS AND DISCUSSION 

18.3.1 MODELING AND ANALYSIS OF FIBER LASER  
MICRO-DRILLING OF QUARTZ 

Response surface methodology (RSM) [11, 12] is an analytical tech­
nique utilized for planning experimentation, modeling, and optimizing 
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responses. RSM based modeling and subsequent analyzes of fiber 
laser micro-drilling process parameters on fiber laser micro-drilling 
characteristics of micro-hole generation on quartz have been made. In 
this experimentation, four factors, along with their five levels, have 
been considered. Table 18.1 represents the actual and corresponding 
coded values of fiber laser micro-drilling process parameters. A set of 
31 experiments has been conducted for the present research study by 
central composite design (CCD) with an alpha (α) value of 2.000. Table 
18.2 shows the design of the experiment’s matrix of all the process 
parameters settings. 

TABLE 18.1 Actual and Corresponding Coded Values of Fiber Laser Micro-Drilling 
Process Parameters 

Process Parameters Unit Symbol Levels 

–2 –1 0 1 2 

Laser power W X1 27.5 30 32.5 35 37.5 

Pulse frequency kHz X2 50 55 60 65 70 

Duty cycle % X3 50 55 60 65 70 

Air pressure Kgf/cm2 X4 1.5 2 2.5 3 3.5 

18.3.2 DEVELOPMENT OF EMPIRICAL MODELING BASED ON 
RSM 

Minitab-17 software has been used for designing the experimental plan. 
The mathematical model’s development has been carried out utilizing the 
data obtained during experiments, as listed in Table 18.2 for fiber laser 
percussion micro-drilling on quartz. The corresponding empirical equa­
tion for circularity (Y1) is obtained as follows: 

Y = -0.718+0.1076X - 0.0337 X - 0.0093 X - 0.350 X - 0.0015011 1 2 3 4 

X × X +0.000604X × X - 0.000743 X × X +0.00043X × X1 1 2 2 3 3 4 4 (1)+0.000210 X × X +0.001460X × X +0.005750X × X1 2 1 3 1 4 

- 0.001110 X × X - 0.006500X × X +0.01300 X × X2 3 2 4 3 4 
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TABLE 18.2 Design of Experiments Matrix of Values of Process Parameters and 
Observed Responses 

Exp. Pulse Frequency Duty Cycle Laser Power Air Pressure Circularity 
No. (kHz) (%) (W) (Kgf/cm2) 
1. 55 55 30 2 0.801 
2. 65 55 30 2 0.755 
3. 55 65 30 2 0.825 
4. 65 65 30 2 0.816 
5. 55 55 35 2 0.748 
6. 65 55 35 2 0.780 
7. 55 65 35 2 0.702 
8. 65 65 35 2 0.758 
9. 55 55 30 3 0.795 
10. 65 55 30 3 0.782 
11. 55 65 30 3 0.790 
12. 65 65 30 3 0.834 
13. 55 55 35 3 0.790 
14. 65 55 35 3 0.861 
15. 55 65 35 3 0.719 
16. 65 65 35 3 0.832 
17. 50 60 32.5 2.5 0.679 
18. 70 60 32.5 2.5 0.724 
19. 60 50 32.5 2.5 0.854 
20. 60 70 32.5 2.5 0.853 
21. 60 60 27.5 2.5 0.825 
22. 60 60 37.5 2.5 0.772 
23. 60 60 32.5 1.5 0.785 
24. 60 60 32.5 3.5 0.831 
25. 60 60 32.5 2.5 0.820 
26. 60 60 32.5 2.5 0.808 
27. 60 60 32.5 2.5 0.815 
28. 60 60 32.5 2.5 0.805 
29. 60 60 32.5 2.5 0.812 
30. 60 60 32.5 2.5 0.811 
31. 60 60 32.5 2.5 0.825 
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18.3.3 ANOVA TEST RESULTS OF THE DEVELOPED MODELS 

ANOVA test has been performed using MINITAB software to test the 
adequacy of the developed model. Table 18.3 shows the result of ANOVA 
for the circularity of fiber laser-generated micro-hole on quartz. 

TABLE 18.3 ANOVA Table for Circularity 

Source DOF Adjusted SS Adjusted MS F-Value p-Value 
Model 14 0.058882 0.004206 103.91 0.000 
Linear 4 0.012933 0.003233 79.88 0.000 
Pulse frequency 1 0.004760 0.004760 117.61 0.000 
Duty cycle 1 0.000060 0.000060 1.49 0.240 
Laser power 1 0.004108 0.004108 101.50 0.000 
Assist air pressure 1 0.004004 0.004004 98.93 0.000 
Square 4 0.028115 0.007029 173.66 0.000 
2-way interaction 6 0.017834 0.002972 73.44 0.000 
Error 16 0.000648 0.000040 – – 
Lack-of-fit 10 0.000360 0.000036 0.75 0.671 
Pure error 6 0.000287 0.000048 – – 
Total 64 0.059529 

Model Summary R2 R2 Adjusted R2 Predicted 
98.91 97.96 95.86 

18.3.4 ANOVA FOR CIRCULARITY 

Table 18.3 represents the ANOVA results for the entry hole circularity of 
the micro-holes generated on quartz. Table 18.3 shows that the associated 
p-value for linear effect and four process parameters are less than 0.05 
for circularity. The lack of fit value for the model is found as which is 
insignificant. As a result, the fit value for the developed model is signifi­
cant. Thus, the developed empirical model on circularity represented by 
Eqn. (1) is highly significant and adequate at a confidence level of 95% to 
represent the relationship between circularity and the fiber laser process 
parameters. 
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18.3.5 ANALYSIS OF FIBER LASER PROCESS PARAMETERS 
BASED ON RESPONSE SURFACE AND CONTOUR PLOTS 

The various response surfaces have been plotted between one process 
criteria and two process parameters at a time, while the other two remaining 
process parameters are kept at constant values. The results of parametric 
analyzes of circularity for process variables such as laser power, pulse 
frequency, duty cycle, and air pressure have been discussed with the aid of 
surface and contour plots. 

18.3.6 PARAMETRIC INFLUENCES ON HOLE CIRCULARITY OF 
MICRO-HOLES ON QUARTZ 

Figure 18.4 illustrates the influence of the duty cycle and pulse frequency 
on the entrance hole circularity. It is observed that the circularity increases 
with an increase in pulse frequency up to 65 kHz, decreases with a further 
increase in pulse frequency. It is also found that the hole circularity 
gradually decreases with an increase in duty cycle at a lower value of pulse 
frequency, but increases with an increase in duty cycle at a higher value of 
pulse frequency. High Intensity of pulse energy in conjunction with high 
peak power at the lower value of pulse frequency and duty cycle may lead 
to a uniform spattering of molten debris on the edge of the periphery of 
the drilled hole. As a result, an increment in the hole circularity of fiber 
laser-generated micro-holes is observed. 

FIGURE 18.4 Surface plot for influences of duty cycle and pulse frequency on hole 
circularity. 
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Figure 18.5 shows the contour plot for the hole circularity due to the 
influences of pulse frequency and duty cycle. The contour plot reveals 
that a significant interaction between two process variables, i.e., pulse 
frequency and duty cycle. The largest confined region indicates the most 
favored outcome from the present experimental range, whereas the second 
smallest confined zone indicates at the most preferred parametric condi­
tion to achieve the highest value of hole circularity. 

FIGURE 18.5 Contour plot for influences of duty cycle and pulse frequency on hole 
circularity. 

Figure 18.6 reveals a parabolic nature of the surface plot for the hole 
circularity due to the interaction between pulse frequency and air pres­
sure. The highest value of hole circularity can be achieved at a moderate 
value pulse frequency, i.e., 55 to 60 kHz. It is also observed from Figure 
18.6 that at the lower value of pulse frequency, air pressure has a very 
small or no effect on the hole circularity. Conversely, the hole circularity 
linearly increases with the increase in air pressure at a higher value of 
pulse frequency. A decrease in pulse off time due to an increase in pulse 
frequency results in a decrease in agitation, forming a melt pool at the 
top surface of the workpiece. Lesser agitation on the melt pool in terms 
of surface tension leads to form a smooth edge of the micro-drilled hole. 
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Pulse frequency is inversely proportional to pulse energy when the laser 
power and duty cycle are kept as constants at their moderate values. The 
high pulse energy of a Gaussian laser beam produces an adequate melt 
pool and increases the spattering effect. The lower value of air pressure 
is incapable of sweeping away the spatters or properly removes the melt 
pool from the micro-drilled zone, which leads to the formation of the 
non-uniform edge of the micro-drilled hole. As a result, low circularity is 
observed, as shown in Figure 18.7. As observed in Figure 18.7, the heat 
affected zone around the periphery of the micro-hole has also contributed 
to the lowering of the circularity of micro-hole. 

FIGURE 18.6 Surface plot for influences of pulse frequency and air pressure on hole 
circularity. 

FIGURE 18.7 Microscopic image of quartz micro-hole at 50X magnification at pulse 
frequency of 60 kHz, 60% duty cycle, laser power of 32.5 W and air pressure 1.5 kgf/cm2. 
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Figure 18.8 indicates the interaction between pulse frequency on 
hole circularity via a contour plot. The elliptic shape of contours shows 
a functional interaction between air pressure and pulse frequency. The 
second-largest confined zone indicates the parametric options at which the 
highest value of hole circularity can be attained. 

FIGURE 18.8 Contour plot for influences of pulse frequency and air pressure on hole 
circularity. 

18.3.7 PARAMETRIC OPTIMIZATION OF FIBER LASER MICRO­
DRILLING OF QUARTZ 

For achieving optimal parametric combinations during fiber laser micro-
drilling of quartz, single-objective optimization has been performed using 
MINITAB software. Figure 18.9 illustrates that the parametric settings 
required to achieve the maximum hole circularity of 0.88 at entry side are 
pulse frequency of 65 kHz along with duty cycle of 50%, the laser power 
of 37 W, and air pressure of 2.50 kgf/cm2. Figure 18.10 showcases the 
microscopic image of the fiber laser-generated micro-hole on quartz at an 
optimized parametric combination. 
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FIGURE 18.9 Single-objective optimization results for hole circularity. 

FIGURE 18.10 Microscopic image of quartz micro-hole at the optimal condition. 

18.3.8 CONFIRMATION EXPERIMENTS 

Confirmation experiments are conducted to validate the predicted results 
at the optimized experimental parameter settings. The mean prediction 
error of the experimental values is evaluated to compare the experimental 
values with their optimized values. 

A total of five confirmation experiments are conducted. The experi­
mental values of the entry hole circularity are shown in Table 18.4. The 



 

 TABLE 18.4 Comparison between Single-Objective Optimization Results with Actual 
Results for Circularity 

Exp. Circularity 
No. Maximum Value Actual Value at Optimum Condition Percentage of Errors 

1. 0.8826 0.8556 3.06 

2. 0.8826 0.8510 3.58 

3. 0.8826 0.8595 2.62 

4. 0.8826 0.8546 3.17 

5. 0.8826 0.8497 3.73 

Note: Mean percentage of Errors (%) = 3.23. 
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mean prediction error for circularity is found out to be 3.23%. The calcu­
lated error values indicate that the produced results are a close agreement 
with the predicted results. 

18.4 CONCLUSIONS 

In the present research work, a nanosecond pulsed fiber laser system is 
utilized to generate micro-holes on transparent quartz. An RSM based 
experimental design is utilized to carry out a total of 31 experiments 
to analyze the effect of various process parameters on the circularity 
of micro-hole drilled on quartz. From the ANOVA table, the p-value of 
the lack of fit for hole circularity is 0.671. The developed mathematical 
model on entry hole circularity is adequate for prediction during fiber laser 
micro-drilling on quartz. 

Single objective optimization results show that for obtaining the 
maximum hole circularity (0.88), the combination of the process param­
eters is pulse frequency of 65 kHz along with duty cycle of 50%, laser 
power of 37 W, and air pressure of 2.50 kgf/cm2. The conformity tests 
reveal that the error for circularity is found out to be 3.23%, and the 
predicted results in a very close agreement with the experimental results. 

The present work facilitates the utilization of a nanosecond pulsed 
fiber laser system at 1,064 nm wavelength to fabricate micro-holes on 
quartz. Further, an experimental investigation can be carried out into fiber 
laser micro-drilling of polymers and glass materials, considering different 
biomedical applications. 
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ABSTRACT 

It is a significant effort to pick up perfect welding process variables for 
improving the quality of weld bead geometry in any welding process. 
Using process optimization for welding variables is a complicated matter, 
reason is that, it depends on multi-factors, which is influence by the 
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circumstances. In this study, a tungsten solid wire having 2.5 mm diameter 
has been used as an electrode with direct current electrode negative (DCSP) 
polarity. An argon gas has been supplied for the shielding purpose. A 
multi-response optimization technique has been employed to optimize the 
weld bead geometry and process parameters for Tungsten Inert Gas (TIG) 
bead-on-plate welding of IS 2062B mild steel. Taguchi’s experimental 
design method has been used to define the significant sets of experiments 
of the process variables with the intention of reducing the number of 
experimental runs. Three important welding process variables viz. current 
(I), welding speed (S) and gas flows or passes rate (Gf) with a constant 
voltage were considered in this work. The bead geometry viz. penetration, 
bead width and HAZ thickness; and hardness of HAZ were computed. The 
weightage of the responses on overall outcome characteristic of the weld 
bead has also been assessed numerically by ANOVA (analysis of variance) 
method. The optimal process variables, which was defined from the Signal 
to Noise ratios plot, has been validated from the experimental sets. It shows 
the workability of the gray-based Taguchi method in manufacturing world 
for on-going development in product quality. It has been noticed that the 
process variables have a remarkable impact on weld bead geometry as 
well as hardness of the HAZ. 

19.1 INTRODUCTION 

In today’s manufacturing world, the continuous requirement of quality 
outputs has given rise to the quick evolution of today’s mechanized manu­
facturing domains. The satisfactory level of customers has been quantified 
by the quality of the output or feasibility of product. The output quality 
mainly depends on the required specifications obtained in the output 
product that be outfit its useful needs in several fields of practice. Quality 
of welding primarily rests on metallurgical properties of the weld metal 
and heat affected zone, which actually are characterized by physical and 
chemical behavior of metallic elements, their inter-metallic compounds, 
and mixtures of the weldment. Additionally, the mechanical characteristics 
and metallurgic characteristics of the weld rest on weld bead geometry and 
weld bead geometry have straight way allied to welding process standards. 
Hence, it has been required to find out an optimized variables setting, that 
is competent to give the suitable weld quality. However, this optimization 
should be carried out in such a way that all the objectives should complete 
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simultaneously. Such an optimization technique is called multi-variable 
optimization. 

So many researchers had been followed different formulae to investi­
gate the optimization process, such as Taguchi analysis, regression models, 
response surface methodology and artificial neural networks analysis, etc., 
like Arvind and Ajay [3]. In general, processes that could be adopted to 
optimized the process parameters settings are orthogonal array design 
(reduced number of experimental runs but sound) that are full factorial 
design, fractional factorial design, response surface methodology (RSM), 
gray relation analysis (GRA) and Taguchi technique [4]; and Taguchi and 
Regression modeling are used to actively resolve the optimum welding 
conditions for getting the highest ultimate strength in range of parameters 
[3]. In case of multi-response optimization, GRA needs [4]. It is well 
known that high efficiency and high quality are the developing targets of 
welding technology. The quality of a weld joint is straight way affected 
by the welding heat input, that is, related to current, voltage, and traverse 
speed during welding, and the quality joint can be explained in terms of 
weld-bead geometry, mechanical properties, and distortion [5, 16]. 

For the optimization process, the demand of genetic algorithm and GRA 
based Taguchi method have been increased gradually in the last decade. 
But optimization based on genetic algorithm asks for a good number of 
tests [18]. On the other hand, the analytical design of experiments intro­
duced by Taguchi has been used to select the optimum combination of 
variables for improving productivity as well as quality of products with 
least experimental tests [2, 6]. 

Since last three decades the Taguchi method had been efficiently used 
to optimized the products design or procedures which has single objective 
variable. Many analyzers have been also chosen Taguchi’s design of 
experiment and gray relation analysis (GRA) for optimizing the welding 
process variables [7–12]. Anawa et al. selected Taguchi’s technique to 
reducing the weldment fusion zone in laser welding process [7]. The 
Taguchi’s orthogonal array technique had been employed successfully in 
the SAW process for obtaining desirable weld bead geometry by renowned 
researcher Datta et al. Subsequently ANOVA technique was used for 
evaluating the percentage contributions of every factor [8]. 

In case of tungsten inert gas (TIG) welding operation Taguchi’s 
technique has been applied to finding the optimized weld bead geometry 
[9]. However, the research work in the field of TIG welding on IS 2062B 
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grade mild steel is rarely found in published literature. The optimization 
technique for the effect of the process variables viz. welding current, 
traverse speed, and gas flow rate on weld bead geometry and hardness of 
the HAZ in TIG welding on mild steel, so far have not been discussed in 
detail in any previous published work. Therefore, in this present study, the 
investigations of TIG welding have been executed on IS 2062B steel to 
analyze the effect of process variables on weld bead geometry and hard­
ness of the HAZ. The Taguchi-based gray relational analysis (GRA) has 
been followed up to optimize the welding process variables, and finally, 
ANOVA has been employed to find the individual significance of process 
variables on degree of weld quality. 

19.2 DESIGN OF EXPERIMENT (DOE) 

The traditional experimental design methods are too complex and difficult 
to use. Additionally, a large number of experiments have to be carried out 
when the number of machining parameters increase. Therefore, the factors 
causing variations should be determined and checked under laboratory 
conditions. These studies are considered under the scope of off-line quality 
improvement. 

Taguchi method is a common optimization technique employed to 
solve the engineering problems. In the present study, an array has been 
designed based on the Dr. Genichi Taguchi’s orthogonal arrays to ensure 
that all level of all factors is considered equally and moreover to reduce 
the expensive testing cost. The welding current, welding speed and gas 
flow have been considered, at four different levels, respectively, are shown 
in Table 19.1. 

Orthogonal array is a “table” (array) whose entries come from a fixed 
finite set of symbols (typically, {1, 2, …, n}), arranged in such a way that 
there is an integer t so that for every selection of t columns of the table, 
all ordered t tuples of the symbols, formed by taking the entries in each 
row restricted to these columns, appear the same number of times. An 
orthogonal array is type of experiment where the column represents the 
independent variables are orthogonal to one another. 

Taguchi’s L16 orthogonal array has been grouping the samples into 16 
numbers of group as illustrated in Table 19.2. The numbers are indicating 
the various experimental processes or levels of the differing factors. 
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TABLE 19.1 Welding Factors and Their Boundaries 

Welding Factors Unit Level of Factors 
11 2 33 4 

Current (I) Amp 120 140 160 180 
Welding speed (S) m/min 0.30 0.36 0.42 0.48 
Gas flow (Gf) Ltr./min 10 15 20 25 

TABLE 19.2 Orthogonal Array (L16) by Employing Taguchi Technique 

Group No. I S Gf 

01 1 1 1 
02 1 2 2 

03 1 3 3 
04 1 4 4 
05 2 1 2 
06 2 2 1 
07 2 3 4 
08 2 4 3 
09 3 1 3 
10 3 2 4 
11 3 3 1 
12 3 4 2 
13 4 1 4 
14 4 2 3 
15 4 3 2 
16 4 4 1 

19.3 RESEARCH METHOD 

19.3.1 EXPERIMENTAL DETAILS 

The Tungsten inert gas welding machine (Tornado TIG 316 AC/DC; Ador 
Fontech Ltd, India) has been employed to execute the experimental tests 
by the technique bead-on-plate welding. The specification of machine is 
followed by, input voltage – 415A AC (±10%); 3 PH, 50 HZ, welding 
current at 100% duty cycle is 315 A, efficiency more than 85%, open 
circuit voltage – 66 V. Mains supply (V) is 415 ph./Hz. 



 

 

 

 
 

 TABLE 19.3 Composition of MS IS 

Grade %C Max %Mn Max %P Max % S Max %Si Max %C.E Max 
2062 B 0.22 1.5 0.045 0.046 0.04 0.41 
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The machine set is not having the necessary attachment to get controlled 
welding speed and arc length. So, an arrangement has been provided by 
making special type fixtures which was coupled with a carriage attachment 
of submerge arc welding machine to get control speed and arc length. The 
TIG welding machine with a special fixture is shown in Figure 19.1. A 
5-mm-thick mild steel (SI 2062B) plate (150 mm×50 mm×5 mm) has been 
utilized for this work. The chemical composition (wt.%) of base metal are 
illustrated in Table 19.3. 

FIGURE 19.1 Steps of Taguchi’s variables design technique. 

In this study, a tungsten solid wire having 2.5 mm electrode diameter has 
been employed with direct current and electrode negative (DCEN) polarity; 
and pure argon gas has been supplied for the shielding purpose. 

The goals of the present study are: (i) to optimize the weld bead geometry 
and process parameters; (ii) to measure the HAZ hardness; and (iii) to find 
optimum process parameters combination that maximize the weld quality 
as well as mechanical performance of the welded joint (Figures 19.2–19.4). 
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FIGURE 19.2 Flow chart of Taguchi’s optimization model/methodology. 

FIGURE 19.3 TIG welding machine used for weld the material and special fixture. 

FIGURE 19.4 Samples collected after welding. 
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19.3.2 GEOMETRY OF WELDMENT 

After welding at room atmospheric temperature, i.e., about 30°C and the 
welded samples had been cooled down to atmospheric temperature as 
shown in Figure 19.2. And one piece from all sample approximately 7 
mm of thickness was cut by a saw machine with water as coolant. The 
faces of every section have been machined by shaper and subsequently 
milling machines to obtain flatted and semi-finished surface. Then after 
the samples piece were finished with the emery paper of grade 120, 150, 
220, 400, 600, 1,000, and 2,000 consequently getting almost mirror finish. 
Then finally polished by velvet cloth with the slurry of alumina powder 
and consequently got almost mirror finish. The finished faces were etched 
by Nital solution, i.e., 5–10% nitric acid solution with distilled water at 
atmospheric temperature. The bead geometries viz. depth of penetration, 
bead thickness, and depth of HAZ; and HAZ hardness were measured and 
listed in a tabular form (Table 19.4 and Figure 19.5). 

FIGURE 19.5 A schematic diagram of weld bead geometry. 

19.3.3 HARDNESS TEST 

In the present work, the test is conducted on the 16 samples in the digital 
Rockwell hardness testing machine as shown in Figure 19.3 on the welded 
parent material. By conducting of hardness testing, mainly obtaining 
the hardness of the heat affected zone (HAZ). The suitable indenter for 
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unhardened materials is ball type of indenter, 1/16” a tungsten ball type 
indenter is selected for measuring the level of hardness in the present 
welded parent material. The B-scale has been used for the parent material, 
and the penetrator is a hardened tungsten ball 1/16” in diameter applied 
at a lesser load of 100 kgf, i.e., HRBW for 1/16” of ball type indenter in 
the Rockwell hardness testing machine (Figure 19.6). The value of the 
experimentation results is shown in Table 19.4. 

FIGURE 19.6 Digital Rockwell hardness testing machine. 

19.4 DATA ANALYSIS 

19.4.1 DATA ANALYSIS BASED ON GREY RELATIONAL THEORY 

At first, based on gray relational theory, the collected responses, i.e., quan­
tified features of weld for each characteristic have been processed from 
limiting zero to one, which is known as data pre-processing or gray rela­
tional generation. Next, gray relational coefficients have been determined 
based on processed experimental values to constitutes a interrelation in 
between the absolute (highest) and processed values. Then after grand 



 

 TABLE 19.4 Data Related to Bead Geometry and Hardness of the HAZ 

Sample No. P W HRBWWhaz 

01 
02 
03 
04 
05 
06 
07 
08 
09 
10 
11 
12 
13 
14 
15 
16 

1.30 
1.05 
0.65 
0.50 
1.90 
1.33 
1.20 
0.68 
2.25 
1.85 
1.28 
1.01 
2.40 
1.90 
1.55 
1.30 

4.12 
3.50 
3.10 
1.50 
4.70 
3.90 
3.20 
4.00 
5.60 
4.20 
3.90 
3.60 
6.00 
5.10 
4.15 
3.80 

1.05 
0.90 
0.80 
0.88 
1.23 
1.02 
0.82 
0.65 
1.40 
1.10 
1.00 
0.88 
1.60 
1.35 
1.13 
1.00 

75 
78 
79 
80 
72 
76 
78 
79 
71 
71 
77 
79 
69 
70 
72 
77 

Note: P is the depth of penetration in mm; W is the bead width in mm; Whaz is the depth/ 
width of HAZ in mm; HRBW is the Rockwell hardness at HAZ. 
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gray relational grade have been computed by simply mean or sum the 
gray relational coefficients in case of equal weights and different weights 
connecting to all elected responses, respectively. 

A multiple responses problem that has to solve and analyze, the 
coupled Taguchi method with gray relational analysis is considered an 
effective method. The experimental data of bead geometry viz. depth of 
penetration, bead width and depth of HAZ as well as hardness of the HAZ 
were normalized using Grey relational generation Theory as shown in 
Table 19.5. For the analysis, the depth of penetration has been considered 
higher-the-better (HB) and the bead width, depth of HAZ and hardness 
have been considered as lower-the-better (LB) criterion. 

yij − Miny ijFor Higher-is-Better (HB) criterion: X = (1)ij Maxy ij − Miny ij 
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Maxy ij − yij
For Lower-is-Better (LB) criterion: Xij = (2)Maxy ij −Miny ij 

where; Xij = pre-processing data; Min yij and Max yij are the lowest and 
highest data of yij (yij= experimental data) for the jth outputs respectively. 
An ideal series for the output variables is xo(j) (j = 1, 2, 3, 4, …, 16). In 
the explanation of GRG (gray relational grade) the series of GRA (grey 
relational analysis) is to expose the grade of correlation in-between the 16 
series [xo(j) and xi(j), where, j = 1, 2, 3, 4, 5, …, 16]. 

Calculation of Grey relational coefficients for each representative was 
executed by utilizing the Eqn. (3) and listed in Table 19.2. 

∆  + ∆  min max Grey relational coefficient: γ = 
ϕ 

(3)ij ∆ ( )j + ∆ϕoi max 

where; Δoi = ║x o(j) – xi(j)║; Δmin is the lowest data of Δoi; and Δmax is the 
highest data of Δoi; n is the distinguishing coefficient 0 ≤ n ≤ 1. 

TABLE 19.5 Result of Pre-Processing or Grey Relational Generation of Each 
Characteristics 

Exp. No. P W Whaz HRBW 
1. 0.4210 0.4177 0.5789 0.4545 

2. 0.2894 0.5555 0.736 0.1818 

3. 0.0789 0.6444 0.8421 0.0909 

4. 0.0000 1.0000 0.7578 0.0000 

5. 0.7368 0.2888 0.3894 0.5454 

6. 0.4368 0.4666 0.6105 0.3636 

7. 0.3684 0.6220 0.8210 0.4545 

8. 0.0947 0.4444 1.0000 0.0909 

9. 0.9270 0.0888 0.2105 0.8181 

10. 0.7105 0.4000 0.5263 0.8181 

11. 0.4105 0.4666 0.6315 0.2727 

12. 0.3095 0.5333 0.7578 0.1818 

13. 1.0000 0.0000 0.0000 1.0000 

14. 0.7368 0.2000 0.2631 0.8181 

15. 0.5526 0.4111 0.4947 0.7272 

16. 0.4210 0.4888 0.6316 0.3636 
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The grand gray relational grade (GRA), which represents comprehen­
sively of all the characteristics of weld quality has been estimated collec­
tively by Grey relational coefficients for each criterion as shown in Table 
19.6. So, in such fashion, the multi-response optimization issues have been 
modified into an identical single object optimization issue employing the 
Grey relational analyzes based on Taguchi’s method. The combined factors 
proportional to the highest data of GRG is close to the optimal solution. 

19.4.2 GRAND GREY RELATION GRADE (GRG) 

For giving equal weights to all the responses the grand gray relation grade 
has formulated as: 

n 

Ri = 
1 ∑γ ij (4)n j =1 

where; n is the responses number. 
From the different literatures survey, we studied that to obtain quality 

weld, individual weightage has been given to the individual responses for 
better weld strength. The weighted gray relation grade has evaluated by 
modifying Eqn. (4) as follows: 

So, for different weights to all the responses the grand gray relation 
grade as: 

R = ∑ n Wk ( ) j (5)i j =1 

where; Wk is the weight of various graded responses that is n Wk = 1.∑ j =1 

For the achievement of better-quality weld bead with sufficient tensile 
strength, the under mentioned weight values has been observed, i.e., 0.30 
for depth of penetration, 0.20 for bead thickness, 0.25 for depth of haz and 
0.25 for hardness. 

The mathematical expression of overall/grand gray relational grade 
(GRG) is (Tables 19.7 and 19.8): 

GRG(Ri) = 0.3P + 0.2W + 0.25 Whaz + 0.25HRBW (6) 
The grand gray relation grade is major production characteristics in Grey-

based Taguchi optimization technique and main objective is fix the limits of 
parameters that are capable to performing gray relation grade of maximum 
limit. All individual performance features are represented by the grand gray 
relation grade. The aim of the present investigation has been defining an 



 

 

 TABLE 19.6 Calculated Values of Grey Relational Coefficient (Φ = 0.5). 

Exp. No. P W HRBWWhaz 
IS 1 1 1 1 
1. 0.4633 0.4619 0.5429 0.4783 
2. 0.4130 0.5249 0.6551 0.3793 
3. 0.3518 0.5843 0.7599 0.3548 
4. 0.3333 1.0000 0.6737 0.3333 
5. 0.6551 0.4128 0.4502 0.5237 
6. 0.4702 0.4838 0.5621 0.4399 
7. 0.4418 0.5693 0.7363 0.4783 
8. 0.3557 0.4736 1.0000 0.3548 
9. 0.8635 0.3543 0.3877 0.7332 
10. 0.6333 0.4545 0.5195 0.7332 
11. 0.4589 0.4838 0.5757 0.4073 
12. 0.4318 0.5172 0.6737 0.3793 
13. 1.0000 0.3333 0.3333 1.0000 
14. 0.6551 0.3846 0.4042 0.8468 
15. 0.5277 0.4592 0.4974 0.6470 
16. 0.4633 0.4944 0.5757 0.4073 
Note: IS: Ideal sequence. 

 TABLE 19.7 Overall Grey Relational Grade (GRG) for Different Weights to the Responses 

Exp. No. GRG 
1. 0.4860 
2. 0.4874 
3. 0.5176 
4. 0.5517 
5. 0.5226 
6. 0.4883 
7. 0.5500 
8. 0.5401 
9. 0.6098 
10. 0.5940 
11. 0.4768 
12. 0.5032 
13. 0.6666 
14. 0.5862 
15. 0.5362 
16. 0.4836 
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optimized relation to the parameters of weld bead geometry and hardness, 
and different weights and age were given to all responses (Table 19.9). 



 

 TABLE 19.8 Mean Response Table for Grey Relation Grade (GRG) 

Level Factors 
I S Gf 

Level 1 0.5107 0.5712 0.4837 
Level 2 0.5252 0.5390 0.5123 
Level 3 0.5460 0.5202 0.5634 
Level 4 0.5682 0.5197 0.5906 
Max–Min(Delta) 0.0575 0.0516 0.1069 
Rank 2 3 1 
Total average/mean grey relation grade = 0.5766666
 

 TABLE 19.9 Response Table for Signal to Noise Ratios (Larger is Better)
 

Level Factors 
I S Gf 

Level 1 –5.849 –4.931 –6.309 
Level 2 –5.602 –5.408 –5.814 
Level 3 –5.305 –5.690 –5.001 
Level 4 –4.971 –5.698 –4.601 
Max–Min(Delta) 0.878 0.767 1.708 
Rank 2 3 1 
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Figure 19.1 shows the S/N ratio graph (signal-to-noise ratio), which has 
been obtained by the used of overall relational grade for bead geometry 
and hardness. 

With the help of orthogonal DOEs, it is feasible to break up the impor­
tance of every welding parameter at various degrees. It has been explained 
in this study, for input factor current the mean of GRG (gray relational 
grade) at various levels, i.e., level 1, 2, 3, and 4 can be determined by 
mean GRGs for the test’s series 1–4, 5–8, 9–12, and 13–16 severally. The 
ratio of average GRG for every degree of the different variables may be 
obtained in the parallel way as shown in Table 19.7. The mean of all access 
is the total average GRG shown in Table 19.8. 

For the S/N ratio plot (Figure 19.4), the evaluation of optimal setting 
using overall relational grade has been resolved and the optimized 
parameters fusion are I4 S1 Gf4. From the designed Taguchi’s orthogonal 
array (Table 19.2), the optimum parameters condition has same as the 
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parameters setting of welded sample number 13, where we have been 
used the welding current 180 A, welding speed 0.30 meters/minute. and 
gas flows or passes 25 liters/minute. The observation of Table 19.7 the 
calculated values of overall gray relational grade, the optimal variables 
setting which has the highest grand gray relational grade, it has been 
evaluated from the welded sample number 13. So, we could confirm from 
the analysis of result the optimization process is validated (Figure 19.7). 

FIGURE 19.7 Evaluation of optimal setting using overall relational grade. 

19.4.3 ANALYSIS OF VARIANCE (ANOVA) 

The analysis of variance (ANOVA) is a practical model by which we 
can get a meaningful outcome after analyzing the experimental data. It is 
highly useful to disclose the effect of circumstances in a specific outcome. 
The method splits the overall variance of the outcome to explain the 
contributions of every determinant and the inaccuracy. So, 

SSTotal = SSFactor + SSError 

2p 

where; SSTotal = ∑ (γ j −γ m ) and SSTotal = total variation in the data or total 
j =1

sum of squares; γj is the average response for jth trial; γm is the overall 
average of the response; p is the number of trials in the orthogonal array; 
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SS  is the deviation of the estimated parameter level mean or sum of Factor
squared variations due to parameters; SS  is the deviation of a response Error
from its corresponding factor level mean or Sum of squared variations due 
to error (Figure 19.8). 

FIGURE 19.8 Chart showing various steps involved in grey relation analysis (GRA). 

The mean square factor is calculated from ANOVA chart as: 

MS Factor = SS (Factor)/DF (Degree of freedom) 

The statistical value of Fisher’s F- is used to test whether the effect of 
a term in the model (factor or interaction) is significant. F is applied to 
evaluate the p-value. So, the F-value is designated as: 

F = MS(Factor)/MS(Error) 

Based on F-values, the probability of significance (P-values) is computed. 
If P is less than or equal to the α-level (0.05) or (degree of dependence 
95%) we have selected, then it can be concluded that the influence of the 
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factor(s) has a significant effect on the response. If P is larger than the 
α-level we have selected, the effect is not significant. 

The result calculated through ANOVA for grand grey relation grade 
was listed in Table 19.10 and response tables (Tables 19.8 and 19.9) values 
are computed. In the analysis, the F-ratio and contribution are traditionally 
used to determine the significance of factors, their performance and 
dependence. It is observed that for all the factors have an important 
effectiveness on the gray relational grade caused P value being less than 
0.05. So, all the parameters are important, but the gas flow is the most 
significant factor (highest F-value). The reason for that was the shielding 
gas or inert gas are used not only to protect the droplet and weld bead but 
also to change metal transfer, penetration, and bead width of the weld, 
for spatter restrain and post-weld cleaning, to regulate welding fume 
production and to influence the metallurgical and mechanical properties 
of the weld bead. So, selection of shielding gas is therefore very important 
for welding process efficiency [17]. 

TABLE 19.10 Calculated Outcome of ANOVA for GRG 

Source DF Adjusted SS Adjusted MS F-Value P-Value 
Current 3 0.07027 0.023423 13.55 0.004 
Speed 3 0.06106 0.020355 11.77 0.006 
Gas flow 3 0.32548 0.108494 62.74 0.000 
Error 6 0.01037 0.001729 – – 
Total 15 0.46718 

19.4.4 REGRESSION MODEL FOR OVERALL GREY RELATION 
GRADE 

A statistical technique, regression analysis is used to represent the correla­
tions between inconstant. The simplest case to express a linear regression 
model for a line are generally noted as follows: 

Y = α + β1X1 + S (7) 

where; Y is the dependent or target inconstant; X1 is the independent or 
explanatory inconstant, or simply a regression of independent variable X; 
α is the constant or an intercept; and β1 is the regression or slope coef­
ficient of independent variable; S is the error. 
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A regression model that contains more than one independent variable is 
called a multiple regression. If we considered three independent variables 
and n number of observations, the regression model is therefore: 

Y  = α + β X  + β X  + β X  + S (8)i 1 i1 2 i2 3 i3 i 

where; i = 1, 2, 3, …, n–1, n; and n is the observation numbers. 
In straightforward, the objective of regression is to make an effort to 

appear the best fit line or model that shows the relation between Y and X. 
The regression model is an algebraic description of the regression line 

and illustrates the correlation between the response and predictor vari­
ables. The regression model can also write in the expression as: 

Response = Constant + Coefficient × predictor + …… 
+ coefficient × predictor + error 

To determine the regression equation for overall gray relation grade, three 
input variables such as current, speed, and gas flow has been considered 
and analysis has been conducted by exercising MINITAB software. Using 
the data obtained for the process variables viz. current, speed, and gas 
flow; and process responses viz. bead geometry and haz hardness, a 
multiple linear regression model has been formulated and expressed in the 
following form: 

Ri (GRG)= –4.808 + 0.2090 I – 0.1770 S + 0.4705 Gf (9) 

It was observed that the analysis has been expressed a relation of the 
principal factors and their interactions. The acceptability of the model is 
appraised using R-Sq. The strength of the model is characterized by R-sq and 
grips a value between 0% and 100%. The R-Sq values are more than 95% 
which is again a clear indication of the developed model satisfactoriness. 
The predicted and actual values of GRG have been constructed using the 
model and the analysis respectively are represented in Table 19.11 and 
Figure 19.9. It has been noticed from the graph and table (comparative 
lists of predicted and actual values of GRG and their percentage of error 
ranges limits 0.34 and 4.80) that the predicted values are very close and 
sometime superimposed on the actual responses which distinctly showing 
the acceptability of the regression model. 

S = 0.169517 R2 = 94.50% Adjusted R2 = 93.13% 

Predicted R2 = 90.84%
 



 

 TABLE 19.11 Overall Grey Relational Grade (GRG) Actual and Predicted 

Expt. No. GRG 
Actual Predicted Error (%) 

1. 0.4860 0.4746 –2.34 
2. 0.4874 0.4911 0.76 
3. 0.5176 0.5088 –1.70 
4. 0.5517 0.5278 –4.33 
5. 0.5226 0.5263 0.71 
6. 0.4883 0.4794 –1.82 
7. 0.5500 0.5687 3.40 
8. 0.5401 0.5143 –4.80 
9. 0.6098 0.5907 –3.15 
10. 0.5940 0.6165 3.80 
11. 0.4768 0.4842 1.55 
12. 0.5032 0.5015 –0.34 
13. 0.6666 0.6731 0.97 
14. 0.5862 0.5982 2.00 
15. 0.5362 0.5382 0.37 
16. 0.4836 0.4892 1.20 
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FIGURE 19.9 Differentiation in between calculated and predicted values overall grey 
relational grade. 
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S, R2, adjusted R2, and predicted R2 are computes of how well the 
model fits the data. These values can help you select the equation with the 
best relevant. S is calculated in terms of the response varying and charac­
terizes the standoff distance that utility of data decline from the regression 
curve. For any analysis, the lowest S value is assuming the best model for 
predicting the response. 

19.5 CONCLUSIONS 

In this analysis, the gray relational method based on Taguchi optimization 
procedure was applied for multi-response optimization to determine the 
optimum parameters setting to obtain preferable penetration and optimum 
bead width and haz thickness and hardness of the haz for quality joints 
generated by tungsten inert gas bead-on-plate welding on IS2062B steel. 
The signal-to-noise ratio (larger the best) plot shows the optimal parameters 
setting viz. the welding current 180 Amp, welding, or carriage speed 0.30 
meters/minute and gas flows or passes 25 liters/minute for optimal value 
of the weld bead geometry as well as hardness. ANOVA analysis indicated 
that the gas flow rate has been the most significant parameter for both 
weld bead geometry and hardness. The intension of this analysis has to 
make evident the utilization suitability of Taguchi-based gray analysis 
for solving the optimization analysis to improving quality of weld bead 
geometry as well as in the region of gas tungsten arc welding (GTAW). 

Regression model is correlating in between the responses viz. penetra­
tion, bead width, width of haz and haz hardness; and process variables. 
This equation assists in selecting the actual value of process variables with 
the intention that to acquire required penetration, bead width, width of 
haz; and haz hardness of the TIG welded IS 2062B Steel Plate component. 

DENOTATION 

R2: Coefficient of conviction; Adjusted R2: Adjusted coefficient of 
conviction; Xij: Grey relational generation of each characteristic; γij: Grey 
relational coefficient; Ri: Grey relational grade; DOE: Design of experiment; 

: Mean response for jth trial; γ : Overall mean of the response; SS: sumγj m
of squared variations due to parameters; MS: Mean square deviation; DF: 
Degree of freedom. 
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ABSTRACT 

The engineering community has recognized that structural optimization 
not considering uncertainty will result in catastrophic failure conse­
quences. Often, such failures cause the loss of many lives. Thus, this 
issue is attempted by the researchers by exploring various approaches to 
optimization under uncertainty. Among these, Robust Design Optimiza­
tion (RDO) is the most popular one, which ensures reliability as well as 
the least deviation of structural performance under uncertainty. One of 
the conventional ways of accomplishing RDO is to apply Monte Carlo 
Simulation (MCS), which is associated with large computational time. 
Often, surrogate-assisted optimization schemes are adopted to circumvent 
this computational challenge. But such approaches are hinged on the 
conventional least squares method, which is often observed to be a source 
of error in the existing literature. Thus, the issues of either enormous error 

mailto:soumya@civil.iiests.ac.in


 

 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

304 Optimization Methods for Engineering Problems 

or large computational time prohibit the potential use of RDO in industry. 
Hence, in the present chapter, a new and prudent method of moving the 
least squares method (MLSM) is applied in the RDO. The new approach 
applies a local and moving regression. The proposed method is illustrated 
by examples that show its accuracy over the conventional approach. At the 
same time, the results achieved are least sensitive to input uncertainty. The 
MLSM-based RDO has been observed to be accurate as well as computa­
tionally efficient. 

20.1 INTRODUCTION 

In the last few years, deterministic optimization (DO) has gained significant 
popularity due to economic usage requirement of resources. The details of 
such progress may be found in Ref. [3]. The DO generally enables us to 
design efficient and economical structures, in most cases. But DO cannot 
consider the uncertainty effects. Due to various uncertain factors practically, 
the deterministic constraint may shift to an infeasible domain, which 
cannot be visualized in a DO. Thus, resorting on DO neglecting uncertainty 
may under design a structure leading to collapse consequences. Indeed, 
it is now well established in the international scenario that engineering 
analysis and design cannot be completed without considering the presence 
of uncertainty. However, its recognition in the national scenario is yet to be 
established in the civil engineering industry. 

It is also true that results of uncertainty-based optimization, such as 
robust design optimization (RDO) [1] may cause an increment of the 
structural cost, both in construction and material. Also, cost-viability is 
an important parameter to make a design acceptable. The best design is 
one which shows a balance between economy, viability, and sensitivity to 
uncertainty without compromising intended reliability level. In doing so, 
a designer must try to combine performance and reliability in the design 
as well as some kind of robustness in his design. The reliability-based 
optimization (RBO) designs a system with the required reliability level 
[17]. However, the standard deviation of response attained by an RBO may 
be significantly high leading to the infeasible zone. Thus, the guarantee of 
safe performance is not ensured in the RBO. On the other hand, an RDO 
minimizes the standard deviation of the response keeping it within the 
desirable range. The system behaves consistently with the least deviation 
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from the desired threshold even when subjected to high uncertainty effects. 
The RDO does not minimize the source of uncertainty, rather it regulates 
the design in such a manner that the output uncertainty or deviation from 
the expected performance becomes as minimum as possible, even when 
there is high fluctuation of design parameters. Moreover, when statistical 
information on the decision variables is not sufficient or incomplete, the 
RBO cannot be applied and the RDO serves as an attractive alternative. 

Optimization under uncertainty is generally carried out by using Monte 
Carlo simulation (MCS). This technique can tackle correlated non-normal 
variables and high level of uncertainty, even more than 60%. There have 
been researches, where the MCS was applied in solving RDO problem [17]. 
But, on the other hand, when the structural system is large, earthquake-
like random load is involved, and for executing hundreds of iterations of 
optimization, the MCS approach will take several hours (maybe even a 
few days) to yield a single optimization solution. Moreover, it will need 
interlinking between structural modeling software and the optimization 
compiler which will further lengthen the solution period. Thus, the 
metamodeling approach is often used in the RDO process instead of 
MCS approach, partly [15] or fully replacing [14] the MCS. The response 
surface method (RSM)-based metamodel generates polynomial to express 
implicit constraint function explicitly in terms of uncertain parameters. 
This evades exhaustive software interlinking with the optimizer which in 
turn improves the computational efficiency. 

The conventional RSM technique uses the least squares method (LSM). 
But it has been realized that conventional LSM-based RSM metamodeling 
is not accurate enough in predicting the response beyond sampling zone [5]. 
Hence, a recent approach based on MLSM-based RSM [11] is applied here 
to improve the accuracy even beyond the sampling zone. The concept of 
the MLSM is applied in metal forming application [8], reliability analysis 
[4, 13] (Goswami et al., 2016). However, in the RDO, the application of 
the MLSM-based RSM is relatively scarce. Bhattacharjya et al. (2019) 
presented RDO of a stacker Reclaimer structure by metamodeling. But, 
the aspect of parameter tuning of the MLSM was not done in their study. 
Moreover, a detailed parametric study in various forms of the MLSM in 
the RDO is a challenging task and not so far observed to be worked out 
explicitly. Goswami et al. [9] indicated this issue of parameter selection 
during reliability analysis of structure. Thus, this aspect has been also taken 
up in the present chapter to cover a broader perspective of MLSM. 
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To show the effectiveness of the present approach first the mathemat ­
ical formulation of the RDO is presented in Section 20.2. Subsequently, 
application problems are presented describing parameter selection and 
RDO. 

20.2 MATHEMATICAL FORMULATION OF THE RDO 

An RDO optimizes structural weight (or cost) as well as standard deviation 
of weight (or cost). At the same time, the constraint function is enforced 
to stay within the feasible domain in the presence of uncertainty. Further, 
the chance that the constraint will lie in the feasible zone in case of worst 
possible uncertainty is elevated by a robust penalty factor. In this way, the 
undesirable deviation of the system is kept at the lowest possible level, 
which is generally termed as ‘robustness.’ Here, the designer does not try 
to regulate the source of uncertainty. It is the formulation which designs 
the structure as robust. Let us denote objective function as Г, constraint 
function as Ω. Then, the RDO is mathematically expressed as [3]: 

minimize: Θ (x, z ) = Αµ  µ  * + −  (1 Α σ  ) σ *Γ x,z Γ x,z ( ) Γ ( ) Γ 
subjected to: µ +Θ σ  ≤ 0, m =1, 2,......, MΩ x,z m( ) x,z m Ω m( ) (1) 

L Ux ≤ x ≤ x , i =1, 2......, N.ii i 
0 Α 1≤ ≤  

where; μГ (x,z) and σГ(x,z) are the mean and the standard deviation of the 
objective function, respectively. x and z are design variables and design 
parameters, respectively. Θ(x,z) is the weighted sum of the two objective 
functions. μГ* and σГ* are applied for normalization for the weighted sum. 
These are the optimal values with A equal to one and zero, respectively, 
with A as the weights. The designer chooses suitable values of A from 
zero to one based on the relative requirement of economy and robustness. 
In fact, these two are the conflicting objectives. If economy is fully 
resorted upon as target, the design may not be robust and vice versa. In 

µ σthe constraint function, Ω m( ) x,z and Ω m( ) x,z  are the mean and 
standard deviation of the constraint Ω m(x,z), respectively. Θ σΩ ( ) m x,z m 
is added as a penalty due to uncertainty with Θ m as the penalty factor. More 
the value of the penalty factor, more will be the importance of standard 



 

 

  

  

  

 

  

Application of Efficient Moving Least Squares Method 307 

deviation. Thus, Θ m regulates robustness of constraint functions. Presently, 
A is taken as 0.5 to put equal weight on economy and robustness. Θ m is 
taken as 3.0 which ensures 99.865% probability of constraint feasibility 
under uncertainty. 

In this chapter, objective functions and constraints are explicitly 
approximated by the MLSM. In doing so, different Design of Experiment 
(DOE) schemes are compared. 

20.3 LSM-BASED RSM IN RDO 

In practical, the true relationship between a response and input variables 
that influences the response is very difficult to find out. Thus, a metamodel, 
which approximates the complex and implicit phenomena, help us in this 
regard. Let, the exact relationship between response (y) and a vector of 
input variables (x) is represented as: 

y = f (x) (2) 

Then a metamodel g (x) approximates the true relationship f (x). The 
relationship between y and x becomes: 

y = g(x)+ ε (3) 

where; ε is a total error term. This metamodel is built based on the infor­
mation available about the independent variables and the observed data. 
Let, the response y is dependent on k independent variables and n number 
of observations are obtained. If a first order polynomial is selected to 
describe the problem, one can write: 

g ( ) x = β +∑k β x +∑k β x2 +∑k β x x (4)0 j=1 j j jj=1 jj j < =  jl j l l j 2 

The above is a multi-variable non-linear regression model. The coeffi­
cients βj, βij, βjl are called the regression coefficients. A typical observation 
of Eqn. (5) is: 

k 2x = β0 +∑k β j x , + ∑ β jj xg ( ) i j=1 j i  jj=1 j i, 

+ β x xl, i∑l
k 
< =j 2 jl j i, 

(5) 

Thus, assembling all such observations in matrix notation one can write: 
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[g] = [X] [β] (6) 

where; g is a n-dimensional vector of the responses; X is a matrix of the 
independent variables called design matrix as it contains DOE points; and 
β is a vector of the regression coefficients. After that, the concept of LSM 
is applied which minimizes the following error norm: 

2  TL = ∑n 
 y − g ( ) x − y Xβ ) = (y Xβ ) ( − (7)i ii=1   

This gives us the coefficient vector as: 

β= (XT X)–1 XT y (8) 

After we calculate β, the response surfaces are obtained by Eqn. (4). Though 
in Eqn. (4), only polynomial response surface is covered, the approach is 
similar for other forms of response surface, like exponential, trigonometrical 
functions, etc. The LSM-based RSM is simple to execute, but its error is 
significantly worse as reported by many researchers [19]. The error is due 
to its global approximation, resulting in underfitting. In this regard, the 
comparatively newer MLSM can be used in the RDO to alleviate the error. 

20.4 MLSM-BASED RSM IN RDO 

The MLSM approximates the response locally. The MLSM-based RSM 
uses weight functions which vary with respect to the position of the 
regressor. In this way, the coefficient vector becomes a function of x. The 
response surface goes on changing its nature based on the value of x. Due 
to this adaptive nature, MLSM-based RSM yields more accurate results 
than the LSM-based RSM. In fact, MLSM minimizes the weighted error 
and finds the value of β. The modified error Ly(x) can be defined as [11]. 

Ly ( ) ( x = y X )T ( − β− β W ( )x y X  ) (9) 

where; W(x) is a diagonal matrix of weight functions. This can be written 
as [11]: 

w(x x− 1 ) 0 ... 0 < >  
 0 w − ) ... 0  
 (x x< >2 W(x) = (10)
 ... ... ... ...  
  
 0 0 ... w(x x  )−  < >n  



 

  

  

 

 
  

309 Application of Efficient Moving Least Squares Method 

Most popular weight function used are those proposed by Kim et al. [11] 
and Taflanidis and Cheung [16], which are respectively as the followings: 

 −  
 

d 
  (11) (x x− i ) = w( )  RI w1 d = e 

2k 
1 2k d  − cRI  

− 
   c e − e w1 ( − i ) ( ) 

1 2k 
(12)x x  = w d = 

 − 
 c 1− e 

In this chapter, we have utilized both of these weight functions to 
investigate their effectiveness. In the above, RI is the approximate radius 
of influence which is taken as thrice the distance between the most 
extreme points out of (1+2n)the scatter data points in the DOE [9], termed 
henceforth as {3σ} domain. ||di|| is the Euclidean distance between the 
prediction point, x, and the DOE point x<i>. In the second weight function, 
c, and k are the parameters which module the balance between overfitting 
and underfitting. The underfitting occurs if an average response surface 
gets fitted without capturing localized variation leading to large errors. 
This problem is pertinent for the LSM. On the other hand, overfitting 
occurs due to presence of a large number of DOE points and for subse­
quent fitting of higher order polynomial that captures noise prevailing in 
the scatter data. As a result, when tested for new data points which are 
different than the DOE points, large prediction errors are yielded. The 
problem of overfitting is comparatively less for LSM unless one chooses 
a higher order polynomial than that required. But, MLSM is susceptible 
for both overfitting and underfitting. The parameters RI, c, and k create 
a balance between overfitting and underfitting and a suitable choice of 
these parameters can circumvent all these problems. For example, if very 
large values of RI and c are chosen, MLSM converges to LSM with global 
averaging leading to underfitting error. On the other hand, with very small 
values of these parameters, the DOE points closer to the prediction point 
get hugely weighted resulting in overfitting. In this regard, the values of 
RI, c, and k as 0.4, 0.4, and 1.0 have been generally observed to be the 
best choice to avoid either underfitting or overfitting [4, 10, 16]. However, 
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exception from these have been also reported [10]. The authors observed 
that re-sampling and validation technique like k-fold cross-validation 
often reveals a better picture of the parameter dependency of MLSM. 
But, application of such an approach makes the process computationally 
cumbersome. Hence, yet sufficient research is needed to derive a short-cut 
process which yields the best values of these parameters without increasing 
the computational burden, significantly. Thus, in this study, a parametric 
study has been performed with various set up of these parameters to reveal 
this issue of parameter selection. 

By the MLSM after minimizing the modified error norm Ly(x) of Eqn. 
(9), β(x) can be obtained as: 

T −1 Tβ x = [X  W x X]  X  W x y  (13)( ) ( ) ( ) 

Note that β is a function of x for MLSM. Hence, based on the present value 
of the prediction point x the coefficient vector β gets changed in MLSM. 
As a result, the response surface also gets changed during each update of 
x during RDO. The implementation of RDO by MLSM is presented below 
by a flow-chart in Figure 20.1. 

FIGURE 20.1 Application of MLSM in the RDO. 
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The implementation of RDO by LSM is almost same as of MLSM-
based RDO, except in case of MLSM, the coefficient vector changes 
with x. Whereas, the same coefficient vector and response surface remain 
operative over the entire RDO process irrespective of the values of x. 

20.5 IMPORTANCE OF DOE IN THE RSM 

A vital requirement for accuracy of RSM is the DOE. It provides a set of 
efficient points where the responses are evaluated. There are many DOE 
schemes; among them saturated design (SD), redundant design (RD), central 
composite design (CCD), full factorial design (FFD), uniform design (UD) 
scheme, Latin hypercube sampling (LHS) are popular. In the SD method, 
the points chosen are the mean values μi of the response variable xi (as 
center point) and at axial points, x = μ ± h σ , where h is a positive integer, i i i i i 
which is 1.0 for SD and can have any value more than 1.0 for RD. The CCD 
selects corner, axial, and center points for fitting a second order response 
surface model. The full FD method generates q sample values for each 
coordinate, thus producing a total of qk sample points for k variables. For 2k 

FD (i.e., q = 2) of a two variables problem, the DOE points are located at 
four corners, i.e., at (1, 1), (–1, 1), (1, –1) and (–1, –1) in standard normal 
space. Interested reader may refer to Ref. [18]. 

There is another class of DOE, which is based on random simulation 
using MCS, such as UD and LHS. By these schemes, for each of the k vari­
ables, the range of the variable is divided into m non-overlapping intervals 
consisting of equal probability. One value from each interval is selected 
at random but with respect to the probability density in the interval. For 
the LHS, different probability distribution function (pdf) of the variables 
(as obtained from standard literature or statistical tests) are deployed to 
generate the divisions and subsequent random numbers. Whereas, in cased 
of UD, uniform distribution for all the variables is assumed. Also, in LHS, 
there is an additional step of random pairing, by which the m values of the 
first variable are paired randomly with m values of the second variable. 
These m pairs are then combined randomly with the m values of the third 
variable to form m triplets, and so on, until m-tuplets are formed. Finally, 
a sampling matrix S is yielded with dimension m × k. Interested reader 
may refer to Refs. [4, 10], for details of these procedure for LHS and UD, 
respectively. The advanced sampling method like importance sampling 
can also be explored to reduce computational burden. In regard of various 
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DOE schemes and their importance the study of Yondo et al. [18] can be 
made use of. 

Though, there is a handful of DOE schemes, SD, RD, UD, and LHS are 
computationally less onerous. SD is the simplest and computationally effi­
cient approach. At the same time, error with SD is also more. RD is better 
than SD with respect to accuracy, but is a little bit more computationally 
intensive than SD. Also, the value of h should be chosen judiciously to 
cover entire solution domain. CCD is more accurate than SD and some­
times RD, also; but it becomes computationally involved if k is more. LHS 
better than UD, as the latter disregards the pdf information. SD is a better 
choice at the initial stage of a problem; whereas at final stage CCD will be 
more accurate. For numerical simulation problem, many researchers prefer 
LHS or UD, rather than SD, RD, or CCD. However, this needs further 
study. In fact, proper selection of a DOE scheme regulates the accuracy 
and computational efficiency of RSM. Thus, in this chapter, various DOE 
schemes are compared to have a broader view related to importance of 
DOE scheme in RSM. 

20.6 APPLICATION PROBLEMS 

In this section three example problems are presented. The first example 
uncovers effect of parameter modulation in MLSM for a typical higher-
order function. The second example compares LSM and MLSM for 
various DOE schemes. The third example presents RDO using MLSM. 

20.6.1 EXAMPLE I 

A simple 4th order polynomial y(x) = 1 + x + x2 + x3 + x4 is considered as the 
first application problem. To study the effectiveness of the various RSM 
schemes, the y(x) is approximated by different RSM schemes. SD, CCD, 
and RD are taken as DOE schemes in separate modules using type III 
polynomial. The comparison of various DOE schemes by the LSM and the 
MLSM is presented in Figure 20.2(a). The effect of parameter modulation 
is shown in Figure 20.2(b). The total sampling point is 13 for the RD, 3 
for SD and 3 for CCD. Both weight functions w1 and w2 have been used in 
separate modules. 
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The error by the CCD-LSM, SD-LSM, SD-MLSM (w2) is notable from 
Figure 20.2(a). On the other hand, one can observe that the RD-MLSM (w1) 
approximates the actual function more accurately. Noting that RD-MLSM 
with w1 fits the best, Figure 20.2(b) is focused on the variation of RI by 
considering only RD-MLSM with w1. The variation in y can be clearly 
observed from this figure. It has been observed that the results with RI less 
than 20% of the {3σ} domain yields worst results; whereas, RI with 70% 
to 90% of{3σ} domain produces a better fit. Thus, RI =0.4 of {3σ} domain 
may not always be correct and it requires a prior validation as in Figure 
20.2(a) and (b), for successful implementation of MLSM in RDO. 

FIGURE 20.2 Comparison of (a) various DOE schemes by LSM and MLSM; (b) 
parameter modulation in MLSM. 

20.6.2 EXAMPLE II 

A fixed-hinged circular arch (Figure 20.3), subjected to central concen­
trated load is chosen as the second example problem. The cross-section 
is rectangular with a depth 2.289 unit and width of 1 unit. The modulus 
of elasticity of the arch is 106 unit. The modeling and solution are done 
by ABAQUS software. The arch is divided into 60 finite elements of 
type B31H. This particular problem is chosen owing to its geometric 
nonlinearity and to test whether such nonlinear trends of the response 
can be captured by the MLSM based RSM or not. The objective is to 
predict the collapse load for this arch. The details of the arch and its post 
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buckling behavior can be found in http://ivt-abaqusdoc.ivt.ntnu.no:2080/ 
v6.14/books/exa/default.htm. It can be observed that the arch undergoes 
extremely large deflection representing nonlinearity in behavior. Figure 
20.3 presents a typical load-displacement curve. It shows the buckling 
behavior of the arch. At 0.12 inch, the buckling occurs at the critical 
load of 500 units, after which a prolonged post-buckling limb follows. 
The post-buckling behavior continues up to 0.25 inch and 1,200 unit. The 
post-buckling behavior is well captured by the Riks method. The regressor 
used are the load, Youngs modulus, width, and depth of the cross-section. 
Type-III polynomial response surface is used. The maximum load at which 
instability occurs is taken as the response parameter, y. 

FIGURE 20.3 A typical load-displacement curve. 

The effectiveness of the Redundant design scheme for both the LSM 
and the MLSM are compared by capturing maximum load of arch at which 
instability occurs by the metamodels in Figure 20.4. The test points are 
chosen randomly and are distinctly different than the DOE points. It can 
be observed that both the approaches more or less capture the response 
reasonably. But, the accuracy with the MLSM is consistent in all the cases. 
However, there are significant errors by the LSM in eight cases. In fact, 
during optimization, the prediction error will get accumulated to yield 
final RDO result with large error. Thus, if LSM prediction goes wrong in 

http://www.ivt-abaqusdoc.ivt.ntnu.no:2080
http://www.ivt-abaqusdoc.ivt.ntnu.no:2080
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some iteration, the result will have a cumulative effect on safety. Since, 
due to its adaptive nature, MLSM consistently produces accurate results, 
is more suitable for RDO. 

FIGURE 20.4 The maximum load by the LSM and the MLSM. 

20.6.3 EXAMPLE III 

RDO of Koyna dam under earthquake has been taken as the third 
example problem. This has been taken from Lee and Fenves [12]. On 11th 

December, 1967, an earthquake of Richter scale magnitude 6.5 struck the 
dam. Figure 20.5 presents the layout of the dam. A typical section has 
been considered as a plane strain problem. CPS4R element available in 
the finite element software ABAQUS is used for the meshing. The vertical 
and transverse components of ground motion are presented can be found 
in more details in http://ivt-abaqusdoc.ivt.ntnu.no:2080/v6.14/books/exa/ 
default.htm. Time-history analysis is executed on the finite element model 
of the dam prepared in ABAQUS. Figure 20.6(a) and (b) present tensile 
stress in dam at time 2 second and 4 seconds, respectively, after striking 
of the earthquake. 

http://www.ivt-abaqusdoc.ivt.ntnu.no:2080
http://www.ivt-abaqusdoc.ivt.ntnu.no:2080
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FIGURE 20.5 Geometry of the Koyna dam. 

The details of the design variables and the design parameters with their 
uncertainty information is presented in Table 20.1. The DO problem is 
formulated to minimize the cross-sectional area of the dam subjected to 
maximum tensile stress to be less than the allowable (3 MPa) under dynamic 
load. Then, the RDO is formulated using Eqn. (1). The constraint function 
is approximated in explicit functional form using the LSM-based RSM and 
the MLSM-based RSM, in separate modules. In Figure 20.7, a comparison 
is shown depicting maximum stress obtained by the conventional LSM 
and the present MLSM. The actual finite element analysis-based results 
are also shown in the same figure. The test points shown in the figure are 
different from the support points used to construct the DOE. The sampling 
method used is the LHS. It can be observed from this figure that the present 
MLSM results are in close agreement with the actual result. Whereas, the 
LSM based predictions are not always closer to the actual result. However, 
up to some extent, both the approaches somewhat fit good since the LHS 
based sampling is used as the DOE in contrast of the conventional CCD, 
FD, or SD based DOE. 
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TABLE 20.1 Design Variables and Design Parameters 

Parameter Mean Value COV (%) Distribution 
Design Variables Base length 70 m 10 Normal 

Top width 14.8 m 10 Normal 
Design 
Parameters 

Transverse ground 
acceleration 

0.5 g 20 Normal 

Hydrostatic load 900 KN/m2 30 Normal 

FIGURE 20.6 Tensile stress in the dam due to earthquake at time (a) 2 secs; and (b) 4 
secs. 

The RDO problem is solved by sequential quadratic programming in 
MATLAB. The RDO results are presented in Figures 20.8–20.11, in terms 
of robust optimal top width of the dam, robust optimal base width of the 
dam, robust optimal cross-sectional area, and COV of cross-sectional area, 
respectively. It may be observed from Figure 20.8 that the MLSM-based 
RDO results are deviated from the LSM-based RDO. A sharp peak at 
ground acceleration 0.35 g can also be observed in this figure. This is 
because of the resonance which requires higher top width. From Figure 
20.10 it is observed that the cross-sectional area of the dam increases with 
the increase of the ground acceleration. However, the design variables 
values required by the MLSM approach is not the same as required by 
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the LSM approach. In some cases, the MLSM-based approach requires 
higher base width and higher width of the section, where the dam cracked 
under tension. Whereas, the LSM-based approach predicts less base width 
and suggests a design which is susceptible for tension crack. The actual 
base width of the dam is 70 m and the top width is 14.8 m. However, it is 
observed from the RDO results that the base width required for the ground 
acceleration 0.5 g is 110 m and the top width required is 19 m, which are 
much greater than the actual dimension. So, if the dam would have been 
designed incorporating these dimensions the dam would survive even 
with Koyna earthquake. The dam has been designed with higher target 
reliability (a value of 3.0 is taken which corresponds to the probability of 
failure 0.135%) and hence would be safe in the presence of uncertainty, 
as well. 

FIGURE 20.7 Comparison between the actual response and the predicted response by 
the LSM-based RSM and the MLSM-based RSM. 

From Figure 20.11, it can be visualized that by both the LSM as well as 
by the MLSM, the COV is maximum 12%, even with higher peak ground 
acceleration values. This means that the system is stout enough to offer 
its constant performance even with high earthquake excitation. Thus, the 
robustness in the design is achieved by the present approach. 
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FIGURE 20.8 Robust optimal top width of dam for varying peak ground acceleration. 

FIGURE 20.9 Robust optimal base width of dam for varying peak ground acceleration. 
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FIGURE 20.10 Robust optimal cross-sectional area for varying peak ground acceleration. 

FIGURE 20.11 COV of robust optimal cross-section with varying peak ground acceleration 
(× g). 
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20.7 CONCLUSION 

RDO using MLSM-based RSM is presented. The parameter modulation 
and DOE-dependency of MLSM are explored in details. By using 
MLSM based-RSM in conjunction with LHS DOE, limit state function 
is judiciously approximated explicitly both for an RDO problem and 
a buckling behavior analysis problem. Since an explicit and accurate 
functional form of the limit state becomes available by the MLSM, 
computational time required for structural analysis and RDO becomes 
significantly less and viable even for such complicated problems. The 
detailed parametric study explores that an LHS-based MLSM is the most 
efficient and accurate approach in the RDO. The MLSM with RD or 
LHS shows better accuracy. Type III polynomial, weight factor w2 and 
RI as per three sigma definition worked well. The MLSM predictions 
conform well with that of the actual finite element analysis results. 
But, the conventional LSM-based RSM solutions are observed to be 
erroneous in many cases. The RDO results depict that a system becomes 
strong enough to offer its constant performance even with high load (e.g., 
earthquake excitation in example III). By the RDO, a high reliability of 
3.0 can be achieved by sacrificing little cost than conventional design 
approach. This approach is computationally less time-consuming and 
accurate. Hence the approach can be used in the future by the industry 
to save many lives by avoiding catastrophic failure produced by an 
improper DO or the LSM-based RSM. 
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ABSTRACT 

Laser marking is one of the well-known operations used in the present-day 
industry for permanent marking of the products, which includes specification 
and logo marking of any organization or institute. From the study of past 
research, it has been found that less attempt has been put forward in the 
development of the empirical model and optimizing of the process parameter 
for laser marking of any logo, characters, numbers, etc. In this chapter, 
attempt has been made to laser mark a geometrical figure on stainless steel 
304 using multi-diode pumped fiber laser of wavelength 1,064 nm operating 
on pulse mode with a laser spot diameter of 21 µm (micrometer). This 
chapter focuses on the development of empirical relationships, the influence 
of various process parameters such as average laser power, pulse frequency, 
duty cycle, scanning speed, etc., with mark intensity and circularity using 
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response surface methodology. Desirability function analysis has also 
been performed for optimization of process parameters for optimum 
value of responses of mark intensity and circularity. The multi-objective 
optimal parameter settings for achieving maximum mark intensity of 80% 
and circularity of 0.9987 were obtained as laser power of 13.35 W, pulse 
frequency of 53.33 kHz, duty cycle of 24% and scanning speed of 5 mm/s, 
respectively. 

21.1 INTRODUCTION 

The term Laser Marking refers to a method to leave marks on an object, 
i.e., marking or labeling of workpiece with a laser machine. It is thermal 
energy based non-contact permanent marking which can be applied for 
almost wide range of engineering materials [1]. Due to its precision and 
high intensity, laser beam is utilized to machine conductive, non-conduc­
tive, difficult to cut advanced engineering materials such as ceramics, 
composites, reflective metals, etc. In this research work, stainless steel 
304, which is reflective in nature, has been employed to mark the 
surface with laser beam [2]. The different application requires different 
technique, but engraving, staining, annealing, and foaming are the most 
common marking method performed by laser [3]. With the advancement 
of research and technology, there is always a need for precise marking 
of thin sheet metal using minimum laser beam power, minimum heat 
affected zone (HAZ), better surface finish, etc. [4]. The multi-diode 
pumped fiber laser operating in pulse mode is employed to carry out the 
marking operation on stainless steel. Due to its smaller spot diameter of 
21 µm, it results in high peak power which helps in marking of harder 
materials [5]. Furthermore, researchers also laid stresses in developing 
the mathematical models to study about the influence of process param­
eters and their interactions using design of experiment methodologies 
such as response surface methodologies, Taguchi methodologies, etc. [6]. 
In this research work, response surface methodologies were used to study 
about the influence of process parameters such as average laser power, 
scanning speed, pulse frequency, duty cycle, etc., on mark intensity and 
circularity. Afterwards, desirability function analysis was performed to 
find out optimal parametric setting for optimum value of mark intensity 
and circularity of circular shaped image. 
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21.2 EXPERIMENTAL SCHEME 

In the present study multi-diode pumped fiber laser of wavelength 1,064 
nm, pulse frequency of 50–120 kHz, average laser power of 50 W was 
employed to carry out the laser marking operation on stainless steel 
304. The mode of laser beam operation is Gaussian mode (TEM00) and 
laser beam spot size is 21 µm. The photographic view of the multi-diode 
pumped fiber laser is shown in Figure 21.1. 

FIGURE 21.1 Photographic view of laser marking system. 

The marked surface obtained by performing the laser marking opera­
tion was then captured by Leica operating microscope for mark intensity 
calculation. Mark intensity was calculated from MATLAB software 
through the optical photographs taken from the microscope. Mark inten­
sity is the visual difference between the visible brightness of a marked and 
unmarked portion. This is computed by gray level of mark of different 
portion, which can be determined by Eqn. (1). The mark intensity (c) is 
determined by the gray level value (g) of the unmarked and marked area 
as follows [5]: 

gbackground − gmark c = (1)
gwhite −gblack 
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Circularity for circular shaped marking is the ratio of minimum diam­
eter to maximum diameter. It is calculated based on images captured and 
analyzed by Leica software. 

Dmin C = (2)
Dmax 

21.3 EXPERIMENTAL CONDITIONS 

In this laser marking operation there is no supply of assist gas pressure 
and the number of passes is fixed to one. Table 21.1 enlists the process 
parameters and their levels used in the present analysis. 

TABLE 21.1 Process Parameter and Their Levels 

Parameter Symbol Level 

–2 –1 0 1 2 

Average laser power (W) LP 7.5 10 12.5 15 17.5 

Pulse frequency (kHz) PF 50 52.5 55 57.5 60 

Duty cycle (%) DC 20 25 30 35 40 

Scanning speed (mm/s) SC 5 10 15 20 25 

Based on the above process parameters and their levels, experiments 
were conducted based on the design of experiment. The motive was to 
establish the relationship between responses and process parameters by 
using MINITAB software. The value of responses based on the planned 
set of process parameter at the coded value of their levels are listed in 
Table 21.2. 

21.4 RESULTS AND DISCUSSION 

Based on the coded value of the process parameters, experiment was 
conducted which leads to the development of empirical model for mark 
intensity and circularity which are illustrated in Section 21.4.1. 
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TABLE 21.2 Coded Value of Process Parameters and Their Corresponding Response 

LP PF DC SC Mark Circularity 
Intensity 

–1 –1 –1 –1 74.6 0.99626 
1 –1 –1 –1 80.1 0.99795 
–1 1 –1 –1 69.2 0.99536 
1 1 –1 –1 72.1 0.99825 
–1 –1 1 –1 73.6 0.99657 
1 –1 1 –1 84.6 0.99659 
–1 1 1 –1 72 0.99601 
1 1 1 –1 78.3 0.99721 
–1 –1 –1 1 65.9 0.99656 
1 –1 –1 1 73 0.99696 
–1 1 –1 1 69 0.99627 
1 1 –1 1 71.6 0.99787 
–1 –1 1 1 64.2 0.99789 
1 –1 1 1 76 0.99659 
–1 1 1 1 68 0.99791 
1 1 1 1 77.1 0.99781 
–2 0 0 0 68 0.99392 
2 0 0 0 79.3 0.99552 
0 –2 0 0 69.3 0.99695 
0 2 0 0 64 0.99729 
0 0 –2 0 73 0.99758 
0 0 2 0 75.4 0.99754 
0 0 0 –2 84.6 0.99802 
0 0 0 2 72 0.99891 
0 0 0 0 82.9 0.99861 
0 0 0 0 83.5 0.99861 
0 0 0 0 83.5 0.9986 
0 0 0 0 84 0.99859 
0 0 0 0 82.3 0.99859 
0 0 0 0 84.5 0.9981 
0 0 0 0 83.6 0.99859 
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21.4.1 DEVELOPMENT OF EMPIRICAL MODEL FOR MARK 
INTENSITY AND CIRCULARITY DURING LASER MARKING 
OPERATION 

The mathematical relationship between the responses such as mark 
intensity, circularity, and the process parameters had been developed 
utilizing the experimental result listed in Table 21.2. This developed 
mathematical model based on response surface methodology had been 
given in the form of regression equation as follows: 

Mark Intensity = 83.4714 + 3.28750 LP – 1.05417 
PF + 0.962500 DC + –2.70417 SC – 2.47515LP*LP – 4.22515  
PF*PF – 2.33765 DC*DC – 1.31265 SC*SC + –0.906250 LP* 

PF + 1.25625 LP*DC + 0.306250 LP*SC + 0.543750 
PF*DC + 1.74375 PF*SC – 0.418750 DC*SC (3) 

Circularity = 0.998527 + 0.000400000 LP + 8.33333E-05  
PF + 4.25000E-05 DC + 0.000226667 SC – 9.45536E-04 LP* 

LP – 3.45536E-04 PF*PF – 2.35536E-04 DC*DC – 9.28571E-06  
SC*SC + 0.000298750 LP*PF – 4.22500E-04 LP* 

DC – 3.25000E-04 LP*SC 8.00000E-05 PF* 
DC + 0.000150000 PF*SC + 0.000248750 DC*SC (4) 

In order to test the developed models, analysis of variance (ANOVA) 
test had been performed, and subsequently F-ratio and p-value had been 
determined for the mark intensity and circularity of laser marked surface 
generated by multi-diode pumped fiber laser on stainless steel 304. The 
details of ANOVA are shown in Table 21.3. 

In Table 21.3, it is seen that the p-value of the source of regression 
model and linear effects are lower than 0.05 for mark intensity. Linear, 
Square, and 2 Way interactions of the process parameters are statistically 
significant. The computed F value of lack of fit for mark intensity is found 
to be 1.79 and p-value is 0.246 which is higher than 0.05. Thus, lack of 
fit is statistically insignificant. To test the developed model as to whether 
the data is well fitted or not, the calculated R-Sq = 99.07% R-Sq(pred) = 
95.69% R-Sq(adj) = 98.26% which is sufficiently high. Thus, the observed 
data are well fitted in the developed model. 

In Table 21.4, it is seen that p-value of source of regression model is 
lower than 0.05 for circularity and linear, square, and 2-way interaction 
of the process parameters are significant. The calculated F value of lack 
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of fit for circularity was found to be 0.12 and p-value was 0.998, which is 
higher than 0.05 which makes the lack of fit value statistically insignifi­
cant. Therefore, the developed regression models for circularity at 95% 
confidence level holds good. To test the developed model as to whether 
the data is well fitted or not, the calculated R-Sq = 99.38% R-Sq(pred) = 
98.72% R-Sq(adj) = 98.84% which is quite high pointing to the suitability 
of the developed model. 

TABLE 21.3 Analysis of Variance (ANOVA) Test Results for the Mark Intensity 

Factors DOF Sum of Square Mean of Square F-Value p-Value 
Regression 14 1300.70 92.907 122.28 0.000 
Linear 4 483.79 120.947 159.18 0.000 
Square 4 720.83 180.208 237.18 0.000 
Interaction 6 96.08 16.013 21.08 0.000 
Lack-of-fit 10 9.10 0.910 1.79 0.246 

TABLE 21.4 Analysis of Variance (ANOVA) Test Results for the Circularity 

Factors DOF Sum of Square Mean of Square F-Value p-Value 
Regression 14 0.000041 0.000003 183.40 0.000 
Linear 4 0.000005 0.000001 83.06 0.000 
Square 4 0.000028 0.000007 442.08 0.000 
Interaction 6 0.000007 0.000001 77.84 0.000 
Lack-of-fit 10 0.000000 0.000000 0.12 0.998 

21.4.2 PARAMETRIC INFLUENCE ON MARK INTENSITY AND 
CIRCULARITY OF LASER MARKING ON STAINLESS STEEL 304 

The influence of parameters such as average laser beam power, pulse 
frequency, scanning speed and duty cycle on mark intensity and circularity 
had been analyzed based on developed models established through 
response surface methodology. During laser marking operation it is prime 
objectives to keep mark intensity and circularity value as high as possible. 
This necessitates the study of the influence of process parameters such as 
average laser power, pulse frequency, duty cycle and scanning speed on 
responses such as mark intensity and circularity, etc. Figure 21.2 shows 
the effect of laser power and pulse frequency on mark intensity, keeping 
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scanning speed and duty cycle at a constant value. It is observed that 
increased laser power increased the mark intensity value and reaches to a 
maximum value when laser power was in the range of 12–15 W beyond 
which recognizes a little fall in mark intensity value. It was due to the fact 
that increased laser power after 15 W causes non-uniform marking on the 
supply and distribution of heat over the marked surface and thereby results 
in a decrease of mark intensity value. Furthermore, it was also observed 
that increased pulse frequency of 55 kHz increases mark intensity value 
beyond which it decreases. Lower pulse frequency has high peak power 
which caused deep and better marking on workpiece when projected. 
Figure 21.2 shows the surface plot of variation of mark intensity with 
respect to laser power and pulse frequency keeping scanning speed at 15 
mm/s and duty cycle of 30% constant. It highlights that for maximum 
value of mark intensity laser source power should be in the range of 12–15 
W and pulse frequency of 55 kHz when scanning speed and duty cycle are 
fixed at 15 mm/s and 30%, respectively, and its corresponding surface plot 
had been shown in Figure 21.3. 

FIGURE 21.2 Surface plot of mark intensity with respect to laser power and pulse 
frequency. 

It is evident from Figure 21.2 that laser power in the range of 11.5–16.5 
W and pulse frequency in the range of 53–56 kHz yields maximum value 
of mark intensity. 
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FIGURE 21.3 Contour plot of mark intensity with respect to laser power and pulse 
frequency. 

It is seen from Figure 21.4 that lower value of scanning speed has a 
maximum value of mark intensity which is due to the fact that increased 
scanning speed possessed less time of heat interaction with the workpiece. 
As a result of which deep and better marking was not observed with 
increase of speed. This results in the decrease of mark intensity value. 
Furthermore, duty cycle of 30% has a better value of mark intensity. The 
increase of duty cycle beyond 30% though marks deeply but has less value 
of mark intensity due to non-uniform marking. In addition, high duty cycle 
had high heat distribution over the marked surface which resulted in the 
increase of heat affected zone. 

The contour plot of mark intensity highlighted the value range of 
process parameter for better value of mark intensity. It is evident from 
Figure 21.5 that scanning speed in the range of 9–11 mm/s and duty cycle 
of 31–33% yields a better value of mark intensity of about 85%. 

Figure 21.6 shows the surface plot of circularity of the marked surface 
with respect to laser power and scanning speed. Increased laser power 
increases the maximum diameter of marked image which points to the 
decrease of circularity value whereas higher pulse frequency has low peak 
power which has less contribution to increase of maximum diameter of 
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marked image and becomes null with further increases of pulse frequency, 
resulted in the increase of circularity value of marked image. 

FIGURE 21.4 Surface plot of mark intensity with respect to scanning speed and duty cycle. 

FIGURE 21.5 Contour plot of mark intensity with respect to scanning speed and duty cycle. 
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FIGURE 21.6 Surface plot of circularity with respect to laser power and pulse frequency. 

It is clear from Figure 21.7 that for better value of circularity the value 
of laser power should be in the range of 11–14 W and pulse frequency of 
range 53–57 kHz should be preferred. 

FIGURE 21.7 Contour plot of circularity with respect to laser power and pulse frequency. 
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The surface plot of circularity with respect to scanning speed and duty 
cycle is shown in figure 21.8. Increased scanning speed has less time of heat 
interaction with the workpiece contributed to the decrease of maximum 
diameter of marked image which resulted in the increase of circularity 
value. Increased duty cycle increased the machine operating time which 
resulted in the better uniformity and less heat affected zone thereby resulted 
in decrease of maximum diameter and increased circularity value. 

FIGURE 21.8 Surface plot of circularity with respect to scanning speed and duty cycle. 

Figure 21.9 highlighted the contour plot of circularity with respect 
to duty cycle and scanning speed. It is evident from the figure that for 
achieving the better value of circularity, the scanning speed range of 23–25 
mm/s and duty cycle range of 30–35% yields better results. 

After carrying out the parametric influence of process parameters on 
responses such as mark intensity and circularity, it is further analyzed 
for getting the optimum value of process parameter for maximizing the 
responses. The detailed of which is elaborated in Section 21.4.3. 

21.4.3 OPTIMIZATION OF MARK INTENSITY AND CIRCULARITY 
DURING FIBER LASER MARKING ON STAINLESS STEEL 304 

The individual and multi-objective optimization analysis has been 
performed for achieving the maximum marking intensity and circularity 
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FIGURE 21.9 Contour plot of circularity with respect to scanning speed and duty cycle. 

based on the developed mathematical models as shown in Eqns. (3) and 
(4). In conducting the operation of laser marking targeted depth of laser 
marking has not been taken into consideration and the passes used for laser 
marking is limited to one. There was no supply of assist gas pressure in 
conducting the whole experiment based on response surface methodology. 
In order to maximize the response of mark intensity and circularity, the 
weightage value of the upper bound of linear desirability function (D) is 
taken as 1 for each response. The MINITAB software has been utilized for 
optimization of the responses of laser marking on stainless steel 304 and 
the target for mark intensity and circularity of marked portion had been 
set as one. Optimization results for achieving maximum mark intensity 
and maximum circularity during laser marking on stainless steel 304 
which has been given in Figures 21.10 and 21.11. The column part of 
the graph represents a factor and row represents the response. The cell of 
the graph shows the variation of responses with process parameter, while 
all other parameters remain fixed. The numbers displayed at the top of a 
column with red color highlights the current factor level settings and the 
black color shows the high and low settings of factor in the experimental 
design. At the left of each row, shows the response which are taken into 
consideration, the goal for the response, predicted value (y) obtained at 
current factor settings, and individual desirability scores are given. The 
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optimal parameter settings were laser power of 14.46 W, pulse frequency 
of 53.83 kHz, duty cycle of 32.32% and scanning speed of 8.5 mm/s for 
achieving maximum mark intensity of 87% when the weightage value of 
mark intensity has been assigned to one. 

FIGURE 21.10 Single objective optimization plot of mark intensity. 

The optimal parameter settings for achieving maximum circularity of 1 
were laser power of 11.43 W, pulse frequency of 56.36 kHz, duty cycle of 
38.18% and scanning speed of 25 mm/s should be used for good circularity 
of circular marked region which is listed in Figure 21.11. 

The multi objective optimization was then carried out which is 
highlighted in Figure 21.12. It is evident that the optimal predicted 
value of mark intensity and circularity achieved were 80% and 0.998, 
respectively. The current parameters setting was laser power of 13.35 W, 
pulse frequency of 53.33 kHz, duty cycle of 24% and scanning speed of 
5 mm/s should be preferred. The assigned weightage of mark intensity 
and circularity for achieving the optimal value were 0.80 and 0.20, 
respectively. 

Based on the obtained optimal process parameters, experiments have 
been conducted to observe the quality of the value. Figure 21.13 shows 
the pictorial image of the laser marked circular shape of 3 mm diameter 
using Leica operated software of 1.5 X magnification factor. Furthermore, 



 

 

 

339 Modeling and Optimization of Fiber Laser Marking 

for mark intensity calculation images has been captured based on 5 X 

magnification factor. 

FIGURE 21.11 Single objective optimization plot of circularity. 

FIGURE 21.12 Multi-objective optimization plot of the responses. 
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FIGURE 21.13 Laser marked surface at optimal parametric setting. 

It has been observed that the average value of laser marking intensity 
and circularity of the laser marked surface obtained after calculation were 
82.5% and 0.994. This value has been put forward in calculating percentage 
error involved in conducting the experiments using the following relation: 

Predicted value − Observed value Error % = ×100 
Observed value 

The error involved in conducting the experiment for mark intensity 
and circularity were 3.03% and 0.4%. Since the experiment was designed 
based on 95% confidence level the value of error obtained were within the 
designed limit. Thus, the experimental results hold good. 

21.5 CONCLUSIONS 

Based on experimental results, development of empirical model and 
simultaneously optimization on mark intensity during laser marking on 
SS304 the following conclusion can be drawn: 

•	 The increase of laser power increases the mark intensity up to a 
certain value beyond which the mark intensity value decreases 
whereas circularity decreases with the increase of laser power. 

•	 Better value of mark intensity and circularity achieved was at 30% 
of duty cycle. 

•	 The increase of scanning speed results in the decrease of mark inten­
sity value but increase in the circularity of laser marked surface. 
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•	 Lower value of pulse frequency has high peak power. Increase of 
pulse frequency seems to the decrease of mark intensity value and 
the corresponding increase of circularity value. 

•	 The optimal parameter settings for achieving predicted maximum 
mark intensity of 87% were laser power of 14.46 W, pulse frequency 
of 53.83 kHz, duty cycle of 32.32% and scanning speed of 8.43 mm/s. 

•	 The optimal parameter settings for achieving predicted maximum 
circularity of 0.999 were laser power of 11.43 W, pulse frequency 
of 56.36 kHz, duty cycle of 38.18% and scanning speed of 25 mm/s. 

•	 The multi-objective optimization response for achieving predicted 
maximum mark intensity and circularity of 80% and 0.9987 were 
laser power of 13.35 W, pulse frequency of 53.33 kHz, duty cycle 
of 24% and scanning speed of 5 mm/s. 

•	 After performing the actual experiments on laser marking at optimal 
parametric settings, the mark intensity of 82.5% and circularity of 
0.994 were observed, and the percentage of error obtained was less 
than 5%. 
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