
Springer Geology

Processes in 
GeoMedia—Volume II

Tatiana Chaplina Editor



Springer Geology

Series Editors

Yuri Litvin, Institute of Experimental Mineralogy, Moscow, Russia

Abigail Jiménez-Franco, Del. Magdalena Contreras, Mexico City, Estado de
México, Mexico

Soumyajit Mukherjee, Earth Sciences, IIT Bombay, Mumbai, Maharashtra, India

Tatiana Chaplina, Institute of Problems in Mechanics, Russian Academy
of Sciences, Moscow, Russia



The book series Springer Geology comprises a broad portfolio of scientific books,
aiming at researchers, students, and everyone interested in geology. The series
includes peer-reviewed monographs, edited volumes, textbooks, and conference
proceedings. It covers the entire research area of geology including, but not limited
to, economic geology, mineral resources, historical geology, quantitative geology,
structural geology, geomorphology, paleontology, and sedimentology.

More information about this series at http://www.springer.com/series/10172

http://www.springer.com/series/10172


Tatiana Chaplina
Editor

Processes in GeoMedia—
Volume II

123



Editor
Tatiana Chaplina
Institute of Problems in Mechanics
Russian Academy of Sciences
Moscow, Russia

ISSN 2197-9545 ISSN 2197-9553 (electronic)
Springer Geology
ISBN 978-3-030-53520-9 ISBN 978-3-030-53521-6 (eBook)
https://doi.org/10.1007/978-3-030-53521-6

© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer Nature
Switzerland AG 2021
This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse of
illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and
transmission or information storage and retrieval, electronic adaptation, computer software, or by similar
or dissimilar methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, expressed or implied, with respect to the material contained
herein or for any errors or omissions that may have been made. The publisher remains neutral with regard
to jurisdictional claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://doi.org/10.1007/978-3-030-53521-6


Contents

Determination of the Condition of Road Coverings by Acoustic
Noise Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
K. V. Fedin, Yu. I. Kolesnikov, and L. Ngomayezwe

Diagnosis of the Technical Condition of Standing Wave Support
for Pipeline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
K. V. Fedin, Yu. I. Kolesnikov, and L. Ngomayezwe

Determination of Ice Thickness Using Standing Waves . . . . . . . . . . . . . 9
K. V. Fedin, Yu. I. Kolesnikov, and L. Ngomayezwe

Development of Methods for Wind Speed and Wave Parameters
Forecasting in Inland Waters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
Fedor Loktev, Alexandra Kuznetsova, Georgy Baydakov,
and Yulia Troitskaya

The Geoecological Assessment of the Internal and External Biogenous
Load of the Waters of the Gulf of Taganrog of the Sea of Azov . . . . . . 21
A. Yu. Zhidkova, T. A. Bednaya, and V. V. Podberesnij

Manifestation of Downward Solar Radiation Flux in the Variability
of Sea Ice Concentration and Krill Fishery in the Antarctic . . . . . . . . . 31
A. A. Bukatov and M. V. Babiy

Estimation of Waters Vertical Structure in the Barents
and Kara Seas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
A. A. Bukatov, E. A. Pavlenko, and N. M. Solovei

Variational Identification of the Underwater Pollution
Source Power . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
Sergey Vladimirovich Kochergin and Vladimir Vladimirovich Fomin

v



Analytical Solution of the Test Three-Dimensional Problem
of Wind Flows . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
Vladimir Sergeevich Kochergin, Sergey Vladimirovich Kochergin,
and Sergey Nikolaevich Sklyar

Seasonal Variations of the Significant Altitude of the Waves
in the Black Sea . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
N. N. Voronina

Calculation of the Turbulent Exchange Intensity in the Sea Upper
Homogeneous Layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
A. M. Chukharev and A. S. Samodurov

Modelling of Fracture Acidizing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
Regina Kanevskaya and Aleksei Novikov

Underground Density-Driven Convection of Saline Fluids
with Constant and Variable Viscosity . . . . . . . . . . . . . . . . . . . . . . . . . . 107
E. B. Soboleva

Phase Spectra of a Multicomponent Wave Field . . . . . . . . . . . . . . . . . . 115
A. S. Zapevalov

Modeling the Dispersion Distribution of Sea Surface Slopes Over
the Ranges of Waves Creating Them . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
A. S. Knyazkov and A. S. Zapevalov

Determination of Permeability–Porosity–Stresses Dependence
for Loose Media Based on Inverse Problem Solution
by Lab Test Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
Leonid Nazarov, Larisa Nazarova, Dominique Bruel, and Nikita Golikov

Incompressible Viscous Steady Fluid Flows in a Plane Diffuser . . . . . . . 143
S. A. Kumakshev

On Relationship Between Variations in Total Atmospheric
Methane Levels and Climate Warming in the Russian Far East
in Summer Months . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
A. V. Kholoptsev and S. A. Podporin

Geology and Gold Mineralization of Lower Carboniferous Deposits
of the Kommercheskoye Deposit (Kumak Ore Field) . . . . . . . . . . . . . . . 163
A. V. Kolomoets, V. S. Panteleev, N. R. Kutuyeva, A. B. Mumenov,
and D. F. Yakshigulov

Direct Numerical Simulation of Droplet Deformation in External Flow
at Various Reynolds and Weber Numbers . . . . . . . . . . . . . . . . . . . . . . . 169
Anna Zotova, Yulia Troitskaya, Daniil Sergeev, and Alexander Kandaurov

vi Contents



North Atlantic Oscillation and Arctic Air Outbreaks . . . . . . . . . . . . . . . 175
A. V. Kholoptsev, S. A. Podporin, and T. Ya. Shulga

Information Resources of Marine Hydrophysical Institute, RAS:
Current State and Development Prospects . . . . . . . . . . . . . . . . . . . . . . . 187
T. M. Bayankina, E. A. Godin, E. V. Zhuk, A. V. Ingerov, E. A. Isaeva,
and M. P. Vetsalo

Sea Bottom Sediments Pollution of the Crimean Coast (The Black
and Azov Seas) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
E. A. Tikhonova, E. A. Kotelyanets, and O. V. Soloveva

Uppermost Sediments Diapirism in the Western Mediterranean . . . . . . 213
A. A. Schreider and A. E. Sazhneva

Method for Detection of the Vessel Trace Anomalies in the Sea Surface
Images Based on Analysis of Color Gradient Correlations . . . . . . . . . . 219
M. K. Klementiev, V. N. Nosov, V. I. Timonin, and L. M. Budovskaya

Current Water and Salt Regime of the Sivash Bay . . . . . . . . . . . . . . . . 225
E. E. Sovga, E. S. Eremina, L. V. Kharitonova, and T. V. Khmara

Continuum Model of Layered Medium for Reservoir
of Bazhenov Formation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 235
V. I. Golubev, A. V. Ekimenko, I. S. Nikitin, and Yu. A. Golubeva

Intensifying Mixing During Vortex Motion
in a T-Shaped Micromixer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247
A. Yu. Kravtsova, Yu. E. Meshalkin, M. V. Kashkarova, A. V. Bilsky,
and I. V. Naumov

Manifestation of the Quintet of the Fundamental Spheroidal Mode 0S2
of Earth’s Free Oscillations in Electromagnetic Variations
at the Mikhnevo Observatory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 257
S. A. Riabova, A. A. Spivak, and V. A. Kharlamov

Structure Factors of Gold Mineralization Formation on the Example
of Kumak Gold Deposit (Eastern-Urals Uplift) . . . . . . . . . . . . . . . . . . . 265
A. V. Kolomoets, P. V. Pankratev, M. Yu. Nesterenko, R. S. Kisil,
and V. S. Panteleev

About the Modern System of Three Energy-Carrying Intensive
Vortices in the Earth’s Mantle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 273
S. Y. Kasyanov and V. A. Samsonov

Multidecadal Variability of the Hydrothermodynamic Characteristics
of the North Atlantic Subpolar Gyre . . . . . . . . . . . . . . . . . . . . . . . . . . . 293
N. A. Diansky and P. A. Sukhonos

Contents vii



On the Factors Affecting Mixed Layer Depth in the Inland
Water Objects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 301
D. Gladskikh, V. Stepanenko, and E. Mortikov

The Forecasting and Searching Gemstone Deposits. Criteria
for Forecasting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 311
V. G. Gadiyatov, V. V. Bagdasarova, P. I. Kalugin, O. V. Sibirskikh,
and A. I. Demidenko

Weddell-Scotia Continental Bridge Destruction . . . . . . . . . . . . . . . . . . . 329
A. A. Schreider and A. E. Sazhneva

Influence of Large-Scale Atmospheric Circulation Modes
on the Danube Runoff Anomalies During the Flood Period . . . . . . . . . . 335
V. L. Pososhkov

Experimental Study of the Effect of Filtration for Low-Mineralized
Water with High Temperature on Changes in Elastic and Strength
Properties of Reservoir Rocks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 343
S. N. Popov and A. S. Kusaiko

Study of the Sea Foam Impact on the Wind-Wave Interaction
Within the Laboratory Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 351
G. A. Baydakov, M. I. Vdovin, A. A. Kandaurov, D. A. Sergeev,
and Yu. I. Troitskaya

On the Influence of Stratification and Shear on the Turbulent Mixing
in Inland Waters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 357
D. Gladskikh, I. Soustova, Yu. Troitskaya, and E. Mortikov

Experimental Studies of the Earth Rotation Impact on Tides
in the Curvilinear Bays . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 365
V. N. Zyryanov and M. K. Chebanova

Mathematical Modeling of the Dynamics of a Rotating Layer
of an Electrically Conducting Fluid with Magnetic Field
Diffusion Effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 377
S. I. Peregudin, E. S. Peregudina, and S. E. Kholodova

Geomagnetic Diurnal Variation at Mikhnevo Geophysical
Observatory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 389
Riabova Svetlana

Modeling of the Extreme Wind Waves in the Gorky Reservoir . . . . . . . 399
E. V. Stolyarova, S. A. Myslenkov, G. A. Baydakov,
and A. M. Kuznetsova

viii Contents



Determination of the Condition of Road
Coverings by Acoustic Noise Data

K. V. Fedin, Yu. I. Kolesnikov, and L. Ngomayezwe

Abstract To ensure the safe operation of roads, periodicmonitoring of the condition
of the road surface is necessary. Recently, such studies are widely used methods
of shallow geophysics. The article presents the results of full-scale experiments,
demonstrating the possibility of detecting cavities under a hard road surface by
bending standing waves. To isolate standing waves from the acoustic noise recorded
on the surface of the coating, we used the accumulation of amplitude spectra of a
large number of noise records. The fact that under the influence of acoustic noise
bending standing waves are formed in the coating, which are absent in other places,
indicates the absence of hard contact at its lower boundary. Thus, by the size of
the area on which bending standing waves are formed, it is possible to estimate the
horizontal dimensions of the cavity. In addition, the article shows that the analysis
of standing waves of vertical compression-tension arising in the coating under the
influence of noise makes it possible to control the thickness of the coating.

Keywords Standing waves · Roads ·Microseisms

To ensure the safe operation of roads, it is necessary to periodicallymonitor the condi-
tion of the road surface. Suchmonitoringmay be carried out by various methods with
the help of visual inspection, drilling with sampling and subsequent core analysis,
deflection measurement with deflectometers, etc.
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Lately, to study the quality and condition of pavements, near-surface geophys-
ical methods are increasingly being applied. Most often, geo-radar technologies are
used to solve such problems (Kulizhnikov 2001), but there are also other exam-
ples of geophysical methods which are used for studying the condition of roads, for
example, electric tomography (Olenchenko and Kondratiev 2017) and others. This
paper presents study results showing the possibility of using elastic standing waves
to detect and delineate cavities under a rigid pavement.

In previously publishedworks (Kolesnikov and Fedin 2015;Kolesnikov and Fedin
2018), we proposed a passive seismic method to detect underground voids, based
on the separation of standing waves from a noise field generated by microseisms
in the space between the earth surface and the sharp edge closest to it - the upper
surface of the cavity or the base of the near-surface low velocity layer (LVL). As
shown by the results of physical modeling and field experiments, the accumulation
of a large number of amplitude spectra of relatively short fragments of the records
of the vertical component of microseisms leads to the appearance of regular peaks
on the averaged spectrum corresponding to standing compression-extension waves.
The method for detecting voids is based on the fact that the frequencies of standing
waves above the voids and the sole of the VMS differ sharply.

In the case of a hard pavement lying on a softer foundation, the frequencies of
the standing compression-extension waves over the undisturbed foundation and over
the cavity under the coating practically do not change, which makes the application
of this method ineffective. We hypothesized that in this case, analysis of bending
standing waves generated in the road surface directly above the cavity may turn out
to be more effective.

To assess the possibility of diagnosing rigid pavements with elastic standing
waves, we carried out experimental work on the registration of noise records on
the sidewalk of Pirogova street in the Novosibirsk Akademgorodok (Fig. 1a). The
sidewalk has a rigid pavement, the upper part of which is an asphalt layer with a
thickness of 4–4.5 cm, according to visual assessments. On the sidewalk detailed
areal observations over the gully formed under the asphalt surface at its edge were
made (Fig. 1b).

The dimensions of the cavity were approximately 105 cm along the sidewalk
edge and 65–70 cm at the widest point in the transverse direction. In this section, the
measurementswere performed at the nodes of the square grid on the areal observation
system with dimensions of 120 cm in the direction along the sidewalk and 70 cm
across with a step of 2 cm between adjacent observation points. Due to the uneven
edge of the pavement near its edge (in a strip of about 7–10 cm), no observations were
made. Two perpendicular profiles shown in Fig. 1b with red lines give an idea of the
relative dimensions of the observing system and the gaps under the asphalt pavement.
The data for these profiles were analyzed in more detail than for the remaining points
of the areal observation system.

To register noise signals, we used equipment already used in laboratory experi-
ments on physical modeling (Kolesnikov and Fedin 2018) that records signals in a
different frequency range.
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Fig. 1 a Scheme of the work site, b the position of two perpendicular profiles of the areal
observational system over the gully formed under the asphalt pavement

Fig. 2 Examples of averaged amplitude spectra of noise records obtained a away from the gully
and b above it

During processing, the noise records were divided into fragments of approxi-
mately 33 ms, after which the amplitude spectra of these fragments were accumu-
lated. Examples of averaged amplitude spectra for observation points away from and
above the cavity are shown in Fig. 2. It can be seen that outside the cavity (Fig. 2a),
two sharp peaks with frequencies of 37.4 kHz and 74.8 kHz are observed in the
spectrum, which is consistent with Equation.

These peaks correspond to standing waves of vertical compression-tension.
Above the cavity (Fig. 2b), the averaged spectrum has significant differences from

that shown inFig. 2a, the peaks correspond to bending standingwaves. Figure 3 shows
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Fig. 3 Distribution of averaged amplitude spectra of noise recordings along profiles a AB and
b CD

the averaged amplitude spectra of noise records recorded at all points of two profiles,
which are shown in Fig. 1 red lines.

The obtained experimental results showed that the standing wave method can be
successfully used to detect voids under a hard road surface, as well as to control its
thickness and estimate the ratio of acoustic stiffness of the coating and the underlying
layer. Standing waves can be extracted from the noise field by accumulating a large
number of amplitude spectra of noise signals recorded on the surface of the road
surface.

Although the proposed method in this modification is not very technologically
advanced, it can be successfully used for a detailed study of pavement areas on which
gullies or cavities of a different nature periodically appear, as well as to refine the
results of more productive but less accurate methods. Moreover, the manufactura-
bility of the method can be increased, for example, by using more powerful artificial
sources of both noise and non-noise types, for example, vibrators in the mode of
emission of sweep signals with a sufficiently wide frequency range.
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Diagnosis of the Technical Condition
of Standing Wave Support for Pipeline

K. V. Fedin, Yu. I. Kolesnikov, and L. Ngomayezwe

Abstract Field experiments were conducted to record acoustic noise on the surface
of an above-ground pipeline (existing heating main). Research was carried out on
sections of the pipeline with various types of fastening—rigid (pipes welded to
the support) and non-rigid (heat-insulating tube freely lies on the support rack).
Experiments have shown that noise waves can create certain frequencies and shapes
of bending waves that occur in spans of a pipeline. Depending on how rigid and
reliable the fasteners are, they can be used to diagnose sections of the pipeline by
acoustic noise. In computer simulation by the finite element method, the frequencies
of bending waves were obtained, which are close to some experimental ones. The
interaction between the nodes and beams of bending waves passing along the spans
of pipes with different types of fastening to quality is consistent with laboratory
experiments conducted earlier.

Keywords Standing waves · Buckling ·Microseisms

Periodically occurring accidents on pipelines cause damage to the environment,
increase land pollution and sometimes human losses.

A significant decrease in the rigidity of the pipe fastening to the support leads to
an actual increase in the length of the span of the pipeline, which can lead to damage
or even destruction of this pipeline section. On the other hand, such an increase in
the span length should lower its natural frequencies, which can serve as an indicator
of a decrease in the stability of a pipeline section at an early stage of this process,
when its consequences are not yet visible by naked eye.
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Fig. 1 A a Pipeline section with rigid pipe fastening to the support b pipes laid on the rack without
rigid fastening recorder and c geophone mounted on the pipe

In this paper (Kolesnikov et al. 2012), the results of physicalmodeling showed that
the acoustic noise data recorded on the surface of both empty and fluid-filled pipes
can determine the frequencies and modes of oscillations of bending standing waves
generated between their supports. To do this, it is sufficient to accumulate a large
number of amplitude spectra of acoustic noise records. This information makes it
possible to unambiguously diagnose a violation of a rigid pipe fastening to a support,
since in places of rigid fastenings there should be no oscillations of standing waves
(these are their nodal points), and if there is a violation of hard contact, vibrations in
such places can be observed at least at some natural frequencies of the pipe.

To determine the natural frequencies of the pipeline elements, various techniques
are used. For example, this can be done by exciting vibrations using artificial sources
such as shock (Al-Sahib et al. 2010) or mechanical vibrations (Li and Guo 1990; Al-
Sahib et al. 2010). This paper presents the results of a full-scale experiment demon-
strating the possibility of diagnosing the technical condition of pipeline supports by
standing waves generated in pipes by acoustic noise.

Two spans of the existing above-ground pipeline (heat pipeline) were selected for
experimental work. The pipeline consists of two parallel steel pipes with a diameter
of 46 cm, partially covered with thermal insulation materials. Every 10 m pipes are
rigidlywelded tomassive steel supports (Fig. 1a), betweenwhich they are raised by an
average of 25–30 cmabove the surface of the earth, except for the intersection of sharp
local landslides. with the exception of places where sharp local relief depressions
intersect. In such places, pipes are laid without hard mount on higher steel stands
(Fig. 1b).

Apipefilledwith hotwater flowingunder pressurewas selected formeasurements.
In one span, the pipe was rigidly fastened to the supports on both sides, as shown
in Fig. 1a. In the second span, on one side there was a rigid fastening and on the
other, the pipe was loosely laid on the stand shown in Fig. 1b. Measurements were
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Fig. 2 Generalized amplitude spectrum of noise recordings recorded on the pipe surface between
two rigid supports

carried out using vertical geophones GS-20DX and single-channel digital recorders
RefTek-125A (Fig. 1c) with a sampling rate of 1 kHz. Geophones were attached to
the pipe using magnetic disks. On each span, continuous noise recording was carried
out for 10 min at points along the upper part of the pipe with a step of 20 cm along
the entire span length.

During processing, the noise recordings recorded at each observation point were
broken down into fragments with a duration of approximately 8.2 s (8192 counts),
the amplitude spectra of these fragments were calculated and averaged. As a result,
sharp quasi-regular peaks appear on the averaged amplitude spectra, which, as it
will be shown below, correspond to the bending standing waves. For more accurate
determination of the frequencies of these peaks, generalized spectra averaged over
all points of the profile were also constructed. A generalized spectrum for the passage
of a pipe between two rigid supports is shown in Fig. 2.

The joint visualization of the averaged spectra obtained for all observation points
in each pipe span (Fig. 3) allows us to verify that the peaks observed in the amplitude
spectra correspond to standing waves. It can be seen that at the frequencies of the
spectral peaks (natural frequencies of the pipes), alternation of the maxima and
minima of the spectral amplitudes is observed along the spans.

Since, in the general case, standing waves of different types can form in the pipes,
we compared the experimental results for a span with a pipe rigidly fixed on both
sides (Figs. 2 and 3a) with the results of numerical simulation in the MSC Nastran
finite element system. The comparison showed that the experimentally observed
alternations of the maxima and minima of the spectral amplitudes correspond to the
nodes and antinodes of the five modes of bending standing waves. The differences
in the frequencies of standing waves obtained in the field experiment and as a result
of numerical simulation do not exceed 5.5%.

Returning to the experimental results, we note that the nature of the distribution
of nodes and antinodes along the span for the two cases under consideration is
significantly different. The sharp quasiregular peaks in the spectrum for a pipe with
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Fig. 3 (a) Distribution of averaged amplitude spectra of noise recordings on rigidly fixed supports
on both sides of the pipe section and (b) on the pipe section rigidly fixed on one side and freely
lying on the rack on the other side

two rigid fixtures (Fig. 3a) are located on the frequency axis approximately two times
less often than for a pipe rigidly fixed on one side only (Fig. 3b).

This pattern means that in the second case, noise generated by bending standing
waves are formed in a double span. This is also confirmed by the distribution features
of the antinodes and nodes of standing waves along the spans. Thus, from Fig. 3a
it follows that at the extreme points of the observation profile corresponding to the
places of rigid fastening of the pipe to the supports, there are practically no vibrations,
that is, these are the nodal points of all the bending standing waves formed in the
span.

Figure 3b differs significantly from Fig. 3a. In addition to doubling the number
of natural frequencies, the distribution of amplitude maxima and minima at these
frequencies indicates the absence of hard contact at a point at 10 m, corresponding
to the place where the pipe rests without rigid fastening on the rack shown in Fig. 1b.
This is evidenced by the presence of antinodes in this place for every second mode
of standing waves, which could not have been in the case of a rigid fastening in this
place.

The results showed that acoustic noise recordings can be successfully used to
diagnose the stability loss of sections of above-ground pipelines caused by a decrease
in the rigidity of fixing pipe spans.
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Determination of Ice Thickness Using
Standing Waves

K. V. Fedin, Yu. I. Kolesnikov, and L. Ngomayezwe

Abstract The article presents the results of field experiments demonstrating the
possibility of determining the thickness of the ice cover by acoustic noise. The
accumulation of amplitude spectra of a large number of noise records was used. The
obtained results clearly demonstrate the possibility of using the resonance method
for fast and fairly accurate determination of the ice thickness. In addition, we can
confidently talk about where the contact of ice with the ground ends (the nature of
the frequency distribution changes). In addition, the article shows that the analysis
of standing waves of vertical compression-tension arising in the coating under the
influence of noise makes it possible to control the thickness of the coating and to
evaluate the ratio of acoustic stiffnesses of the coating and the underlying layer at a
qualitative level.

Keywords Ice thickness · Acoustic noise · Standing waves

The need to measure the thickness of the ice cover formed over the water surface
at low temperatures may arise as a solution to many practical problems, such as:
to ensure the safe movement of people on frozen water bodies and vehicles on ice
crossings and winter roads, flood forecasting, assessment of the quality of ice maps
created on the basis of satellite methods for remote monitoring of the ice situation,
etc.

Among the methods for determining the thickness of the ice cover, the most
accurate, but also the most time-consuming, is the direct method, which involves
drilling holes and measuring the thickness of ice with an ice gauge.
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The most common method for determining the thickness of ice is based on elec-
tromagnetic sounding of the ice cover by geo-radar (Kulizhnikov 2016; Singh et al.
2012; Fu et al. 2018). This method is characterized by high productivity and fairly
good accuracy, but with large variability of the electrical parameters of ice (for
example, in salt-water), it may require periodic calibration of the equipment.

Acoustic methods are also used to determine the thickness of ice. As a rule,
these are active methods, for example, echolocation from the ice surface (Kirby and
Hansman Jr 1986). The results of applying a passive acoustic method to determine
the thickness of ice are presented below. The method is based on the extraction of
standing waves from acoustic noise recorded on the ice surface.

This method has been repeatedly used before, for example, in physical modeling
and field experiments to determine voids in ground sediments (Kolesnikov et al.
2018). The method is reduced to the registration of acoustic noise on the surface of
the investigated limited object and the accumulation of amplitude spectra of a large
number of noise records. This makes it possible to distinguish standing waves from
the noise formed under its influence in the object.

In our case, such a limited object is an ice layer lying on the surface of water
or frozen soil. Depending on the conditions of reflection, either an integer number
of half-lengths or an odd number of quarters of the lengths of standing waves (like
standing waves in rods that are not fixed or fixed at one end) should be placed in
such a layer during the formation of standing waves between its lower and upper
boundaries (Khaikin 1971).

The frequencies of standing waves of vertical compression-tension in the layer
(natural frequencies of the layer) in these two cases are determined, respectively, by
the equations:

fn = nVp

2h
, (1)

for ice under which there is water or air, or

fn = nVp

2h
, (2)

for ice lying on top of frozen ground.Where n is themode number of standing waves,
Vp is the velocity of longitudinal waves, h is the distance between the boundaries of
the layer.

To assess the possibility of using a passive acoustic method to determine the
ice thickness, based on the extraction of standing waves from acoustic noise, in
late January—early February 2019, full-scale experiments were conducted on two
reservoirs in the area of Novosibirsk Akademgorodok—on the Zyryanka river and
on the beach “Zvezda” on the Ob reservoir. Registration of noise records was carried
out on linear profiles with a step of 1 m. On the river, the profile 20 m long was
oriented along the banks and was approximately in its middle part, and obviously
above the water, since its murmur was clearly heard from under the ice. On Zvezda
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Fig. 1 Examples of normalized averaged amplitude spectra of noise records recorded on the ice
sheet of the a river Zyryanka, b near the shoreline of the Ob reservoir on ice above water and c above
frozen sand

beach, the observation profile was approximately perpendicular to the coastline and
was located partly above the water, partly above the frozen sand.

Acoustic noise was recorded using a digital oscilloscope B-423 with a sampling
frequency of 100 kHz.Awide-band piezoceramic piston-type sensorwith a vertically
directed axis of maximum sensitivity was used as a receiver, which was installed
directly on the cleaned ice surface during measurements. The total duration of the
noise recordings at each point was 30 s.

Duringprocessing, the recordswere divided into fragmentswith a durationof 8192
samples, after which the amplitude spectra of these fragments were accumulated.
The frequencies of the resonance peaks emitted from the averaged amplitude spectra
were used to determine the thickness of the ice cover at the observation points using
Eq. (1). It was assumed that the longitudinal wave velocity Vp for ice is known and
varies insignificantly at different observation points. Therefore, in the calculations,
the value Vp = 4090 m/s, determined by the pulsed method on an ice core obtained
by drilling a control hole near the Zvezda beach, was used.

Figure 1 shows examples of averaged spectra of noise recordings recorded at two
observation sites. It can be seen, evenwith a relatively short duration of registration of
noise in their spectra, several regular resonant peaks can be confidently distinguished.
The regularity of the peaks in the amplitude spectra and the agreement with Eqs. (1)
and (2) allow us to identify these peaks as resonances at the frequencies of standing
waves.

Indeed, if ice covers water at a lower speed relative to it, then these peaks are
located on the frequency axis with high accuracy in accordance with Eq. (1). For
example, in Fig. 1a, the frequencies of the first four modes of standing waves are



12 K. V. Fedin et al.

Fig. 2 The frequencies of the first (square markers), second (round markers) and third (triangular
markers) modes of standing compression-extension waves for observation profiles on a the river.
Zyryanka and b on Zvezda beach

17.4 kHz, 34.8 kHz, 52.1 kHz, and 69.5 kHz. At the same time, over the frozen
sand (Fig. 1c), the distribution of peaks is consistent with Eq. (2), which indicates
its greater acoustic rigidity compared to ice (mainly, apparently, due to the higher
density of mineral grains).

The correspondence of the distinguished regular peaks to the standing waves of
vertical compression-tension of the ice layer, and not to the standing waves of other
types, is due to the use of a sensor that measures mainly the vertical component of
acoustic noise during measurements. The thickness of the ice measured above the
water by the rail was approximately 10.2 cm. The lowest mode frequency determined
from the noise recorded near the hole is f1 = 19.92 kHz, which, at the measured
velocity Vp = 4090 m/s, in accordance with Eq. (1), gives almost the same thickness
10.27 cm. This example, in addition, confirms the correctness of the application of
the method in question to determine the thickness of the ice cover of water bodies.

The frequencies of the three lowest modes for all observation points of two exper-
iments are shown in Fig. 2. In this figure, it is clearly seen that for observations on the
Zyryanka river, the frequencies of the second and third modes exceed the frequency
of the first mode by 2 and 3 times, respectively, which is consistent with formula
(1). The same pattern is observed for measurements performed on Zvezda beach,
but only for a section of a profile of 9–15 m. For a part of a profile from 0 to 8 m,
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the frequency interval between adjacent modes is equal to twice the frequency of the
lowest mode, which is consistent with formula (2). It follows that from 0 to 8 m the
profile passes over frozen sand, from 9 to 15 m above water, and between the marks
of 8 and 9 m there is a border of these zones.

In summary, it can be noted that the experiments have shown the effectiveness of
the use of acoustic noise to determine the thickness of the ice cover of water bodies,
as well as to assess the type of underlyingmedium (water or frozen ground) on which
the ice layer lies.
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Development of Methods for Wind Speed
and Wave Parameters Forecasting
in Inland Waters

Fedor Loktev, Alexandra Kuznetsova, Georgy Baydakov,
and Yulia Troitskaya

Abstract The methods of wave forecasting at short fetches and wind forecasting in
close proximity to the water/surface border are developed. The preliminary results of
atmospheric modelWRF andwavemodelWAVEWATCH III coupling are presented.
Coupling of WW3 and WRF models is implemented using the modified code of
OASIS software package to perform the exchange of time-varying Charnock param-
eter between the models. WRF LES simulations coupled to the wave model WW3
show a noticeable improvement in the quality of calculation of the wind speed.

Keywords Coupling · Atmosphere ·Wave ·WRF ·WAVEWATCH III · Short
fetch

1 Introduction

Determining the parameters of wind and surface waves in large and middle-sized
inland water bodies is an important practical task. In particular, waves and wind
conditions are the most important factors determining the erosion of the coast, their
consideration is necessary to ensure the safety of navigation, especially small vessels.
A regular publicly available wind and wave forecast is organized on NOAA’s Great
lakes website (https://www.weather.gov/greatlakes/). Parameters of wind waves to a
large extent determine the surface condition of the reservoir and have an impact on
the thermo-hydrodynamic regime of the reservoir and turbulent flows in the surface
layer of the atmosphere, contributing to the features of the microclimate of adjacent
areas.

However, when modeling wind and waves in inland waters of small and medium
size with typical linear dimensions of not more than 100 km, a number of problems
remain. The spatial resolution of the calculated surface wave characteristics and
atmospheric parameters used for global projections varies between 0.205° and 2.5°,
which is rough enough for inland waters. Attempts of regular usage of global models
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for local forecasting on a smaller grid without special adaptation usually lead to
results that are very different from the measurement data, since the conditions of the
reservoir have a number of features, primarily small wind fetches.

2 Method

In the previous works (Kuznetsova et al. 2016) the features of the development
of surface waves on short fetches typical for the conditions of inland waters were
studied on the basis of adaptation of existing global wave models to the conditions
of inland waters. For example, WAVEWATCH III (WW3) ((WW3DG) 2016), which
was focused primarily on ocean conditions.

The accuracy of the wave model results is highly dependent on the wind model
used for forcing. The requirements for meteorological models are increasing for
enclosed coastal waters or enclosed basins, where wind fields are highly dependent
on local conditions that are not described by global meteorological models. Their
reanalysis data have spatial variability, which allows more accurate modeling of the
waves. But in inland water bodies this approach is not applicable due to the too
low spatial resolution. To account for the complex orography of coastal waters and
enclosed basins, numerical weather prediction models are created that use mathe-
matical models of the atmosphere and ocean to predict weather based on current
weather conditions.

Thus, a method of taking into account the spatial variability using wind forcing
from theWRFmodel is proposed. Setting the wind field fromWRFwith high spatial
resolution provides the possibility of predicting waves with high resolution, which is
a popular solution for both inland water bodies and coastal zones (Rusu et al. 2014).

This method of specifying wind pumping from the atmospheric WRF model was
carried out, for example, in (Alves et al. 2014). In addition, a regional adaptation of
the WRF atmospheric model is presented in (Kuznetsova et al. 2019). Briefly, model
settings can be described in a Table 1.

The development of methods for forecasting of microclimate and weather condi-
tions is possible with the use of adapted and linked models and is presented in
this paper. This is a new direction of research, “coupled models”, implemented, for
example, in (Chen et al. 2013). The idea is that wind waves affect the atmospheric
properties of surface wind and heat flows through surface roughness, and surface
roughness, in turn, affect the parameters of the atmosphere. Models with two-way
coupling (“2-way coupling”) allow taking into account the two-way interaction in
the atmosphere-water system.

The two-way feedback method between WW3 and WRF models is being devel-
oped and implemented. The area containing the Gorky reservoir is chosen to test the
method.
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Table 1 WRF model settings used for the simulations

Model characteristic Setting

Number of domains 4

Resolution of the smallest domain 1 km

Land model MODIS LAKES (30 s)

Initial and boundary conditions NCEP climate forecast system version 2
(CFSv2) 6-hourly products

Micro physics option WRF single–moment 3–class scheme

Planetary boundary layer (PBL) physics
options

Large eddy simulation (LES)

Cumulus parameterization option Kain–Fritsch Scheme

Shortwave and longwave option Dudhia shortwave scheme, RRTM longwave
scheme

Land surface option 5–layer thermal diffusion scheme

Surface layer options Revised MM5 scheme

Coupling of WW3 and WRF models is implemented using the OASIS software
package (Anthony et al. 2017), which is modified to allow the exchange of Charnock
parameter between models. Charnock parameter is responsible for water surface
roughness and can be used for more accurate prediction not as a constant but as a
time-varying parameter. Modification of the source code of the models is performed
to add the possibility of exchanging Charnock parameter between themodels, as well
as the possibility of exchanging wind velocity at a standard meteorological altitude
of 10 m between the models. The data about these parameters obtained in one of the
models is taken by the other at each time step and used instead of the initial data,
thus creating feedback between the models.

Thus, in this paper, the preliminary results of calculating the wind velocity using
the atmospheric model coupled with the wave model are presented. The 10 m wind
speed distribution is compared at the same moment for the WRF LES simulation
and WRF LES coupled with WW3 (Fig. 1). Option LES, i.e. Large-Eddy Simula-
tion enabled the calculation of the first three domains under the Yonsei University
(YSU) scheme for surface boundary layer and as surface layer modeling is based on
similarity theory of Monin-Obukhov, taking into account the viscous sublayer in the
Carlson-Boland form. Simulation of wind speed in the fourth domain is made in the
planetary boundary layer as well, and for the near-surface layer, Monin-Obukhov
parameterization is used.

WRF LES coupled withWW3means that the wind speed calculated by the large-
eddy simulation method in the WRF model was used as the “forcing” for the WW3
wave model. The Charnock parameter values obtained by the wave model were
taken in the next calculation by the WRF model at each time step. This is so-called
feedback. The wind wave interaction implies, first of all, the momentum exchange in
the water-atmosphere system. The value of the wave momentum flux is determined
by the roughness of the wavy surface. Setting the exact roughness of the excited
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Fig. 1 Wind speed distribution (a) WRF LES, (b) WRF LES coupled with WW3 in the test day
08.08.2017

surface to the atmospheric model will allow us to refine the calculated atmospheric
parameters.

3 Results and Discussion

The results of simulations obtained in the coupled models allowed to achieve better
spatial variability compared to the WRF LES simulation results.

Then, the wind velocity and direction obtained at the point of measurement were
compared from four sources. First, the reference data were in situ measurements
made by our group on the test day. Second, CFSv2 reanalysis data of the highest
accuracy of 0.205° available to date were used. Third, calculations were made by the
WRF with large-eddy simulation used (WRF LES). Fourth, WRF LES coupled with
WW3.

A comparison of the behavior of 10 m wind speed and direction, calculated by
using different options is shown in Fig. 2. Here, the time starts in advance and corre-
sponds to the beginning of the simulation. The zero point corresponds to theMoscow
time 11:00 on the test day 08/08/2017 and is close to the time of the beginning of the
in situ measurements. The results of theWRF run are given for the test day 08.08.17.
The comparison shows that the use of the considered WRF calculations is better
consistent with the experiment than the direct use of reanalysis. The calculations
of WRF LES showed good time variability corresponding to in situ observations as
for the velocity module (see Fig. 2a), and for its direction (see Fig. 2b). Although
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Fig. 2 The results of the WRF model of wind speed (a) wind direction (b) using different parame-
terizations of the surface boundary layer and the surface layer of the atmosphere: WRF LES, WRF
LES (coupled with wave model), reanalysis data in comparison with measured data in situ in a test
day 08.08.2017

the experimental data and WRF LES are much better in magnitude, there is some
inconsistency in them. In particular, a maximum of 150 min in the experimental data
corresponds to a minimum in the model data. The reason for this inconsistency is
that in reality the role of feedback in the wave-wind system is great, the effect of
waves on the wind is taken into account in coupling models (WRF-LES (coupled)).

WRF LES calculations, passed through the coupling with the wave model WW3
(“coupled”), show a noticeable improvement in the quality of calculation of the
wind speed. In this case, the value of wind speed directions has a deviation from
the measurement data. More calculations will be performed for a set of statistics.
However, preliminary data suggests that the exchange of parameters at each step of
the calculations of both models leads to increase of the accuracy of calculations and
reduce the dependence of the simulation results on the input data from reanalysis.

4 Conclusions

The WRF model was applied to a region containing a medium-sized inland body
of water, and the region containing the Gorky Reservoir was selected as a test area.
WRF modeling was carried out for 4 nested domains with a minimum cell size
of 1 km. The input parameter was a reanalysis of CFSv2. Large Eddy Simulation
(LES) approach was used. The results were compared with in situ measurements.
The coupling of the WRF atmospheric model and WAVEWATCH III wave model
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is performed. WRF LES calculations, passed through the coupling with WAVE-
WATCH III, show a noticeable improvement in the quality of calculation of the wind
speed.
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The Geoecological Assessment
of the Internal and External Biogenous
Load of the Waters of the Gulf
of Taganrog of the Sea of Azov

A. Yu. Zhidkova, T. A. Bednaya, and V. V. Podberesnij

Abstract Eutrophication of natural water bodies is understood as the process of
growth of the overall productivity of the ecosystem of a water body, including water
masses, bot-tom sediments, organisms inhabiting them and relations between them.
The process of eutrophication leads to the increase of the organic matter in the
water. Geoecological studies onmodeling and assessment of the external and internal
biogenous loads (namely, loads from nitrogen and phosphorus) on waters of the Gulf
of Taganrog of the Sea of Azov are conducted. The study is important because the
degree of the eutrophication of the water body depends on the size of its external and
internal biogenous loads. Calculation of the overall biogenous load of the ecosystem
is carried out, its analysis and an assessment ismade. Twomethodological techniques
are proposed for calculating nitrogen fluxes from the bottom sediments into the water
of the Gulf of Taganrog of the Sea of Azov. Conclusions are drawn on the size of the
overall internal and external loads of the waters.

Keyword General biogenous load · The external load · The internal load ·
Nitrogen · Phosphorus · The Gulf of Taganrog of the Sea of Azov

1 Introduction

Eutrophication of natural water bodies is understood as the process of growth of the
overall productivity of the ecosystemof awater body, includingwatermasses, bottom
sediments, organisms inhabiting them and relations between them. The process of
eutrophication leads to the increase of the organic matter in the water of the reservoir.
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The degree of eutrophication of a reservoir depends on the size of its external
and internal biogenous loads (phosphorus and nitrogen) and can be slowed down by
reducing them.Ways to decrease the external biogenous load of the Gulf of Taganrog
of theSea ofAzovwere discussed earlier (Zhidkova et al. 2014, 2018;Zhidkova 2017;
Zhidkova and Gusakova 2014a, b). In this work we consider internal biogenous load
of this water object and we define it as a flux of biogenes from the Gulf bottom with
the subsequent inclusion in biotic circulation; the internal load is determined by the
amount of phosphorus and nitrogen accumulated by the bottom sediments, and the
rate of their desorption from the bottom sediments into the water.

The characteristic feature of the Sea ofAzov, caused by climatic factors, is the high
variability of elements of thewater balance and the components of the chemical runoff
that predetermines the variability of the biogenous elements balance and forces to
look for newmethodical approaches to its assessment, analysis and forms of represen-
tation (Sukhinov 2006). Many researchers (Zhidkova and Gusakova 2014; Sukhinov
et al. 2016; Sukhinov 2006) specify that the concentration of the biogenous elements
in the waters of the Sea of Azov substantially depends on the short-period weather
phenomena when the structure of the internal chemical and biological processes in
the reservoir is broken. These phenomena mention all thickness of waters, the sea
“lives” from a storm to storm.

A number of modern works questions deal with issues of anthropogenic eutroph-
ication, including the Sea of Azov. For example, Sukhinov et al. (2016) developed
the mathematical model of the solution of the eutrophication of waters of a shallow
reservoir considering the movement of a water stream, microturbulent diffusion,
gravitational subsidence, spatial and uneven distribution of temperature and salinity,
and also the polluting biogenous substances, oxygen phyto- and a zooplankton, etc.
Such number of the input data in the model differs in complexity, the need of use
of a huge data file and the supercomputing system that does it very expensive and
imposes certain restrictions on use of the method in environmental practice when
monitoring a water body.

In reservoirs it is almost impossible to define the origin of phosphorus or nitrogen
in connection with the different sources of their receipt. On the one hand, this is
the input of biogens from outside the catchment areas (precipitation, groundwater,
etc.). And on the other hand, due to the internal capabilities of the reservoir: phyto-
and zooplankton organisms that decompose in the water column, products excre-
tion of planktonic organisms, bottom sediments from which the biogens enter the
photic zone, release the dissolved organic compounds by algae and bacteria, which
break down to form dissolved biogens. Besides, there is an allocation of biogenes
with excrement planktonic, bentosny, invertebrate and fishes. All these factors make
internal load of a reservoir. The internal biogenic load indicates the intensity of
the nutrient cycle, because the balance of substances reflects the redistribution
of individual chemical elements in the process of geochemical and biogeochem-
ical migration. Management of these processes will allow operating ecosystems of
reservoirs.
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Thus, the aim of this study is to assess the value of internal biogenic loads on
the ecosystem of the Gulf of Taganrog of the Sea of Azov from the standpoint of
eutrophication, namely, phosphorus and nitrogen loads.

2 Materials and Methods

Mineral phosphorus is present at water mainly in the form of phosphate and
hydrophosphate. It is a part of any organic substance, but in water its contents very
small and in pure reservoirs is estimated in thousand shares of a milligram per liter.

During seasonal changes phosphate, as well as nitrate, almost disappear in the
near-surface zone of the water area in summer. When organisms die, part of the
phosphate enters the water, and also settles in the upper layer of the bottom sedi-
ments. Favorable conditions for the accumulation of phosphate arise in the anaer-
obic conditions inherent to the bottom layers of the shallow, well heated area in the
absence of wind hashing. In water from the bottom sediments phosphorus comes
back together with iron and again comes to biotic circulation. The increased number
of compounds of phosphorus serves in water and rainfall as the evidence of accu-
mulation of organic substance. Therefore, it is considered to be The low indicator of
phosphorus in a reservoir is considered to be the indicator of pure water.

The increase in the flow of phosphorus from the bottom of the reservoir (an
increase in ecosystem productivity) indicates the increase of the eutrophication of
the ecosystem. According to Martynova (2008), at production of the phytoplankton
of 200 g/cm2 per year, the internal phosphorus load (a phosphorus stream from the
bottom of the water body) sharply increases and becomes comparable with external
phosphorus load of the water area. As a result, the eutrophication of the reservoir
is accelerated. The most moveable form of phosphorus in the solid phase of the
bottom sediments is considered its sorbate. The main reason of the increase of the
internal phosphorus load in the eutrophic water object is the increase in the area of the
bottom sediments with anaerobic conditions. The formed zones with the deficiency
of oxygen in the benthonic layer accelerate the release of the phosphate sorbed in the
aerobic conditions by the iron compounds. Alexandrova, Matishov and coauthors
(Alexandrova et al. 2013; Matishov et al. 2015), describes such zones in the Sea of
Azov. For example, in 2013, the distribution over thewater area, aswell as in thewater
column, was studied for the content of dissolved oxygen, pH, nutrients (nitrogen,
phosphorus, silicic acid). The development of thr powerful clogging phenomena
in the sea was noted because of the density stratification of the water column, the
formation of a restoration situation in the surface layer of bottom sediments, which
contributed to the enrichment of the water column by the biogenic elements.

Phosphates are well sorbed by the hydroxides of aluminum, manganese and clay
materials, but iron is the main sorbent of phosphates. Even in those bottom sediments
where the part of phosphate is connected with the aluminum hydroxide, other part
them is connected with the iron hydroxide, so, there is a dependence of size of a
stream of phosphate on redox-conditions.
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The destruction of the organic matter also plays a significant role in formation of
the stream of phosphorus from the bottom. The higher eutrophic index of the water
body, the more powerful the flow of phosphorus if other is equal. The bond between
the internal load of phosphorus and the organic matter in the bottom sediments is
linear and depends on the eutrophication of the water body (the eutrophic index)
(Martynova 2008).

The compounds of nitrogen and phosphorus coming to the reservoir in a solid
phase are partially buried in the bottom sediments and partially returned to water.

The difference in the storage capacity of the bottom in relation to nitrogen and
phosphorus is defined by the size of the particles. Therefor, the considerable part of
the phosphorus entering the bottom is connected with the mineral particles, which
reach the bottom almost without destruction. Nitrogen is precipitated almost exclu-
sively only with the organic matter, most of which is mineralized in water. There-
fore, nitrogen is removed from the bottom sediments more actively: 45–70% from
accumulated at the bottom whereas phosphorus: 5–25%.

By the size of the particles of the bottom of the Sea of Azov, the following types
of the bottom sediments are distinguished: pelitic (clay) and fine aleuritic silts; large
silts; fine sand; seashell. Pelitic silts prevail in the Gulf of Taganrog, occupying the
entire eastern and central parts of the Gulf in the interval of depths of 4.5–6.5 m. The
underwater slope of the Gulf in the range of depths of 2.5–4.5 m is made up of large
siltstone and fine aleurite silt. Fine-grained sands are deposited along the perimeter
of the Gulf from the edge to depths of 1.5–2.5 m.

The increase of the eutrophication of the water body leads to the increase in the
flow of the organic matter to the bottom. As a result, the processes of biochemical
oxidation in the bottom sediments are intensified, redox conditions change, and the
content of mobile forms of nitrogen and phosphorus increases; namely, their flow
from the bottom to the water intensifies. In the eutrophic water bodies, this flow can
become a source of the secondary nutrient intake. Thus, the eutrophic level of the
reservoir is one of the main factors that determines the internal load of reservoirs.

3 Results

Let us carry out an assessment of the size of the flux of biogenous matter from the
bottom of the Gulf of Taganrog of the Sea of Azov in water, based on the ideas of
its mechanisms as concentration diffusion and convective transport.

Twomethodological techniques are proposed for calculating nitrogen fluxes from
the bottom sediments into the water of the Gulf of Taganrog of the Sea of Azov.
The first of them involves the use of the Fick equation, the second is developed
by Neverova-Dziopak (2003), who constructed a mathematical dependence of the
nitrogen flux from the bottom sediments into water on the weight ratio of the concen-
tration of organic carbon to the concentration of total nitrogen (C/N). The lower the
ratio, the greater the percentage in the decomposition products of organic substances
is ammonia nitrogen (NH4

+) (Kuznetsov 1970). The nitrogen flux from the bottom
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sediments into water increases with decreasing C/N ratio. The experimental data
were approximated by Neverova-Dziopak E. as the linear equation:

JN = 122.5 − 7.82 · x (1)

where

JN the nitrogen flux from the bottom sediments, mg N/m2 day;
x the C/N relation.

The diffusive movement of the dissolved matter in the bottom sediments obeys
the first law of Fick:

J = ϪC·D (2)

where

J the size of the diffusive flux, mg/m2 day;
ϪC gradient of thematter concentration in the pore solution of the bottom sediments

and the bottom water;
D coefficient of diffusion, m2/day.

Concentration of nitrogen and phosphorus in the pore solution of the bottom
sediments are defined by the mineralization speed of the organic substances in the
bottom sediments. When concentration of matter in natural waters is 1–2 and more
orders lower, than in steam solution, the concentration gradient ϪC can be accepted
equal in size of concentration of substance in the pore solution.

The coefficient of diffusion depends on the diameter and length of the pores,
temperature, charge and the mass of the ion, etc. For the diffusion of ammonium ion
and phosphate the following data on its value are presented:

2.4 × 10−6cm2/s and 0.93 × 10−6cm2/s (T = 24 °C) (Kuznetsov 1970).

In view of mean annual values of the content of carbon, nitrogen and phosphorus
in the bottom sediments of the Gulf of Taganrog of the Sea of Azov, calculate the
biogenous internal load of the studied water area.

The mean annual concentration of carbon and nitrogen in the water of the Gulf
of Taganrog:

• C = 0.348 mg/l;
• N = 0.062 mg/l.

The water area square is:

S = 5300 km2.

Then the internal load of nitrogen of the studied water area is:

JN = 75.58 mg N/m2 day.
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The average volume weight of the bottom sediments is about 1.5 t/m3. Then the
mass of the active layer of the bottom sediments (Ma) in the studied water area is:

Ma = 159 × 106 t.

At average humidity of the bottom sediments of 38%, the mass of the air solid
(the mass of the active layer of the bottom sediments of the Gulf of Taganrog) in the
bottom sediments is:

Ms = 98.6 × 106 t.

At concentration of nitrogen in the top layer of the studied bottom sediments of
0.062 g/g, the mass of the general nitrogen in the active layer of the bottom sediments
of the Gulf of Taganrog of the Sea of Azov is:

MN = 6.11 × 106 t.

At calculation of the intake of nitrogen for the Fick equation, accept that the mass
of nitrogen in the 2 cm layer of the bottom sediments is 6.11 × 106 t.

The process of ammonification is described by exponential dependence with the
constant 0.03 days−1. Then the receipt of ammonium ion is:

MNH4
+ = 183 × 103 t/day.

The concentration of nitrogen in the pore solution is 1700 mg/l.
The coefficient of diffusion is 2.4 × 10−6.
The flux quantity of the bottom sediments in the water is:

JN = 35 mg N/m2 day.

Thus, at average size 1700 mg N/m2 day the internal load of nitrogen for the Gulf
of Taganrog is 67.7 × 103 t/year.

As for the influence of the secondary intake of nitrogen on the processes of the
eutrophication in the Gulf of Taganrog of the Sea of Azov, the daily gain of the
concentration of nitrogen in the water is:

ϪN = 0.7 mg/l, 

where the capacity of the water area is 25 × 109 l.
Phosphorus of the bottom sediments. The accumulation of phosphorus in the

bottom sediments happens both in the organic, and in the mineral forms, and from
40 to 80% of the organic phosphorus getting to the reservoir is mineralized.

The dissolvedmineral phosphorus is present as the orthophosphate,which concen-
tration is limited by the solubility and depends on the redox conditions, pH and
water salinity. The dissolved phosphates form compounds with iron, aluminum and
calcium. In aerobic conditions, the speed of the removal of phosphate from silts to
water is 5–10 times lower, than in the anaerobic.

In the water area of the Sea of Azov, the huge zone of the anaerobic contamination
of the ground (about 1000 km) is fixed from year to year. It is characterized by almost
the total absence of the oxygen in the benthonic layer at calms or close to them wind
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situations. Several such zones were also found in the waters of the Gulf of Taganrog
(Sukhinov et al. 2016); however, their lifetime is calculated in days due to the shallow
water and the agitated waters.

Sizes of sorption and desorption of phosphorus in the aerobic and anaerobic zones
of the Gulf of Taganrog of the Sea of Azov have to differ considerably owing to the
distinctions of the redox potential in the benthonic sheets of water, pH and salinity.

In the aerobic zones, the phosphorus flux from the bottom sediments in the water
is be defined, mainly, by the ratio of speed of the mineralization of the organic
phosphorus and the speed of the chemisorption of the mineral phosphorus. Thus
the speed of the chemisorption is commensurable or even higher the speed of the
mineralization.

In the anaerobic zones the phosphorus flux, is be defined generally both the desorp-
tion speed of the mineral phosphorus and the speed of the mineralization of the
organic phosphorus. Whereupon V desorb ≥ V sorb.

For the fresh-water silts the following values of the coefficient of diffusion of
hydro phosphate is given in literature: 0.31 × 10−6–0.93 × 10–6 cm2/s (Kuznetsov
1970).

Let us calculate a phosphorus flux from the bottom sediments of the waters of the
Gulf of Taganrog when the value of the coefficient of diffusion is maximum.

The top 5 mm of the silt bottom sediments are oxidized when the concentration of
the dissolved oxygen is more than 8 mg/l in natural waters. Iron and manganese are
present mainly in the form of the hydroxides. The mineral phosphorus is occluded on
hydroxides or forms insoluble compounds. Therefore, the intake of phosphate from
the bottom sediments to water strongly decreases in the aerobic conditions.

The bottom sediments become “a trap” for phosphorus. At the aerobic exchange
the bulk of the phosphate, deleted from the bottom sediments, is the flux, formed
owing to the mineralization of the organic substance.

The calculation of the phosphorus flux from the bottom sediments of the waters
of the Gulf of Taganrog is made based on the following assumptions:

• the processes of the chemisorption of the mineralized phosphorus are not
considered;

• the source of phosphate is the organic phosphorus;
• the process of the phosphatification is described by the exponential dependence;
• the constant of speed of the phosphatification is 0.018 days−1 (Neverova-Dziopak

2003);
• the volume of pore solution is equated to the volume of the active layer of the

bottom sedimints (2 cm thickness)—10.6 × 106 m3;
• the gradient of the concentration of phosphate is equal to the concentration in the

pore solution;
• the coefficient of diffusion is 0.93 × 10–6 cm2/s.

Then the mass of the organic phosphorus in the bottom sediments of the Gulf of
Taganrog is:

Mp = 344.5 × 103 tons,
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where the average annual concentration of phosphorus in the bottom sediments is
0.065 × 10−5 t/t.

The maximum size of the intake of the mineralized phosphorus from the bottom
sediments to the water is 337.6 tons in the first 24 h.

The concentration of phosphorus in the pore solution is calculated by analogy
with the concentration of nitrogen (3180 mg/l).

At the accepted coefficient of diffusion (0.93 × 10−6 cm2/s), the size of the
diffusion flux of phosphorus in the waters of the Gulf of Taganrog is:

JPm = 25.5 mg P/m2 day.

Thus, the internal load of phosphorus for the waters of the Gulf of Taganrog is:

Jp = 4.93 t/year.

The maximum daily gain of the mineral phosphorus in the water is 0.54 × 10− 3

mg/l.

4 Discussion

Calculation of the intake of nitrogen and phosphorus made oversized. In fact, the
phosphorus flux from the bottom sediments to the waters of the the Gulf of Taganrog
is less.

We do not give the similar calculation for the anaerobic zones in the water area
because of the small amount of the time of the existence of such zones in the Gulf of
Taganrog. Nevertheless, the general approaches to the calculations are as follows.

It is known thatwhen the value of the redox potential of the bottomwater decreases
to 0.24 V, the active diffusion of iron, manganese and phosphorus begins from
the bottom sediments due to the reduction of hydroxides and the destruction of
the complex compounds. Under these conditions, the bottom sediments can be a
significant source of the secondary intake of phosphate.

Besides, solubility of phosphate increases when the salinity does. With a high
content of organic elements in the silts, a significant fraction may also be the flux of
phosphorus formed during the mineralization of the organic compounds.

Therefore, in calculating the flux of phosphorus from the bottom sediments in the
anaerobic zones, where there is a deficit of oxygen in the bottom layers, both the
organic and mineral phosphorus should be taken into account.

With the 5300 km2 area of water body, average annual concentrations of
phosphorus (0.348 mg/l) and nitrogen ( 0.062 mg/l):

the flux quantity of the bottom sediments in the water is 35 mg N/m2 day;
the internal load of nitrogen for the Gulf of Taganrog is 67.7 × 103 t/year;
the size of the diffusion flux of phosphorus in the waters of the Gulf of Taganrog
is 25.5 mg P/m2 day;
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the internal load of phosphorus for the waters of the Gulf of Taganrog is 4.93
t/year;
the external load of the Gulf of Taganrog is defined by the Don River runoff and
the sewage;
the external load of phosphorus is 4580 tons per year,
the external load of nitrogen is 25,559 tons per year;
the size of the internal nitrogen load is 67,700 tons per year,
the size of the internal phosphorus load is 4930 tons per year;
the overall nitrogen load is 93,259 tons per year;
the overall phosphorus load is 9510 tons per year.

Thus, in spite of the fact that the calculation of the intake of nitrogen and phos-
phorus to the water area of the Gulf of Taganrog is made with a reserve, the size of
the internal nitrogen and phosphorus loads of the water is represented rather high
and has to be considered at calculations of the eutrophication processes.

The factors of the overall biogenous load that can change the current state of
the waters of the Gulf of Taganrog are absent at present. No measures to reduce
phosphorus and nitrogen loads are carried out.
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Manifestation of Downward Solar
Radiation Flux in the Variability of Sea
Ice Concentration and Krill Fishery
in the Antarctic

A. A. Bukatov and M. V. Babiy

Abstract The investigation of the correlation between the sea ice concentration
and the downward solar radiation flux was made on the base of NCEP data from
1982 to 2016. The regional distribution of the correlation coefficients is analyzed
and areas with high correlation are identified. The calculation and analysis of the
temporal trends of downward solar radiation flux and sea ice concentration has been
carried out. The relationship between annual total values of downward solar radiation
flux and the annual catch capacity of Antarctic krill in subareas 48.1–48.3 of the
Convention of the Conservation of Antarctic Marine Living resources was estimated
for period from 1993 till 2016.

Keywords The Antarctic · Sea ice · Sea ice concentration · Downward solar
radiation flux · Antarctic krill

1 Introduction

Climate changes in recent decades are among the most important problems of our
time. The processes occurring in the Polar Regions have an impact on the regional
climate and the planet as a whole (Baidin and Meleshko 2014; Frolov et al. 2010;
Lagun et al. 2010; Ionov and Lukin 2017; Turner et al. 2016). The presence in these
regions of such an important indicator that responds to climate fluctuations, such
as sea ice, makes it possible to assess the manifestation of these changes due to
various feedbacks (Bukatov et al. 2016). Its dynamics leads to a change in the sea
surface properties, which affects on the interaction between Ocean and Atmosphere
(Bukatov et al. 2016; Eremeyev et al. 2013; Gudkovich and YeG 2002; Shuleikin
1968).

The intensity of the energy processes in the Southern Polar Region is largely
determined by the heat flux from the Sun and the conditions of the underlying surface,
which is especially evident in the conditions of the Polar day and night (Frolov et al.
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2010; Borisenkov 1970). As a result, this leads to variability in the formation and
growth of ice, its spatial distribution, as well as in the appearance of zones with weak
ice concentration and open water. This in turn affects on the time and fishing of the
bioresources in the Antarctic, one of the richest regions of the World Ocean (Petrov
2016).

In this paper, a study was made of the correlation between the downward solar
radiation flux and the sea ice concentration on a climatic scale, and their trends were
estimated. The results of the analysis of the relationship between the fluctuations of
the annual total values of the downward solar radiation flux and the annual catch
of Antarctic krill in Subareas 48.1–48.3 of the Convention of the Conservation of
Antarctic Marine Living Resources (CAMLR Convention) are presented.

2 Method and Data

Research is executed on the basis of NCEP data from 1982 to 2016 by sea ice
concentration at 1° grids in the Antarctic (http://nomad1.ncep.noaa.gov) and down-
ward solar radiation flux (W/m2) at the surface level of the Earth (https://www.esrl.
noaa.gov) reduced to 1° grids using spline interpolation. Also it’s used data of catch
of Antarctic krill in tons per year from 1993 to 2016 for Subareas 48.1, 48.2, 48.3
(https://www.ccamlr.org/en/fisheries/krill).

To assess the relationship between sea ice concentration and downward solar radi-
ation flux a correlation analysis of detrended data series is performed and correlation
coefficients being significant at the level of 95% are determined for each one-degree
grid node for the considered time period. Their significance was determined by the
magnitude P of the probability of correlation absence within the confidence interval
(Bendat and Piersol 1974). For the correlation coefficients values given in the text
P ≤ 0.05. The investigation area is bounded from the south by Antarctica and from
the north by 50°S. The calculation and analysis of linear trends of downward solar
radiation flux and sea ice concentration in the Antarctic for the period from 1982 to
2016 has been performed.

For Subareas 48.1, 48.2, 48.3 of the CAMLR Convention a cross-correlation
analysis was made between the detrended series of annual total values of downward
solar radiation flux and the annual capacity of caught Antarctic krill for the period
1993–2016. Previously in each 1° grid the total value of the downward solar radiation
flux was found for each year from the period under consideration.

3 Analysis of Results

It is known that the best coordination of the intra-annual cycle of sea ice concentration
is manifested with the determination of the natural seasons duration in the Antarctica
as follows: winter from April to September, spring from October to November,

http://nomad1.ncep.noaa.gov
https://www.esrl.noaa.gov
https://www.ccamlr.org/en/fisheries/krill
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summer from December to January, autumn from February till March (Bukatov
et al. 2016). This is connected, among other things, with the phenomenon of the
Polar night and the Polar day, when the Sun mainly does not rise above the horizon
or it is not hidden behind it. The Polar day in the Antarctic lasts from the end of
September to March, and the Polar night from April to September.

In Fig. 1 shows the intra-annual climatic spatial distribution of the correlation
coefficients (R) between the sea ice concentration and the downward solar radiation
flux. The color scale characterizes the value ofR and the numbers indicate themonths.
It is seen that in February, a month with a minimum area of floating ice, a direct
correlation with R > 0.6 appears in the western Antarctic mainly. Maximum R ~ 0.81
are in theWeddell Sea. InMarch, with the beginning of the ice accumulation process,

Fig. 1 Distribution of correlation coefficients R between sea ice concentration and downward solar
radiation flux
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the areas of interaction with large positive R significant on the 95% confidence
interval remain the same, but their area begins to expand. The intra-annual climatic
distribution of P ≤ 0.05 values in the region, characterizing the significance of R, is
presented in Fig. 2.

The influence of the Polar night on the Southern Ocean begins to appear in April
and gradually increases by June (Fig. 3). Consequently, areas with sea ice, where

Fig. 2 Distribution of probability values of correlation absence P between ice concentration and
downward radiation for P ≤ 0.05
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Fig. 3 Intra-annual climatic distribution of downward solar radiation flux. The color scale
characterizes the value of downward solar radiation flux. The numbers indicate the months

solar radiation on the surface is not equal to zero, are removed from the coast from
month to month. For example, the value of downward solar radiation flux at the
latitude of the Polar circle in these months varies from 35 W/m2 to 0. During this
period, intensive formation of sea ice (see Fig. 1 in (Eremeyev et al. 2013)) is caused
by cooling conditions, mainly due to the lack of illumination of high latitudes of the
Southern Hemisphere. Step-by-step from the coastal waters of Antarctica, areas with
significant correlation coefficients shift to the north. This is especially visible in the
Weddell, Lazarev, Bellingshausen, Amundsen and Ross Seas. Maximum R ~ 0.83
are located in a wide band along the ice sheet edge. Despite the fact that the unlighted
region of the Southern Ocean almost completely disappears by September, in July,
August and September the R ≈ 0.8 values are located closer to the outer edge of
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the ice sheet surrounding Antarctica. In this band ice is located with a concentration
of 80% or less. The downward solar radiation flux in September at the latitude of
Antarctic Circle is ≈ 90 W/m2.

In October, when the Polar day has already come, the ice begins to decrease with
concentration close to 100%. At the latitude of the Polar circle, the value of down-
ward solar radiation reaches 225 W/m2. The outer ice boundary is slightly deformed
and retreats towards the coast. However, better consistency between concentration
and solar radiation (R > 0.7) remains on the periphery of the ice sheet in areas of
weak concentration and influence of the Antarctic circumpolar current (Sokolov and
Rintoul 2009). The heat of solar radiation is spent on the melting of sea ice, which
leads to a decrease in the concentration.

In November, with beginning of intensive ice melting, the sea ice area increases
with a concentration from 60 to 80%. The areas of significant correlation coefficients
with large values located along the perimeter of the ice massif expand in the direction
of the Antarctica coast. The total space of areas with high correlation in this month
is maximal.

In December and January, the months of intense sea ice destruction, the best
connection between ice concentration and downward solar radiation is observed
on a large part of the Weddell Sea and in certain areas of the Amundsen Sea, and
in January in the D’Urville Sea too. Here there is a direct relationship with R ~
0.83 in December and with R ~ 0.7 in January. The maximum values of downward
radiation at the Polar circle latitude are 380 and 340W/m2 for December and January
respectively.

The linear trends calculation of downward solar radiation flux showed that not all
areas with high correlation coefficients between ice concentration and of downward
solar radiation flux coincide with areas of large trends. In the intra-annual climatic
distribution of the Polar region under consideration, a geographically stable region
with a significant positive trend has been present in the Somov Sea for five months
(fromDecember to April). In Fig. 4 shows the increment of downward solar radiation
flux in the region over 10 years during 1982–2016. The color scale characterizes the
value of the increment of downward solar radiation. The numbers indicate the ordinal
number of the month. It seen that the maximum increment is observed in December
in the Somov Sea and the eastern part of the Ross Sea. Large values of sea ice
concentration trends also coincide with the Somov Sea. In addition to this area, they
are found from June to November at the outer edge of the ice mass, and in February
and March in the Weddell Sea. In these regions determinates the largest R between
ice concentration and solar radiation. In addition to the positive trends of the sea ice
concentration, there are areas with a negative trend. They are located in the western
Antarctic in theBellingshausen andAmundsen Seas from January toMay essentially.

The forecast and assessment of the ice situation in the SouthernOcean is important
for the active development of biological resources in theAntarctic Seas. In connection
with the above-shown spatiotemporal relationship between downward solar radiation
flux and sea ice concentration, a correlation analysis was made between downward
solar radiation flux and the catch capacity of Antarctic krill, which is a promising
commercial target. The traditional areas of the krill fishery are located near the South
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Fig. 4 The increment of downward solar radiation flux over 10 years in a period 1982–2016

Shetland Islands on theAntarctic Peninsula (Subarea 48.1), the SouthOrkney Islands
(Subarea 48.2) and Fr. South Georgia (Subarea 48.3) in the Atlantic sector of the
Antarctic (Petrov 2016; Sologub and Bizikov 2017).

From the obtained correlation dependences it follows that for the three considered
Subareas (48.1, 48.2, 48.3), between the annual total values of the downward solar
radiation and the annual capacities of krill catch, there is a direct correlation with
R ~ 0.77, 0.79, 0.86 respectively. When calculating the cross-correlation functions
of detrended series it was established that in Subarea 48.1 there is direct correlation
between the catch capacity of krill and the changing in total downward radiation
with maximum R ~ 0.68 with shift one year. In Subarea 48.2, inverse correlation
is determined with maximum R ~ −0.67 with time shift one year too. In Subarea
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Fig. 5 Location of the areas of maximum correlation coefficients R between an annual total value
of downward solar radiation flux and the annual catch of Antarctic krill. Numbers denote Subareas
in accordance with CAMLR Convention

48.3, inverse correlation was observed with a response to changes in total downward
radiation in the krill catch capacity after 5 years with R ~ −0.57. All correlation
coefficients are significant at the 95% confidence interval. Note that on the calculated
cross-correlation functions can be traced 11 year solar cycle (Schwabe Cycle) and a
cycle of about 3 years. The geographical location of the regions with a high cross-
correlation in the Subareas under consideration is presented in Fig. 5.

4 Conclusion

The analysis of the relationship between sea ice concentration and downward solar
radiation flux for the period 1982–2016 has been performed. An intra-annual climatic
regional distribution of the correlation coefficients between ice concentration and
downward solar radiationflux significant at the 95%confidence interval is obtained. It
is shown that in theWeddell Sea, the regionswith themaximumsignificant correlation
coefficients ~ 0.83, 0.68, 0.81, 0.75 are determined in December, January, February
andMarch respectively. During the period of intensive sea ice formation (Polar night)
regions with R≈ 0.8 are shifted northward and located closer to the outer edge of the
ice sheet surrounding Antarctica. From April to September, this dynamic is clearly
visible in the Weddell, Lazarev, Bellingshausen, Amundsen and Ross Seas.

An analysis of calculated trends of downward solar radiation flux and sea ice
concentration showed that a geographically stable region with a significant positive
trend from December to April is present in the Somov Sea.

Investigation of the relationship between the annual total values of downward
solar radiation flux and the annual catch capacities of Antarctic krill in the consid-
ered Subareas showed a high correlation. Significant R ~ 0.68, −0.67, −0.57 were



Manifestation of Downward Solar Radiation Flux … 39

obtained on the 95% confidence interval for the Subareas 48.1, 48.2, 48.3 respec-
tively. The response of the amount of krill caught during the year to changes of the
value of the annual total downward radiation is manifested across one year (Subareas
48.1, 48.2) and after 5 years (Subarea 48.3).
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Estimation of Waters Vertical Structure
in the Barents and Kara Seas

A. A. Bukatov , E. A. Pavlenko , and N. M. Solovei

Abstract Investigation of the features of spatial-temporary distribution of theBrunt-
Väisäla frequency maximum and its occurrence depth in the Barents and Kara Seas
is considered on the basis of the World Ocean Atlas 2013 reanalysis for the period
1955–2012 with 0.25°× 0.25° grid. The regional features of the vertical structure of
the buoyancy frequency are revealed. Correlations between intra-annual variability
of the Brunt-Väisäla maximum frequency and climatic indexes are investigated.

Keywords Arctic · Barents Sea · Kara Sea · Brunt-Väisäla frequency · Vertical
water structure ·Water stability

1 Introduction

Climate change occurring in the modern epoch is especially noticeable in the Polar
Regions, the most sensitive to changes in hydrometeorological conditions and in
turn having a serious impact on regional and global climate processes (Frolov et al.
2010; Matishov 2008). In recent decades, in the Arctic region there are significant
fluctuations in the area of sea ice and an increase in surface air temperature, also
changes in the vertical structure of the upper Ocean layer are observed (Frolov et al.
2010; Bukatov et al. 2017; The second estimating report on climate changes and
their consequences in the territory of the Russian Federation 2014; Tsaturov and
Klepikov 2012). The Barents and Kara Seas are the two most western seas of the
Russian Arctic. They are separated by the Novaya Zemlya archipelago, which serves
as a barrier on the way from the Atlantic of warm air masses and warm and saline
Ocean waters. Owing to the North Cape Current a significant part of the Barents
Sea area from the coast to 75° N does not freeze. The Kara Sea is climatically more
severe than the Barents Sea: it is covered with ice completely or over a large area
(Bukatov et al. 2017; Dobrovolsky and Zalogin 1982; Karklin et al. 2017).
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A major role in the hydrological regime formation of the Arctic seas is played by
the flow of fresh continental waters. The river flow of the Barents Sea is small relative
to the area of the sea, its maximum is observed at the end of spring. The Kara Sea has
about 55% of the total fresh water which flow into all seas of the Siberian Arctic. It is
considerably higher than the volume of river water entering in the Barents Sea. The
maximum of river water in the Kara Sea is noted at the end of summer—beginning
of autumn. Almost half of the sea area is under the influence of continental waters
(Dobrovolsky and Zalogin 1982).

The most important characteristic of the hydrological regime is vertical stratifi-
cation. A comprehensive study of the vertical structure of the Barents and Kara Seas
waters is relevant for understanding of the functioning of their ecosystems, as well
as ensuring the sustainable economic development of the Russian Arctic. Climatic
conditions, the presence of currents, continental runoff and composite bottom relief
contribute to the appearance of features of the water vertical structure. The indi-
cator characterizing the stratification of the water column is the buoyancy frequency
(the Brunt-Väisäla frequency), which is also called the frequency of stratification. It
expresses the magnitude of stability and it is a fundamental variable in the dynamics
of a stratified fluid. The shape of the vertical profile of the buoyancy frequency is
an indicator of the presence of certain water masses and the intensity of various
hydrodynamic processes (Sherstyankin and Kuimova 2009).

The purpose of thiswork is to study the spatial-temporary variability of the vertical
structure of the Brunt-Väisäla frequency in the Barents and Kara Seas.

2 Method and Data

The study was carried out on the base of World Ocean Atlas 2013. The calculations
used the values of temperature and salinity obtained for the time period 1955–2012 in
the 0.25°× 0.25° grid with a step of 5 m in depth to the horizon of 100 and 25 m—to
the horizon 150 m (Locarnini et al. 2013; Zweng et al. 2013). Field of study is from
16° to 105° E and from 66° to 82° N.

According to monthly average data on temperature and salinity the density was
calculated. The obtained density arrays were checked for the presence of inversions.
If necessary theywere corrected by replacing the inversion valueswith values interpo-
lated over neighboringhorizons (Artamonov et al. 2004).Basedon the formeddensity
arrays the buoyancy frequency (N) was calculated. The maximum Brunt-Väisäla
frequency by depth (Nmax(z)) was determined and its occurrence depth (HNmax(z))
too. To identify consistency between the maximum of Brunt-Väisäla frequency
and climatic indices NAO (North Atlantic Oscillation), SOI (Southern Oscillation),
AO (Arctic Oscillation), TDO (Pacific Decade Oscillation) (https://www.cpc.ncep.
noaa.gov/products/site_index.shtml), GSNW (Gulfstream Current Index) (https://
web.pml.ac.uk/gulfstream/data.htm) the calculations of the correlation coefficients
RNmax~NAO, RNmax~SOI, RNmax~AO, RNmax~TDO, RNmax~GSNW were made.

https://www.cpc.ncep.noaa.gov/products/site_index.shtml
https://web.pml.ac.uk/gulfstream/data.htm
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3 Analysis of Results

To characterize the horizontal distribution of the waters stability of the Barents and
Kara Seas the maps of the geographical distribution of the monthly mean climatic
values of themaximum of the Brunt-Väisäla frequency and its occurrence depth were
obtained. Analysis of the maps for the cold months shows that in these months the
waters stability of the Barents Sea is small or close to an unstable state. The values
of the maximum of buoyancy frequency of in the Kara Sea are times higher than
Nmax(z) in the Barents Sea. As an illustration, the map of the spatial distribution of
Nmax(z) in the Barents and Kara Seas in the coldest month (February) of the year in
this region is presented (Fig. 1).

The geographical distribution of the Brunt-Väisäla frequency maximum in the
Barents and Kara Seas in June is presented in Fig. 2. It is seen, that in June waters
with maximum stability are located in the coastal areas: along the northeast coast of
the Kola Peninsula and the western coast of the Yamal Peninsula, in the mouth areas
of the Ob and Yenisei. The central part of the Barents Sea is occupied by waters with
small values of Nmax(z) (less than 5 cycles/hour). To the north of 75 parallel, the
maximum of buoyancy frequency rises to 10 cycle/hour. The central part of the Kara
Sea is also occupied by waters with relatively low values of Nmax(z). From 75° to
80° N the values of the Brunt-Väisäla frequency maximum are about 15 cycles/hour.
The increased stability in June in the southern part of the Barents and Kara Seas is
due to the influx of fresh continental waters creating a salinity gradient in the coastal
zone. Surface heating also creates a temperature gradient at this time of the year, but it
does not have such a large effect on stability which has a salinity gradient (Timofeev
1946). The high stability of the waters in the Barents Sea in June to the north of the
75th parallel is caused exceptionally by the salinity gradient which is result of the ice
melting. The low stability in the central part of the Barents Sea (contour of Nmax(z)
= 5 cycle/hour) is explained by the fact that the Atlantic waters of the North Cape

Fig. 1 The distribution of the maximum of the Brunt-Väisäla frequency (cycle/hour) in the Barents
and Kara Seas in February
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Fig. 2 The distribution of the maximum of the Brunt-Väisäla frequency (cycle/hour) in the Barents
and Kara Seas in June

Current, which have high salinity and temperature, pass through here. While these
waters moving eastward they are cooled which leads to an increase in density and to
a smoothing of the difference in density between the layers (Timofeev 1946).

The relatively low values of the buoyancy frequency maximum in the central part
of the Kara Sea in June are due to the fact that the coastal waters desalinated by river
flow have not yet spread far to the north.

Stability in July increases over the entire area of the Seas (Fig. 3). Especially large
increase is observed in the southeastern part of the Barents Sea (in the southern tip of
Novaya Zemlya) and the southwestern part of the Kara Sea (the western coast of the
Yamal Peninsula), the deltas of the Ob and Yenisei Rivers, and the Pyasinsky Bay.
The rise in water stratification in these zones is explained by the increase in the flow
of Siberian Rivers. The increase in stability from June to July in the central part of the

Fig. 3 The distribution of the maximum of the Brunt-Väisäla frequency (cycle/hour) in the Barents
and Kara Seas in July
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Fig. 4 Annual variation of the Brunt-Väisäla frequency maximum in a Kola (32° E), b Yamal
(73° E) meridians

Barents Sea is primarily due to the more intensive influx of freshened waters from
the north to this region, as well as by the weaker surface cooling of warm Atlantic
waters coming from the west.

The distribution of the buoyancy frequency maximum in August–September over
theBarents andKara Seas remains the same as in July, although the values ofNmax(z)
changes.

In order to assess and compare the annual behavior of sustainability in the Barents
and Kara Seas, graphs of the climatic intra-annual variability of the Brunt-Väisäla
frequency maximum at the Kola (32° E) and Yamal (73° E) meridians were created
(Fig. 4a, b). From the presented Figures it can be seen that the highest values of water
stability on the Kola meridian occur in May–September and can reach 15 cycle/hour
in the region of 70° N and 17 cycle/hour in the region of 78° N. The maximum
stability at 70 parallels is due to the May river flow, at 78° N—intense ice melting in
August. The maximum values of Nmax(z) on the Yamal meridian are observed from
June to October and can be 85 cycle/hour in the region of 73° N (influence of the
river Ob flow). Such a significant excess of Nmax(z) in the Kara Sea over Nmax(z)
in the Barents Sea is due to the difference in the flow of fresh continental waters.
River flow in the Barents Sea is about 163 km3 per year; in the Kara Sea is about
1300 km3 per year (Dobrovolsky and Zalogin 1982).

For a quantitative characteristic of the waters stability fluctuations of the Barents
and Kara Seas, the average value of the Brunt-Väisäla frequency

(
Nmax(z)

)
and the

average occurrence depth of the maximum on the meridional sections
(
HNmax(z)

)

were calculated (Figs. 5 and 6). The values Nmax(z) and HNmax(z) are obtained
as arithmetic averages on sections.

It seen that the maximum stability in the Barents Sea comes in July–August,
and in the Kara Sea in August–September. In the zone of influence of the Ob and
Yenisei Rivers, the values of Nmax(z) reach 40–45 cycle/hour, and in the Barents
Sea Nmax(z) does not exceed 10–12 cycles/hour. In addition, there is one more of
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Fig. 5 The average along the meridian buoyancy frequency maximum

Fig. 6 The average along the meridian occurrence depth of the buoyancy frequency maximum

stability maximum in November in the meridional sector 70–80° E. In October, in
the Kara Sea with the beginning of the process of ice formation, stability decreases
everywhere. In November, with the formation of an ice cover, the river waters begin
to spread in the under-ice horizons. It is leads to an increase in stability in the mouths
of the Ob and Yenisei. From Fig. 6 it can be seen that in summer the layer of density
jump rises to the surface, and in winter it deepens. In summer, the average depth of
the pycnocline is 20–25 m in the Barents Sea and 10–15 m in the Kara Sea. In winter,
the average depth of the density jump layer reaches 100 min the Barents Sea and
40 min the Kara Sea. The calculated correlation coefficient between the average for
themeridian of the buoyancy frequencymaximumand the average for themeridian of
occurrence depth of the density jump layer is equal to−0.7. This indicates that there



Estimation of Waters Vertical Structure in the Barents … 47

is an inverse relationship between Nmax(z) and HNmax(z): the large (summer)
values of the density gradient are observed at shallow depths (10–25 m), and vice
versa, the small values (winter) at relatively large depths (40–100 m).

The intra-annual variability of the average value of the buoyancy frequency
maximum and the depth of its occurrence by sectors are shown on Fig. 7. Sector
1—20°–50° E (Barents Sea), sector 2—50°–70° E (Novozemelsky district), sector
3—70°–100° E (Kara Sea). It is seen from the figures that in the Barents Sea, the
maximumof thewaters stability is reached inAugust, in theNovaya Zemlya sector—
in July and November, in the Kara Sea—in September and November. At the same
time, the differences in the annual behavior of sustainability associated with the
regional features of the hydrological waters structure are clearly visible. Average
values of the buoyancy frequencymaximum in theBarents Sea are relatively small (4–
12 cycles/hour), in the Novaya Zemlya region they are already 8–22 cycles/hour, and
in the Kara Sea—16–34 cycles/hour. The minimum occurrence depth of Nmax(z)
is observed in July: in the Barents Sea it is 19 m, near Novaya Zemlya—10 m, in the
Kara Sea—12 m.

For a more detailed analysis of the vertical structure of the Barents and Kara Seas
density field, horizontally averaged Brunt-Väisäla frequency profiles were created
in the physiographic regions proposed in Gorbatsky (1970). In the Barents Sea 5
areas are allocated: (1) Southwest or Medvezhinsky; (2) Northwest or Spitsbergen;
(3) North; (4) Northeast; (5) Southeast or Kolguevo-Vaigachsky (Fig. 8).

The basis for allocate of the Southwest region is the influence of the North Cape
Current, which is decisive in climate forming and the hydrological regime of this
part of the Barents Sea. Northwest and North regions are considered as regions of
the Arctic Zone. The Northeast region is influenced by the Atlantic waters. It is
characterized by a maritime climate with anomalously mild for high latitudes winter.

Fig. 7 Intra-annual variability of the average value of the buoyancy frequency maximum (a) and
its occurrence depth (b) by sectors: curve 1—sector 20°–50° E, curve 2—sector 50°–70° E, curve
3—sector 70°–100° E
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Fig. 8 Averaged profiles of Brunt-Väisäla frequency in the regions of the Barents Sea: 1—South-
west, 2—Northwest, 3—North, 4—Northeast, 5—Southeast

In a relatively shallow Southeast region there is a vast waters zone with low salinity,
formed under the influence of the Pechora River flow (Gorbatsky 1970).

In the Kara Sea 4 regions are allocated: (6) Southwest, (7) Northwest, (8) Central,
(9) North (Fig. 9). The boundaries of the regions are given approximately. In the
southwestern part the Kara Sea is affected by warmer and saltier Barents Sea waters
through the straits of the Yugorsky Shar, the Karsky Gates, what is the basis for
allocate the Southwestern region.

The hydrological regime of the Northwest region of the Kara Sea is formed under
the influence of the Barents Sea waters (Matochkin Strait) and waters of the Ob
and Yenisei. Desalination of the surface layer by river water affects on hundreds of
kilometers north of river mouths. The hydrological regime of the Central region of
the Kara Sea is affected by the runoff of the Siberian Rivers (Ob, Yenisei, Pyasina).
More salty and warmer Atlantic waters penetrate into the North region of the Kara
Sea through the troughs of St. Anne and Voronin between the Franz Josef Land and
Novaya Zemlya (Petrov 2008).
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Fig. 9 Averaged profiles of the Brunt-Väisäla frequency in the Kara Sea regions: 6–Southwest,
7—Northwest, 8—Central, 9—North

The vertical structure of the buoyancy frequency space-averaged in the Barents
Sea is shown in Fig. 8. It can be seen that in each of the selected areas the vertical
structure of the buoyancy frequency has regional features. Thus, the structure of the
Southwest (1) andNorthwest (2) regions is of the same type (zone ofAtlanticwaters):
the density jump layer is expressed from July to October, the occurrence depth of
Nmax(z) is 20–30 m in summer and 40–50 m—in the autumn. In the North region
(3) the seasonal density jump layer is practically not observed in the winter months.
In spring, summer and autumn, seasonal pycnocline is distinctly, Nmax(z) values
can exceed 10 cycle/hour, HNmax(z) is 30–60 m. A constant pycnocline is traced
at a depth of 90–110 m, values Nmax(z) here are 3–5 cycle/hour. In the Northeast
region of the Barents Sea (4) the stability in winter and spring is close to indifferent,
from July to September a mild pycnocline is traced: the Nmax(z) values at a depth
of about 30 m do not exceed 3 cycles/hour. At the same time throughout all the year
at the depth of about 100 m there is a slight constant density jump, which is most
distinctly in winter. In the Southeast (5) district, seasonal pycnocline is traced from
May to October.

On Fig. 9 the profiles of averaged values of the Brunt-Väisäla frequency in the
Kara Sea is shown. It is seen that in the Southwest (6) and Northwest (7) regions, the
density jump layer persists throughout the year. In May–June a seasonal pycnocline
begins to form. From June to December the layer of density jump is distinctly.
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The average values of the Brunt-Väisäla frequency reach 30 cycles/hour. The
occurrence depth of the averaged Nmax(z) is 15–20 m. The Brunt-Väisäla frequency
profile in regions 6, 7, 8 has a special view in September. At a depth of about 15 m
there is a decrease of N and then at 20–25 m, the buoyancy frequency reaches its
maximum. Perhaps this is due to the beginning of the processes of convective mixing
and ice formation in the zone of water low salinity.

To assess the consistency of the maximum of the Brunt-Väisäla frequency
with climate indices the correlation coefficients between Nmax(z) and NAO, SOI,
AO, TDO, GSNW (RNmax~NAO, RNmax~SOI, RNmax~AO, RNmax~TDO, RNmax~GSNW) were
obtained (Fig. 10). At a 90% confidence interval significant valuesR > 0.497 (Brooks
and Karuzers 1963). It is obtained, that between the maximum of the Brunt-Väisäla
frequency and the North-Atlantic Oscillation index a positive correlation is observed
on the large part of theBarents Sea (Northeast physiographic region)with amaximum
correlation coefficient of 0.9. In the Kara Sea near the northern tip of Novaya Zemlya
and at the mouth of the Ob RNmax~NAO reach ~0.8. There is a positive correlation
between Nmax(z) and AO in the North physiographic region of the Barents Sea with
RNmax~AO ~ 0.8 and negative correlation in the North and Central regions of the Kara
SeawithRNmax~AO ~−0.7. In theNorth region of theBarents Sea and in theNorth and
Central regions of the Kara Sea, there is a negative correlation between Nmax(z) and
SOI, Nmax(z) and TDO. The values of RNmax~SOI, RNmax~TDO reach ~−0.9. A posi-
tive correlation is observed between Nmax(z) and GSNW in the North and Central
regions of the Kara Sea with maximum values of RNmax~GSNW ~ 0.9.

4 Conclusions

Based on thermohaline data for the period 1955–2012 with a resolution of 0.25° ×
0.25°, the features of the spatial-temporary distribution of the buoyancy frequency
maximum and its occurrence depth in the Barents and Kara Seas were studied.
Regional peculiarities of the vertical structure of Brunt-Väisäla frequency are
revealed. The correlation relationships of the intra-annual variability of the buoy-
ancy frequency maximum with climatic indices: NAO, SOI, AO, TDO and GSNW
were studied.

It is shown, that the values of the buoyancy frequency maximum in the Kara Sea
are several times higher than Nmax(z) in the Barents Sea, due to the difference in the
volume of freshwater flow of continental waters.

It was revealed that the maximum waters stability in the Barents Sea comes in
July–August, in the Kara Sea—in September, November. These months the averaged
over the meridian values of the buoyancy frequency maximum in the Barents Sea is
10–12 cycles/hour, in the Kara Sea—35–40 cycles/hour.

It is established, that between themaximumof theBrunt-Väisäla frequency and the
occurrence depth of the density jump layer there is distinctly relationship with R ~−
0.7. The large (summer) values of Nmax(z) are observed at relatively shallow depths
(10–25 m), and vice versa, the small (winter) values—at large depths (40–100 m).
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Fig. 10 Regional distribution of correlation coefficientsNmax(z) with climatic indices: NAO, SOI,
AO, TDO and GSNW
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It is shown, that betweenNmax(z) andNAO,Nmax(z) andAO there is a significant
positive correlation in the North and Northeast regions of the Barents Sea. The
correlation coefficients reach ~0.8. There is a positive correlation with a maximum
coefficient ~0.9 betweenNmax(z) and GSNW in the North and Central regions of the
Kara Sea. In the North region of the Barents Sea, in the North and Central regions of
the Kara Sea there is a negative correlation relationship between Nmax(z) and SOI,
Nmax(z) and TDO with R ~ −0.9.
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Variational Identification
of the Underwater Pollution Source
Power

Sergey Vladimirovich Kochergin and Vladimir Vladimirovich Fomin

Abstract This article is devoted to the development of a variational procedure for
identifying the rate of water discharge at the outlet of an underwater source, as well
as the analysis of the sensitivity of the algorithm to the level of random noise in
the measurement data. The estimation of the input parameters of the problem was
carried out on the basis of the iterative procedure of minimization of the quadratic
functional. As a result of numerical experiments, the efficiency of the linearization
algorithm is shown.

Keywords Functional minimization · Parameter identification · Linearization
method · Numerical simulation · Problem in variations · Measurement data
assimilation

1 Introduction

The ecology situation in marine coastal zones is highly dependent on the damping of
pollutants from underwater sources. Data about the state in the water area of source
can be obtained on the basis of mathematical modeling and assimilation of contact
and remote measurement data (Bondur and Grebenyuk 2001; Bondur 2005, 2011).

Due to implementing numerical models, the problem of identifyingmodel param-
eters from measurement data naturally arises. Known methods of searching for
optimal parameters consist of minimization of cost functions, which determine the
residuals between values of concentration and measurement data. One of the effec-
tive procedures for finding optimal parameters is the estimation algorithm based on
the linearization method (Alifanov et al. 1988; Gorsky 1984).
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The purpose of this work is to build and test the variational procedure for finding
the input parameters of the transfer model. The paper uses a dynamic model (Ivanov
and Fomin 2016), in which the parameter to be identified is the flow rate (wp) at the
vent of the underwater source. In work (Kochergin and Fomin 2019) identification
of pollution concentration (Cp) for the investigated model is made.

2 Dynamic Model

With the help of baroclinic nonlinear model (Ivanov and Fomin 2008, 2016; Bondur
et al. 2018) fields of velocity, impurity concentration, temperature and salinity was
calculated. The three-dimensional equations of ocean dynamics in σ -coordinate with
the Boussinesque approximation and hydrostatics approximations have following
form (summation is assumed by repeated indices α and β from 1 to 2):

∂

∂t
(Duα) + �uα + εαβ f Duβ + gD

∂η

∂xα

+ DBα = ∂

∂xβ

(
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∂σ

(
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∂uα

∂σ

)
,

(1)

∂η
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+ ∂
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(Duα) + ∂w∗
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= 0, (2)

∂
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(
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∂

∂t
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(
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(
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ρ0

⎛

⎝ ∂
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ρ
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ταα = 2AM
∂uα

∂xα

, ταβ = τβα = AM

(
∂uβ

∂xα

+ ∂uα

∂xβ

)
, (8)

where (x1, x2) = (x, y); σ—vertical coordinate, varying from −1 to 0; D = h0 +
η—dynamic depth; AM , KM , AT , KT , AS , KS , AC , KC—coefficients of turbulent
viscosity and diffusion; ταβ—components of the turbulent stress tensor; f—Coriolis
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parameter; g—acceleration of free fall;ρ0—averagewater density; εαβ = 0 atα = β;
ε12 = −1; ε21 = 1.

The required variables of the system (1)–(8) are: (u1, u2) = (u, v)—horizontal
velocity components, w∗—normal to the surface σ = const of the flow velocity
component,fields T, S, C and the field of seawater density ρ.

On a free surface σ = 0, the boundary conditions have the form:

w∗ = 0,
KM

D

∂uα

∂σ
= 0,

KT

D

∂T

∂σ
= 0,

KS

D

∂S

∂σ
= 0,

KC

D

∂C

∂σ
= 0. (9)

Boundary conditions at the bottom outside the source (σ = −1, x �= xp, y �= yp)
are written as follows:

w∗ = 0,
KM

D

∂uα

∂σ
= μ|u|uα,

KT

D

∂T

∂σ
= 0,

KS

D

∂S

∂σ
= 0,

KC

D

∂C

∂σ
= 0, (10)

where |u| =
√
u21 + u22, μ—the bottom friction coefficient.

At the bottom in the outlet area (σ = −1, x = xp, y = yp) boundary conditions
can be written as (Bondur et al. 2018):

w∗ = wp,
KM

D

∂uα

∂σ
= μ|u|uα, (11)

wpT − KT

D

∂uα

∂σ
= wpTp, wpS − KS

D

∂S

∂σ
= wpSp, wpC − KC

D

∂C

∂σ
= wpCp.

(12)

Initial conditions have the following form:

u = U0, v = w = 0, η = 0, T = T0(σ ), S = S0(σ ),C = 0. (13)

Here u, v, w—components of the velocities along x, y, σ respectively; U0 is a
constant depth rate of background currents; T, S—the temperature and salinity of
water; T0(σ )—background temperature distribution; S0(σ )—background distribu-
tion of salinity;C—concentration of contaminants Qp—water consumption; d—the
horizontal size of the source; wp = Qp/d2—the rate of outflow of water; Tp, Sp—
the temperature and salinity of the inflowing water; Cp—impurity concentration at
the exit of the source.

The numerical procedure for solving the system of equations is described in
detail in Ivanov and Fomin (2008). The Smagorinsky formula is used to calculate the
coefficients of horizontal turbulent diffusion (Smagorinsky 1963). Mellor-Yamada
model (Mellor and Yamada 1982) is used for determined the coefficients of vertical
turbulent viscosity and diffusion. Advective terms approximation in the model is
done on the basis of TVD schemes (Harten 1984; Fomin 2006).
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The model is implemented on a time period [0, t0] for a rectangular area � =
{0 ≤ x ≤ L , 0 ≤ y ≤ L , 0 ≤ σ ≤ L}; with a free surface and open lateral border.
By t > 0 at the bottom of the pool (σ = −1) in area �p begins to operate the
source of contamination with the following parameters: wp—the rate of outflow of
water from the source; Tp,Sp—the temperature and salinity of the flowing water;
Cp—concentration of impurity at the exit of the source.

3 Algorithm for Identifying the Rate of Flow
from the Outlet

Let we need to identify wp—the velocity of source flow. Method of linearization
(Alifanov et al. 1988) can be used for solving of this task. Following (Kochergin
and Kochergin 2017), we have identified in accordance with the model (1)–(13) the
problem in variations with constant AM , KT , KS , KC :
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in (14) the following designations are used:

δρ = δρ(T, S), depends on the type of function ρ = ρ(T, S)

δ�ϕ = ∂

∂xβ

(
Dδuβϕ

) + ∂

∂σ
(δw∗ϕ),

δ�ϕ = ∂

∂xβ

(
Duβϕ

) + ∂

∂σ
(δw∗ϕ),

δBα = g

ρ0

⎛

⎝ ∂

∂xα

D

0∫

σ

δρdσ ′ + σ
∂Dδρ

∂xα

⎞

⎠,

δταα = 2AM
∂δuα

∂xα

, δταβ = δτβα = AM

(
∂δuβ

∂xα

+ ∂δuα

∂xβ

)
. (15)



Variational Identification of the Underwater Pollution Source … 59

The model uses the boundary conditions, on a free surface:

δw∗ = 0,
KM

D
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∂σ
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D
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KS

D

∂δS
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= 0, (16)

outside the source at the bottom (σ = −1, x �= xp, y �= yp):
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= μ|u|δuα + μδ(|u|)uα,

KT

D

∂δT

∂σ
= 0,

KS

D

∂δS

∂σ
= 0,

KC

D

∂δC

∂σ
= 0

δ|u| = 1

2

(
u21 + u22
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at the bottom in the source area (σ = −1, x = xp, y = yp):

δw∗ = 1,
KM
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∂δC

∂σ
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Let the model (14)–(17) decided for period [0, t0] inside domain �. To fined the
optimal parameters of model we can find the minimum of cost function:

J = 1

2
〈P(RC − Cobs), P(C − Cobs)〉, (18)

where 〈a, b〉 = ∫ t0
0

˝
�
abd�dt—the scalar product; Cobs—the measured values of

C at the given points of the domain � at time moment t0; R—a projection operator
to the points of observations; P—the fill operator the residuals field with zeros in the
case of lack data measurements.

Let’s write the variable as follows:

C = C + δCwp

(
wp − w∗

p

)
, (19)

where C—some value of the concentration, and w∗
p—its value, to be determined.

From (19) in (18) we obtain:
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And due to condition ∂ J
∂Cp

= 0, we have:

w∗
p = wp + 〈P(RC − Cobs), PRV 〉

〈PRV, PRV 〉 (21)

If data is received from sea surface, formula (21) is also correct. In this case you
mast select necessary operators P and R.

The problem of numerical realization of the problem in variations even in the
approximation of constant coefficients AM , KT , KS , KC is quite difficult to solve.
Therefore, a simplified identification algorithm for wp based on the direct modeling
method is implemented. Variation δCp is determined by solving a series of basic
problems at different values wp near the true value wp = w∗

p by averaging over the
ensemble of realizations. After solving the main problem, the required value wp is
specified iteratively.

4 Numerical Experiments and Results

Numerical experiments were carried out for the coastal zone of the Sevastopol city in
the area of the Blue Bay, where urban sewage is mainly located. The computational
domain had a horizontal size L = 2 km, depth h0 = 30 m Fig. 1. Horizontally,
uniform rectangular grid was used with a step d = 20 m and vertically step equal
1 m was selected. The time step time was 5 s. On the western boundary of the

Fig. 1 Relative concentration of the mixture C (%) in the area of the underwater source at σ =
−0.3166 (z = −9.5 m)
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estimated domain (x = 0) was used conditions of the form 13. In the remaining fluid
boundaries conditions were used to smooth continue.

The center of the outlet was located at the point with coordinates: xp = 600 m;
yp = 1000 m. Horizontal size of the source in x, y axes was equal to the step of the
calculated grid d. It was meant that the water flowing from the source is zero salinity
(Sp = 0), and its temperature is equal to the ambient temperature, i.e. Tp = T0(−1).
The results of sounding in the area of underwater release were used as T0 and S0.
Due to Morozov et al. (2016), the value of U0 was taken to be 0.05 m/s.

Initially, a model calculation of the characteristics of the model with a given value
C∗

p is 0.05 kg/m3 was done. The spatial distribution of the polluted water field on a
fixed horizon is shown in Fig. 1. Here are the contours of the relative concentration
c = 100% ·C/C∗

p for a finite moment in time. Dimensionless horizontal coordinates
have the form x ′ = x/2d, y′ = y/2d. The horizon corresponds to the depth of the
layer of the jump inwhich the impurity ismainly concentrated. A detailed description
of the effect of sea water density stratification and background flow velocity on the
impurity field is given in Fomin (2006), Kochergin and Kochergin (2017).

Some numerical experiments was implemented to test the parameter wp identifi-
cation algorithm. It was believed that the measurements of all fifteen vertical profiles
C, at points arranged according to the scheme in Fig. 1, performed simultaneously
at t is 4 h. the results of recovery wp at different noise levels in the input data are
shown in Table 1. As you can see, at a noise level of 1.25% and below, the value
is restored almost exactly. The greatest decrease of the functional (18) occurs at
the first iterations. In this numerical experiment, information was absorbed from all
stations, including uninformative ones, located on the periphery of the pollution spot.
At assimilation of data from the stations located in the area of maximum values of
conditionality of the solved problem is improved that leads to improvement of the
received results.

Table 1 Results of recovery of the rate of water outflow from an underwater source at different
noise levels in the input data

r, kg/m3 Noise level 100% + r/C∗
p,% Restored wp,m/s Error recovery

100 ·
∣∣
∣1 − wp/w

∗
p

∣∣
∣,%

0.0000 0.0 34,991,985 × 10−3 0.0

0.00675 1.25 35,180,813 × 10−3 0.5

0.0125 2.5 38,568,601 × 10−3 10.2

0.0250 5.0 46,490,142 × 10−3 32.8
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5 Conclusions

Numerical experiments have shown reliable operation of the linearization method
when searching for the values of the identifiable parameters. In continuation of the
work (Kochergin and Fomin 2019), in which the concentration of pollution in the
source is determined, a variational algorithm for identifying the rate of entry of
polluted water into the basin is constructed and tested. The problem in variations
is constructed and the search for the solution of the problem in variations in the
simplest case is implemented. The proposed algorithm has a good convergence rate
and accuracy of recovery of the required parameter. The realized procedure can be
used for solving different ecological.

The work was carried out within the framework of the state task on the topic
0827-2018-0004 “Complex interdisciplinary studies of Oceanological processes that
determine the functioning and evolution of ecosystems of the coastal zones of the
Black andAzov seas” (“Coastal studies”) and supported by grantRFFI 18-45-920035
p_a.
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Analytical Solution of the Test
Three-Dimensional Problem of Wind
Flows

Vladimir Sergeevich Kochergin , Sergey Vladimirovich Kochergin ,
and Sergey Nikolaevich Sklyar

Abstract The paper considers an analytical solution for a three-dimensional model
of wind flows. Formulas for the vertical velocity component are used in testing and
analysis of various algorithms for its calculation.

Keywords Dimensionless problem · Wind currents · Test problem · Analytical
solution · Vertical velocity

1 Introduction

Numerical modeling of ocean dynamics in solving environmental monitoring prob-
lems is of great importance. The development of computer technology has allowed
to solve such problems with a large discretization in space and time for a more
correct description of the dynamic processes taking place in the ocean. However,
the development of the models and methods of their numerical implementation is
far from exhausted. Due to choosing a particular model, the scheme of its numer-
ical realization, it is desirable to have a test solution with which to compare. Most
often there is a comparison of the results obtained by one model with others, but this
comparison is often subjective. Therefore, the presence of an accurate (analytical)
solution of a problem allows you to make the correct choice of the used schemes
and algorithms for its numerical implementation. There are analytical solutions for
the simplest productions, for example, the Stommel model (Stommel 1948, 1965a,
b; Kochergin 1978). In Eremeev et al. (2008), Kochergin and Dunec (1999) such a
problem is realized by the method of dynamic operator inversion (Kochergin 1978)
for the study of applied computational schemes of a special kind for the calculation
of velocity fields. In this paper, we consider a more complex problem (Kochergin
et al. 2019) the solution of which allows us to obtain an analytical solution for the
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barotropic component of the velocity, its three-dimensional additional part and the
vertical component.

2 The Problem in a Dimensionless Form

Let the surface of the water basin in the x0y plane have the shape of a rectangle:

�0 × [0, r ][0, q].

its depth H > 0. The axes of the Cartesian coordinate system are directed as follows:
0x—to the East, 0y—to the North, 0z—vertically down. In the three-dimensional
domain� = {(x, y, z)|(x, y) ∈ �0, 0 ≤ z ≤ H}, we consider a system of equations
of motion in a dimensionless form:

⎧
⎪⎨

⎪⎩

−lv = − ∂Ps

∂x + ∂
∂z

(
k ∂u

∂z

)

lu = − ∂Ps

∂y + ∂
∂z

(
k ∂v

∂z

)
, t > 0, (x, y, z) ∈ �0

∂u
∂x + ∂v

∂y + ∂w
∂z = 0

, (1)

with boundary conditions:

{
t > 0, z = 0, (x, y) ∈ �0

0

} : k ∂u

∂z
= −τx , k

∂v

∂z
= −τy, w = 0, (2)

{
t > 0, z = H, (x, y) ∈ �0

0

} : k ∂u

∂z
= −τ b

x , k
∂v

∂z
= −τ b

y , w = 0, (3)

{t > 0, 0 ≤ z ≤ H, (x, y) ∈ ∂�0} : U · nx + V · ny = 0, (4)

and initial data:

{t = 0, (x, y, z) ∈ �} : u = u0, v = v0, w = w0, (5)

where �0 and �0
0 are interior points of � and �0.

In (4) the dimensionless integral velocity are defined as follows:

U (t, x, y) =
H∫

0

u(t, x, y, z)dz, V (t, x, y) =
H∫

0

v(t, x, y, z)dz,

and in (3) the following variant of parametrization of bottom friction is used:

τ b
x = μ ·U, τ b

y = μ · V, μ ≡ const > 0. (6)
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In accordance with the model Stommel, suppose:

l = l0 + β · y, k ≡ const; (7)

τx = F · q
π

cos

(
πy

q

)

, τy = 0.

We will look for the horizontal components of the velocity vector in the form:

u = U · H−1 + û, v = V · H−1 + v̂, (8)

where the first terms are called barotropic, and the second are called additional
components of speed.

3 Analytical Solution

In work (Kochergin et al. 2019) analytical expressions for barotropic component of
velocity, additional components and vertical component of velocity for the task are
obtained. The obtained analytical solutions for velocities were used for calculations
in various ways, including the formula obtained in Kochergin et al. (2019).

4 Numerical Example (Black Sea)

To illustrate, consider as amodel object a rectangular body of water with a flat bottom
with characteristic dimensions of the Black sea:

a = 11 × 107 (sm) = 1100 (km), R = 0.02 (sm/s),

b = 5 × 107 (sm) ≈ 500 (km), D = 2 × 105 (sm) = 2000 (m),

G = 1

(
dyn

sm2

)

, E = 1
(
sm2/s

)
, ρ = 1

(
g/sm3

)
,

f0 = 10−4

(
1

s

)

, f1 = 2 × 10−13

(
1

sm s

)

.
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We choose characteristic scales:

L = 107 (sm), h = 2 × 105 (sm), u0 = 10 (sm/s).

Then we have:

r = 11, q = 5, H = 1, k = 0.05, l0 = 1, β = 0.002,

β = 0---without β-effect, F = π

2
× 10−3, μ = 0.001, w0 = 0.2.

Finding the solution of the problem (1)–(5), the solution of the dimensional
problem is determined by the formulas:

u = u(Lx, Ly, hz) = u0 · u(x, y, z),

v = v(Lx, Ly, hz) = u0 · v(x, y, z),
w = w(Lx, Ly, hz) = w0 · w(x, y, z), w0 = hu0

L
,

where the line denotes the components of the velocity vector for the dimensional
problem.

5 Algorithms for Calculating Vertical Velocity

Imagine horizontal speed by following formulas:

u = U + û, v = V + v̂,

where U, V—barotropic components, û, v̂—variable over space, additional three-
dimensional components of velocity.

We write the continuity equation in the form:

∂w

∂z
+ ∂u

∂x
+ ∂v

∂y
= 0. (9)

For barotropic components it’s true that:

∂U

∂x
+ ∂V

∂y
= 0, (10)

therefore, from (9) we have:

∂w

∂z
+ ∂ û

∂x
+ ∂ v̂

∂y
= 0. (11)
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It should be noted that Eq. (11) can be used to reduce errors in the calculation
w. Integrate (9) from 0 to z taking into account boundary conditions w(0) = 0,
w(H) = 0, where H—the depth of the sea, 0—corresponds to its surface. Then
have:

w(z) = −
z∫

0

(
∂u

∂x
+ ∂v

∂y

)

dz. (12)

Similarly, from (11) we obtain:

w(z) = −
z∫

0

(
∂ û

∂x
+ ∂ v̂

∂y

)

dz. (13)

Equation (9) following (Eremeev et al. 2008) can be written with the second order
of approximation:

wk+1 + wk

�zk+1/2
= fk+1 + fk

2
,�zk+1/2 = zk+1 − zk, (14)

or

wk + wk−1

�zk−1/2
= fk + fk−1

2
,�zk−1/2 = zk − zk−1, (15)

where

f = Sx Dxu + SyDyv, (16)

or

f = SyDxu + Sx Dyv. (17)

The following difference operators are used in (16) and (17):

Dx	(x, y) = 	
(
x + �x

2 , y
) − 	

(
x − �x

2 , y
)

�
, (18)

Dy	(x, y) =
	

(
x, y + �y

2

)
− 	

(
x, y − �y

2

)

�y
, (19)

Sx	(x, y) = 	
(
x + �x

2 , y
) − 	

(
x − �x

2 , y
)

2
, (20)
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Dy	(x, y) =
	

(
x, y + �y

2

)
− 	

(
x, y + �y

2

)

2
, (21)

where 	(x, y) is some function.
Subtract from (14) the expression (15), then we have:

1

�zk+1/2
wk+1 −

(
1

�zk+1/2
+ 1

�zk−1/2

)

wk + 1

zk−1/2
wk−1 = 1

2
( fk+1 − fk−1)

(22)

Using (16), we obtain, for example, a Central difference discretization. Note that
(22) is realized by the method of run (Godunov and Ryaben’kij 1977) taking into
account both boundary conditions for w on the surface and at the bottom.

To control the quality of the calculation of the vertical velocity component, wewill
compare the obtained values w with the exact analytical solution w. The comparison
will be made in the following norms:

NC = max�|w − w| × 100%

max�|w| , NL =
∑

�|w − w| × 100%
∑

�|w| , (23)

where w—the calculated value according to the analytical formula and w—the
estimate of the vertical velocity obtained in one way or another.

6 Results of Numerical Experiments

Numerical experiments have shown that theworst result in the sense of these norms is
obtained by calculating the vertical velocity from the continuity Eq. (12) at full veloc-
ities, taking into account the barotropic and additional components of the velocity
field. The calculation results are presented in Table 1. A significant improvement in
the results is obtained by using the formula (13). The implementation of the formula
run algorithm (22) in both cases (using the full speed and its additional component)
gives comparable results.

Table 1 Values of NC and NL norms

Formula (5) Formula (6) Run (14) for (5) Run (14) for (6)

NC (%) 84.116 25.449 4.9329 4.9300

NL (%) 41.06 23.349 4.6529 4.6529
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7 Conclusion

Based on the comparison of the calculated values of the vertical velocity component
obtained by various methods, a comparison with the exact values is made. As a
result of the comparative analysis, the advantage of using the run algorithm over the
standard approach for calculation is shown.The results can be used in the construction
of numerical models of the dynamics of the ocean and various reservoirs.

The work was carried out within the framework of the state task on the theme
№ 0827-2018-0004 “Complex interdisciplinary studies of Oceanological processes
determining the functioning and evolution of ecosystems in the coastal zones of the
Black and Azov seas”.
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Seasonal Variations of the Significant
Altitude of the Waves in the Black Sea

N. N. Voronina

Abstract Based on mathematical modeling, the variability of the intensity of waves
in different regions of the Black Sea was studied. For analysis, we used the global
MFWAM model of the International Marine Environmental Operative Monitoring
Service, Copernicus. The seasonal variation of significant wave height on north-
western shelf, in eastern, central and western parts of the Black Sea was analyzed.
Dependencies are constructed that describe the annual course of a significant wave
height. Also built are dependencies describing the deviations of the “instantaneous”
values of the significant wave height from its average value over 30 days. Correlation
coefficients for instantaneous values of significant wave height are close level of 0.5.
It is shown that the correlation of the monthly average wave intensity in selected
regions is close to the level of 0.9 and higher.

Keywords Black sea · Significant waves height · Seasonal variability

1 Introduction

Information on a significant waves height is necessary when solving a wide range
of fundamental and applied problems. First of all, this information is necessary
for tasks related to the impact of waves on ships and coastal structures (Taskar
et al. 2016; Özbahçec 2004). It is also necessary in the analysis of remote sensing
data from spacecraft (Pokazeev et al. 2013; Gómez-Enri et al. 2006), calculation of
hydroacoustic radiation by the sea surface (Zapevalov and Pokazeev 2016), etc.

Data on significant waves height on a global scale are obtained with help of space-
based radio altimeters (Hayne 1980). Significant limitations in the direct use of these
data are associated with the binding to the time of flight of the satellite over the
study area, as well as with the relatively narrow strip of the sea surface that forms the
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altimeter signal. The second approach to obtaining information on the variability of
the field of surface waves is based on the construction of hydrodynamic wave models
(Hasselmann et al. 1988). A limitation of this approach is the insufficient accuracy
of the obtained characteristics.

In recent years, an intensive direction has been developing in oceanography,within
the framework of which various approaches have been synthesized; mathematical
modeling and taking measurements have been combined (Knysh et al. 2016). Mathe-
maticalwavemodels are constructed inwhichdata of direct or distancemeasurements
are assimilated. For assimilation, data from waveographic buoys or data on a signif-
icant waves height obtained using altimeters are used (Francis and Stratton 1990).
The assimilation of data from three waveform buoys located in the Arabian Sea in
theWAMmodel allowed for this region to increase accuracy by 30% (Sannasiraj and
Goldstein 2009). The assimilation of altimetry measurement data is more effective
than buoy data, since altimetry data is not tied to a single point. The accuracy of
determining the significant waves height increases with increasing number of used
spacecraft (Yu et al. 2018).

The aim of the present work is to analyze seasonal variability of the intensity of
wind waves in the Black Sea. The analysis is based on the MFWAMmodel (Ardhuin
et al. 2010; Janssen et al. 2014).

2 Wave Field Characteristics

The main contribution to the energy of the wave field, which is determined by the
dispersion of the elevations of the surface, is made by waves with frequencies corre-
sponding to the peak in the wave spectrum. There is a wide range of characteristics
defining wave energy.

A significant waves height is chosen here as a parameter characterizing the inten-
sity of the wave. It is defined as the average height of 1/3 of the highest waves. For
a Gaussian distribution, the significant wave height is

Hs = 4
√

ξ 2, (1)

where ξ is elevation of the surface. The distribution of elevations of sea surfacewaves
is quasi-Gaussian (Zapevalov et al. 2011), but the deviations from it are not large.
This gives reason to use Eq. (1) for sea waves. Equation (1) can also be represented
in the form

Hs = 4

√∫
�(ω)dω (2)
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where �(ω) is elevation spectrum of the sea surface; ω is frequency. Representation
Hs in the form (2) is due to the fact that the spectral characteristics of the wave field
are constructed in the MFWAM model, which is used here.

3 Model MFWAM

In this work, the analysis of significant wave heights is carried out based on
the GLOBAL_ANALYSIS_FORECAST_WAV_001_027 data array (https://mar
ine.copernicus.eu/services-portfolio/access-to-products/?option=com_csw&view=
details&product_id=GLOBAL_ANALYSIS_FORECAST_WAV_001_027). This
array is one of 228 products of the International Marine Environmental Operative
Monitoring Service Copernicus (https://marine.copernicus.eu/services-portfolio/
access-to-products/), covering almost all marine regions of the Earth and presenting
data on 15 geophysical parameters in various time frames on a regular basis. The
dataset used here was obtained using the MFWAM model (Ardhuin et al. 2010;
Janssen et al. 2014), intended for analysis and forecasting of the field of sea surface
waves.

The scattering conditions for the ECWAM-IFS-38R2 code were developed by
Ardhuin et al. (2010). This code is used in the MFWAM model. Later, the improve-
ments obtained as a result of the researches of the European project “My Wave”
(Janssen et al. 2014) made it possible to modernize the MFWAM model. Using 2-
min global topographic data ETOPO2/NOAA, it is possible to generate the average
bathymetry of the model. Native model grid changes with decreasing distance in the
latitude direction near the poles. Accordingly, the distance in the latitudinal direction
at the equator is relatively fixed with the largest grid size of 1/10°. The 6-h analysis
and 3-h forecast winds from the IFS-ECMWF atmospheric system form the basis
for the MFWAM operating model. The wave spectrum is converted from continuous
to discrete in 24 directions and 30 frequencies, from 0.035 to 0.58 Hz. Assimilation
of altimeters is used in the MFWAM model with a 6-h time step. The global wave
system provides analysis 4 times a day and a forecast for 5 days at 0:00 UTC. The
separation used by the wave model MFWAM is necessary for stratification of the
swell spectrum into primary and secondary swells.

Model calculations were carried out on a grid with mesh sizes of 1/12 degrees
(approximately 8 km) in steps of 3 h. TheMFWAMmodel assimilates data on signif-
icant wave heights, which are determined using altimeters installed on spacecraft.
The data obtained from the Jason 2 and 3, Saral, and CryoSat-2 spacecraft are used.
Assimilation is carried out with a time step of 6 h (https://marine.copernicus.eu/doc
uments/PUM/CMEMS-GLO-PUM-001-027.pdf).

In altimetric measurements, the calculation of the significant wave’s height is
carried out according to the shape of the reflected radio pulse (Hayne 1980). The
greater the height, the greater the slope of the leading edge of the reflected radio
pulse.

https://marine.copernicus.eu/services-portfolio/access-to-products/?option=com_csw&amp;view=details&amp;product_id=GLOBAL_ANALYSIS_FORECAST_WAV_001_027
https://marine.copernicus.eu/services-portfolio/access-to-products/
https://marine.copernicus.eu/documents/PUM/CMEMS-GLO-PUM-001-027.pdf
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Fig. 1 Geographical points at which the seasonal variability of the intensity of wind waves was
analyzed

4 Researched Water Areas

Four regions were chosen to analyze the seasonal variability of the wave characteris-
tics of the Black Sea. Area A is located on the Northwest shelf. This is a shallow area,
the hydrological characteristics of which differ markedly from the characteristics of
the deep-sea of the Black Sea. Three other areas (B, C, D) are located in the deep-sea
of the Black Sea, respectively, in its western, eastern and central parts. The distance
from the coast to the studied areas in all cases exceeds 100 km.

The geographic areas selected for analysis are shown in Fig. 1.

5 Temporary Variability of Significant Waves Height
in Region D

Toanalyze the temporal variability of a significantwaves height, regionDwas chosen.
The seasonal variation of the parameter for regionD, the changes in time Hs recorded
during the year are shown in Fig. 2. When plotting, a series with a resolution of 3 h
was used. The time period from 08/11/2018 to 08/11/2019 is considered. Roman
numerals in Fig. 2 shows the numbers of the months.
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Fig. 2 The annual course of current values Hs and smoothed values Hs significant waves height
at point D

It can be seen that the parameter Hs has significant variability. It is advisable to
consider how the average characteristics change. To do this, let us pass a series of
values through a moving average filter, the length of which corresponds to 30 days.
Presented in Fig. 2, the smoothed curve Hs shows the well-defined annual variation
of the parameter Hs . The maximum average values are observed in the winter period
(January–February), the minimum—in the summer period (June).

Acomparisonof the parameters Hs and Hs shows that the deviations of the “instan-
taneous” significant height from its monthly average value mainly occur towards
large values. Hereinafter, instantaneous values mean values obtained with a three-
hour time interval. This indicates a strong asymmetry of the parameter distribution
Hs . The values of the skewness coefficient mainly lie in the range from 1 to 8. The
highest skewness occurs in the summer, when Hs is small, in the winter, when Hs is
large, the skewness decreases.

Next, we consider the behavior of another parameter σ , defined as the standard
deviation Hs from the average Hs over a period of 30 days. The annual variation
of the parameters Hs and σ determining the intensity of the waves is similar at the
selected geographical points (see Fig. 3). There is a slight delay in the parameter Hs ,
calculated for the easternmost geographical point (point C). In general, the annual
course in all areas under consideration is similar. The strongest variability of the
wave field, which is characterized by the parameter σ , takes place in the center of
the Black Sea (point D) (Fig. 4).

The highest values of the parameters Hs and σ observed the winter period, which
indicates both the high intensity of the waves and its strong variability.
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Fig. 4 The annual course of the parameter σ

6 Spatial Correlation of Wave Energy

Let us consider how the parameter values Hs , determined in the four selected areas
are statistically interconnected. To do this, we calculate the correlation matrix. The
calculation results are presented in Table 1.

From Table 1 it follows that the instantaneous values Hs are correlated with each
other at the level of 0.4–0.5. The only exception is the correlation between the region
on the northwest shelf and the region in the western part of the Black Sea. For these
areas, correlation level is 0.75.
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Table 1 Parameter correlation matrix Hs , calculated for four regions of the Black Sea

Region D C B A

D 1 0.40 0.48 0.49

C 0.40 1 0.53 0.46

B 0.48 0.53 1 0.75

A 0.49 0.46 0.75 1

Table 2 Parameter correlation matrix Hs , calculated for four regions of the Black Sea

Region D C B A

D 1 0.93 0.98 0.94

C 0.93 1 0.88 0.89

B 0.98 0.88 1 0.94

A 0.94 0.89 0.94 1

The correlation of the mean values of the significant waves height Hs is high. Its
values are presented in Table 2. The highest correlation is between the values Hs ,
determined for the central and western regions of the Black Sea.

7 Conclusion

The analysis of the variability of the intensity of unrest in the Black Sea is carried
out. For analysis, we used data obtained using the global MFWAM model of the
International Service for the Operational Monitoring of the Marine Environment
Copernicus.

A seasonal variation of the significant wave height on the northwestern shelf, in
the eastern, central and western parts of the Black Sea, is constructed. Dependen-
cies are obtained that describe the annual course of a significant wave height. Also
built are dependencies describing the deviations of the “instantaneous” values of the
significant wave height from its average value over 30 days.

It is shown that the instantaneous values of significant waves height in different
regions are relatively weakly correlated with each other. The correlation coefficient
lies in the range 0.4–0.5. At the same time, the correlation of the monthly average
wave intensity in the selected regions exceeds the level of 0.9.

The work was carried out as part of a state assignment on the topic No. 0827-
2018-0003 “Fundamental research of oceanological processes that determine the
state and evolution of the marine environment under the influence of natural and
anthropogenic factors, based on observation and modeling methods”.
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Calculation of the Turbulent Exchange
Intensity in the Sea Upper Homogeneous
Layer

A. M. Chukharev and A. S. Samodurov

Abstract The results of experimental studies of the intensity of turbulent exchange
in the upper homogeneous layer of the sea and the comparison of field measurements
with various models are discussed. Experimental data were collected on a stationary
oceanographic platform in the coastal zone of the Black Sea under varied hydromete-
orological conditions. A fairly complete set of equipment provided the measurement
of basic hydrophysical characteristics (including pulsating values) and background
meteorological and hydrological parameters. The turbulent energy dissipation rate
was determined from the pulsation spectra of the vertical velocity component using
the Kolmogorov hypothesis. Particular attention is paid to the analysis of the influ-
ence of the most important mechanisms of turbulence generation, with the complete-
ness of accounting and adequate parameterization of which the objectivity of any
model is associated. For verification, we used the well-known models of turbulent
exchange for the surface layer of the sea, including the multiscale model of one of the
authors of this work. It is noted that the multiscale model, which takes into account
the three main mechanisms of turbulence generation, most accurately describes the
depth distribution of the dissipation rate in a fairly wide range of hydrometeoro-
logical conditions. Its advantage over other models is most pronounced in strong
winds, in stormy weather. It is shown that taking into account the actually measured
characteristics of the waves and the shear of flow velocity improves the consistency
of the multiscale model with experiment.

Keywords Marine boundary layer · Turbulent exchange · Turbulent energy
dissipation · Field experiments ·Model verification ·Multiscale model
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1 Introduction

The upper layer of the sea plays a crucial role in the formation of climate and weather
on Earth due to the intense exchange with the atmosphere of heat, moisture and other
substances. Dissolved chemicals, gases, biogenic elements are necessary for the life
of organisms in the upper layer, and the processes of vertical metabolism have a
significant impact on the bio-production cycles and the ecological state of water
areas.

Vertical mixing in the upper quasi-homogeneous layer occurs due to various
physical mechanisms, the most important of which is turbulent diffusion. Due to
the active interaction with the atmosphere, various motions occur in this layer in a
wide range of scales, which complicates the theoretical description of the exchange
processes.Different approaches have been proposed to evaluate the intensity of turbu-
lent exchange by various authors, in which, to simplify the problem, hypotheses have
been put forward that some mechanism of turbulence generation dominates, which
allows, neglecting other mechanisms, parameterization of turbulent momentum and
heat fluxes.

Schematically, the main sources of energy input to marine turbulence in the near-
surface layer are shown in Fig. 1.

One of the first attempts to calculate the intensity of turbulent exchange in this
layer was the work of Dobroklonsky (1947) where surface waves were assumed to

Fig. 1 The main sources of energy for marine turbulence in the near-surface layer. The following
notation is introduced in the figure: Va is the wind velocity, Ud is the drift current velocity, τa and
Fa are the momentum and energy fluxes from the atmosphere, US is the Stokes drift velocity, uw is
the orbital wave velocity, P(i) is the energy influx to turbulence from various sources: shear velocity,
nonlinearity of surface waves and breaking waves
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be a single source of turbulence, and the coefficient of turbulent viscosity was calcu-
lated through the parameters of the waves. Later Benilov (1973) obtained another
formula, which made it possible to determine the dissipation rate of turbulent energy
also from the wave characteristics. In Csanady (1984) the drift flow velocity shear
was considered the main mechanism of turbulence generation and the formula for
calculating the dissipation rate was similar to the formula for a solid wall.

Later models (Craig and Banner 1994; Benilov and Ly 2002; Kudryavtsev et al.
2008) take into account primarily breaking waves as the main source of turbulence
but also include a shear of drift current velocity the role of which becomes more
important as you move away from the surface.

In the multiscale model for calculating the turbulence characteristics near the
sea surface (Chukharev 2013) in addition to surface breaking waves and velocity
shear, the nonlinearity of waves is also taken into account as another mechanism of
turbulence generation. The importance of taking into account the latter is indicated
by many experimental and theoretical works (Babanin et al. 2012; Kuznetsov et al.
2015).

However, despite significant progress in describing the turbulent structure of the
near-surface layer, confirmed by experimental studies, in many cases, theoretical
models do not give a sufficiently good agreement between calculations and measure-
ments. One possible reason is the non-universality of the proposed parameteriza-
tions of the turbulence sources and the incomplete consideration of the generation
mechanisms that affect the turbulent mode of the layer under study.

The aim of this work is to compare with various models of field data obtained
in recent years by the staff of the Marine Hydrophysical Institute of RAS (MHI)
and to determine the most objective methods for assessing the intensity of turbulent
exchange in the upper mixed sea layer.

2 Experimental Data

Field measurements of turbulence characteristics in the near-surface layer of the sea
were carried out from a stationary oceanographic tower of MHI. The platform is
located at 450 m from the coast with a sea depth of about 30 m. With the direction
of waves and currents that move from the open sea in the azimuthal range of 60–
250°, the existing conditions up to a depth of ~20 m in the area of the platform can
be considered good approximation to deep water and do not take into account the
influence of the bottom and shore.

In studies, the positional version of the “Sigma-1” complex was used (Samodurov
et al. 2005), a general view of which is shown in Fig. 2. Registration and writing
of information are carried out in real time. An original system was developed for
measurements at different depths (from 0 to 20 m) (Barabash et al. 2015). The
measuring device is placed away from a stationary platform, this location eliminates
the influence of the supports on the measurement area, and that is, data is obtained
in the natural environment. The turbulent energy dissipation rate ε was calculated
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Fig. 2 Positional version of the “Sigma-1” measuring complex for studying turbulence in the
near-surface layer. In the inset—an enlarged view of the sensors unit

according to the method proposed by Stewart and Grant (1962). In this case, the
distortions carry in into the signal by the waves and vibrations of the device do not
significantly affect the result. Inmore detail, themethod ofmeasuring and calculating
the turbulence characteristics in our experiments is described in Chukharev (2013),
Chukharev et al. (2007).

Figure 3 shows examples of recording the three components of the velocity
pulsations and the calculated energy spectra at different depths.

The measurements were carried out under various hydrometeorological condi-
tions, while the basic background parameters were recorded: wind and current
velocity and direction, wave characteristics, water and air temperature, humidity,
etc. The accumulated experimental material allows us to verify theoretical models
for specific hydrometeorological situations and evaluate the intensity of turbulent
exchange depending on the determining parameters.

In recent years, an acoustic flow meter has become an additional tool, with the
help of which the velocity and direction of the current were recorded in the upper
three-meter layer of the sea, the most inaccessible for measurements.

It should be noted that only part of the experiments are presented in the work,
with the most characteristic conditions under moderate and strong winds. The results



Calculation of the Turbulent Exchange Intensity in the Sea … 85

10-2 10-1 100 101 10210-10

10-8

10-6

10-4

10-2

100

Hz

P,
 m

2 
s-1

Power spectral density w'
1,5 m
2,4 m
5,6 m
10,4 m

07092704 - 07092715

1 0 1 2 1 4 16 18 20-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

t, s

m
/s

Velocity fluctuations

u'
v'
w'

13100600 6:54

H = 1 m

Fig. 3 On the left is a fragment of recording of three components of velocity pulsations at a depth
of 1 m. On the right are the calculated spectra for the vertical velocity component at various depths

with a wide scatter of experimental points are not presented, as they are difficult to
model and are apparently caused by the influence of local factors that are not taken
into account in the models and the variability of conditions over time.

Comparison with field measurements carried out according to the programs
SWADE (Drennan et al. 1996) and WAVES (Terray et al. 1996) showed good agree-
ment between our data, namely, the calculated values of the dissipation rate when
normalized to the energy flux to waves from the atmosphere.

3 Comparison of Experiments and Model Calculations

The values of the turbulent energy dissipation rate obtained in our experiments gener-
ally do not contradict the three-layer depth distribution E (Terray et al. 1996), where
the layer adjacent to the surface and directly affected by the waves has the highest
level of turbulence, below is an intermediate layer, where the influence of diffusion
of turbulence from the upper layer is noticeable, and even lower is a layer in which
turbulence is determined by a shear of the flow velocity.

For comparison with experimental data, we took the well-known models (Craig
and Banner 1994; Benilov and Ly 2002; Kudryavtsev et al. 2008), as well as the
multiscale numerical model (Chukharev 2013). In model (Craig and Banner 1994)
in figures denoted C&B, the roughness parameter z0 was selected for each case
according to the best fit between calculation and experiment, model (Kudryavtsev
et al. 2008) (K&al.) was calculated with the coefficients recommended in their article
(Kudryavtsev et al. 2008). In the model (Chukharev 2013) denoted in figures as
MultiScal the coefficient mainly varied affecting the energy influx to turbulence
from surface waves, and, instead of model dependences from wind speed for the
wave spectrum and flow velocity profile real measured values were introduced for
comparison.
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Fig. 4 Comparison of model calculations and experimental data. Designations in the figures: V10
is the wind speed at a height of 10 m, Hs is the height of significant waves, f p is the frequency of
the spectral peak of the waves, z0CB is the roughness parameter for the model (Craig and Banner
1994)

Some typical results of calculations for various models and experimental data
describing the dependence of the turbulent energy dissipation rate on depth are
presented in Fig. 4. The main hydrometeorological characteristics are also shown
in the figures.

At this stage of the research, a number of conclusions can be drawn from the
analysis of the comparison of models and experiments.

1. With weak winds, none of the models gives a satisfactory agreement with the
experiment, all calculations are significantly lower than the experimental values.

2. The model (Craig and Banner 1994) in many cases lays rather well on the
experimental points, but at the same time, the roughness parameter z0 has to
be changed within very large limits. In a number of cases, in order to achieve
agreement between calculations and experiment, the parameter z0 must be many
times higher than the wave height. It turns out, in a sense, a paradoxical situation
when, at a higher wave height, the roughness parameter should be much smaller
than in cases for a small wave amplitude.
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3. The model (Benilov and Ly 2002), in addition to generating turbulence by a shift
in the flow velocity, also takes into account the influx of energy from surface
waves, but, apparently, the proposed method does not give the desired effect—
the calculated curvewas very slightly different from the logarithmic curve (model
for a solid wall), and only in the uppermost layer with a thickness of 1–2 m. In
most cases, this model did not correspond well to the measurements.

4. In the model (Kudryavtsev et al. 2008), in most cases, the calculation results
were less than the measured values, which could be due to the use of only one
set of coefficients, regardless of hydrometeorological conditions.

5. The multiscale model (Chukharev 2013), as a rule, was in good agreement with
experiments, but in some cases a noticeable discrepancywas observed. The intro-
duction of the measured values of the wave characteristics and the flow velocity
profile (especially in the upper three-meter layer) instead of parametrizations into
themodel, clearly improves the agreement between calculations and experiments.

6. The verification results of various models indicate the need to include at least
three basicmechanisms of turbulence generation in the turbulent exchangemodel
for the near-surface layer: drift flow velocity shear, nonlinear effects of surface
waves and their breaking. It is also important to note that the parameterization
of both the profile of the flow velocity and the spectrum of surface waves require
further improvement, possibly taking into account the regional characteristics of
the basin.

Thus, from the considered models, the most preferable was the model (Chukharev
2013), which in most cases gives quite satisfactory agreement with the experiments,
but the model dependences of the wave characteristics on the wind speed (Donelan
model 1985) and the flow velocity profile used in it did not always correspond actual
values that reflected on the results. With further refinement of the multiscale model,
it is assumed that Langmuir circulations are taken into account as a mechanism
for generating turbulence and the refinement of the parametrizations of the wave
parameters and the drift flow velocity shift.
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Modelling of Fracture Acidizing

Regina Kanevskaya and Aleksei Novikov

Abstract Acid impact is the highly efficient kind of carbonate reservoir stimulation.
In contrast to hydraulic fracturing acid impact improves matrix permeability that
remains high while production. In this case propagation of reactive flow into matrix
brings stimulation that means that the flow factor is crucial for fracture acidizing.
This paper is focused on the reactive flow modelling in the existing fracture and oil
saturated matrix. Two phase multicomponent Darcy flow which takes into account
dissolution kinetics is modelled in two domains (fracture, matrix). Using prescribed
porosity permeability relationship the stimulated permeability field is calculated.
Acid propagation into matrix is investigated for different injection control regimes.
Stimulated productivity is assessed at the final stage of stimulation in the enlarged
domain. Obtained results show that the injection time plays a key role for stimulated
productivity. Sensitivity analysis to the other parameters is also given.

Keywords Reactive flow · Matrix dissolution · Acidizing

1 Introduction

Modern economical and social conditions require hydrocarbon field development to
be safe, reliable and highly efficient. Among themethods which satisfy these require-
ments, acid impact is one of the most cost-efficient and simplest way of reservoir
stimulation. It has become a common technique of production stimulation in carbon-
ate formations. However, the accurate simulation of acid impact remains challenging.

Acid impact of any kind includes an injection stage when acid solution is pumped
into formation. Once acid gets in contact with formation minerals, it dissolves them
that ease its propagation further into formation. This process leads to a significant
permeability increase in the affected area which determines enhanced well produc-
tivity.
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The mathematical formulation of this problem is multiphase multicomponent
reactive flow in porous medium. Since dissolution affects flow characteristics the
problem becomes strongly nonlinear. In a heterogeneous formation the dissolu-
tion front is unstable. Passing through formation, it creates wormholes, thin long
channels, which are difficult to be taken into account in formation-scale simulation.
The irreducible uncertainty in the properties of formation makes such consideration
ambiguous.

Recent advances in numerical modelling of matrix acidizing are related to Darcy-
scale simulation using Darcy-Brinkman-Stokes (DBS) Equation (Golfier et al. 2002;
Cohen et al. 2008; Soulaine and Tchelepi 2016; Schwalbert et al. 2017; Shaik et al.
2018) that is valid when porosity near unity and can takes into account natural and
induced fractures, wormholes and immersed boundary conditions. In (Golfier et al.,
2002), authors used Darcy-Brinkman equation instead of Darcy equation derived
from momentum balance law. Results of calculations were validated by acid-flood
core experiments and discussed in terms of dissolution regimes that depends on
dimensionless numbers (Damkohler number, Peclet number, kinetic number). This
approach was developed in (Cohen et al., 2008), where geometry influence on dis-
solution regimes was considered. Distribution of petrophysical properties and its
anisotropy influence on propagation of wormholes was investigated in (Schwalbert
et al., 2017). A comparison of conventional Darcy modelling and DBS simulation
related to matrix acidizing was presented in (Shaik et al., 2018). An intermediate
upscaling was used to adopt existing Darcy-scale dissolution models at the field
scale in (Golfier et al., 2004), (Golfier et al., 2006), where closure problems for
proposed mapping variables were considered and corresponding transport and dis-
solution equations were derived. The authors used Darcy-like constitutive relation
while averaging. Field-scale Darcy-like model of two-phase multicomponent reac-
tive flow was applied to simulation of carbonate matrix axidizing in the cases of
vertical, horizontal wells and fracture (Volnov and Kanevskaya 2009; Zhuchkov and
Kanevskaya 2013). Carbon dioxide influence was considered in (Tukhvatullina and
Posvyanskii, 2012).

In this paper, we couple field-scale Darcy-like model of two-phase multicompo-
nent reactive flow in porous medium (Volnov and Kanevskaya 2009; Zhuchkov and
Kanevskaya 2013) with convection-diffusion problem in fracture to simulate fracture
acidizing.We use analytical expressions for velocity field in fracture (Berman 1953).
Such a joint model takes into account kinetics of acid-mineral interaction while acid
propagates through porous medium. It assumes existing rectangular hydraulic frac-
ture of fixed width. Relative permeability modification with porosity changes is also
employed. Fully implicit finite volume scheme is used for numerical solution of cou-
pled system. This approach provides exact permeability distribution around fracture
and allows calculating transmissibility along fracture caused by any particular acid
stimulation on the basis of balance equations. Additional stage is performed to calcu-
lated productivity for this permeability field within enlarged domain. The objective
of this work is to identify main hydrodynamical factors and conditions that affect the
productivity of stimulated fracture.
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2 Mathematical Formulation

2.1 Reaction Kinetics and Phase Content

Themost common carbonateminerals are calciteCaCO3 and dolomiteCaMg(CO3)2.
We consider hydrochloric acid interactions with these minerals according to the
following reactions:

2HCl + CaCO3 → CaCl2 + CO2 + H2O, (1)

4HCl + CaMg(CO3)2 → CaCl2 + MgCl2 + 2CO2 + 2H2O (2)

Hydrochloric acid is a strong acid, which dissociates in water to H+, Cl− ions.
Actually, dissolution reaction happens between H+ cations and minerals. Besides,
products and reverse reaction have negligible influence on the reaction kinetics in
the case of hydrochloric acid. The kinetic model in this case can be represented in
the form (Nierode and Williams, 1971):

− rk = Ak
(
bw(Xa − Xeq

a )
)n

exp

(
− Ek

RT

)
, (3)

where Ak—reaction rate constant, n—order of the reaction, bw—molar density of
water phase, Ek—activation energy, Xeq

a —equilibrium molar acid concentration in
water phase. Xeq

a differs from zero substantially in the case of organic or weak acids,
whereas in the case of hydrochloric acid it is equal to zero Xeq

a = 0. Other constants
used in model (3) are listed in Table 1.

The reaction rate of pure hydrochloric acid is very fast, so that it is well known that
overall dissolution rate of limestone is limited by acid transport (Lund et al. 1973).
The same is true for dolomites while temperature is 50 ◦C and higher (Lund et al.
1975). Below this temperature the rate of reaction kinetics also become important.

We consider two phase five component fluid flow that consists of water and oil
phases α = {w, o} and oil, water, acid, salt and carbon dioxide components i =
{o,H2O, a, s,CO2}. Water phase represents acid solution injected into matrix (sk).
We assume that all the products of the reactions (1), (2) are instantly dissolved in
water phase whereas the oil phase consists of oil component only. The amount of
carbon dioxide produced in the reaction is negligible and can not significantly change
solution (Zhuchkov and Kanevskaya 2013; Tukhvatullina and Posvyanskii 2012).

Table 1 Reaction kinetics constants of HCl-mineral interactions (Lund et al. 1973, 1975)

Mineral n Ak

(
kgmolHCl

m2

)
Ek
R (K )

Calcite 0.63 7.291 × 107 7.55 × 103

Dolomite 0.3 − 0.6
9.4 × 1011

103n
11.32 × 103
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For simplicity, we also neglect the influence of phase composition on phase den-
sities, phase viscosities, phase mobilities (except phase saturations and porosity) and
reaction rate (except acid concentration in (3)).

2.2 Governing Equations

PorousMedium.Mass balance equations for two phasemulticomponent reactive flow
in porous media are

∂

∂t
(msbwXi ) + ∇ · (bwXivw) = qi , (4)

∂

∂t
(m(1 − s)bo) + ∇ · (bovo) = 0, (5)

∂

∂t
((1 − m)bsk) = qsk (6)

where m—porosity, bα—molar density of α-th phase, Xi—molar concentration of
i-th component, s—water saturation, qi—molar sources.

Phase flow velocities vα are given by Darcy equation:

vα = −Kkrα
μα

(∇ p − ραg) , (7)

where K is an absolute permeability tensor, krα—relative α-th phase permeability,
ρα—density of α-phase, μα—α-th phase viscosity. We neglect capillary pressure
between phases.

Molar sources qi caused by chemical interactions has the following general form:

qi = −
∑

k

rk(ν
′′
ik − ν ′

ik)Ω, (8)

where ν ′′
ik, ν

′
ik—stoichiometric indices of i-th component in k-th reaction, Ω—

volumetric reaction surface, rk—denotes of surface area specific molar reaction rate
of in k-th reaction.

Volumetric reaction surface, Ω , highly affects overall reaction rate but in practice
it is a rather uncertain parameter. Moreover, reaction surface changes while matrix
dissolution. It relates to porosity and water saturation as Ω ∼ s(1 − m). However,
strong dissolution leads to the change of pore structuremaking this relation nonlinear.
We use the power relation

Ω

Ω0
= s

1 − m

1 − m0
, (9)

where Ω0—initial volumetric reaction surface, m0—initial porosity.
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To complete the model the constitutive relation between porosity and permeabil-
ity is needed. It may be determined from core test, well logs and well tests. Widely
known Kozeny-Carman equation make rather fitting approximation of this relation-
ship in the case of sandstones or other terrigenous matrixes. Permeability variations
in carbonates are often approximated by the exponential relationship (Thayer 2020)

k

k0
= eA(m−m0), (10)

where A is an empirical constant. In calculations we use this kind of relationship, but
the approach does not imply any restrictions on its form. In calculations we regard a
diagonal permeability tensor K = diag{kx , kx , kz} where ky = kx and kx , kz depend
on porosity according to (10).

Acid impacts on porous medium by enlarging pores and channels. These changes
lead to not only absolute permeability increase but also influence on relative phase
mobilities. This fact is reflected by relative phase permeability modification accord-
ing to the expression (Zhuchkov and Kanevskaya 2013):

krα(m, s) = m − m0

m∗ − m0
k∗
rα + m∗ − m

m∗ − m0
krα0, (11)

k∗
rα =

{
s, if α = w

1 − s, if α = o

where m0, krα0—initial porosity and relative permeability of α-th phase, m∗—
maximum porosity value. This is a linear interpolation between initial relative phase
permeability and the highest possible one, when it depends linearly on saturation.

Fracture. We consider the fracture as a three-dimensional rectangular fixed region.
The y axis is perpendicular to the fracture walls, x axis is extended along fracture
length, z axis—along fracture height. Such an3Dapproachdoes not imply knowledge
of mass transfer coefficient and assumptions about acid concentration at fracture
surfaces (Settari et al. 1998).

We assume hydrodynamic equilibrium in fracture, which means that pressure
transient time is much shorter compared to the time of acid convection and diffusion
in fracture. Thus, we consider incompressible stationary fluid flow whose velocity
field is guessed from analytical solution for laminar flow between parallel permeable
plates (Berman 1953).We also regard solute transport in fracture. As a result, we have
mass balance equation for incompressible flow and convection-diffusion equation in
such a form

∇ · v = 0 (12)
∂Xa

∂t
+ v · ∇Xa = ∂

∂y

(
Def

∂Xa

∂y

)
, (13)
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where Xa—molar concentration of acid in fracture, Def—effective molecular dif-
fusion coefficient. In the case of newtonian fluid flow velocities are given by the
following expressions:

vx = −w2

8μ

∂p

∂x

(

1 −
(
2y

w

)2
)

, (14)

vy = vL

(
3

2

(
2y

w

)
− 1

2

(
2y

w

)3
)

, (15)

vz = −w2

8μ

(
∂p

∂z
− ρg

)(

1 −
(
2y

w

)2
)

, (16)

w is fracture width, vL means leakoff fluid velocity through the fracture walls.

Initial and Boundary Conditions. Initially, matrix pressure, fracture saturation is
assumed to be constant in corresponding domains. The two computational domains—
matrix and fracture—must be coupled on the fracture wall.

p(m)(r, t = 0) = p0(r), s(m)(r, t = 0) = s0(r)

p( f )(r, t = 0) = p0(r), X ( f )
a (r, t = 0) = 0, (17)

where superscripts m, f mean “matrix” and “fracture” correspondingly.
Models of reactive flow inmatrix andflow in fracturementioned above are coupled

on the fracture walls. There are following boundary conditions:

vw|(m) = vL |( f ) , (18)

Xavw|(m) = (
XavL + Def ∇Xa

)∣∣( f ) , (19)

where leakoff velocity vL calculation is based on (18). Consequently, expression
(18) is satisfied by vL definition and we have to put additional condition in order to
establish relationship between pressure in fracture and matrix. We require the same
linear dependence of pressure between two fracture cells and one matrix cell closest
to the bound. Conditions (18), (19) imply that the fracture can contain water phase
only without both salt and carbon dioxide components

s( f ) = 1, X ( f )
s = X ( f )

co2 = 0. (20)

The common acid fracturing schedule includes several stages. At the first stage
injected viscous pad creates a fracture and prevent fluid losses of following acid
which subsequently comes into contact with matrix. Acid dissolves carbonate min-
erals whereas the products of these interactions propagate deeper into matrix. In
order to control acid losses this stage often consists of a few alternating pad and
acid injections. At the second stage, well is shut off to allow injected acid to react
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completely. Acid reaction rate with particular matrix determine parameters of this
stage. Finally, overflush may be used in order to clean wellbore, fracture and affected
matrix of the residual acid, pad and reaction products.

We consider two stages of the procedure—acid injection and well shut off. While
injection pressure and acid concentration are specified on the inlet of the fracture
(21). Shut off implies no-flow boundary condition on the fracture inlet (22)

p( f ) = p(t), X ( f )
a = Xa(t), while injection (21)

∂p( f )

∂n
= 0, X ( f )

a = 0, while stop. (22)

We put constant aquifer condition on the contrary to fracture matrix bound. No-flow
condition is put on the all other either matrix or fracture bounds except fracture inlet.

2.3 Numerical Solution Details

The problem of acid impact on the reservoir matrix has several spatial scales. Firstly,
field scale can be characterized by the distance from well to aquifer. Secondly, pres-
sure significantly changes inside a few meters area near wellbore or fracture. Fronts
of water saturation and reaction products also propagate within this scale. Finally,
permeability increases exponentially near fracture surfaces at less than one centime-
ter distance. Thus, we have to make grid denser towards wellbore or fracture. Here,
we do not take into account wormholing that has to be considered at smaller scale.

For the simulation of acid propagation in matrix we use two-region rectangular
logarithmic (along y axis) grid extended from the fracture grid to the aquifer (Fig. 1).
The first one properly resolves the width of forming fracture w where permeability
varies by several orders. The second one covers another part of matrix (up to re).
Initial fracture is covered by three-dimensional rectangular uniform grid.

In order to assess stimulated productivity we simulate production in the perme-
ability field in the stimulated area obtained from the modelling of previous stages
(Fig. 2). Single phase well inflow is modelled within enlarged domain (Re > re)
up to the reaching a steady state solution.

Permeability field in the stimulated area was averaged across the fracture (y-
axis). x-axis and y-axis permeabilities are arithmetic and harmonic averages over
cells respectively.

Fully implicit finite volume scheme is employed for numerical solution.We adopt
rectangular three-dimensional uniform grid in fracture and a rectangular grid in
matrix that are logarithmically concentrated to the fracture surface. Schemes for i-th
component inwater phase Hi j , oil phase Hoj andmatrix Hsk j mass balance equations
written for j-th grid cell are
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Fig. 1 Grid covers several
computational domains in
the injection stage
modelling. 1—initial
fracture, 2—stimulated area,
3—reservoir

Fig. 2 Computational grid
in the calculation of
stimulated productivity. Red
area denotes to the
stimulated area
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Hn+1
i j = msXibw| j,n+1

j,n − τn+1q
n+1
i j

+τn+1

Vj

∑

β

T n+1
jβ

(
Xibw

krα
μw

)n+1

jβ

(pn+1
j − pn+1

β ), (23)

Hn+1
oj = m(1 − s)bo| j,n+1

j,n

+τn+1

Vj

∑

β

T n+1
jβ

(
bo

kro
μo

)n+1

jβ

(pn+1
j − pn+1

β ), (24)

Hn+1
sk j = (1 − m)bsk | j,n+1

j,n − τn+1q
n+1
sk j , (25)

where subscript “β” means neighbor of j-th cell, Tjβ—transmissibility between j
and β cells which is weigthed harmonic mean of cell permeabilities, Vj denotes to
the volume of j-th cell, τn+1 is a particular time step.

Equations in fracture are represented by the following schemes:

Hn+1
f1 j = τn+1

Vj

∑

β

vn+1
jβ · n jβ, (26)

Hn+1
f2 j = Xa|n+1

n + τn+1

Vj

∑

β

(
Xav∗)n+1

jβ · n jβ, (27)

where v jβ flow velocity between j and β cells, n jβ—normal vector that has magni-
tude equal to surface area, v∗

jβ—flow velocity between cells that takes into account
diffusion fluxes in y-axis direction. All inter-cell j − β approximations use linear
interpolation by pressure and upwind scheme by saturation and concentration.

Nonlinearity of proposed equations is handled with Newton iterations. Derivation
of analytical expressions of Jacobian matrix elements for the schemes (23)–(27)
appears routine and unreliable in the context of code writing, especially in the case of
multiphase multicomponent reactive flow. We expoit ADOL-C library (Walther and
Griewank 2012) that provides with easy-to-use automatic differentiation facilities,
including computations of sparse Jacobians and Hessians based on graph coloring
methods.

In order to improve conditioning of resulting matrix, dimensionless parameters
are chosen. Besides, multiplication of matrix equations based on grid geometry also
decrease matrix condition number. ILU(0, 1), ILUT preconditioner accompanied by
BiCGStab are employed to solve obtained linear systems.

3 Analysis of Results

Fracture that are not packed with propping agent will close and will not provide
lasting productivity increase. In the case of acid fracturing stimulation is achieved by
porosity and consequently permeability increase in matrix around fracture. Fracture
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Fig. 3 Transmissibility estimation based on the integration of the permeability field. Profiles are
presented in three fracture cross-sections—near wellbore, at fracture middle and at fracture tip

transmissibility is a common way to evaluate its ability to conduct flow (Zhuchkov
and Kanevskaya 2013). It is

T (x, z) =
ys∫

0

k(x, y, z)dy (28)

where ys is the effective depth of acid penetration into matrix.
The sample of permeability profiles calculated by the endof injection are presented

in Fig. 3. Based on the permeability field transmissibility was calculated as a function
of upper integral limit, ys . We define the half width of acid fracture as an area where
permeability is two times higher than its initial value. This cut-off was determined
empirically and corresponds to the start of transmissibility flattening region. Input
parameters of this simulation are listed in Table 2.

Proposed approach allows transmissibility profiles along fracture to be calculated.
In this particular case (Fig. 3) the whole length of the initial fracture was stimulated
and permeability at the fracture tip was a bit lower compared to at wellbore. In
general, permeability at the tip can be significantly lower, especially when acid has
not attained it at all.

In scope of our approach we assume initial hydraulic fracture exists before acid
injection (Fig. 1). It has fixed prescribed geometry and is out of consideration after
injection stage. Here, we call “acid fracture” the stimulated matrix region near
occurred hydraulic fracture. We also suppose that only acid fracture contributes to
the resulting conductivity what is equivalent to say that there is no stimulation from
hydraulic fracture which becomes completely closed after injection.
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Table 2 Main input parameters

Parameter Value

Solution volume (m3) 50

Solution concentration 0.15

Initial fracture length (m) 120

Depression (bar) 80

Reservoir permeability (mD) 5

Reservoir height (m) 18.87

Initial reaction surface (m−1) 1E + 5

Maximum porosity 0.4

Reaction order 1

Reaction constant (m/s) 0.24

Stimulated productivity is numerically evaluated after all stimulation stages. Frac-
ture is produced at constant drawdown and fluid rate behavior determines productiv-
ity. Estimation of steady-state productivity requires calculation of sufficiently longer
period of time than it was calculated in stimulation stages. That’s why this calculation
is performed in significantly larger region (Fig. 2).

3.1 Numerical Convergence

Several spatial scales of the problem puts additional requirements on the maximum
cell size. The presented grid allow us to accurately resolve all features of the solution
usingminimal number of cells where the solution remains stable. In order to examine
the convergence of used numerical scheme and the fact that grid properly resolve
solution a number of simulations with different grid sizes were performed. Injection
of the certain amount of acid solution was modelled with fixed wellbore pressure
(Dirichlet boundary condition). Several runsweremade for a range of cell sizes along
fracture (x-axis) and across it (y − axis). Reaction surface (9) was set to constant
Ω = Ω0 in all runs. Input parameters are listed in Table 2.

Statistics of performed simulations is presented in Tables 3, 4. The most accurate
simulation was set as reference for the calculation of relative error in each table.

Table 3 Statistics of calculations with different grid size along fracture

# Num. of cells Min. cell size (m) Rel. error (%)

1 10 12 0.016

2 20 6 0.012

3 40 3 0.006

4 80 1.5 –
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Table 4 Statistics of calculations with different grid size across fracture

# Num. of cells Min. cell size (m) Rel. error (%)

5 50 2.4E−6 14.1

6 75 1.6E−6 9.1

7 100 1.2E−6 6.5

8 200 5.8E−7 –

Fig. 4 Transmissibility profile along fracture calculated with different size of cells along fracture
(left) and across it (right)

As you can see, the grid resolution in the direction perpendicular to the fracture is
more affecting on the accuracy of calculations. Figure 4 illustrates the convergence
of estimated transmissibility along fracture.

3.2 Acid Propagation

Acid stimulation is achieved by the dissolution of minerals that enlarge void spaces
in matrix. On the one hand, propagating through matrix acid determines the area of
stimulation. On the other hand, stimulation contributes to further propagation. This
fact is expressed in nonlinear nature of the governing equations. In this case there
are many affecting factors on the stimulation. Let us start from the observation of
non-stationary acid propagation through matrix. We consider two possible ways to
control the flow at the fracture inlet—fixed wellbore pressure or fixed rate. In other
words, Dirichlet and Neumann types of boundary condition.

Injection with the fixed wellbore pressure starts from a fast fluid flow which then
slows down. As a result, water phase together with all components propagates deeply
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Fig. 5 Acid solution propagation into formation during injection with constant wellbore pressure
(27min). Acid concentration profile is smoothing and returns back after some period of time

at the early times (Fig. 5). However, after some period of time acid profile becomes
smooth and comes back. Smoothing is a result of intensive reaction whereas the acid
return is caused by a high initial fluid velocity. Other components keep going deeper
into matrix.

In the case of fixed fluid rate (Fig. 6) its velocity remains constant over the distance
of velocity front propagation. Acid concentration profile moves deeper into matrix
over all period of injection. The shape of its profile depends onmany factors like fluid
injection rate, reservoir permeability, reaction kinetics and maximum porosity. In the
case of high reaction speed which takes place in limestone acidizing by hydrochloric
acid the acid profile stabilizes after some short period of time and thenmoves without
any changes in the shape of profile.

15% HCl is often used for limestone acidizing. However, field engineers use
other concentrations as well. Higher concentration provides faster reaction kinetics
that might not have a positive effect. As it was mentioned before, the dissolution of
limestones is limited by acid transport and the higher rate of reaction kinetics does
not increase dissolution rate.

Injection of 10, 15, 20% acid solutions were simulated. Acid concentration and
permeability profiles are presented in Fig. 7. Fixed volume of acid were injected in
each case over the different period of time with fixed wellbore pressure. Although,
the solution of higher concentration was reacted faster, it provides lower stimulation
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Fig. 6 Acid solution propagation into formation during injection with constant injection rate
(500 m3/day). Acid concentration profile is smoothing and returns back after some period of
time

performance. In this case, the time of injection determines this performance. How-
ever, if we look at the this profiles after the same time (but before any solution ends),
the higher concentration will bring stronger stimulation.

3.3 Stimulated Productivity

In order to assess the efficiency of stimulation we calculate productivity. Oil produc-
tion was simulated in enlarged domain with the permeability field calculated in the
previous stage.

Figure 8 demonstrates the influence of acid injection rate on the stimulated pro-
ductivity. Fixed volume of acid was injected into matrix under the constant wellbore
pressure. All the results show that productivity goes down with acid injection rate,
so that the longer stimulation provides better performance. The simulation was done
for several values of the length of initial fracture and reservoir permeability. All
the results for different lengths and permeabilities behave the same with changes of
injection rate. They decreases almost linearly up to the injection rate of 104 m3/day
and than they asymptotically approach to unity.
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Fig. 7 Acid, salt concentrations and permeability profiles by the end of the injection of the fixed
volume of HCl (7.5 m3). Three types of solutions 10, 15 and 20% were injected with the corre-
sponding solution volumes 75, 50, 37.5 m3 over the different periods of time—60, 27, 16 minutes
respectively

4 Conclusion

In this paper, we have considered the simulation of fracture acidizing in carbonate
reservoir. The model of two phase multicomponent reactive Darcy flow in fracture
and porous matrix was developed and used for the modelling. Convection-diffusion
problem was used for the acid transport simulation in fracture. The coupled model
was solved using FVM fully implicit scheme. The model assumes that all reaction
products instantly dissolve in water phase. It takes into account arbitrary acidmineral
interactions and dissolution kinetics. The model explicitly evaluates fluid leak-off
from fracture since it consider the coupled model of fluid flow in fracture and in
matrix. It allows several stages of stimulation and stimulated productivity to be cal-
culated. Moreover, the proposed technique provides exact permeability field around
fracture, allows transmissibility calculation along fracture caused by any kind of acid
stimulation. This approach provides the knowledge of the exact shape of stimulated
area and the value of stimulation over this area.
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Fig. 8 Stimulated productivity divided by the initial productivity against injection rate for different
values of the length of initial fracture and reservoir permeability

The considered domains cover several spatial scales and the grid convergence of
performed simulation was examined. Acid propagation into matrix was investigated
for different injection regimes and various concentration of acid solution. Stimulated
production was calculated for a range of reservoir permeabilities and initial fracture
lengths. Results show that the longer injection period provides better performance
of stimulation.
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Underground Density-Driven Convection
of Saline Fluids with Constant
and Variable Viscosity

E. B. Soboleva

Abstract Numerical simulation of density-driven convection in a porous medium
modeling underground flows in crusts is conducted. Convective flows are initiated
by an admixture source of finite length in a semi-infinite domain. An influence of
the Rayleigh-Darcy number and variable viscosity on the structure and the number
of convection regimes is discussed.

Keywords Density-driven convection · Porous medium · Darcy’s filtration ·
Dissolved admixture · Variable viscosity · Numerical simulation

1 Introduction

Investigations of groundwater flows containing dissolved admixture and filling a
porous medium are important for environmental management, mining, alternative
energy engineering. Filtration problems are considered for carbon dioxide seques-
tration, underground repositories for nuclear waste, displacement of oil by water,
extraction of hot fluids transporting geothermal energy.

One can specify a class of problems in which the fluid motion is driven by density
inhomogeneities induced by dissolved admixture. If the system is under gravity,
then natural haline convection develops. Such flows are generally called density-
driven convection in the groundwater literature. Along with variable density, other
factors can be essential for the hydrodynamic behavior of fluid phase, for example,
temperature inhomogeneities, nonuniform solid matrix, variable physical properties
of fluid.

E. B. Soboleva (B)
Ishlinsky Institute for Problems in Mechanics RAS, Moscow, Russia
e-mail: soboleva@ipmnet.ru
URL: http://ipmnet.ru/soboleva/

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
T. Chaplina (ed.), Processes in GeoMedia—Volume II, Springer Geology,
https://doi.org/10.1007/978-3-030-53521-6_13

107

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-53521-6_13&domain=pdf
mailto:soboleva@ipmnet.ru
http://ipmnet.ru/soboleva/
https://doi.org/10.1007/978-3-030-53521-6_13


108 E. B. Soboleva

In this work, the onset and development of density-driven convective flows and
mass transfer in a fluid phase with constant and variable viscosity is investigated.
We consider a semi-infinite porous domain bounded by the upper horizontal surface.
The part of this surface is the source of admixture triggering convective flows.

2 Theoretical Background

2.1 Solution Viscosity

The viscosity of groundwater depends on the concentration and composition of dis-
solved salts and other matters. The temperature is considered to be constant. The
data (Aleksandrov et al. 2012) for water with sodium chloride based on numerous
experiments are used to estimate the viscosity change. In theoretical studies, the
Frank-Kamenetskii law is often used, i.e., the viscosity of solution is fitted to an
exponential function of admixture density. We have

μ = μ0 exp(Γ
′ρc). (1)

Here, μ and μ0 are the viscosity of solution and pure water, ρc is the density of
dissolved admixture, Γ ′ is the viscosity variation parameter. We transform Eq. (1)
introducing the dimensionless density S = ρc/ρc(sat) and dimensionless viscosity
variation parameter Γ = Γ ′ρc(sat), i.e., replacing the product Γ ′ρc by the equality:
Γ ′ρc = Γ S. Here, ρc(sat) is the density of admixture in saturated solution. Taking
the logarithm of the left-hand and right-hand sides of the result equation, one can
obtain the linear dependence of ln(μ) on S: ln(μ) = ln(μ0) + Γ S. We fit the data
on μ (Aleksandrov et al. 2012) depending on S to the last linear relation and find
out μ0 and Γ . In Fig. 1, the markers coincide with data (Aleksandrov et al. 2012)
corresponding to the pressure P = 10 MPa and the temperature T = 423 (a), 473 K
(b). The selected thermodynamic conditions are typical for geothermal systems. The
theoretical straight lines drawn for each temperature T are obtained by the method
of least squares. According to our estimations, μ0 = 190.7 µPa s and Γ = 1.022
(a), μ0 = 143.5 µPa s and Γ = 1.004 (b). Note that the found viscosity of pure
water is close to that in the open database NIST (National Institute of standards
and Technology, USA) (NIST Chemistry WebBook 2016). We have in NIST for
thermodynamic conditions indicated above: μ0 = 184.9 μPa s (a) and μ0 = 136.4
µPa s (b). Obviously, that the estimated parameter Γ does not change significantly
if T varies, therefore we take Γ = 1 in numerical simulation.
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Fig. 1 Dependence of solution viscosity μ (in µPa s) on the dimensionless density of dissolved
admixture S. Markers denote the data (Aleksandrov et al. 2012), solid lines are the theoretical
straight lines

2.2 Governing Equations and Numerical Method

Flows and mass transfer in a solution filling a porous medium is described by the
hydrodynamicmodel that includes the equations of continuity, motion (in the form of
the Darcy equation) and admixture transport. The model is added by the linear equa-
tion of state relating the density of solution ρ to the density of dissolved admixture
ρc. The equations are as follows.

∇ · U = 0 (2)

U = − k

μ
(∇P − ρg · e) (3)

φ
∂ρc

∂t
+ U · ∇ρc = ∇(φD∇ρc) (4)

ρ = ρ0 + αρc (5)

The values U, P , ρ0, k, φ, D, g, e are the filtration velocity, pressure, density
of pure water, permeability, porosity, admixture diffusion coefficient, modulus of
gravity acceleration and unit vector co-directional with the gravity. The constant
α = 0.815 is actual for water.

The porosity φ, permeability k, diffusion coefficient D and viscosity μ can be
variable. The density ρ in Eq. (3) is substituted by Eq. (5) to exclude ρ from our
consideration. Then, Eqs. (2)–(4) are reduced to a dimensionless form. The diffusion
velocity and diffusion time are used as scales. Next, the differential equations are
approximated by the finite difference equations. The last ones are solved numerically
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using the numerical code designed for density-driven convective problems and effec-
tively employed during several years (Soboleva and Tsypkin 2014, 2016; Soboleva
2017a, b, 2018, 2019a). The code is based on the finite-difference method applied in
the case of straggled nonuniform grid. The algebraic linear equations are soled by the
tridiagonal matrix algorithm called also as the Thomas algorithm (Aziz and Settari
1979). At the present stage of research, the code is modified by applying a more effi-
cient numerical scheme for the convective term (QUICKscheme instead of the central
difference scheme) and extended to fluids with variable viscosity (Soboleva 2019a).

3 Numerical Simulation

3.1 Problem Under Study

We consider a semi-infinite porous domain under the Earth’s gravity bounded by
the upper horizontal surface. Initially, the domain is filled with pure water at rest.
There is a source of admixture at the upper boundary with length l which is held at
the constant admixture concentration c equal to one in saturation solution csat . The
sketch of the problem is given in Fig. 2.

The admixture diffuses into the domain dissolving in water. Thus, a zone of
concentrated solution is formed below the source. Solution is heavier than pure water
and therefore tends to fall down. Gravitational density-driven convection develops.

The density of dissolved admixture ρc is related to c by the relation:

ρc = ρ0
c

1 − αc
(6)

Fig. 2 Sketch of the
problem
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The dimensionless system of the governing equations includes the Rayleigh-
Darcy Rd number which is the criterion of similarity of convection observed. We
have

Rd = (ρsat − ρ0)glk0
μ0D0

(7)

Here,ρsat is the density of saturated solution, subscript “0” denotes some reference
values. Note, that the length scale in Eq. (7) is the source length l.

Before beginning numerical simulation, we have analyzed the Elder problem that
is on thermal convection inducedby afinite source in theHele-Shawcell (Elder 1967).
Later, they started to apply this problem to haline convection as well. As shown in
(Van Reeuwijk et al. 2009), the problem can have several solutions depending on the
Rayleigh-Darcy Rdh number. A single regime is induced if Rdh < 76. Note, Rdh
in the Elder problem includes the cell height h being twice shorter than the source
length. Recalculating the Rayleigh-Darcy number with the use of the source length,
we obtain the twice bigger threshold magnitude and condition ensuring a single
solution in the form: Rd < 152. One can believe, that the system passes through
the bifurcation points in the beginning of convection when small disturbances are

Fig. 3 Fields of admixture concentration at Rd = 60 and at times t = 2.0 × 10−2 (a), t = 7.0 ×
10−2 (b), t = 7.7 × 10−1 (c). Viscosity is constant (left) and variable (right)
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self-organising in the boundary layer under the source. It means, that the condition
on the Rayleigh-Darcy number can be applied in the case of a semi-infinite domain
and we expect to obtain several solutions if Rd > 152.

3.2 Results of Simulation

We conducted numerical simulation at Rd = 60 when regime of convection is single
and analyzed the role of variable viscosity. The porous domain 9× 10 is considered.
The space grid is uniform and includes 900× 1500 cells. The time step is τ =
3.3 × 10−6. The fields of admixture concentration are shown in Fig. 3; the part of
considered domain is presented. As obvious, convective structure is very simple. A
single convective plum is developed. In the case of variable viscosity, the depth of
penetration is shorter, as the velocity of flows near the source becomes lower. As a
result, a smaller amount of admixture moves into the domain.

Fig. 4 Fields of admixture concentration at Rd = 2000 and at times t = 1.0 × 10−3 (a), t =
2.0 × 10−3 (b), t = 3.0 × 10−3 (c), t = 1.3 × 10−2 (d). Viscosity is constant (left) and variable
(right)
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If Rd > 152, we expect to obtain not a single solution. However, only one of
possible regimes at Rd = 2000 is exhibited in Fig. 4. The porous domain is 3× 5.
The space gridwith steps refining near the source is 1500× 2000.The time step is τ =
1.25 × 10−7. We see, that motion arises near the edges of source there the horizontal
gradient of density is present. Initially, several small fingers occur. Then, motion is
rearranged and a central plum is formed. Motion and mass transfer are concentrated
in the central plum transporting admixture down. When variable viscosity is taken
into consideration, convective structure is qualitatively similar to that observed at
constant viscosity. However, convection develops slower and the depth of penetration
of central plum is shorter.

4 Conclusion

Wepresented here some results on numerical simulation of density-driven convection
triggered by an admixture source of finite length in semi-infinite porous domain.
As discussed, the regime of convection strongly depends on the Rayleigh-Darcy
Rd number. When Rd > 152 we expect to obtain several solutions. The variable
viscosity taken into consideration can influence the structure and the number of
convection regimes.
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Phase Spectra of a Multicomponent
Wave Field

A. S. Zapevalov

Abstract The analysis of phase relations in a complex multicomponent wave field,
which is the field of sea surface waves, is carried out. A spatially uniform and
stationary wave field is considered. It is shown that in such a field, the simulta-
neous presence of free and bound waves at the same frequency leads to a nonlinear
dependence of the phase spectrum on the distance between the points for which it
is defined. As a consequence, the phase velocity values calculated from the phase
shift vary depending on the distance between the points for which the phase shift is
determined. The distribution of wave energy in the directions leads to the same effect.
The value of the phase velocity calculated for a multicomponent wave field exceeds
its theoretical value, which is obtained from the dispersion equation for gravitational
waves. Under the most favorable conditions, which correspond to a fully developed
wind wave, at the frequency of dominant waves, the excess is 5–10%. At higher
frequencies, where the angular distribution function is wider, deviations from the
theoretical value of the phase velocity increase.

Keywords Phase shift · Coherence · Phase velocity · Bound components ·
Directional spreading function

1 Introduction

In recent years, there has been an intensive development of methods for estimating
the surface current velocity from satellite optical images of the sea surface. The
impetus for this was the launch of Sentinel-2 satellites, which are equipped with
multi-spectral instruments. This specific instrumentation allows you to get satellite
sun glitter imagery with high spatial resolution and a small time lag. The spatial
resolution is 10 m, with a minimum time lag of 1 s (European Space Agency (ESA)
2012; Suetin et al. 2013).
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The phase spectra of the field of surface waves, which are obtained from sun
glitter images, allow us to calculate the phase velocities of waves. It is assumed that
the deviation of the calculated phase velocity from the theoretical value is uniquely
determined by the surface current velocity (Kudryavtsev et al. 2017a, b; Yurovskaya
andKudryavtsev 2019; ). The theoretical value is calculated by the dispersion relation
for gravitational waves. Obviously, the accuracy of the values of the current velocity
obtained by this technique depends on howmuch other physical mechanisms (except
the current) can modify the dispersion relation.

The field of sea surfacewaves is a complexmulticomponent field. Itsmain features
are: the presence of components propagating at different speeds (free and bound
components), the distribution of wave energy in the directions (Yuen and Lake 1982;
Zapevalov 1996; Zapevalov et al. 2009; Wang and Hwang 2004). The aim of this
work is to analyze the influence of these factors on the phase spectra of the wave
field.

2 Description of the Wave Field

Consider a multicomponent wave field in which individual components do not
interact with each other, and each component obeys its dispersion equation. The
spectrum S(ω) and cross-spectrum χ(ω, �L) of such a field can be represented as
(Pokazeev and Zapevalov 2019)

S(ω) =
n∑

j=1

Sj (ω), (1)

χ(ω, �L) =
n∑

j=1

Coj (ω, �L) − i Q j (ω, �L), (2)

where ω is the cyclic frequency; j is a number of components; n is a quantity of
components; �L is a vector connecting two points for which a cross-spectrum is
constructed; Co and Q are co - and quadrature spectra. If S(ω) and χ(ω, �L) are
given in the form (1) and (2), it is assumed that the wave field is uniform in space
and stationary. The frequency-angular spectrum Ψ j (ω, α) of each wave component
is given in the traditional form

Ψ j (ω, α) = Sj (ω) Θ j (ω, α), (3)

where α is the azimuthal angle; Θ is the directional spreading function. Each
directional spreading function Θ j (ω, α) satisfies the normalization condition
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π∫

−π

Θ j(ω, α) dα = 1. (4)

Using Eqs. (1) and (2) we construct a phase spectrum ϕ (ω, �L) and a quadratic
function of coherence R2(ω, �L) for a multicomponent wave field

ϕ(ω,
−→
L ) = arctg

(
−Imχ

(
(ω,

−→
L )

)/
Reχ(ω,

−→
L )

)

= arctg

⎛

⎝
n∑

j=1

Q j (ω, �L)

/
n∑

j=1

Co j (ω, �L)

⎞

⎠, (5)

R2(ω, �L) =
Q2

(
ω, �L

)
+ Co2

(
ω, �L

)

S2(ω)
=

(∑n
j=1 Q j (ω, �L)

)2 +
(∑n

j=1 Co j (ω, �L)
)2

(∑n
j=1 S j (ω)

)2 .

(6)

The quadratic function of coherence determines the stability of phase relations.
At low values R2(ω, �L) the phase spectrum is not defined.

It follows from (5) and (6) that the cross-spectrum of each component can be
represented as (Jenkins and Watts 1968)

χ(ω,
−→
L ) = R(ω,

−→
L ) S(ω) exp

(
iϕ(ω,

−→
L )

)
. (7)

3 The Effect of Bound Components

Consider a one-dimensional wave field. We assume that there are several compo-
nents with a frequency ω that have different phase velocities C j . Each component is
spreading without interacting with other components. The condition R2

j (ω, L) = 1
for it is satisfied, respectively from (7) follows χ j (ω, L) = Sj (ω) exp

(
iϕ j (ω, L)

)
.

We get

ϕ(ω, L) = arctg

( ∑n
j=1 Sj (ω) sin

(
ϕ j (ω, L)

)
∑n

j=1 Sj (ω) cos
(
ϕ j (ω, L)

)
)

, (8)

R2(ω, L) =
(∑n

j=1 Sj (ω) sin
(
ϕ j (ω, L)

))2 +
(∑n

j=1 Sj (ω) cos
(
ϕ j (ω, L)

))2

(∑n
j=1 Sj (ω)

)2 .

(9)
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Given that the phase velocity is related to the phase shift by the relation

C(ω) = ω L
/

ϕ(ω, L), (10)

Equations (8) and (9) can be rewritten as

ϕ(ω, L) = arctg

( ∑n
j=1 Sj (ω) sin

(
ω L

/
C j (ω)

)
∑n

j=1 Sj (ω) cos
(
ω L

/
C j (ω)

)
)

, (11)

R2(ω, L) =
(∑n

j=1 Sj (ω) sin
(
ω L

/
C j (ω)

))2 +
(∑n

j=1 Sj (ω) cos
(
ω L

/
C j (ω)

))2

(∑n
j=1 Sj (ω)

)2 .

(12)

Consider the limiting case when the distance between the points for which the
characteristics of the wave field are determined is small (“short distance” approxi-
mation). We assume that the conditionω L << C j (ω) is satisfied for all components
with a frequency ω. In this case

sin
(
ϕ j (ω, L)

) = ϕ j (ω, L), cos
(
ϕ j (ω, L)

) = 1 (13)

We introduce the dimensionless parameter

γ j = Sj (ω)

/
n∑

j=1

Sj (ω). (14)

Given (13), we obtain the equation

ϕ(ω, L) = arctg

⎛

⎝
n∑

j=1

γ j ϕ j (ω, L)

⎞

⎠. (15)

Thus, the phase shift in a multicomponent field in the short distance approxi-
mation is equal to the average phase shift of individual components with a weight
proportional to their spectral density. In this approximation, the value of the quadratic
function of coherence is close to one.

For numerical analysis, we simulate the following situation. Let there be a free
wave at the frequency ω obeying the dispersion equation for gravitational waves in
deep water

ω2 = g
2π

λ
, (16)
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Fig. 1 Dependences on the
dimensionless distance ε of
phase shifts ϕi of the
components of the wave field
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where g is the gravitational acceleration; λ is the free wave length. Let’s denote the
free wave as the first component of the wave field. Also at this frequency ω there are
three harmonics of lower frequency waves.

From dispersion Eq. (16) it follows that the phase velocity of the free wave C1 =
g
/

ω, respectively, for it the phase shift at a distance L is equal ϕ1 = 2πL
/

λ. For
such a wave field, it is advisable to introduce a dimensionless distance ε = L

/
λ,

where λ is the length of the wave component (Efimov et al. 1972). Assume that the
phase velocities of the harmonics C2 = 2C2, C3 = 3C1, and C4 = 4C4, and the
parameter γ j has the following values γ1 = 0.65, γ2 = 0.2, γ3 = 0.1, and γ4 = 0.05.
As the distance ε changes, the phase shift ϕi of each component changes, as shown
in Fig. 1, occur linearly.

Despite the fact that all the dependences ϕi = ϕi (ε) are linear, the phase shift
calculated for a field including several components varies nonlinearly with distance.
Moreover, the values of the quadratic coherence function rapidly decrease. Such
a nature leads to the fact that the phase velocity is not a constant, but depends
on the distance ε (Fig. 2). When creating Fig. 2 for clarity, the values of the phase
velocitieswere normalized to the phase velocity of the freewave (the first component)
C̃ = C

/
C1.

4 Effect of Directional Distribution

Consider another limiting case where all the components of the wave field obey
the same dispersion equation, but their directional spreading function is not a Delta
function. In this statement of the problem, the wave field is linear (Longuet-Higgins
1956). Then the cross-spectrum (Pokazeev and Zapevalov 2019)

χ(ω, ε, α) =
2π∫

0

Ψ (ω, α) exp(i2π ε cos α) dα. (17)
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Fig. 2 Dependences of the spatial-temporal characteristics ϕ, R2 and C̃ of the wave field on the
dimensionless distance ε

Using (3), we obtain

ϕ(ω, ε, α) = arctg

( ∫ 2π
0 Θ(ω, α) sin(2π ε cos α) dα

∫ 2π
0 Θ(ω, α) cos(2π ε cos α) dα

)
, (18)

R2(ω, ε, α) =
⎛

⎝
2π∫

0

Θ(ω, α) sin(2π ε sin α) dα

⎞

⎠
2

+
⎛

⎝
2π∫

0

Θ(ω, α) cos(2π ε cos α) dα

⎞

⎠
2

. (19)

Deviations of phase shifts and phase velocities in this case arise due to the fact that
there are components of the wave field propagating at an angle to the main direction.
The projections of their phase velocities to the main direction exceed the phase
velocity of the waves in the main direction. Equations (18) and (19) are similar to
Eqs. (8) and (9). The only difference is that the weight of the individual components
is determined not by the level of their spectrum, but by the directional spreading
function. The conclusions made in the previous section remain true here.
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Obviously, the wider the angular distribution, the stronger the phase velocity
values differ from the theoretical value obtained from the dispersion equation. The
directional spreading function depends on the frequency (Babanin and Soloviev
1998). It is narrow near the frequency of dominant waves and expands when the
frequency changes towards low and high values. The directional spreading function
also depends on the stage of development of thewindwavefield (Donelan et al. 1985).
With a fully developed field of wind waves, it is narrower than with a developing
one.

The numerical analysis carried out on the basis of Eq. (18) showed that the devia-
tions of the phase velocity calculated by the cross-spectrum from the phase velocity
obtained by the dispersion equation can reach 5–15%, if the field of wind waves is
fully developed. In other situations, the deviations will be noticeably greater.

5 Conclusion

The effect of wind on the sea surface creates a complex nonlinear wave field. In this
field, there are simultaneously components that obey different dispersion equations
and propagating at different phase speeds in different directions. The paper analyzes
the formation of the phase spectrum in a multicomponent field. It is shown that
the effect created by the angular distribution of wave energy is similar to the effect
caused by the presence at the same frequency of components propagating at different
velocity.

The presence at the same frequency of waves propagating at different velocity
leads to a nonlinear dependence of the phase spectrum on the distance between
the points for which it is determined. As a consequence, the phase velocity values
calculated from the phase shift vary depending on the distance between the points for
which the phase shift is determined. The value of the phase velocity calculated for a
multicomponent wave field exceeds its theoretical value, which is obtained from the
dispersion equation for gravitational waves.

In a linear wave field where all components propagate at the same velocity, the
excess of the calculated phase velocity over the theoretical value depends on thewidth
of the angular distribution of the wave energy. The wider the angular distribution, the
greater the excess. The minimum excess is observed at the dominant wave frequency
for a fully developed wave field. It is 5–10%.

A quantitative analysis of the effect of bound components is complicated by the
lack of data on their level in a real sea wave field.

Thisworkwas carried out as part of a state assignment on the topicNo. 0827-2018-
0003 “Fundamental studies of oceanological processes that determine the state and
evolution of themarine environment under the influence of natural and anthropogenic
factors, based on based methods of observation and modeling”.
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Modeling the Dispersion Distribution
of Sea Surface Slopes Over the Ranges
of Waves Creating Them

A. S. Knyazkov and A. S. Zapevalov

Abstract Based on mathematical modeling the analysis of dispersion distribution
of sea surface slopes on ranges of waves creating them is carried out. The functions
χ(k) describing the proportion of slope dispersion of a given range from the total
variance of slopes created bywaves of all scales in differentmeteorological situations
are constructed. The situations when the wave field is developing and fully developed
are considered. It is shown that at the stage of developing waves the contribution of
short waves to the dispersion of slopes is greater in comparison with fully developed
waves. With a weak wind, the form of the function χ(k) changes greatly when the
wind speed changes, with a strong wind, it acquires a universal form. The limitations
of currently existing spectral models for their use in the analysis of Earth remote
sensing data from space are discussed. First of all, the limitations are associated with
a variety of factors that determine the thin topographic structure of the sea surface,
which are difficult to take into account in mathematical modeling.

Keywords Sea surface structure · Slope dispersion · Spectral model · Wave age

1 Introduction

The interaction of radio waves with the sea surface is described in the framework
of a two-scale model (Kur’yanov 1963). The boundary separating the two types of
roughness depends on the length of the sensing radio wave (Danilychev et al. 2009;
Zapevalov 2009). The existence of several mechanisms of radio waves scattering on
a rough surface makes the problem of estimating the variance of sea surface slopes
in different wave ranges relevant (Hollinger 1971).

When analyzing the formation of the field of radio waves reflected from the
ocean-atmosphere boundary, one of the central problems is the lack of sufficient
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data on the actual variability of sea surface slopes. The current situation is primarily
explained by the technical complexity of measurements in open sea of spectral and
integral characteristics of waves of gravity-capillary range (Hwang 1997; Zapevalov
2002; Zapevalov et al. 2009). Remote sensing results cannot fully replace direct
measurements, since the slope variance values obtained with their help are indirect
estimates (Zappa et al. 2008; Hauser et al. 2008).

In this work, to calculate the variance of the slopes of the sea surface in different
wave ranges, we use mathematical models of the spectrum of elevations of the
sea surface given in the ranges of gravity-capillary and gravity waves (Apel 1994;
Elfouhaily et al. 1997;Kudryavtsev et al. 1999;Cheng et al. 2006).When constructing
mathematical models, the lack of information about processes on the sea surface was
compensated by laboratory data (Jähne and Riemer 1990; Klinke and Jähne 1992).

2 Initial Data for the Construction of Spectral Models

The elevation spectra of sea surface waves�(k) are fast-falling functions of the wave
number k. In their graphical representation, it is convenient to build not the spectrum
itself, but the spectral function Cr(k) = k4�(k) corresponding to the spectrum of
the second spatial derivative of the surface elevation. The first spatial derivative of the
elevation of the sea surface is its local slope, the second derivative is the curvature.
The spectral function Cr(k) is called the curvature spectrum of the sea surface.

In (Donelan and Pierson 1987) it was made a priori assumption that the curvature
spectrum must have a secondary peak, which is located in the vicinity of the wave
number

kCmin = 2π
/

λCmin, (1)

where λCmin is the length of the wave having the minimum phase velocity. In the
gravity-capillary range, the wave frequency ω and the wavenumber k satisfy the
dispersion equation

ω2 = gk + γ k3, (2)

where g is the gravitational acceleration; is the coefficient of surface tension. From
the dispersion Eq. (2) it follows that λCmin = 0.017 m, respectively kCmin = 370
rad/m.

To study the spectral properties ofwindwaves in the gravity-capillary and capillary
ranges, a series of experimentswas carried out in threewind-wave trayswith different
characteristics (Jähne and Riemer 1990; Klinke and Jähne 1992). In two trays, the
maximum the fetch were 29 and 100 m, in the third circular tray, the fetch can be
considered unlimited. The data of laboratory experiments were summarized in (Apel
1994). It was pointed out that the curvature spectra have the main following features:
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• There is a secondary peak at kp2 ≈ 750 rad/m;
• secondary peak grows rapidly at low wind speeds, at high approaching saturation

state. Saturation occurs at wind speeds above 6–8 m/s;
• at high wave numbers kdis ≈ 6283 rad/m there is a cut due to viscous dissipation.

3 Surface Wave Spectra Models

The physical mechanisms of wave generation in the gravity and gravity-capillary
ranges are different, so the model of the sea surface elevation spectrum (as well
as the models of slope spectrum and curvature spectrum) represents the sum of
two components �(k) = �1(k) + �2(k). The first component �1(k) describes
the spectrum of gravity waves. The known spectral models corresponding to fully
developed wind waves, waves with limited fetch and developing waves are used
(Pierson and Moscowitz 1964; Hasselmann et al. 1973; Donelan et al. 1985).

The second component �2(k) describes the spectra of gravity-capillary and
capillary waves. Different models take into account different combinations of the
following main factors affecting the shape of the spectrum: energy inflow from the
wind, dissipation due to molecular viscosity, dissipation due to eddy viscosity, wave
breaking, generation of parasitic capillary waves, as well as wave-wave resonance
interactions (Elfouhaily et al. 1997; Cheng et al. 2006).

3.1 Model of Fully Developed Wind Waves

For further analysis,wewill use twomodels. Thefirstmodel,which is here designated
by the name of its first author as�L(k), corresponds to a fully developed wind waves
(Liu et al. 2000). For the gravity waves the model is built on the basis of Phillips
spectrum in the saturation interval

�L1(k) = apk
−4 1

(
1 + (

k
/
k0

)2) , (3)

where ap = 0.0046;
(
1 + (

k
/
k0

)2)−1
is low-pass filter. The parameter k0 sets the

upper limit of the wave number range for the spectrum of gravity waves. In (Liu et al.
2000) it is assumed k0 = 6π rad/m that corresponds to the wavelength λ = 0.33
m. Note that this value is much smaller than that obtained in (Apel 1994), where
a low-pass filter was introduced, there k0 = 6π rad/m (λ = 0.063 m). The lower
limit of the spectrum, according to (Pierson and Moscowitz 1964) is given by the
expression kLp = g

/
(1.2U )

2
.

The second component of the model describes the spectrum in the range of wind
induced gravity-capillary waves
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Fig. 1 The unidirectional curvature spectrum CrL (k). Curves 1–4 correspond to wind velocity
from 2 m/s to 17 m/s in increments of 5 m/s

�L2(k) = aL1 k
−4

(
u∗ − u0∗

C

)2 [
1 − exp

(
− C2

aL2 W 2
10

)]

exp
[−aL3k

2.5(u∗ − u0∗)−0.75
]
, (4)

where aL1 = 1
/
320, aL2 = 0.0002 i aL3 = 0.0011 (cm/rad)2.5 (cm/s)0.75 are

constants; u∗ is the wind friction velocity, u0∗ = 5 cm/s is the threshold wind friction
velocity; C is the wave phase speed. The friction velocity is calculated as a function
of the velocity velocity U at a height of 10 m under the assumption of neutral
stratification

u∗ = √
cdU, (5)

where cd is the drag coefficient

cd = 10−3
(
2.717U−1 + 0.142 + 0.0761U

)
. (6)

Unidirectional curvature spectra calculated by the fully developed wind waves
model �L(k) are presented in Fig. 1.

3.2 Model of Developing Wind Waves

Model� �E (k), kotopa� yqityvaet ctadii pazviti� volnovogo pol�, byla
poctpoena v pabote (Elfouhaily et al. 1997). As a parameter that determines the
stage of development of the wave field, the ratio τ = U

/
Cp was used (Donelan

et al. 1985). Hereinafter the index “p” means that this parameter is defined on the
scale of dominant waves. In the range of gravity waves the spectrum has the form
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�E1(k) = 1

2
aE1

Cp

C
k−3 exp

{

−5

4

(
kp
k

)2
}

exp

{

− τ√
10

[√
k

kp
− 1

]}

J (k), (7)

where αE1 = 0.006 τ 0.55; kEp = (
g
/
U 2

)
τ 2; J (k) is a function describing the spec-

trum changes in the peak region at different stages of development (Hasselmann et al.
1973).

In the gravity-capillary range, the model is described by the equation

�E2 = 1

2
αE2

Cmin
C

exp

{

−1

4

[
k

kCmin
− 1

]2
}

, (8)

where αE2 = 0.014u∗
/
Cmin;Cmin = 0.23m/s is the minimum phase velocity,

which is achieved when the value of the wave number is equal to kCmin.
Unidirectional curvature spectraCr E (k) calculated bymodel�E (k) are presented

in Fig. 2. The value τ = 0.83 corresponds to fully developed excitement, the value
τ = 1.5 corresponds to developing excitement.

Comparing the spectra of curvature of a fully developed wave calculated from
two models, noticeable differences can be noted.

0.01 0.1 1 10 100 1000 10000

10-1

10-2

10-3

10-4

10-1

10-2

10-3

10-4

ECr

ECr

5.1

83.0

1     2       3                  4                       

1     2       3                  4                       

k, rad/m

Fig. 2 The unidirectional curvature spectrum CrE (k). Curves 1-4 correspond to wind velocity
from 2 m/s to 17 m/s in increments of 5 m/s
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4 Variance of Sea Surface Slopes

Dispersions of slope components oriented up σ 2
u and across σ 2

c the wind direction
can be calculated using a spectrum of wave numbers and directions �(k, α) (Liu
et al. 2000)

σ 2
u (k) =

k∫

k1

k dk

π∫

−π

�(k, α)k2 cos2 α dα, (9)

σ 2
c (k) =

k∫

k1

k dk

π∫

−π

�(k, α)k2 sin2 α dα, (10)

where k1 is the lower bound of the spectrum �(k);α is the azimuthal angle.
We represent the spectrum �(k, α) in the form

�(k, α) = �(k) �(k, α). (11)

where �(k, α) is the directional spreading function that satisfies the normalization
condition

π∫

−π

�(k, α) dk = 1. (12)

It follows from Eqs. (9) and (10) that the slope dispersion σ 2(k) = σ 2
u (k)+σ 2

c (k)
is described by the equation

σ 2(k) =
k∫

k1

k3�(k) dk. (13)

In (Danilychev et al. 2009; Hollinger 1971), a parameter χ was used that showed
how much of the total variance of slopes σ 2(k = ∞) is created by waves of a given
range σ 2(k). In the spectrum of sea waves, the minimum wavelength is limited by
dissipation processes, i.e. σ 2(k = ∞) can be written as σ 2(k = kdis). In the notation
adopted here we obtain the equations for χ

χ(k) =
k∫

k1

k3�(k) dk

/ kdis∫

k1

k3�(k) dk. (14)
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Let us analyze the parameter χ changes within the framework of the models
�E (k) considered here, which describes both the developing and fully developed
field of wind waves. The calculation results are comparable with the semi-empirical
function obtained according to the radiometry of the sea surface (Hollinger 1971;
Wilheit 1979)

χR( f ) =
{
0.3 + 0.02 f npu f ≤ 35

1 npu f ≤ 35
(15)

where f is the frequency of the radio wave, GHz. This function was obtained by
minimizing discrepancies between theoretical calculations and radiometric measure-
ments. Length
of the sensing radiowave is related to the frequency f by the equation

 = C/ f , where C is the speed of light. We also take into account that the contribu-
tion to specular reflection is given by surface waves satisfying the condition (shorter
waves create diffuse scattering). The concept of much more in this condition is not
strictly defined. Take what λ = n
, where n = 3 or n = 5.

The results of calculations χE (k) on the model �E (k) are presented in Fig. 3.
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Fig. 3 Dependence of the proportion of dispersion of sea surface slopes χE (k)and χR(k) the scale
of the waves creating them. Curves 1–4 correspond χE (k) to wind velocity from 2 m/s to 17 m/s in
increments of 5 m/s. Curves 5 and 6 correspond χR(k) at n = 3 and n = 5
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There are also functions χR(k).

5 Discussion and Conclusion

Currently, a large number of mathematical models of the sea surface elevation spec-
trumhave been constructed, however, their possibilities for use in applications related
to the analysis of remote sensing data are extremely limited. This is largely due to
the fact that any spectral model is built for certain conditions and within certain
assumptions that can not always be controlled. The determination of such important
parameters as wind speed is carried out not on the basis of models, but with the help
of regression dependences constructed from quasi-synchronous measurements from
meteorological buoys and remote sensing from spacecraft.

The complexity of constructing models lies in the fact that the formation of the
wave field is influenced by a large number of factors different in their physical nature.
Moreover, the role of these factors is different in different meteorological conditions.
At the same time, spectral models allow us to better understand the physics of wave
generation processes.

The obtained dependences χE = χE (k) correspond to the position that short
waves make the main contribution to the dispersion of slopes. From the analysis
it follows that the dependence χE = χE (k) varies greatly with light winds, with a
strong wind it takes on a universal form. This statement is true for both developing
and fully developed excitement.

A comparison of the semiempirical function χR(k) and the dependence χE =
χE (k) shows that they are quite close to each other.

Thisworkwas carried out as part of a state assignment on the topicNo. 0827-2018-
0003 “Fundamental studies of oceanological processes that determine the state and
evolution of themarine environment under the influence of natural and anthropogenic
factors, based on observation and modeling methods”.
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Abstract The process, justified by theory and physical modeling, enables to estab-
lish dependence of poroperm properties of loose geomaterials versus fluid pres-
sure and stresses. The laboratory unit designed and manufactured by researchers,
comprises a measurement cell filled with a loose material, a hydraulic press, and a
recorder of pressure, flow rate, and stress σm , stepwise applied to the cell. At each
loading stage the permeability test was carried out at different input gas pressures
pn . The stationary measured flowrate data Qmn and the back analysis were employed
to establish the empirical permeability–effective stress dependence, followed with
approximation by two-parameter exponential function. The measurement cell was
vacuumized at fixed σm the cell was connected to a vessel, filled with air of a preset
mass. Porosity ϕm was calculated based on the equilibrium pressure gained in “cell–
vessel” system. The experiments performed with the medium-grained sand revealed
that the exponent factor characterizing the relationship between permeability and
effective stress is something like 0.02 bar−1; the permeability–porosity relation can
be described by a power function; thereto, Kozeny–Carman equation is fulfilled with
good precision as well.
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1 Introduction

Prospectingof hydrocarbon reserves, substantiationofminingprocesses,well surway
data interpretation, development of processes to enhanceproductivity of natural reser-
voirs and other problems dealingwith oil and gas reservoir mechanics claim informa-
tion on filtration-and-capacity properties of geomedia and rocks under consideration
(Hsu and Robinson 2019; Ahmed 2019; Terry and Rogers 2014; Dake 2001).

Productive intervals of oil-and-gas and gas-condensate reservoirs are, as a rule,
composed of weakly consolidated or loose rocks: fragmental rocks, loose sandstones
(Ebinuma et al. 2005; Ryzhov 2011), which mechanical properties depend on frac-
tional composition, porosity, packing, stresses and reservoir pressure (governing the
host rock consolidation degree) along with other geological, hydrodynamic, and
geomechanical factors (Istomin and Yakushev 1992; Gurova et al. 1988; Ryzhov
et al. 2010; Ranaivomanana et al. 2017).

There is abundant evidence on the dependence of filtration characteristics versus
stress in reservoir rocks and coals (Roi et al. 2018; Holt 1990; Nazarova and Nazarov
2016; Zhang et al. 2012), but the information on loose geomedia is scarce yet (Patino
et al. 2019; Chapuis et al. 1989). Most theoretical and experimental studies focus
on establishing the dependence of porosity and permeability versus granulometric
composition, particle packing, and moisture (Vukovic and Soro 1992; Sezer et al.
2009; Chapuis 2004; Alyamani and Sen 1993; Sathananthan and Indraratna 2006).
However, a variation in permeability near a borehole as a result of stress redistribution
and formation of irreversible deformation zones appreciably influences electrohy-
drodynamic field parameters (Yeltsov et al. 2012; Yeltsov et al. 2014; Nazarova et al.
2013), and as a consequence, the reservoir productivity characteristics, obtained
based on well logging data.

In the present paper the researchers proposed the method to establish empirical
porosity–permeability–stresses dependence for granular geomedia by laboratory test
data.

2 Laboratory Unit and Filtration Tests

The experimental hermetic measurement cell of parallelepiped shape is made of
polyurethane (length l = 0.09 m, cross-section area S = 0.0009 m2, volume W =
81 ml), aluminum flanged fittings at end faces are provided for connection to a
compressor and a measurement instrument (Fig. 1).

Cell 5 is densely chargedwith pure-washedmedium sand (0.18–0.25mm fraction,
D = 0.2 mm in average, dry density being 1550 kg/m3) and placed between plates 3
of hydraulic press 2 (maximum force being 3500 N) in pan 4, designed to protect the
cell shape under loading (Fig. 2). Vertical compression was applied under stepwise-
growing stress, which magnitude σm was controlled in terms of pressure in hydraulic
cylinder. At each loading stage m the permeability tests were carried out, viz, the
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Fig. 1 Measurement cell

Fig. 2 Laboratory unit: 1 and 2—racks and stock of a hydraulic press; 3—plate; 4—pan; 5—
measurement cell; 6 and 7—flowrate meter and compressor main lines

Table 1 Experimental data on flow rate Qmn , ml/min

pn, bar σm, bar

0 10 20 30

1.10 78 61 49 39

1.20 163 131 103 81

1.30 257 205 161 130

1.40 356 284 226 179

1.45 408 330 261 208

1.50 468 371 293 235

constant air pressure pn was generated at the right end face, while the flow rate Qmn

was recorded at the left face in a stationary mode. The experimental results are listed
in Table 1.

2.1 Experimental Model and Interpretation of Filtration Test
Data

Parametrical Analysis of the Experimental Model

The mass-transfer in the measurement cell is described by the system including:
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Fig. 3 Experimental design,
computational domain, and
boundary conditions

Continuity equation

∂(ϕρ)

∂t
+ div

(
ρ �V

)
= 0; (1)

Darcy law

�V = − k

η
grad p (2)

and ideal gas law

p = ρRT, (3)

where ϕ—porosity, ρ and η—density and viscosity of gas, p—pressure, R—
gas constant, T—temperature. One-dimensional fluid motion is realized in the
experiment, so seepage velocity �V has a single component along axis x (Fig. 3).
Permeability k depends on effective stress s = σm − p (Zoback and Nur 1975)

k = k0 exp(−αs), (4)

where k0 and α are empirical constants.
At stationary seepage mode system (1)–(4) is reduced to one equation in pressure

∂

∂x

(
peαp ∂p

∂x

)
= 0. (5)

The following terms are preset at boundaries of the computational domain (Fig. 3):

p(0) = p0, p(l) = pn, (6)

p0 = 1 bar—atmospheric pressure. Solution of system (5), (6) is as follows:

F(p) = F(p0) + [F(pn) − F(p0)]x/ l, (7)
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Fig. 4 Pressure distribution
in the cell at different α
values

where F(p) = (p − 1/α)exp(αp). The known hydrostatic relation (Kochin et al.
1964; Sinaiski 2011) arises from (7) at α → 0:

p(x) =
√(

p2n − p20
)
x/ l + p20 .

Figure 4 presents gas pressure distribution in the measurement cell at pn = 4 bar
for differentα values (lines 0, 1, 2, and 3 correspond toα = 0, 0.2, 0.4 and 0.6 bar−1).
As expected, the pressure and filtration rate in vicinity of the left computational
domain boundary (Fig. 3) tend to grow with increasing parameter α.

Considering (2) and (4) in terms of (6), it is possible to find a flow rate at x = 0

Q = k0S

η

F(pn) − F(p0)

αlp0
e−ασm , (8)

wherefrom

lim
α→0

Q = Q0 = k0S

η

p2n − p20
2lp0

.

Figure 5 demonstrates dependence of flow rate Q on inlet pressure pn at σm = 2
bar (solid lines) and σm = 10 bar (dashed lines) at different α values. It appeared
that each α and σm values has corresponding pn value, at which Q > Q0.
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Fig. 5 Dependence Q(pn) at different α and σm values

Determination of Parameters of the Empirical Dependence (4)

Let formulate an inverse coefficient problem, that is to find k0 and α by measured
flow rate values Qmn (Table 1). Let us introduce the cost function:

Ψ (k0, α) =
√
20

∑4
m=1

∑5
n=1[Q(k0, α,m , pn) − Qmn]

2

∑4
m=1

∑5
n=1 Qmn

,

where Q(k0, α,m , pn) is a flow rate, computed based on (8) at some argument values.
Calculations were carried out at air viscosity η = 18 × 10−6 Pa · s.

Isolines of Ψ are shown in Fig. 6, where five-percent equivalence domain is
toned. It is obvious, that the cost function is unimodal, its minimum, intended to
provide a solution of an inverse problem, was found by the modified conjugate-
gradient method (Nazarov et al. 2013; Nazarova et al. 2017). Dashed lines indicate
corresponding trajectories in Fig. 6. The target parameters are estimated through
intervals:

k1 ≤ k0 ≤ k2, α1 ≤ α ≤ α2,

where k1 = 0.2 D, k1 = 0.22 D, α1 = 0.018 bar−1, α1 = 0.028 bar−1.



Determination of Permeability–Porosity–Stresses … 139

Fig. 6 Level lines of cost function Ψ,%

2.2 Evaluation of Loose Material Porosity at Different Stress
Values

At every loading stage m the air was evacuated from the measurement cell 1 (Fig. 7)
after the permeability tests (for various pn) were over and vessel 2 of Vr = 1.2 W
in volume with gas content under pressure Pr was connected to the cell. Valve
4 was opened and resultant pressure Pm in the system was recorded with high-
sensitive manometer 3. The relative variation ξm of cell volume was estimated by the
displacement of hydraulic press stock (Fig. 2). The measurement results are cited in
columns 2 and 3 (Table 2). These data can be used to evaluate porosity ϕm versus
stress σm .

The cell pore volume Vm = ϕm(1 − ξm)W then according to ideal gas law:

PrVr = [Vr + ϕm(1 − ξm)W ]Pm,

Fig. 7 The design of the experiment to determine porosity at different stress values
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Table 2 Experimental data and interpretation of results

1 2 3 4 5 6 7 8 9

σm , bar Pm , bar ξm ϕm k(σm), D k, D 
, % k, D 
, %

0 1.277 0 0.210 0.218 0.2224 2.05 0.2228 2.22

10 1.289 0.043 0.197 0.173 0.1741 0.53 0.1739 0.41

20 1.301 0.081 0.184 0.138 0.1344 2.34 0.1343 2.40

30 1.312 0.122 0.172 0.109 0.1106 1.18 0.1108 1.36

whence

ϕm = Vr (Pr/Pm − 1)

(1 − ξm)W
. (9)

The data on porosity calculation by (9) at Pr = 1.5 bar and are listed in column
4 (Table 2), the permeability values calculated by (4) at k0 = 0.5(k1 + k2) = 0.21D
and α = 0.5(α1 + α2) = 0.023 bar−1 are cited in column 5. Two functions are
selected to approximate experimental data {k(σm), ϕm};

k = A1D
2ϕδ1; (10)

k = A2D2ϕδ2

(1 − ϕ)δ3
(11)

The least square method was used to evaluate empirical constants in (10) and
(11): A1 = 878 × 10−6, δ1 = 3.272, A2 = 289 × 10−6, δ2 = 2.832, δ3 = 1.871
Permeability values calculated by (10) and (11), are reported in columns 6 and 8
(Table 2), respectively, while relative errors
 = |1 − k/k(σm)| are in columns 7 and
9. It is obvious that both functions give nearly identical precision of the experimental
data approximation, moreover, (11) actually coincides with the known Kozeny–
Carman equation, where δ2 = 3 and δ3 = 2 (Carrier et al. 2003). Combining (4)
with (10) or (11) can result in the empirical porosity–stress relationship, for example,

ϕ = ϕ0e
−α(σ−σ0)/δ1 ,

where ϕ0 and σ0 are somehow reference values.

3 Conclusion

The process for quantitative evaluation of poroperm properties of loose and weakly-
consolidated geomedia under variable stresses is developed and tested on a physical
model. The process rests on inversion of stationary permeability tests evidence for a
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loaded geomaterial specimen and enables to establish relationship between perme-
ability and effective stress as well as to determine porosity at each loading stage by
means of measuring the equilibrium pressure established in vacuumized measure-
ment cell when a vessel containing a preset gas amount is connected to the cell.
Further research is intended to analyze transient processes running in the course
of the new-proposed technique implementation, in particular, evaluation of perme-
ability in terms of the pressure variations in “measurement cell–gas vessel” system
until steady state is reached.
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Incompressible Viscous Steady Fluid
Flows in a Plane Diffuser

S. A. Kumakshev

Abstract The evolution of steady flows of a incompressible and viscous fluid is
analyzed in a plane diffuser. For the classical formulation of the Jeffery-Hamel prob-
lem velocity profiles of flows are given. The evolution of basic single-mode flow for
a fixed expansion angle into complex flows with inflow and outflow sectors (multi-
mode flows) is found. The Reynolds number values corresponding to this bifurcation
are calculated. It determines, in particular, that after bifurcation the single mode is
impossible, while Reynolds number is growing. Also, the second bifurcation domain
is explored.

Keywords Plane diffuser · Jeffery-Hamel flow

1 Statement of the Problem

Classical Jeffery-Hamel problem Jeffery (1915), Hamel (1917) for a flat diffuser
flow is investigated. A fluid with dynamic viscosity ν and density ρ flows in the flat
diffuser with the angle 2β < 2π between plane sheets. We can describe the region
occupied by fluid as r > 0 and |θ | < β in the polar coordinates. At r = 0 flow has
a singularity of a constant-power source Q < 0 and on the walls no-slip conditions
are valid. Unfortunately, the system has two dimensionless quantities: Reynolds
number Re = Q/ν < 0 and angle of expansion 2β; such values as {ρ, Q, ν} are
dependent from each other dimensionally ([Q] = [ν]). That is why we cannot make
the equations of motion completely dimensionless.
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The velocity field is radial for a self-similar solution Jeffery (1915), Batchelor
(1967)

vr = −Q

r
V (θ), vθ ≡ 0. (1)

and for some function V (θ) automatically guaranteeing incompressibility condition.
The components of two tensors—the stress and the strain rate—are expressed as

vrr = −vθθ = Q

r2
V (θ), vrθ = − Q

2r2
V ′(θ);

σrr;θθ = −p ± 2ρQ2

r2Re
V (θ), σrθ = − ρQ2

r2Re
V ′(θ).

(2)

Here the quantities (1) and (2) depends from unknown functions of the pressure p
and velocity profile V (θ). The differential equation for this functions with the help
of Navier-Stokes equations and expressions (2) can be derived

V ′′ + 4V − ReV 2 = C, C = const; (3)

p = ρQ2

2r2Re
(C − 4V ). (4)

In this problem there are two conditions: adhesion boundary condition for the
liquid and the the constant rate of outflow (integral condition):

V (±β) = 0,

β∫

−β

V (θ)dθ = 1. (5)

Unknown function V (θ) so as constant C = V ′′(±β) for some Re < 0 and 0 <

β ≤ π must be determined from formulas (3) and (5). Then the quantities (1), (2), (4),
etc. may be calculated. Unfortunately, it is a very difficult computational problem.

Usually, in the available approaches (seeBatchelor (1967),Millsaps andPohlhausen
(1953)), the nonzero velocity value on the axis of diffusor is fixed or the integral con-
dition (5) is ignored. Thus the formulation and sense of classical Jeffery-Hamel
problem are strongly distort.

An other approach is to obtain the nonlinear multidimensional boundary value
problem in terms of elliptic functions by using first integral of formula (3). It leads
analytically to the system of transcendental equations. Solution of this system is
associated with fundamental computational difficulties.

Otherwise, with the help of special developed numerical-analytical method Aku-
lenko et al. (2002) based on the modified Newton algorithm the nonlinear boundary
value task given by formulas (3) and (5) can be efficiently solved with high accu-
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racy. By introducing the normalized profile of velocity y by argument x , and two
parameters g and l (which are unknown), as well as substantial known parameters a
and b

y(x) = 2βV (θ), x = 1

2

(
θ

β
+ 1

)
, 0 ≤ x ≤ 1,

a = 4β, b = 2β Re, λ = 8β3C, γ = y′(0)
(6)

original boundary-value problem is introduced as:

y′′ + a2y − by2 = λ, y(0) = y(1) = 0, y′(0) = γ,

z′ = y − 1, z(0) = z(1) = 0.
(7)

Here we have the known variables a and b. The problem is to find unknown
parameters γ and λ. First, we fixed the angle β in the range 0 < β ≤ π/2, i.e., a
parameter a is fixed in the range 0 < a ≤ 2π . Then, by continuing in the Reynolds
number, i.e. the parameter b ≤ 0, we can determine γ and λ. For the initial point
(Re = 0), a solution of problem (7) can be found in an explicit analytical form for
b = 0. For b = 0, we obtain

y0(x) = a

2D

[
cos(ax − a

2
) − cos

a

2
],

γ0 = a2

2D
sin

a

2
, λ0 = − a3

2D
cos

a

2
,

D = sin a
2 − a

2 cos
a
2 �= 0.

(8)

The desired function y is obtained after the substitution of resulting parameters
γ (b) and λ(b) and by numerically integrating Cauchy problem (7).

Now we can use solution for b = 0 as initial for the next Reynolds number and
refine it by the special developed calculation method Akulenko et al. (2002). Thus
we realize the procedure of continuation in the parameters.

2 Numerical Solution

When the angle between walls is zero we are obtain the Poiseuille flow. The pre-
sented below results is focused on analysis of flows for small angle β = 10◦ (π/18),
because this angle can be often found in hydromechanical and engineering appli-
cations Akulenko and Kumakshev (2004). For the parameter b, depending from
Reynolds number, on the interval 0 ≥ b ≥ −25 the Fig. 1 shows curves γ (b), λ(b)
obtained by above procedure using the special developed method and continuing in
parameter on the basis of solution (8).
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Fig. 1 Curves γ (b), λ(b) for β = 10◦ (π/18). Subscript 1 corresponding to the basic single-mode
flow, subscript 2 and 3 to the double- and triple-mode flows respectively

2.1 Bifurcation of One-Mode Symmetric Flow

It is found that the single-mode flow exists only before the critical value b∗ ≈ −18.8
Akulenko and Kumakshev (2005). Here the function γ = γ(1)(b) is equal to zero
and it means that the first derivative of fluid velocity in the vicinity of walls is zero
either. With the increase of Reynolds number the inflow jets near the walls appears.
So in this point the single-mode flow have a bifurcation and two double-mode and
one triple-mode flows arise (see Fig. 1).

For the triple-mode flow the inflow jets near the walls are enhanced with the raise
of b from bifurcation point to the turning value b = b∗ ≈ −21.7.With the increase of
Reynolds number solutions of this type are disappear, because the graphs of γ(3)(b),
λ(3)(b) at this value b∗ have vertical tangents, as it shown on Fig. 1. The velocity
profiles for the vicinity of bifurcation point is shown on Fig. 2.

As for double-mode flows it is found that they are asymmetrical. The inflow and
outflow jets near walls can be replaced because both cases are equivalent. So we have
two symmetric curves γ ±

(2) (see Fig. 1).
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Fig. 2 Triple-mode velocity
profiles: 1 and 2 for b = −21
coexisting simultaneously; 3
corresponding to b = b∗; 4
corresponding to b = b∗; 5 is
single-mode flow before
bifurcation

Fig. 3 Velocity profiles: 1 is
single-, 2 and 3 are two
double-, and 4 is triple-mode
flows for b = −10

Aswe have the certain curves γ (b), λ(b) by substituting it for the fixed parameters
a and b into the boundary value problem (7) (which is now only Cauchy problem)
and by numerically integrating obtain the velocity profiles y(x). The result is shown
on Fig. 3.
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So the full analysis of rather complicated pattern of the first bifurcation point of
flows in the plane diffuser is provided.

2.2 Depending of Bifurcation Point from the Diffuser Angle

We can find the function b∗(β) for the interval for angle β from zero to π/2 that
define bifurcation point dependance from diffuser angle Akulenko and Kumakshev
(2004), Akulenko and Kumakshev (2005). This curve will show the boundary of the
existence of the single-mode flow. By using the first integral of the first of Eqs. (7)
it can be found in an implicit analytical form:

f (q, ξ) = q(1 − q) [2 + ξ(1 + q)] ,

−b∗ = 6ξL(ξ)K (ξ), β = 2−1/2K (ξ), 0 ≤ ξ < ∞;

K (ξ) =
∫ 1

0
f −1/2(q, ξ)dq, L(ξ) =

∫ 1

0
f −1/2(q, ξ)qdq.

(9)

As we can see from Eqs. (9) for β = +0 the value b∗ is equal to −6π and for
β = π/2 equals zero. Figure 4 shows curve b∗(β).

Fig. 4 Critical value b∗
versus the half-expansion
angle β of the diffuser
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2.3 Second Bifurcation Point

While increasing Reynolds number from the first bifurcation point one can find the
second bifurcation point as it shown on Fig. 5. For this point b(2)∗ ≈ −75.4. In this
domain three-, four-, and five-mode flows are possible Akulenko and Kumakshev
(2004), Akulenko and Kumakshev (2008). The structure of the second bifurcation
domain is qualitatively similar to the first one. But now the role of the basic flow
belongs to the triple-mode flow. This flow has the different structure from the triple-
flow for the first domain: it has inflow in the center of diffuser and outflows near
walls.

In bifurcation point b(2)∗ four-, and five-mode flows are arise. The mechanism of
appearing one or two more inflow (outflow) jets is similar to discussed above.

Note, that for the four-mode velocity profiles the velocity value of liquid on the
axis of diffuser is zero as it shownonFig. 6. Thatmeans, that the approach for solution
of this Jeffery-Hamel problem builded on proposal of nonzero liquid velocity on the
center of diffuser is wrong.

Now the full analysis of the second bifurcation domain in diffuser for three-, four-,
and five-mode flows is provided. The velocity profiles of these flows for b = −60 is
presented on Fig. 6.

Fig. 5 The first and the second bifurcation domain
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Fig. 6 Velocity profiles for
the three-, four-, and
five-mode flows,
corresponding to the second
bifurcation domain

3 Conclusion

For the first and the second bifurcation domain in diffuser the complete analysis is
provided.Also, the results for the next bifurcationdomains are obtained.The structure
of these domains are qualitatively similar to the first and second ones. The curves
γn(b) and λn(b) are the important result of this paper. By substituting values γ and
λ into the boundary value problem (7) (which is now only Cauchy problem) and by
numerically integrating we can obtain some diffuser flows features: the dependence
of the velocity from the angle (1), stress and strain rate tensor components (2) as
well as pressure (4). Calculation of γn(b) and λn(b) requires the special developed
numerical-analytical method Akulenko et al. (2002) based on the modified Newton
algorithm and the procedure of continuation in parameter. But after these calculations
one have a full solution: the velocity profiles (and other characteristics) follows from
the ordinary Cauchy problem solution.
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On Relationship Between Variations
in Total Atmospheric Methane Levels
and Climate Warming in the Russian Far
East in Summer Months

A. V. Kholoptsev and S. A. Podporin

Abstract The present research focuses on rapid climate warming in the Russian
Far East. The hypothesis is put forward that methane emissions from the degrading
permafrost may contribute to the temperature rise in the region during the warm
period of the year. The role of arctic air outbreaks in the warming process through
southward transport of methane is considered. Based on the latest reanalysis data and
statistical approaches, we determine correlation of interannual variations in surface
air temperatures over the Far East region and the Bering Sea with the total duration of
arctic air outbreaks crossing the coasts of theEast-Siberian andChukchi seas.A rather
strong correlation is shown to exist in some areas of the region in question in July,
August, and September. A similar correlation is established between the duration
of the above mentioned outbreaks and total column methane amounts over the Far
East region. A conclusion is made that atmospheric temperatures are influenced by
permafrost methane emissions in August and September. The relationship is not
obvious in other months.

Keywords Russian far east · Climate warming ·Methane emission · Arctic air
outbreak · Statistical correlation

1 Introduction

In modern era, rising levels of atmospheric greenhouse gases and subsequent climate
warming are becoming a major concern for the world’s population and economy (Li
et al. 2018; Bush 2020a, b; Birchall 2019; Bulkeley and Tuts 2013; Hallegatte et al.
2011). However, the impact and features of the warming process vary significantly
in different parts of the globe. Hence, deeper insights into the mechanisms and
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consequences of regional climate changes are of key importance for physiographists,
meteorologists, and climatologists.

Especially this is the case for regions exhibiting high climate warming rates, the
Russian Far East (RFE) being one of them. During the last 40 years, the temperature
means of summer months in some localities of the RFE have seen dramatic rise by
more than 5 °C.

Since a large portion of the RFE territory lies in the permafrost zone, warming
of the local climate inevitably destroys perennially frozen rocks rich in gas hydrates
concentrated below the earth surface. As a result, gases (most essentially methane)
escape from the permafrost into the atmosphere, which, in turn, increases fire hazards
and harms fragile local ecosystems (Malkova et al. 2014).

Considering the fact that methane is a powerful greenhouse gas, we can hypoth-
esize that increase in its total levels over the region in question due to its emission
from the surface can significantly affect local temperature means of summer months.

The assumption is not straightforward as warming of the local climate is also
driven by other powerful factors. One of them is the impact of blocking highs caused
by arctic air outbreaks (hereinafter AAOs) into lower latitudes (Mokhov et al. 2013;
Dzerdzeevskii et al. 1946).

AAOs normally manifest themselves as rapid northerly air streams formed as a
result of interaction between a southern cyclone entering higher latitudes and the
Arctic anticyclone. As the two vortices approach each other, the baric gradient in the
cyclone’s rear sector begins to rise, which in turn leads to intensification of winds
along the cyclone-anticyclone boundary. Since the air transported by the AAO is cold
and dry, along its entire path (which normally extends southward to the periphery
of a subtropical anticyclone) the 500-hPa geopotential height tends to rise while the
atmospheric temperature tends to drop. AAO-driven air streams can capture methane
emitted from the underlying surface and carry it far south.

Propagation of an AAO creates a blocking high featuring clear weather and little
cloudiness (Mokhov et al. 2013; Dzerdzeevskii et al. 1946). As a result, the air inside
it quickly warms (especially in summer), which can also account for substantial rise
in monthly means of local temperatures. The effect is the more noticeable, the longer
the total duration (TD) of AAOs over the region.

The twomentioned factors (emissions of methane and AAOs) can both be respon-
sible for substantial climate warming in the RFE region in summer months; however,
the contribution of methane is to be clarified.

In our research, we aim to check the assumption about a relationship between
methane emissions from the permafrost and the temperature rise in the RFE region.
The following steps are followed:

1. Estimation of the total duration of AAOs that crossed Russia’s arctic seacoasts
during May–October of 1979–2018 period.

2. Identification of the RFE areas (including adjacent seas) where interannual vari-
ations in the total duration of AAOs crossing the coasts of the Chuckhi and
East-Siberian seas exhibit significant correlation with the concurrent variations
in monthly temperature means.
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3. Identification of the RFE areas (including adjacent seas) where interannual vari-
ations in total column methane amount demonstrate significant correlation with
the concurrent variations in the total duration of the above-mentioned AAOs.

4. Discussion of the findings.

2 Methods

In our research, we used reanalysis data as source material. The following datasets
were chosen as most appropriate:

1. CAMS-reanalysis (Reanalysis 2019)—for monthly means of total column
atmospheric methane (TCM);

2. ERA-Interim (ERA-interim 2019)—for daily means of meridional and zonal
surface wind components, atmospheric temperature (Ta), and 500-hPa geopo-
tential height (H500).

CAMS, which stands for the Copernicus Atmosphere Monitoring Service, is a
new global reanalysis dataset of atmospheric composition produced by the Euro-
pean Centre for Medium-Range Weather Forecasts (ECMWF). It consists of three-
dimensional time-consistent atmospheric composition fields, including aerosols,
chemical species and greenhouse gases (Inness et al. 2019).At the timeof the research
the dataset was available for the period 2003–2016. The vertical resolution of the
reanalysis data included 60 model levels, with the top level at 0.1 hPa. Daily and
monthly means of methane and other species at these levels are freely available from
ECMWF open data service (Reanalysis 2019).

ERA-Interim reanalysis presents a variety of atmospheric parameters for 1979–
2019 period. Data on wind velocities are available in spatial resolution of approxi-
mately 80km (T255 spectral on 0.75×0.75° coordinate grid) and temporal resolution
of 6 h, the number of vertical levels from the surface up to 0.1 hPa being 60. The
data assimilation system used to produce ERA-Interim is based on a 2006 release of
the Integrated Forecast System (Cy31r2), which includes a 4-dimensional variational
analysis with a 12-h analysis window (Dee et al. 2011).

The areaswith the highest atmospheric TCM, as established by use of CAMSdata,
were the coastal regions of the Chukchi Sea and the eastern part of the East-Siberian
Sea, thewhole area falling in 160° E–160°Wsector. Dailymethane emissions therein
reached 30–190 g/m2. Further research was therefore carried out for the mentioned
sector.

AAOs over the sector in question were identified by analyzing atmospheric
patterns of H500 distributions. The fact of an AAO occurrence was established if
the following conditions were met: (i) H500 values exceeded their averages for the
corresponding areas, (ii) mean daily wind velocities in the identified high-pressure
band had strong north components. AAOmanifestationswere sought for in each 2.5°-
wide sector in each month of May–October period. If the fact of an AAO-occurrence
was established in a certain sector, its total duration was determined. An AAO was
attributed to a certain month if the period of its existence in this month was longest.
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In second and third steps, we used statistical approaches. Time series of the indi-
cators under study were formed; their linear trends were properly made up for.
Correlation analysis and Student’s t-test were then applied to estimate the corre-
lation significance corresponding to 95% confidence interval and 0.34 correlation
coefficient threshold level.

The results of the correlation analysis were presented on contour maps using
Delaunay triangulation (Skvortsov 2002).

3 Results and Discussion

The above approach was used to identify all AAO-events in each 2.5°-wide sector
of the region in question from May to October in 1979–2018 period. Their total
durations were determined for each sector and each year, which enabled to build the
time series. Angular coefficients of their linear trends plotted againstmean longitudes
of the corresponding sectors are presented in Fig. 1a. Two periods were analyzed:
1979–2018 and 1998–2018. Mean values of AAO TDs are presented on a similar
plot in Fig. 1b.

As seen from Fig. 1, in 1979–2018 total durations of AAOs exhibited significant
rise in all sectors of the region under study. The highest rise rates were detected in the
eastern part of the East-Siberian Sea and the Bering Strait area. AAO TDs increased
in eastward direction peaking in the Bering Strait sector (165° W).

In step 2 of the research, we evaluated the statistical significance of correlation
between interannual variations in AAO TDs and variations in mean monthly Ta in
different areas of the region in question. The strongest AAO TD—Ta correlation was
established for theAAOs crossing 175–172.5°W sector. The latter corresponds to the
Chukchi Sea coast extending from the Kolyuchin Bay to the Cape Serdtse-Kamen.
The areas of significant positive AAO TD—Ta correlation in August are shown in
Fig. 2.

As follows from Fig. 2, the whole area of strong AAO TD—Ta correlation for
AAOs crossing 175–172.5° W sector lies within 50–69° N and 172.5° E–167.5° W.
The area is quite extensive and includes a large part of the mainland RFE, southern
parts of the Chukchi Sea, as well as the central part of the Bering Sea. The strongest
correlation within this area is found above the Chukchi Peninsula and off its south
coast (particularly, the Anadyr Bay), as well as off the north coasts of the Aleutian
Islands (particularly, the Andreanof Islands, Rat Islands, and Near Islands). The
adjacent waters of the Pacific are also affected.

Distribution of mean monthly Ta change rates in August in 1979–2018 is shown
in Fig. 3.

In Fig. 3, a stable increase in mean monthly Ta is seen almost over the whole area.
For the last 40-year period, Ta in some parts of the area has risen by dramatic values
(up to 5 °C). Blocking highs can partly provide an explanation for the phenomenon.
The reason for Ta increase inside a blocking high is that little or zero cloud cover
leads to absorption of solar radiation by the earth surface and consequent surface
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Fig. 1 Dynamics of arctic air outbreaks over the RFE region in August: a angular coefficients of
AAO total duration linear trends; b mean values of the total duration of AAOs

air heating. This happens both over the land and over the sea; however, the sea is
less subject to heating due to water’s much larger heat capacity. Therefore, despite
the rise in the total duration of blocking highs, increase in surface temperatures of
the Chukchi and the Bering seas by such dramatic values has not happened. Hence,
general temperature increase in the region cannot be attributed to blocking highs
only.
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Fig. 2 Areas of significant positive correlation between the total duration of AAOs that crossed
175–172.5° W sector and mean monthly August temperatures

Similar research was performed for other months of May–October period. Signif-
icant positive AAO TD—Ta correlation has been detected over several areas of the
region in question only in July–September. It has also been established that the actual
temperature rise in these months cannot be explained solely by blocking highs.

In step 3, we proceeded to identify the parts of the RFE region and the adjacent
seas, where interannual variations in total column methane amount demonstrated
significant correlation with the concurrent variations in AAO TD monthly means.

As an example, in Fig. 4 we show the areas featuring significant positive correla-
tion between the total duration of AAOs that happened in August in 175–172.5° W
sector and monthly means of TCM over the region in question.

As follows from Fig. 4, a significant TCM—AAO TD correlation is present in
near-coastal areas of the Chukchi Sea, around the Chukchi Peninsula, and in the
central part of the Bering Sea. The correlation pattern is very similar to that shown in
Fig. 2. This fact tells in favor of the proposed hypothesis assuming possible connec-
tion of methane emissions with the local climate warming and emphasizes the role
of AOOs in the southward transport of methane.
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Fig. 3 Distribution of mean monthly Ta change rates in August in 1979–2018

Analogous studies carried out for other months of May–October period have
revealed a similar correlation pattern inSeptember.No similarities have been detected
in other months (May, June, July, and October).

4 Conclusion

Our research has proved the existence of interconnection between rise in mean
temperatures of August and September in the RFE and methane emissions from
the permafrost of the East-Siberian and Chukchi seacoasts. Arctic air outbreaks have
been shown to play a major role in southward transport of methane. However, similar
mechanisms apparently do not work directly during other warm months, since no
significant correlation between air temperatures and atmospheric methane levels has
been found. Better understanding of the origins and mechanisms of the local climate
warming throughout the year will require further studies.
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Fig. 4 Areas of significant positive correlation between the total duration of AAOs crossing 175–
172.5° W sector and mean monthly values of TCM in August

Since permafrost degradation is likely to continue in the near future,methane emis-
sions into the atmosphere will grow. The faster the growth rate, the more noticeable
the methane contribution to the warming process will become.
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Geology and Gold Mineralization
of Lower Carboniferous Deposits
of the Kommercheskoye Deposit (Kumak
Ore Field)

A. V. Kolomoets, V. S. Panteleev, N. R. Kutuyeva, A. B. Mumenov,
and D. F. Yakshigulov

Abstract The work considers a promising object—the Kommercheskoye deposit
in the black shales of the Kumak ore field. The main ore-bearing structures are
two meridional zones of the East Anikhov faults, into which quartz veins penetrate
and where fracture metamorphism, metasomatism, and mineralization are intensely
manifested. Significant concentrations of gold are confined to intercalation bundles
of metamorphosed primary terrigenous and clay rocks, which are now transformed
into a diverse composition of micaceous-quartz and quartz-micaceous chlorinated
schists. The prevailing importance among them is occupied by the most favorable
for mineralization carbonaceous micaceous carbonate-quartz siltstone shales, and
shields for ore-bearing solutions are clays and limestones. More gold concentrations
are expected at deeper horizons of the Kommercheskoye deposit, less susceptible to
weathering.

Keywords Gold · Rift structures · Black shales · Anikhov graben · Carbon ·
Ordovic

1 Introduction

The Kumak ore field is structurally a junction of the East-Urals Rise and Tobolsk
Anticlinorium, separated by the Anikhovskiy graben of the rift type. The latter is
aggravated by the Kumak-Kotansun crush zone, which is one of the fragments of the
Chelyabinsk deep fault that can be traced along the East Ural Rise. In the central part
of the buckling zone, a number of gold ore manifestations of the Kumak ore field are
stretched along its strike for tens of kilometers. The largest deposits—Kumak and
Kommercheskoye—are located within the limits of the black shale thickness of the
Lower Stone Age.
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2 Geology and Ore Content of the Kommercheskoye
Deposit

The black shale strip of the Kommercheskoye deposit is a metamorphosed sedimen-
tary formationwith interlayers of effusive rocks. Primary sediments are dominated by
siltstones and carbonaceous shalewith carbonate interlayers. The clay shale, which is
widely developed at the deposit, is macroscopically represented by black shale rocks,
often with a characteristic nodularity due to the presence of otterlite porphyroblasts,
with graphite greases on the slate planes. In some areas, the oil shale is cataclyzed,
fledgled and penetrated by quartz veins. Hydrothermal changes are expressed by
the development of sericite bands, recrystallization and isolation of quartz, and the
development of carbonate, cementing and sometimes corroding quartz.

Carbonate rocks are represented by sandy limestone containing carbonaceous
substance in separate interlayers, by virtue of which the rock acquires a dark grey
colouring. The effusive rocks are represented by andesites, dacites, their tuffs and
packs of green shale of albite-actinolithicepidot composition.

As part of the black shale strata in the area of the Kommercheskoye deposit,
drillingwells discovered three submeridional packs of coal shale,which are in contact
with the interlayers of serial-quartz, albite-sericite quartz and substantially sericite
shale are confined to four almost vertical zones of shale formation and quartzization.
During the approbation all the zones found to be gold-bearing.

The main ore-bearing structures are two meridional zones of the East-Anikhov
faults, into which the quartz lodes were introduced and where the near-fault
metamorphism, metasomatism and mineralization were intensively manifested.

Significant concentrations of gold are confined to the interlayers of metamor-
phosed primary terrigenous and clayey rocks,which are now transformed into various
compositions of micaceous quartz and quartz-micaceous chlorinated shales. Among
them, carbonaceous mica-carbonate-quartz alevrolite slates are the most favorable
for mineralization, and clays and limestone are the screens for ore-bearing solutions.
Structurally, they are confined to rock buckling and slitting blocks located at the inter-
section of the meridional East-Anikhov faults and their operating cracks with north-
northeast and northwest ruptures. Ore bodies are clearly confined to the lower carbon
shale sequence of the lower sub-thickness of the Lower Bredinic Formation (C1bd) of
Lower Stone Age. Primary ore minerals found including sphalerite, sheelite, pyrite,
arsenopyrite, chalcopyrite, bismuthine,marcasite, pyrrhotite, wolframite, native gold
and silver.

According to the statistical processing of results of analyses (more than 600 spec-
trochemical analyses were used) it was revealed that the areas with the most signif-
icant concentrations of native microcrystalline gold are confined to quartz shale,
metasomatite and vein quartz with sulfide minerals, confined to the zones of junction
of differently directed tectonic ruptures (Table 1).
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Table 1 Average gold content (g/t) in Middle Paleozoic deposits of Anikhov graben in Brediniac
formation (C1bd) (average content in numerator, maximum—in denominator)

Sub-formation Sequence Thickness, m Rock types Au, g/t

Upper C1bd2 – 80–150 Conglomerates 0.002/0.07

Tuff conglomerates 0.003/0.05

Gravelite and
topografiniai

0.020/0.03

Arcose sandstones 0.005/0.05

Limestones 0.002/0.02

Lower C1bd1 Upper
clayey-terrigenous

100–120 Sandstones p.-quartz 0.002/0.030

Siltstones p.-quartz 0.003/0.040

Clays
hydrated-coalinit

0.001/0.005

Middle
terrigenous-carbonate

50–150 Arcose sandstones 0.003/0.05

Siltstone coal.
p.-quartz

0.003/0.10

Organogenic
limestones

0.002/0.01

Lower carbon shale 200–300 Conglomerates 0.003/0.05

Gravelites 0.002/0.03

Silt shale mica-quartz 0.007/0.03

Shale
coal.-trunk.-carb. with
pyrite and chalcopyrite

0.13/1.0

Metasomatites
ser.-quartz. with lodes
of quartz with pyrite

0.15/1.0

Quartz lodes with
pyrite and arsenopyrite

0.20/1.5

3 On the Formation Conditions for Stratiform Gold Ores
at the Kumak Gold Field

Within the East-Urals uplift there black shale ore-bearing gold-bearing deposits of
theMiddle Horde and Lower Stone Age are widely developed. Their most prominent
representatives are the formation of theNewOrenburg strata and theBredinsk Forma-
tion in the north of the East-Urals uplift, which are sources of gold for gold-bearing
cortices of erosion (Kirovsk, Kamensk, Belozersk, etc.) (Arifulov 2005; Pankratiev
et al. 2018; Sazonov et al. 1999; Snachev et al. 2012). Carbon formations of the
same age compose numerous objects of stratigraphic gold ores in the south of this
tectonic division. These are the Middle Horde rocks of the Shebekta and Balaldyk
strata of the East Mugodzhar zone and the Lower Carboniferous formations of the
carbonaceous-terrigenous-carbonate strata of the Kumak ore field.
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The development of black shale formations began in the Ordovician period:
internal deflections of the rift type were laid in the local stretch zones, in the form of
shallow sedimentation basins limited by faults. There in rather warm conditions an
accumulation of organic matter was performed, which created favorable reduction
environment for the deposition of sulfides and precious metals. The latter were later
concentrated in pyrite, arsenopyrite and organic carbon. In the process of diagen-
esis and early metamorphism, crystallization water was released from water-bearing
minerals, which, interacting with the organism, was transformed into carbon dioxide.
The carbon dioxide partially dissolved the gold and transported it to the weakened
zones—numerous cracks in the rocks, especially at the intersection of numerous
differently directed ruptures. This process in the North of the East-Urals uplift led
to the formation of some small manifestations of noble metal with concentrations of
3–5 g/t (Loshinin and Pankrat’ev 2006; Ponomareva and Loshchininin 2013).

The Lower Carboniferous Formations inherit the history of the Middle Hordeic
black shale formations of the East Ural Rise. They have a similar lithological compo-
sition of rocks and are confined to the same tectonic structures, but more pronounced
grabens. The high degree of metamorphism expressed in the appearance of biotite
rudiments in carbonaceous-terrigenous formations of C1 led to a more significant
concentration of syngenetic gold. Widely manifested hydrothermal-metasomatic
activity associated with the introduction of acid magmas in the Upper Paleozoic
time has led to both the introduction of new portions of magmatic gold and the
removal of syngenetic metal fluid-hydrothermal solutions from the older sediments
of the middle Ordovician and its redeployment to higher levels – black shale rocks
of Lower Stone Age. This led to the formation of stratigraphic type gold occurrences
(Loshinin and Pankrat’ev 2006).

4 Conclusion

Higher gold ore concentrations are expected at deeper horizons at the Kommerch-
eskoye Deposit, which are less susceptible to weathering. This is due to the wide
distribution of gold-bearing deposits in this area of the lower subfloor of the Lower
Bredinic Formation (C1bd), the presence of contrasting interlayers packs of clayey
and terrigenous rocks in it with a significant development of carbonaceous mica-
carbonate-quartz ore-bearing rocks among them, presence of sulfides and native gold
in them, significant development of rock crush zones and the most favorable miner-
alization concentrators at the facility, timed to coincide with the multidirectional
junction areas of tectonic dislocations.
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Direct Numerical Simulation of Droplet
Deformation in External Flow at Various
Reynolds and Weber Numbers

Anna Zotova , Yulia Troitskaya , Daniil Sergeev ,
and Alexander Kandaurov

Abstract Using the Basilisk software package, direct numerical simulation of the
process of deformation of a liquid drop in a gas stream was carried out. The calcu-
lations were carried out for Reynolds numbers Re = 50–3000, Weber numbers We =
2–30. Two main modes of drop deformation were observed: bowl-shaped and dome-
shaped, there is a transitional deformationmode between them.Amapof deformation
modes is constructed for comparison with the experimental data available in the lit-
erature. It was found that the dependence of the Weber number, corresponding to the
transition from one deformation mode to another, on the Reynolds number is well
described by the power law proposed in the literature.

Keywords Direct numerical simulation · Drop deformation mode

1 Introduction

Theprocesses of deformation and secondary fragmentation of droplets play an impor-
tant role in various industries: fuel, agriculture, etc. A lot of experimental work has
been devoted to studying the behavior of a droplet in the flow of the external medium
(Hsiang and Faeth, 1995; Krzeczkowski, 1980). Numerical experiments were also
carried out to simulate the deformation and fragmentation of the droplet under the
influence of a stationary external flow (Jalaal and Mehravaran, 2012; Kekesi et al.,
2014; Pairetti et al., 2018). In the experiments, two types of perturbations leading to
deformation and fragmentation of the droplet were investigated: a shock wave and
steady disturbances. It was shown that the regime of droplet fragmentation under
the influence of the shock wave depends on the ratio of the resistance forces of the
medium and surface tension expressed by the Weber number We = ρcd0u20/σ , and
the ratio of the viscosity forces in the drop and the forces of surface tension expressed
by the Ohnesorge number Oh = μd/(ρdd0σ)1/2, where d0 and u0 are the diameter
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of the droplet and its velocity relative to the medium velocity, ρc and ρd are the den-
sities of the external medium and the droplet, respectively, μd is the viscosity of the
droplet, and σ is the surface tension coefficient. As was shown in Hsiang and Faeth
(1995), themode of deformation and fragmentation of a droplet in a stationary flow is
affected by the Weber number and Reynolds number Re = ρcd0u0/μc. The authors
distinguish two types of droplet deformation in the external flow: dome-shaped and
bowl-shaped. In the case of the dome-shaped deformation mode, the windward side
of the droplet becomes flat, the leeward side remains rounded, this shape is similar
to the shape of a droplet at the initial stage of the development of a bag-breakup
phenomenon. For the bowl-shaped deformation mode, on the contrary, the leeward
side of the drop becomes flat, and the conditions for the formation of bowl-shaped
drops are to some extent similar to the conditions of shear-breakup and, apparently,
are determined by the interaction between the drag and viscous forces. A map of the
dome- and bowl-shaped modes of drop deformation obtained is presented in Fig. 2
of Hsiang and Faeth (1995). Based on a comparison of the shear stress with the
surface tension forces, the authors propose the following estimate of the dependence
of the Weber number corresponding to the transition from one mode to another on
the Reynolds number: We = 0.5 · Re1/2.

2 Drop of Liquid in a Gas Stream

When conducting experimental studies, available equipment and materials usually
impose a restriction on the set of problem parameters. So it seems relevant to conduct
a numerical experiment that will remove this limitation. For direct numerical simu-
lation of droplet deformation in the external flow, the Basilisk software package was
used Popinet (2020). The Navier-Stokes equations for incompressible media with
variable density are solved in Basilisk:

ρ (∂tu + u · ∇u) = −∇ p + ∇ · (2μD) + σκδsn, (1)

∂tρ + ∇ · (ρu) = 0, (2)

∇ · u = 0, (3)

where u is the medium velocity, ρ is the density of the medium, μ is the dynamic
viscosity and D is the deformation tensor defined as Di j ≡ (

∂i u j + ∂ j ui
)
/2. The

surface tension term is concentrated at the interface, this is provided by the Dirac
distribution function δs ; σ is the surface tension coefficient, κ is the curvature, n is
the normal to the interface.
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Fig. 1 Configuration of the
problem

Table 1 Parameters used for modeling

d0, m u0, m/s ρd , kg/m3 ρc, kg/m3 μd , Pa·s μc, Pa·s σ , N/m

0.005 30 1000 1.2 1.003e-3 ρcd0u0/Re ρcd0u20/We

For two-phase flows the volume fraction c of the first liquid is introduced, and the
density and viscosity are determined as

ρ ≡ cρ1 + (1 − c) ρ2, (4)

μ ≡ cμ1 + (1 − c) μ2, (5)

where ρ1, ρ2 and μ1, μ2 are the densities and viscosities of the first and second
media, respectively.

We examined the problem of the following geometry: a drop of liquid with a
diameter 5mm was placed in a gas stream at a speed of 30 m/s (see Fig. 1). The
density of the liquid ρd and gas ρc correspond to the density of water and air, the
viscosity of the liquidμd is equal to the viscosity of water. The viscosity of the gasμc

and the surface tension at the interface between the liquid and gas σ are determined
by the set values of the Reynolds and Weber numbers (see Table 1).

When considering the deformation and fragmentation of a liquid drop in a gas
stream, the characteristic shear fragmentation time proposed in Ranger and Nicholls
(1969) is introduced:

t∗ = d0 (ρd/ρc)
1/2 /u0 (6)

According to measurements made by Cao et al. (2007); Dai and Faeth (2001),
the initial deformation of a drop occurs in a dimensionless time approximately equal
to t/t∗ = 1 − 2 and weakly depends on the Weber number (in the range considered
by the authors, see Cao et al. (2007) Fig. 7). For the parameters under consideration
t∗ = 5.3ms, in ourworkwe considered the deformation of the droplet at time t = 5.5
ms.
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3 Results

In order to observe the transition from bowl-shaped to dome-shaped deformation of
the droplet, a simulation was performed with parameters corresponding to Weber
numbers We = 2–30 and Reynolds numbers Re = 50–3000.

The process of droplet deformation for the bowl-shaped (Re = 50, We = 12) and
dome-shaped (Re = 1000, We = 6) modes is shown in the Fig. 2. It can be noted
that for these parameters of the bowl-shaped mode, the shape of the drop changes
significantly over time, for example, after 3 ms the drop has a narrow ledge in the
direction of the wind.

Figure 3 shows an example of the obtained simulation results - a droplet shape 5.5
ms after placing a spherical droplet in a gas stream for Weber numbers We = 8 and
We = 12 and various Reynolds numbers. It can be seen that for theWeber numberWe
= 12, the bowl-shaped mode of deformation of the drop occurs at Reynolds numbers
Re = 50–300, the dome-shaped mode—at Re = 500–1000. The transition from one
mode to another occurs when the Reynolds number is about Re = 400. For theWeber
number We = 8, the transition from one mode to another is shifted to the range of
Reynolds numbers Re = 200–300.

A map of the dome- and bowl-shaped modes of drop deformation for different
Weber and Reynolds numbers is shown in Fig. 4. The results corresponding to the
bowl-shaped mode of deformation of the droplet are shown by black squares, and
the dome-shaped mode by red circles. Transitional mode is marked by green stars.

Fig. 2 Drop deformation for different points in time: bowl-shaped (Re = 50, We = 12) and dome-
shaped (Re = 1000, We = 6) modes
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Fig. 3 The result of numerical simulation of droplet deformation in a gas stream with parameters
corresponding to the Weber numbers We = 12 and We = 8 and various Reynolds numbers Re at
time t = 5.5 ms.

Fig. 4 Map of dome-shaped and bowl-shaped modes of drop deformation obtained as a result of
numerical experiments. The line shows the dependence of the Weber number corresponding to the
transition from one regime to another, on the Reynolds number obtained in Hsiang and Faeth (1995)
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The blue line corresponds to the dependence of the Weber number corresponding
to the transition from one regime to another on the Reynolds number proposed in
Hsiang and Faeth (1995):We = 0.5 · Re1/2 (see Fig. 2 of the work Hsiang and Faeth
(1995)). It can be seen that the results obtained using direct numerical simulation are
in agreement both with this dependence and with the experimental data obtained in
Hsiang and Faeth (1995).
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North Atlantic Oscillation and Arctic Air
Outbreaks

A. V. Kholoptsev, S. A. Podporin, and T. Ya. Shulga

Abstract In this paper,we investigate the effect of outbreaks ofArctic air on changes
in sea surface temperature in the areas of the North subpolar hydrological front as
well as variations in mean daily values of the North Atlantic Oscillation index. We
introduce a new technique for detection of Arctic air outbreaks applicable for iden-
tification of these phenomena in the areas of baric depressions such as the Icelandic
Low.

Keywords North Atlantic · Arctic air outbreak · North Atlantic oscillation · Sea
surface temperature · Icelandic low

1 Introduction

TheNorthAtlanticOscillation (NAO)plays a fundamental role in climatefluctuations
in the North Atlantic. The phenomenon has significant impact on variability of the
atmospheric circulation and air temperature in the Northern Hemisphere. It affects
parameters of air currents and sea state in the majority of North Atlantic regions
(Kurbatkin and Smirnov 2010; Mokhov and Yeliseev 2000, 2013; Hurrell et al.
2003; Johnson et al. 2008; Rodwell et al. 1999). The NAO’s behavior is thus a major
area of interest for geographers and meteorologists.

Fluctuations of the NAO state may arise due to a large number of factors, most
substantial being variations in balances of heat and mean content of water vapor in
the air over the Icelandic Low (IL) and theAzoresHigh (AH). Such variationsmay be
caused either by vertical heat-moisture exchange over the corresponding water areas
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or by advection of large amounts of air with different heat and water vapor content
into the areas. The NAO index variability can, therefore, be affected by strong long-
lasting northerly or southerly winds leading to blockings (Mokhov and Yeliseev
2000). An assumption can thus be made that the concurrence of the dates on which
the positive NAO phase switches to negative while a blocking process is taking place
over the North Atlantic, is not accidental. Such concurrence is described in (Nesterov
2013; Shakina and Ivanova 2010), however, its origins are not investigated.

An important type of atmospheric blocking processes are outbreaks of cold, dry,
and dense Arctic air (hereinafter referred to as Arctic air outbreaks—AAO) into the
mid-latitudes (Kholoptsev et al. 2018). A technique for their identification was first
introduced by Boris Dzerdzeevsky in 1948 (Dzerdzeevskii et al. 1946). According
to it, the fact of an AAO occurrence is established if there is an evident high-pressure
band linking the Arctic anticyclone with a subtropical one. Similar baric inhomo-
geneities (blockings) may arise through other factors. Themethod, therefore, enables
identification of blocking processes of any kind (Mokhov et al. 2013).However,when
applied for detection of AAO-events, it can often lead to so-called ‘false alarms’
(erroneous establishment of the fact of an AAO occurrence). If, in contrast, an AAO
crosses a baric depression, the event may remain undetected. Nevertheless, despite
its shortcomings, the technique has been widely used by a large number of modern
researchers (Kurbatkin and Smirnov 2010).

AnAAO is a rapid northerly air current caused by interaction of a southern cyclone
entering higher latitudes with the Arctic anticyclone situated on its way. As these
two atmospheric eddies start interacting, the absolute value of the pressure gradient
in their boundary area begins to rise (Mankin 2011). This, in turn, generates massive
airflows capable of delivering cold Arctic air into temperate latitudes (Salby 1996).

If an AAO occurs in a sector of the North Atlantic within 60°W–0 longitude
range, the consequences described above can lead to rise in atmospheric pressure in
the IL area and subsequent decrease in the NAO index. The longer the AAO duration,
the more noticeable such consequences may be. Therefore, it is safe to assume that
variations in the NAO state can be affected by variations in the total duration (TD)
of AAOs occurring in the same period.

The hypothesis we put forward will be as follows: the longer the duration of an
AAO crossing the Icelandic Low area, the more frequent decreases in mean daily
values of the NAO index are to be expected. Should it be confirmed, the results of
AAOmonitoring could be applied for NAO index prediction, as well as modelling of
the related atmospheric and oceanic processes, which is of theoretical and practical
interest.

This paper aims to verify the adequacy of the proposed hypothesis and investigate
conditions under which outbreaks of Arctic air can lead to decrease in the NAO
index.

Bearing in mind the limitations of the traditional AAO detection technique
proposed by Dzerdzeevsky (hereinafter referred to as ‘traditional technique’), we
have divided our research into two tasks:
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1. Developing an alternative detection technique applicable for identification of
AAO events in the Icelandic Low area.

2. Establishing conditions under which the proposed hypothesis is adequate.

2 Materials and Methods

In our research, we assumed that the occasions on which the NAO index would
decrease while at the same time an AAO would be taking place over the IL could
be quite rare. Therefore, to identify these situations, observation data for the longest
available period were required. The span from 01.01.1950 to 31.12.2018 was consid-
ered. Information on mean daily variations in the NAO index was obtained from
(Oscillation and (NAO)).

AAO events were identified by use of NCEP/NCAR reanalysis (NCEP/NCAR).
The following characteristics (representing mean daily values) were used:

– adjusted to sea level atmospheric pressure (Pat);
– geopotential height, corresponding to a certain pressure level (Hp);
– air temperature (Ta) at H1000 level.

Near-surface wind velocity (V) components inside the atmospheric inhomo-
geneities classified asAAOswere obtained fromArctic SystemReanalysis (ASR)—a
reanalysis of the Greater Arctic based on the Polar Weather Forecast Model (Arctic
system reanalysis; Hines and Bromwich 2008; Bromwich et al. 2016). ASR contains
data for any points of the Arctic with 3-h periodicity for 01.01.2000–31.12.2012
period in 15-km horizontal resolution. Free access is available through the official
website (Arctic system reanalysis).

Data on variations in sea surface temperature (SST) distribution in the North
Atlantic were obtained from NOAA reanalysis (Bromwich et al. 2016). The infor-
mation is available in form of mean monthly values in 1°× 1° coordinate resolution
starting from January 1982.

The first task was addressed in three steps.
In step 1, we analyzed error sources arising from the limitations of the traditional

AAO detection technique.
In step 2, we proposed a new technique for AAO detection applicable in the IL

area. For this purpose, possible manifestations of AAO propagation over the North
Atlantic noticeable in fields of Pat , Hp, Ta, and V were analyzed for the period
01.01.1948–31.10.2018.

In step 3, we tested the proposed technique’s performance by comparing frequen-
cies of successful detection of AOOs over the Crimean Peninsula using both the
proposed and the traditional techniques. To establish the fact of correct AAO identi-
fication, we used data recorded at Roshydromet weather stations as reference. Local
signs of AAO occurrence (atmospheric pressure rise and air temperature drop) were
sought for in the stations’ records on the dates when AAOs were detected by use of
the above techniques.
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The second task was dealt with in four steps.
In step 1, we applied the proposed technique to identify all AAO events that

occurred over the North Atlantic during 01.01.2000–31.12.2018 period. Then we
estimated mean values of average daily V, as well as the duration of AAO events that
took place over the Denmark Strait.

In step 2, we estimated how often the periods of AAO events over the North
Atlantic coincided with the periods when mean daily values of the NAO index
exhibited decrease.

In step 3, we identified the areas in the North Atlantic where interannual varia-
tions of mean monthly SST in a certain month showed significant correlation with
concurrent variations in TDs of AAOs over the Denmark Strait and the Faroe-Iceland
passage. The correlation significance was estimated with help of correlation analysis
and Student’s test (Optimum Interpolation Sea Surface and Temperature 2019). The
threshold correlation level was picked such that at least 90% reliability of the statis-
tical conclusion was provided. The areas identified in such a way were plotted on a
map using Delaunay triangulation (Kobzar 2006).

In step 4, we estimated the average flow rate of the current component in the
Denmark Strait caused by AAOs with characteristics identified in step 1. The above
indicator was evaluated with the 3D POMmodel described in (Skvortsov and Mirza
2006; Cherkesov et al. 1992). The Mellor-Yamada differential model was then
applied to perform the parametrization of the vertical viscosity index and the turbu-
lent diffusivity (Blumberg et al. 1987). The horizontal viscosity value was found
using the subgrid viscosity model (Mellor and Yamada 1982).

To obtain tangential wind stress projections, we took wind velocities at the stan-
dard meteorological altitude. The aerodynamic drag coefficient at the sea surface
was properly allowed for (Smagorinsky 1963). We assumed that no normal velocity
component was present at the bottom of the strait, whereas the relation of the
near-bottom tangential stresses and the wind velocity was logarithmic. The lateral
boundaries were assumed to meet the adhesion conditions.

The barotropic waves stability criterion (Wannawong et al. 2011) was applied to
pick the integration steps for the temporal-spatial coordinates. Themodel grid spatial
resolution was picked 0.925 km with 21 vertical calculation levels. For the section
of the strait with minimal depths (227 m), the horizontal spacing was 11 m. The
integration of the equation set was performed for the area with coastline shapes and
sea bottom relief identical to those in the Denmark Strait (Courant et al. 1967). All
the three components of the current velocity were assumed zero in any point of the
area under study at the initial moment (prior to AAO occurrence).

3 Analysis and Discussion

To detect blocking processes by use of the traditional technique, weather charts of
the Northern Hemisphere compiled for 9 a.m. Moscow Time are usually used as
source data. Detection of a blocking process is confirmed if on the related weather
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chart a high-pressure band linking the Arctic anticyclone with a subtropical one is
present. Atmospheric pressure is considered ‘high’ if it exceeds 1015 hPa.

However, to apply this technique effectively, a qualified person with sufficient
experience is needed. The method is time-consuming too and subject to human
errors. It is quite indicative that during 1.01.1948–31.10.2018 period, no AAOs were
detected in the IL area with this technique despite quite evident occasional manifes-
tations of such phenomena in the region. This is the case because the area in question
features stable low pressure. As a result, when cold Arctic air masses travel over the
IL, atmospheric pressure therein does not normally reach 1015 hPa, which prevents
this technique from being used in the area.

To propose an alternative approach, we accounted for the fact that an AAO is a
rapid northerly air current. This suggests that the meridional (in our case, southward)
components of its near-surface velocity vector (V) exceed other V-components.

When an AAO occurs, formation of its high-pressure band usually takes no longer
than one day; consequently, for any part of the affected area it is safe to conclude
that

Pat (λ, ϕ, t)−Pat (λ, ϕ, t−1) > 0,

where λ represents longitude, ϕ—latitude, t—date.
Arctic air inside an AAO is not only dense but cold. Consequently, an outbreak

originating in the Northern hemisphere creates a low-temperature band extending
from the Arctic to the subtropics. The outlines of both the high-pressure and the low-
temperature bands are usually similar. For any point of the low-temperature band,
we can state that (General bathymetric chart of the oceans 2019).

Ta(λ, ϕ, t)−Ta(λ, ϕ, t−1) < 0

Another important fact is that an AAO is a turbulent current. Cold arctic air within
the turbulent boundary layer (TBL) undergoes partial mixing with the warm air from
outside. This process leads to an increase in the density of the resulting air mixture
(Mankin 2011). Hence, within the TBL, Hp-values (including those corresponding
to geopotential values of 700 and 300 hPa) tend to rise (Salby 1996). The areas
with increased Hp normally match those with low Ta, while V-vector’s direction is
southward.

Hence, for the proposed technique to be effective, it should establish the fact of
an AAO occurrence on a certain date (t) if the following conditions are met:

– a baric inhomogeneity in the shape of a band linking the Arctic anticyclone with
a subtropical one exists on this date;

– for all points inside the band, the following conditions are fulfilled:

Pat (λ, ϕ, t)−Pat (λ, ϕ, t−1) > 0;
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Ta(λ, ϕ, t)−Ta(λ, ϕ, t−1) < 0;
V (λ, ϕ, t) is directed southward;
H700(λ, ϕ, t)−Havr 700(ϕ, t) > 0;
H300(λ, ϕ, t)−Havr 300(ϕ, t) > 0. (1)

Havr 700(ϕ, t) andHavr 300(ϕ, t) represent mean geopotential values of 700 hPa and
300 hPa correspondingly, averaged over all grid points of the same latitude ϕ on a
certain date t.

To account for the fact that the high-pressure band can be of any shape, we
applied the procedure of full search: all possible paths of Arctic air propagation
within 60° N–75° N latitude range were considered.

The performance of the proposed technique was tested by comparing AAO detec-
tion results with real monitoring data obtained from weather stations. The testing
approach was as follows. Firstly, a locality with the full set of available weather
monitoring data was picked—the Crimean Peninsula. The records from the weather
stations were provided by the Sevastopol branch of N.N. Zubov’s State Oceano-
graphic Institute. Secondly, usingNCEP/NCAR reanalysis as source data, we applied
both the traditional and the proposed techniques to identify all AAOs that occurred in
1972–1988. For the dates when an AAO was detected over a certain weather station,
we checked this station’s records for local signs of this event—atmospheric pressure
rise and air temperature drop. A fact of correct AAO identification was established
if records from all affected weather stations exhibited the above-mentioned signs.

In the next step, we evaluated frequencies of correct AAO identification using
both techniques. The results are aggregated in Table 1.

As seen from Table 1, technique (1) yields much more consistent results thus
proving its applicability and effectiveness for the purposes of AAO detection.

Addressing the second task of our research by use of the proposed technique, we
have revealed multiple occasions of AAO-resembling events over the IL area. Their
average characteristics in 2000–2018 period were as follows: duration—3.6 days;
mean daily wind direction—5.8°; mean daily wind speed—11.7 m/s.

Situations when mean daily values of the NAO index exhibited decrease while on
the same dates an AAO was present over a certain sector of the North Atlantic were

Table 1 Frequencies of correct identification of AAOs over Crimean weather stations as estimated
by use of the proposed (1) and the traditional (2) techniques

Weather station Technique Weather station Technique

1 2 1 2

Chernomorskoye 0.95 0.73 Yalta 0.92 0.75

Yevpatoriya 0.96 0.77 Alushta 0.95 0.74

Sevastopol 0.96 0.68 Feodosia 0.90 0.76

Chersonesus Lighthouse 0.95 0.69 Kerch 0.93 0.72

Mysovoye 0.94 0.72 Opasnoye 0.95 0.70
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closely looked at. For each 2.5°-wide longitude sector of the area in question, we
estimated frequencies (F) of these two events taking place simultaneously.Deviations
of the frequency value from its mean (0.5) equal or exceeding 0.1 were regarded as
significant. The estimation results are presented in Table 2.

As follows from Table 2, significant deviations (corresponding to F-values of 0.6
or more) are present in certain sectors. They are caused mostly by AAOs lasting
7 days or more. The longer the duration of an AAO, the larger number of sectors will
exhibit significant deviations and the higher the frequency of such occasions will be.

In step 3 of task 2, for each month of 2000–2018 period, we estimated frequencies
with which the AAOs that crossed the IL were located over the areas of the Denmark
Strait and the Faroe-Iceland passage. It has been established that from November
to March, AAOs’ paths were situated mostly over the Faroe-Iceland passage (0.6–
0.8 frequency). Frequencies of AAOs over the Denmark Strait were within 0.2–0.4.
FromApril to September, AOOs over the Denmark Strait were, on the contrary, more
frequent (0.65–0.75). In October, the distribution was more or less in balance.

The proposed technique enabled to estimate TDs of AAOs in each month of
2000–2018 period. The corresponding time series were formed. By use of correlation
analysis and Student’s test, we determined areas with significant correlation between
interannual variations in TDs of AAOs over the Denmark Strait and concurrent SST
variations. Applying the method described in (Optimum Interpolation Sea Surface
and Temperature 2019), we found the 90% reliability correlation threshold for the
task under study as 0.34.

Figure 1 shows North Atlantic areas exhibiting significant and stable correla-
tion between interannual variations in TDs of AAOs over the Denmark Strait and
concurrent SST variations. The situation is illustrated for September.

As seen from Fig. 1, significant negative correlation between interannual varia-
tions in the TDs of AAOs over the Denmark Strait and concurrent SST variations
can be found in certain areas adjacent to it. For the period from April to August,
such areas are also present, their location being quite similar to those in September.
In winter months, analogous negative correlation has been established for the Faroe-
Iceland passage. The areas exhibiting such correlation lie within the North subpolar
hydrological front (NSHF).

As also seen from Fig. 1, AAOs affect SST distribution not only within the NSHF,
but also in the areas situated much further southward. This fact is not at all surprising
since AAOs are submeridional air currents that can extend as far as the subtropical
anticyclone, the latter in the North Atlantic being the Azores High. The scale of this
effect is quite substantial, which is evident through the presence of areas exhibiting
significant positive correlation between TDs of AAOs and mean monthly SST of
waters surrounding the AH. Similar correlation zones exist in other months as well,
however in September their area is largest.

The above-mentioned effect can be explained by AAOs’ influence on surface
waters dynamics in the North Atlantic. This influence manifests itself all over AAOs’
paths and is apparent not only in the Denmark Strait, but also in the North Atlantic
Current (NAC) zone, which lies much further southward. AAOs cause southward
expansion of this zone, which leads to penetration of warm NAC waters in the area
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Fig. 1 Areas exhibiting significant and stable correlation between interannual variations in total
durations of AAOs over the Denmark Strait and concurrent SST variations in September

of the AH. The latter results in SST rise in the northern part of the AH area, which is
the more noticeable the longer the duration of the responsible AAO is. Since SST rise
in the AH area leads to atmospheric pressure reduction therein, this process further
intensifies the impact of variations in AAO TDs on the NAO index’s behavior.

In the final step of our research, we estimated the average flow rate of AAO-
induced currents in the Denmark Strait. For this purpose, we modeled an Arctic
outbreak with the following characteristics: duration—5 days, direction—0, speed—
20 m/s (these values are close to maximum possible ones). The increment of the
average daily flow rate, as computed by use of POM-model, was found to be 457,000
m3/s, which constitutes 12.4% of the average flow of Arctic waters entering the
Atlantic through the Denmark Strait (3,694,444 m3/s). Since the AAO-induced flow
increment is concentrated mostly in the near-surface layer, it is safe to conclude
that AAOs’ impact on SST distribution in the affected areas of the NSHF zone is
significant.

4 Conclusion

The main research results are as follows.

1. The frequency with which an outbreak of Arctic air will lead to a decrease in the
NAO index depends on both the AAO duration and its location. The hypothesis
presuming such correlation has been proved adequate.

2. The effect of an AAO-event on the NAO will be significant if the event lasts
longer than 7 days.
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3. The mechanism of this effect can be explained by AAOs’ influence on flow rates
of the currents delivering Arctic waters to the Icelandic Low area through the
Denmark Strait and the Faroe-Iceland passage.
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Abstract InMarineHydrophysical Institute ofRussianAcademyofSciences (MHI)
the work on the development of oceanographic databases has been conducted for a
long time. In recent years, a number of databases of model calculation results have
been created in MHI along with databases of observed data. The article deals with
some of the databases formed inMHI and some other MHI information resources, as
well as with the problems of providing database access. The questions of developing
a distributed information system with a single access point (MHI BOD) via local
network are also under consideration in order to provide users with the access to the
available information.

Keywords Databases and data banks · The Black sea · Drifters · Numerical
modelling · Data access

1 Introduction

Information support is of great importance when planning and conducting oceano-
graphic and climatic research, studying ecological state of seas and oceans, and
carrying out different marine economy activities. In this regard, development and
creation of oceanographic data banks and specialized databases remain a key aspect
of the work in the field of up-to-date marine information systems and technolo-
gies (Intergovernmental Oceanographic Commission of UNESCO 2017). In recent
years, along with observational databases, databases of model estimates have been
becoming increasingly common due to the continuous improvement of mathematical
modelling techniques.

In the framework of both national and international projects (https:www.seadat
anet.org; http:www.blackseascene.net; https:www.emodnet-chemistry.eu), Marine
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Hydrophysical Institute (MHI) has gained an extensive experience in creating
oceanographic data banks and databases and developing different information prod-
ucts on this basis. Let us give a brief description of severalMHI information resources
and databases formed in MHI.

2 The MHI Oceanographic Data Bank

TheMHIOceanographic Data Bank (BOD, https://www.bod-mhi.ru/) has been func-
tioning for more than 25 years and contains oceanographic and meteorological data
obtained in cruises of research vessels of MHI and other institutions in the Black,
Azov, and Mediterranean seas, as well as in the Atlantic, Indian, and Pacific oceans.

A special place in the MHI BOD belongs to the Black Sea specialized database
which includes oceanographic data obtained in the basin by research vessels of
Russia, Ukraine, Bulgaria, Turkey, U.S.A., France, Romania, Denmark, and other
countries (Fig. 1).

A part of the data entered the MHI BOD because of active involvement of the
institute in the international projects and in the International Oceanographic Data and
Information Exchange Programme of UNESCO Intergovernmental Oceanographic
Commission.

The Black Sea database combines a number of observational arrays:

– Hydrological data (temperature and salinity at more than 165,000 oceanographic
stations since 1884)

– Hydrochemical data (more than 46,000 stations since 1923; 20 chemical param-
eters)

– Hydrooptical data (more than 6000 Secchi disc measurements and
2,500 Forel scale observations)

Fig. 1 Distribution of hydrological stations on years (a) and spatial distribution of oceanographic
stations (b) in the Black Sea specialized database

https://www.bod-mhi.ru/
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– Meteorological data (more than 26,000 stations done by research vessels of MHI
and the Black Sea Fleet Hydrographic Service).

An apparent advantage of the Black Sea database is the fact that 80% of hydrolog-
ical data contained in it have passed through the quality check procedure (Eremeev
et al. 2014).

According to the problems under solution, other specialized databases can be
formed using the Black Sea database, e.g. for information support of coastal research,
studying location of the upper boundary of anaerobic waters in the Black sea,
analyzing ecological state of the Yalta bay waters, etc.

For the recent decades, drifter technologies have been widespread as a tool for the
operational contact monitoring of the World Ocean. MHI considerably succeeded
both in developing drifters of various types and in carrying out oceanographic
research with their use. Based on the obtained drifter observations, two databases
were formed to estimate the results of modelling the sea surface temperature field
(SST).

The drifter database on the Black sea includes data on atmospheric pressure and
seawater temperature on nominal levels with 1 h resolution which were obtained
from 68 drifters of different modifications (Fig. 2a). The common duration of the
drifters’ work in the Black sea exceeded 150,000 h with an average drifter lifespan
equal to 90 days (Motyzhev et al. 2016).

The drifter database on the Arctic region contains data from 22 temperature
profiling drifters which provide measuring drift parameters, vertical profiles of
temperature of ice and upper water (including under ice) layer down to 80 m, and
atmospheric pressure with 1 h resolution (Fig. 2b). The duration of the drifter work
is 1–3 years (Motyzhev et al. 2016).

Fig. 2 Drifter trajectories in the Black sea experiments in 2001–2014 (a) and trajectories of “ice”
temperature profiling drifters in the Central Arctic (b)
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Fig. 3 Values of surface air temperature (°C) simulated using the adapted RegCM4 model data of
1979–2013 for summer (a) and for winter (b)

3 The Database on Numerical Reanalysis
of the Atmospheric Circulation Characteristics
for the Black Sea—Caspian Region

To form the database on numerical reanalysis of the atmospheric circulation char-
acteristics for the Black sea—Caspian region, MHI used an up-to-date model of
regional atmospheric circulation with higher spatial resolution RegCM4 devel-
oped in the International Centre for Theoretical Physics (Trieste, Italy). MHI
adapted the model (25 × 25 km spatial resolution) with 1 min time step for the
geographic peculiarities of the Black sea—Caspian region in 1979–2013 (Efimov
et al. 2017). Validation of the regional model was conducted by comparing the
results to the input large-scale data.
The analysis showed the model was capable to reconstruct correctly the climate in
the regionwhilemaintaining the initial integral climatic characteristics. Themodel
plausibly reconstructs the annual course and seasonal spatial distributions of the
main meteorological parameters: temperature, precipitation, and wind circulation
(Dee et al. 2011; Giorgi and Anyah 2012; Mearns et al. 2012). The obtained data
on heat, moisture, and wind speed flows characterize the conditions of occurrence
of abnormal sea surface temperature (SST) in the Black sea. Figure 3 presents an
example of surface air temperature values simulated using the adapted RegCM4
model (Anisimov et al. 2015).

4 The Database of the Black Sea Hydrophysical Fields

The database of the Black sea hydrophysical fields (1993–2015) was formed in
MHI using the results of reanalysis based on remote sensing data assimilation
in the numerical model of the Black Sea circulation (Dorofeev et al. 2017). It
includes arrays of hydrophysical parameters (seawater temperature, salinity, zonal
and meridional current speed components, vertical current speed, and sea surface
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Fig. 4 Means (full lines) and standard deviations (dotted lines) of measured data from the results
of the sea temperature reanalysis: a winter; b spring; c summer; d autumn; e statistics for the entire
data array

height) calculated on a regular grid 4.8 × 4.8 km (238 × 132 knots) horizontally
and at 35 uneven levels vertically with 1 day discreteness. The sea temperature
data (SST), sea level anomalies, and annual-mean temperature and salinity profiles
were assimilated in the circulation model of the Black sea for reanalysis. SST data
were taken from the GHRSST and NODC archives (1993–2009) and from the
OSI TAC archive for the latest period (2010–2012). All the satellite altimetry data
available in the NASA, AVISO, and SL TAC archives were used. To estimate the
quality of reanalysis products, theywere compared to hydrographicmeasurements
using temperature and salinity profiles based on data from hydrological surveys
andARGOdrifters from1985 to 2013.At thefinal stage, the datawere interpolated
on selected levels for further calculations. Based on these data,means and standard
deviations from simulations were calculated both for the entire array and for each
season on design levels of the circulation model. Figure 4 shows the seawater
temperature distribution on depth.

5 Satellite Database

At present, satellite techniques are of great importance in studying the ocean
and atmosphere. The remote sounding allows the environmental research using
qualitatively new information, which has no analogues in its spatial and temporal
characteristics and is efficiently used for solving different problems of ecological
monitoring. The MHI Marine portal (https://dvs.net.ru/) is intended to provide
the access to operational satellite monitoring data for potential users. The Black
sea and the sea of Azov are the main subjects of investigation. The data archive
contains satellite maps and model output (Fig. 5) for the set of the sea surface
parameters. All data are available with time delay 12–36 h after satellite pass.
Additionally, model forecasts for sea surface temperature and surface currents
are produced.

https://dvs.net.ru/
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Fig. 5 The examples of data presentation at theMHIMarine portal: a sea surface temperature from
MODIS-Aqua satellite data; b model output

Every day the following satellite data on the Black sea and the sea of Azov are
located on the portal:

– Sea surface temperature data from AVHRR instruments onboard NOAA and
MetOp satellites (from September 2004 to date; up to 10 maps per day)

– Sea surface temperature, water-leaving radiance, and chlorophyll-a concentration
data from MODIS-Aqua satellite (from April 2006 to date)

– Sea surface temperature, water-leaving radiance, and chlorophyll-a concentration
data from VIIRS satellite (from January 2012 to date)

– Ice situation in the Sea of Azov data from NOAA and MODIS satellites (from
2006 to date; one map per day if there is ice cover).

In addition to that, from June 2011 to date reanalysis data have been presented on
the site for the following parameters:

– Geostrophic speed (one map per day, for 00.00 GMT)
– Surface current speed (4 maps per day, for 00.00, 06.00, 12.00, and 18.00 GMT)
– Wind speed (4 maps per day, for 00.00, 06.00, 12.00, and 18.00 GMT).

6 Satellite Database of Bio-optical Characteristics

Considerable satellite data arrays accumulated in MHI allowed to form the
Black sea satellite database of bio-optical parameters and to create the Black
sea Color information system. The database includes SeaWiFS and MODIS
daily level-2 standard products (Feldman and McClain 2013). To provide a
user with efficient information support, a structure for internal presentation of
geographic information as maps of the Black sea bio-optical characteristics
reflecting different aspects of the ecosystem state and its dynamics was developed
(SeaWiFS:http:oceancolor.gsfc.nasa.gov).

The information system includes:
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Fig. 6 The main page of ECMF website https://www.innovation.org.ru/index.php (a); an example
of the system output (b)

– The database of processed daily satellite data on the Black sea bio-optical
characteristics

– The geo-information system providing a user with the access to the database and
allowing the spatial analysis of the bio-optical characteristics

– The web-based remote data access sub-system.

At present, users can access the Black sea Color information system at https://bla
ckseacolor.com (Suslin et al. 2013, 2016).

7 The MHI Experimental Center of Marine Forecast

The MHI Experimental Center of Marine Forecast (ECMF) at present forecasts
seawater temperature and salinity, current speed, and dynamical level of the Black
sea surface up to three days before with 1 km spatial resolution. The Marine Coastal
Forecasting System, improved in ECMF, is used to make the forecasts. The system
prepares input data andmakes prognostic calculations in automaticmode. The system
outcomes are shown at https://www.innovation.org.ru/index.php (Fig. 6) and kept in
the relevant database (Bayankina et al. 2015).

8 Data Access System: Prospects of Development

Alongwith formation of new databases and further development of the existing ones,
providing potential users with the access to the available information is a relevant
issue. At present, Internet access is enabled to the MHI BOD data (a limited array)
and a number of information products, as well as to several other MHI information
resources.

https://www.innovation.org.ru/index.php
https://blackseacolor.com
https://www.innovation.org.ru/index.php
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In order to optimize data storage and access, MHI is now developing a distributed
information systemwith a single access point (MHI BOD) via local network (Fig. 7).

The approach will ensure data quality check and operational updating databases
by relevant specialists. It will also establish necessary conditions for providing users
with an opportunity to realize complex queries for selection from different databases
(Fig. 8). The approach implies integration of heterogeneous data from different MHI
information resources.

Fig. 7 Scheme of the distributed information system with a single access point via local network

Fig. 8 Conceptual scheme of the information system providing data access and management
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A specialized metadata base, containing description of basic characteristics of
information resources and data stored therein, is to be designed for integrating
heterogeneous data from different MHI information resources. In this case, data
can be integrated based on coinciding or close characteristics such as observation
time and location, a way of data obtaining, etc. The approach also allows including
any additional information in metadata, particularly data authorship.

To provide metadata management it is necessary to design a subsystem including
Information resources management module and Metadata management module.
Information resources management module is intended for creating and editing
records on information resources, which are accessible using the distributed infor-
mation system mentioned above. Metadata management module will allow working
with information on the data stored in a particular MHI information resource. The
interaction between an operator and Metadata management subsystem is realized
via Information resource administrator interface. The access to the resource can be
given to an MHI specialist responsible for the relevant database. As the adminis-
trator interface within the system concept is considered to be a specific module,
several different versions of the interface can be developed, including a browser one
providing internet access and a local one for Windows and Linux operation systems.

To provide data access it is supposed to design Query processing subsystem real-
izing the whole cycle of query/response passing within the information system. The
interaction between a user and the system can be ensured via a virtual System user
interface, which is an instrument to form parameters of a query and provides its
conversion into the internal code of the information system, its transmission for
processing, and obtaining results.

User queries enter User query processing module, which produces an initial anal-
ysis of the query parameters, works out a plan of processing the query, and forms
a query-processing queue. The query queue is processed by Information resources
access module, which initiates addressing a relevant driver and converts data from
an information resource into the internal code of the information system.

Data preparation and delivery module enables conversion of data obtained from
the information resources from the internal code into a format required by a user and
provides the data delivery to an end user. Therefore, the module can include a set
of submodules to support conversion into some common data formats suitable for
processing by specialized software, such as CSV table, oceanographic cruise data
processing software “Hydrolog”, NetCDF format, etc.

If it is necessary (e.g., a user sets a relevant query parameter), a special Data
quality checkmodule can be designed to provide passing of data from an information
resource through an automatic quality check procedure (for the parameters where it is
possible). In its turn,Data quality checkmodule can be realized as a set of submodules
to enable quality check for different kinds of data (hydrology, chemistry, biology,
etc.). While working out the submodules, it is necessary to use the MHI practice and
expertise in this field in full measure.
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It is proposed to develop Access rights management module to differentiate the
rights and levels of the data and metadata access. The module will allow config-
uring flexible user capabilities in the system (up to working with certain information
resources) and provide keeping confidential information.

Service subsystem is intended to monitor the system operation and provide data
security. Monitoring module will collect and keep technical specifications of the
system operation including hardware and software (within both the subsystems in
general and certain modules). The number and list of the kept parameters should
give an opportunity of making informed decisions in order to prevent faults and to
improve the system technical specifications. Backup module is necessary to prevent
information loss (metadata and other system internal information) because of faults
and to ensure version control and possibility of fast data recovery.

The further development of the MHI information capacity is related to the plans
for renewal of the oceanographic platform of the Black sea hydrophysical polygon
(Katsiveli) and creating a system of information collection and transmission on its
basis.

The system under development is supposed to transmit real or near-real time data
to relevant servers that will be involved in the distributed information system ofMHI.

The activities will promote the further involvement of the MHI information
resources into national (Mikhailov et al. 2014) and international oceanographic data
access systems.
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Sea Bottom Sediments Pollution
of the Crimean Coast (The Black
and Azov Seas)

E. A. Tikhonova, E. A. Kotelyanets, and O. V. Soloveva

Abstract The aimof this researchwas to determine the content of trace elements and
heavy metals (HM), extractable organic matter (EOM), total petroleum hydrocarbon
content (TPC) in the sea bottom sediments of theAzov andBlack Seas, to evaluate the
ecological wellbeing of the region. The EOM amount was determined by gravimetric
method, the TPCwas determined by themethod of infrared spectrometry. Themetals
and metals oxides were determined using XRF spectrometer «Max Spectroscan-G».
The bottom sediments near the coast of Crimea (in 2016) were typical of the marine
soils in the area. In the Black Sea, there was a trend to a progressive increase in
the EOM content, but the bottom sediments were pure according to content of oil
products. The content of HM varied in wide ranges. The vicinity to the pollution
source did not always determine the zones of their elevated contents. In the Azov
Sea, the resulting concentrations at most stations transcended those in the Black
Sea. Values of Zn, V, Cr, Co exceeded their natural content in the shelf sediments
throughout the expedition track. Ni content in Azov Sea demonstrated the existence
of anthropogenic pollution sources.

Keywords Sea bottom sediments · Extractable organic matter · Total petroleum
hydrocarbon content · Heavy metals · The Black Sea · The Azov Sea

1 Introduction

Current changes in the state of the Azov-Black Sea ecosystem are not only caused by
natural factors, but also increased anthropogenic pressure (Petrenko et al. 2015). The
existing problems (Petrenko et al. 2015) include pollution of rivers in the catchment
area, intake of insufficiently cleaned industrial and domestic sewage, offshore gas
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production and use of biological resources. These days, sea transport (especially in
the Kerch strait), recreation and hydraulic engineering (in particular, the Crimean
bridge) provide additional pressure. Given the fact that the Azov-Black Sea basin is
an inland water body with limited assimilation capacity, such level of anthropogenic
load can lead to disastrous consequences for its ecosystem.

Sea bottom sediments are one of the most informative objects in the water envi-
ronmental monitoring, especially near the coast. The pollutants incoming for a long
time accumulate in the bottom sediments, and serve as an indicator of the ecological
state of coastal ecosystems and a kind of integral indicator of the water body’s pollu-
tion level. In addition, marine sediments participate in circulation of substances and
energy. At the same time, they are the habitats of numerous benthic groups.

We selected coastal areas as the most representative for the environmental quality
assessment,since they suffer most from anthropogenic activity, which contributes to
formation of the special Black Sea ecosystems (Gurov et al. 2015). The study of
physical and chemical properties of bottom sediments in the Black Sea, and observa-
tion of the processes in the “water – suspended matter – bottom sediments” system
are an important part of the overall monitoring of coastal water areas (Gurov et al.
2015). The Sea of Azov is closed, shallow and suffers from increased anthropogenic
load, so monitoring studies are necessary for decision making on maintaining its
biological productivity.

Thus, the purpose of this research was to determine the content of trace elements
and heavy metals (HM), extractable organic matter (EOM), total petroleum hydro-
carbon content (TPC) in the sea bottom sediments of the Azov and Black Seas
(including the north-western shelf, the Southern Coast of the Crimea (SCC), the
Kerch Strait, the south-west of the Sea of Azov) to assess the ecological wellbeing
of the water areas.

2 Materials

The samples were obtained in the 83rd voyage of the R/V “Professor Vodyanitsky”
(winter 2016) at the stations (st.) (Fig. 1) located along the Crimea peninsula coast
from the depth 24–1040 m in the Black sea and 9–18 m in the Azov sea.

Sea bottom sediments were collected with an automatic box-bottom grab (“Box
corer”) from an area of 25× 25 cm. The upper 5 cm layer was used for the analysis.
11 samples were taken in the Black Sea (st. 2–15, st. 20, 21) and 4 in the Sea of Azov
(st. 16–19). All the samples were packed in special containers and labeled.
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Fig. 1 Sampling stations of R/V “Professor Vodyanitsky” (83th voyage)

3 Methods

The pH and Eh values were measured in the just collected samples of bottom sedi-
ments on board using a Neutron-pH pH-meter. Under the laboratory conditions, the
sediments were dried to an air-dry state and triturated in mortar. A part of each
sample was sieved through sieves with a cell diameter of 0.25 mm to determine the
concentrations of TPC and EOM; for HM a 0.071 mm nylon sieve was used. The
total amount of EOM in the prepared samples was determined by the gravimetric
method, TPC – IF-spectrometry method (SPM-1201) (Oradovskiy 1977). The total
content of HM (Cr, Zn, Pb, As, Co, Sr, Ni, V) and metal oxides (MnO, TiO2, Fe2O3)
was measured by the method of X-ray fluorescence analysis using the spectrometer
“Spectroscan Max-G” (Methods… 2002). All the results obtained for the concentra-
tions of organic compounds were recalculated for 100 g of air-dry bottom sediments
(air-dryb.s.).

The calibration characteristics for HM were plotted using certified samples of
soil composition: typical black humus earth, sod-podzolic sandy-loam soil, red soil,
and carbonate grey soil. The control samples (state standard samples of composition
SSSC 163.1-98 and the SSSC 163.2-98) (Methods… 2002) were used to check the
plot calibration correctness.

Currently, there are no nationalmaximumpermitted concentrations for the content
ofHM inmarine sediments. Therefore, the concentrations of trace elements in bottom
sediments are usually compared with either their Clarke numbers or background
values for the studied marine systems (Methods… 2002; Mitropolskiy et al. 1982).
Correlation analysis was made in “MS Excel 2003” and “Statistica”.
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4 Results and Discussion

According to the data obtained, the content of EOM in the bottom sediments of the
Black Sea was from 10 to 110 mg/100 g air-dry b. s. The concentration of TPC
at most stations ranged from 1.7 to 10 mg/100 g. In the Azov Sea, thevalueswere
higher (107 to 187 mg/100 g for EOM). This correspond the sea bottom sediments
to III-rdpollution level (Mironov et al. 1986). The TPC concentrations were in the
same range as in the Black Sea (6.9–10.2 mg/100 g).

At the st. 7 in the Black Sea the highest values (Table 1) of HM (zinc, cobalt,
chromium) content (44% of the samples) in the bottom sediments were noted. The
amount of strontium and arsenic being close to the maximum values in the pre-strait
zone (st. 15).

Table 1 Content of heavy metals in the bottom sediments of the Black and Azov Seas (Tikhonova
et al. 2016)

Element Variation limit Average value Content in the shelf sediments
(Emelyanov et al. 2004)Minimum Maximum

Black Sea

Zn, mg/kg 50.1 144.0 81.0 48

Ni, mg/kg 24.7 49.0 40.1 42

Co, mg/kg 35.0 164.7 71.0 14

Cr, mg/kg 84.0 178.8 124.3 45–90

V, mg/kg 58.1 324.7 162.1 90

As, mg/kg 8.6 130.4 57.4 5*

Sr, mg/kg 200.0 3085.0 666.1 300*

TiO2, % 0.606 1.62 0.98 0.6–0.8

Fe2O3, % 3.16 10.35 6.3 5.08

MnO, % 0.028 0.06 0.04 0.38

AzovSea

Zn, mg/kg 84.0 195.2 117.2 48

Ni, mg/kg 45.0 54.4 48.1 42

Co, mg/kg 30.8 300.3 115.5 14

Cr, mg/kg 103.7 259.7 155.2 45–90

V, mg/kg 98.6 421.3 200.3 90

As, mg/kg 0.5 60.7 42.2 5*

Sr, mg/kg 174.6 433.0 276.2 300*

TiO2, % 0.8 2.2 1.22 0.6–0.8

Fe2O3, % 5.3 16.1 8.61 5.08

MnO, % 0.05 0.083 0.07 0.38

*Concentrations according to B. V. Vinogradov (Dobrovolskiy 2003)
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The highest amount of strontium was found at st. 15, which is most likely due to
the soil texture (70% of shells), and zinc—at st. 21, near the sewage pipe of Yalta
city. Lead was only found near the Karadag mountain range (st. 12). The lowest
content of zinc, cobalt, chromium, vanadium and strontium was noted at st. 2 in
the Kalamitsky Bay, arsenic—in the reserved water area of Karadag, nickel—in the
bottom sediments of st. 15 before the entrance to the Kerch Strait.

The obtained values in the Sea of Azov at most stations exceeded those in the
Black Sea, in particular, st. 16 recorded the maximum content of HM. The lowest
concentration of HM was noted at st. 17 (50% of indicators), zinc and nickel at st.
19, and arsenic at st. 18.

It is known that the coastal zone is subject to hydrocarbon pollution more than
other facies. The constant flux of allogenic material from various sources increases
their concentration in bottom sediments. The nature of spatial distribution of pollu-
tants, HM in particular, depends on a complex of natural and man-made factors, with
sources of pollution, their power and mode being primary factors.

The sea bottom sediments studied in the framework of the 83rd expedition of
the R/V “Professor Vodyanitsky” were typical of the muddy sediments mixed with
shell rock and sand, which accumulate to a large extent both natural organic matter
and allochthonous compounds. At some stations (st. 9, 14, 16, 18, 20) a whiff of
hydrogen sulfide was noted. The bottom sediments at the Black Sea stations were
consistently getting finer with depth.

The active reaction of the medium in the the Black Sea bottom sediments was
slightly alkaline and the pH ranged from 7.53 to 7.82 (Fig. 2), with the exception of
st. 2 near Yevpatoria, where the pH value increased to 8.42, which is most likely due
to the type of sedimentation and the close recreation zone.

The redox potential directly depends on the distribution of bottom sediments
particle size (Mironov et al. 1992). The reducing conditions of the environment
(negative Eh) were found in the bottom sediments at two stations (st. 16—the shallow
water station in the Sea of Azov (11 m) and st. 20—the deepest station in the Black
Sea (1040 m)) with Eh values −165 and −174 mV, respectively (Fig. 2). The sea
bottom sediments at st. 16 contained a large amount of decomposed organic matter
and a strong odor of hydrogen sulfide. It was also noted at st. 20. Most of the bottom
sediments of the Crimean Black Sea coast had oxidizing environmental conditions:
Eh = +82 … +210 mV. The exception was st. 5 with slightly reducing medium
conditions (Eh = +3 mV) near cape Tarkhankut, which is typical of this region
according to data (Mironov et al. 1992). The bottom sediments of the Sea of Azov
had slightly reducing environmental conditions (Eh = +1 … +44 mV), with the
exception of st. 16. These conditions enhance accumulation of hydrocarbons, because
when redox potential of the medium is low, the bitumen transformation slows down.

It is known that Eh depends on pH. To obtain comparable data in the studied
bottom sediments with different pH values, we calculated the hydrogen potential
index (Fig. 3) using the Clark equation (rH2 = Eh/29 + 2pH) (Ganzhara 2001).
This index allows to compare different sediments considering Eh and pH values
simultaneously.
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Fig. 2 Physicochemical pH and Eh parameters in the sea bottom sediments (Tikhonova et al. 2016)

Fig. 3 Indicator rH2of the bottom sediment in the different parts of Crimea peninsula coast
(Tikhonova et al. 2016). I—oxidation processes, II—predominantly oxidation processes, III—
predominantly reduction processes, IV—reduction processes

According to scale described in (Ganzhara 2001), when rH2 is above 27, oxidative
processes prevail, when it equals 22–25 - reducing, and below 20 - intense reducing.
In our case, this indicator did not exceed 27, which indicates a low level of predomi-
nating oxidative processes. Reducing reaction was characteristic of the bottom sedi-
ments at st. 7. At other stations, with rH2 < 20, intensive reductive processes occurred
(Fig. 3).



Sea Bottom Sediments Pollution of the Crimean Coast … 205

Fig. 4 EOM concentration in the different parts of Crimea peninsula coast (Tikhonova et al. 2016).

Concentration of EOM detected in the Black Sea region bottom sediments was
10 –110 mg/100 g (Fig. 4). Near the cape Ai-Todor the minimum values were noted,
and the maximum—at the deep-water st. 20 and near the Yalta sewage pipe (st. 21).
These values were very close and amounted to 110 and 106 mg/100 g respectively.
The obtained indicators (Mironov et al. 1986) referred to the III level of pollution,
although they are close to its lower bound. However, this demonstrates the input of
allochthonous hydrocarbons in the studied water area. At the same time, according to
the department of marine sanitary hydrobiology (DMSH) of the Institute of Marine
Biological Research (IMBR) data, the content of TPC at st. 20was close to 0. It was in
the open sea where wavemixing predominates andmarine environment may become
unrepresentative for this analysis under some weather conditions. Concerning the
water area near the sewage pipe, the OH were found both in the bottom and in
the surface water layers. Their concentration was lower than the MPC. Thus, we can
suggest the presence of an TPC source in this area. Increased concentrations of EOM
were noted in the bottom sediments of the Sea of Azov. They reached 187 mg/100 g.
High values were also found at st. 15 (72mg/100 g) at the entrance to the Kerch Strait
from the Black Sea. A high level of anthropogenic load can explain these indicators.

Compare the obtained data with these of the past years. Concentrations of EOM
in the bottom sediments along the coast of the Crimea were typical of the region
(Mironov et al. 1992). However, at st. 12 near Karadag, it was 11 to 14 mg/100 g,
whilewe registered 16mg/100 g. That is, relative to 1976, levels of EOMare elevated.
In general, sea bottom sediments were not contaminated with oil products.

For the bottom sediments of the Sea of Azov, the highest recorded values
(187 mg/100 g) equaled to those obtained by us in 2010 (186 mg/100 g) (Yurovskiy
et al. 2012). In general, the concentrations of EOM did not exceed the previously
noted and inherent for the studied area (for shell rocks—20mg/100 g, for pelitic silts
- up to 230 mg/100 g) (Mironov 1996). The data obtained on the characteristics of
the sea bottom sediments corresponded to the previously described results and could
be called natural-pure (Krylenko and Krylenko 2013; Tikhonova and Guseva 2012).
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Fig. 5 The TPC concentration in the different parts of Crimea peninsula coast (Tikhonova et al.
2016).

Oil pollution was minimal in the Black and Azov Seas. At most stations, trace
amounts were noted (up to 5 mg/100 g) (Fig. 5). Earlier (2010) in the bottom sedi-
ments of the Azov Sea, these figures were noted in 65% of samples (Yurovskiy et al.
2012), whereas at present we have noted concentrations higher than trace values in
all samples. However, the obtained results are typical for clean and slightly polluted
waters of the Black Sea.

The highest values of TPC were found at st. 15 (10.3 mg/100 g) near the entrance
to the Kerch Straitand at st. 16 (10.2 mg/100 g), Azov Sea, which was natural for
this shipping area. Earlier, from 2007 to 2010 (Yurovskiy et al. 2012) there was a
slight decrease in the content of EOM and TPC. In 2016 we obtained higher values
of these indicators. In the Black Sea part of the Kerch Strait, the content of EOMwas
72 mg/100 g, whereas in 2010 only 30.2 mg/100 g; TPC—10.3 mg/100 g, and in
2010—3.4 mg/100 g. That is, the recorded concentrations of EOM and TPC were 3
times higher compared to the data of 2010. This indicates contemporary processes of
oil pollution accumulation associated with constant effluence of petroleum products
in the strait and pre-strait zone.

The TPC percentage (Fig. 6) of EOM ranged from 1 to 31%. The largest share

Fig. 6 The TPC percentage of EOM (Tikhonova et al. 2016)
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of TPC was noted at st. 5 and st. 7, which indicates the anthropogenic origin of
hydrocarbons. This was confirmed by the data on the TPC concentration in the
surface layer (data of DMSH IMBI) – in the areas of nature protection the maximum
permitted concentration of oil products in the water was outmatched. For example,
this phenomenon was registered in the water area of cape Tarkhankut and in the area
of cape Aya. In the water areas of other reserves and wildlife sanctuaries, trace values
of TPC were recorded. It should be noted that in the bottom sediments of the Azov
Sea region, the TPC and EOM ratio was the same at all the stations and amounted
to 6%.

Correlation dependence (r = 0.5) between the contents of EOM and TPC in the
studied region was weak. When their concentrations are high, e.g. in the sediments
of ports, this dependence is stronger (Rubcova et al. 2013).

Thus, the obtained data on the content of EOM and TPC as well as physical
and chemical features of the bottom sediments suggest that at present (2016) the
properties of bottom sediments off the Southern Coast of the Crimea are typical
of marine soils of the study region. It indicates the well-being of the study area as
a whole. The bottom sediments in the Black Sea were less polluted with organic
substances (level I-II) than in the Sea of Azov (level III). The exceptions in the Black
Sea were at the deep-water st. 20 and st. 21 near the Yalta city sewage pipe. At the
same time, the obtained values of EOM were at the lower boundary of level III. In
general, there was a tendency to a gradual increase in EOM near the Black Sea coast,
but the bottom sediments were not contaminated with oil products.

High concentrations of pollutants indicate the entry and existence of anthro-
pogenic pollutants into silt bottom sediments with admixture of detritus. The
maximum values of such trace elements as zinc, nickel, cobalt and chromium were
found in the shallowwater st. 16 in the Sea ofAzov,where the sea soilwas represented
by silts with a large amount of EOM. Themaximum content of Zn (195mg/kg) in the
bottom sediments exceeded its average value (140 mg/kg) at the shelf (Mitropolskiy
et al. 1982). Earlier (Kotelyanets and Konovalov 2012), the content of this element
in the area of the pre-strait zone of the Kerch Strait (st. 15) was 90 mg/kg, whereas in
2016 it was almost 2 times less (51.2 mg/kg). Zinc is a “universal pollutant”, which
is a part of the technogenic streams of almost all sources (Emelyanov et al. 2004),
so it was recorded throughout this anthropogenically-loaded water area (Surova and
Kuznecova 2002; Sovga et al. 2008). According to the authors (Kotelyanets and
Konovalov 2012), the minimum Zn content in the Kerch water area increased 1.5
times compare to 2005, although its maximum content in 2007 and 2008 did not
exceed the 2005 values. That is, this element is distributed unevenly in the study
area. In the Black Sea, an excess of Zn content was recorded in the bottom sedi-
ments of the shelf at st. 7 while at the other stations the average concentration was
73.97 mg/kg, which was almost 2 times smaller.

At 100% of the stations in the Sea of Azov, the Ni content exceeded (with a
maximumvalue at st. of 16–54.41mg/kg) the average concentrations in the sediments
of the shelf (42mg/kg) (Emelyanov et al. 2004). Nickel can accumulate in the bottom
sediments, in the immediate vicinity of the main sources of input. Accumulation of
Ni in bottom sediments, especially at the coastal zone, correlates with the activity
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of industrial and domestic sources of pollution (Nikanorov 1989). In the Black Sea,
this indicator was exceeded at 36% of the stations, with the highest values at st. 7
(46 mg/kg) and st. 21 (49 mg/kg). At the pre-strait st. 15, there was some decrease
in the content of both nickel and zinc (25 mg/kg versus 37 mg/kg) (Kotelyanets and
Konovalov 2012). A weak dependence was noted between the concentrations of zinc
and nickel in bottom sediments and EOM (r = 0.5).

Cobalt concentrations at all the coastal stations exceeded the average values at the
shelf—14 mg/kg (Mitropolskiy et al. 1982). The content of Co in the upper layer of
bottom sediments is quite high at st. 7 (165 mg/kg), and st. 8 (122 mg/g). Its highest
content (300 mg/kg) was determined at st. 16, which was 21 times higher than its
average value.

Distributions of chromium and cobalt were similar. They exceeded the average
shelf values (45–90 mg/kg) at all stations, except for the Black Sea st. 2, where its
concentration was close to the upper limit of standard values (84 mg/kg). Usually, an
increase in the Cr content is characteristic of ports and berthing areas (Emelyanov
et al. 2004). The maximum chromium content (260 mg/kg) was determined at st.
16. The highest concentration of this metal exceeded the approximate maximum
permitted concentration by almost 2.5 times.

Elevated concentrations of vanadium were mainly confined to the coastal areas.
Almost at all stations, except for st. 2, the V content exceeded the values at the Black
Sea shelf (Mitropolskiy et al. 1982). The highest concentration in the Sea of Azov
was noted at st. 16 (421.3 mg/kg), and in Black Sea at st. 7 (324.7 mg/kg).

According to (Mitropolskiy et al. 1982), arsenic level in the upper layer of sedi-
ments in the Black Sea was 0–130.4 mg/kg. The data obtained correspond to these
values, but the lower limit was slightly higher—8.6 mg/kg. The average values in the
Black Sea were higher than in the Azov Sea—55.4 and 42.2 mg/kg, respectively. At
the same time, at st. 2, 12, 18 As concentration was below the detection limit by the
X-ray fluorescencemethod (<20mg/kg). According to (Perelman 1989), the arsenics
Clarke number is 1 mg/kg, so the samples of bottom sediments in the Crimean region
can be considered rich in this element, with the exception of st. 2, 12, 18.

Concentration of strontium in the Black Sea sediments ranged from 200 (st. 2)
to 647.4 (st. 8) mg/kg, with the exception of st. 15 where the highest content of
3085 mg/kg was noted. It is most likely related to sediments grain size distribution
(Lukyanov et al. 2011). The values higher than the Clarke number of 510 mg/kg
(Perelman 1989) were noted at 36% of stations in the Black Sea, whereas in the
Azov region they did not exceed it at 100% stations.

Lead concentration in the bottom sediments was below the detection limit by the
X-ray fluorescence method (Methods… 2002). However, its minimal concentrations
were found in the area of the Karadag nature reserve. According to the authors
(Tikhonova et al. 2015), in 2000 an excess of lead concentration was registered in
water samples from the sources of Gyaur-Cheshme in the Valley of Roses (Karadag
nature reserve), as well as in samples of well water at the Karadag biostation. It was
more than 10MPS (MPS= 0.1 mg/l). However, sampling in fresh and marine waters
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in 2001 did not reveal it. This demonstrates that the source of Pb was non-permanent.
Despite this type of pollution, at present, Karadag, was characterized by plenitude
and biodiversity of bottom aquatic organisms (Kiseleva et al. 2002) in comparison
with other areas of the Black Sea.

The average levelof Mn in the sea bottom sediments of the Black Sea coast was
0.04%, the maximum (0.06%) was determined at the deep-water st. 20. In the Azov
Sea it was 0.07% with a maximum of 0.08% at st. 18. Concentration of this element
was much less than its background values in the studied region (Mitropolskiy et al.
1982).

The spatial distribution of Ti and Fe was characterized by minimal concentrations
in the Kalamitsky Bay (st. 2) and elevated values in the coastal waters near cape Ayia
(st. 7), the pre-strait zone of the Black Sea (st. 15) and the Azov Sea (st. 16). The
average Ti content in the Black Sea was 0.98%. The maximum (1.6%, st. 7) was 39%
higher than the average, which was exceeded at 36% of stations. In the Sea of Azov,
the concentration of Ti at all the stations was above its content in the sediments
of the shelf. The Fe content in the Sea of Azov, as well as Ti, exceeded the limit
values. In the Black Sea, these figures were slightly lower. Compare titanium oxides
concentrationswith theClarke number of titanium in the earth crust (0.56%) (Chertko
and Chertko 2008), the content of titanium oxides in marine soils at all stations was
higher. Titanium accumulates mainly with iron and the correlation between TiO2 and
Fe2O3 was strong (r = 0.97).

A number of factors define the processes of HM accumulation in sea bottom sedi-
ments; their intensity depends on their chemical composition, particle size distribu-
tion, pH, Eh etc. The ratio of redox processes is one of the major factors. However,
our analysis of the dependence of HM concentration in marine sediments and the
pH, did not reveal a correlation (r <−0.4), whereas for EOM the inverse relationship
was noted (r =−0.75). At the same time, at stations with the highest concentrations
of HM, different parameters of Eh were noted (st. 7 in the Black Sea and st. 16 in
the Azov). At the deep-water st. 20 such phenomenon was not traceable.

According to data (Ramamurti 1987) one can single out compounds in which
HM are related in bottom sediments. For example, the main reserves of zinc are
associated with iron and manganese oxides. According to (Papina 2001), the main
way of HM accumulation in sea bottom sediments is their co-sedimentation with
iron and manganese hydroxides.

In general, HM values in the Sea of Azov at most stations exceeded those in the
Black Sea. In the latter, the degree of soil contamination stood out at st. 7, in the Sea
of Azov at st. 16. It was natural for the Sea of Azov, taking into account the level of
anthropogenic load and natural conditions (shallow depth, particle size distribution,
etc.), but for the water near cape Aya, a nature reserve, it was unusual. Apparently,
an increase in content of heavy metals in bottom sediments was associated with
technogenic pollution near Cape Aya caused by the submarine discharge of polluted
groundwaters (Yurovskiy et al. 2012). The approximate total flux rate of these sources
is 1915m3/day (Ivanov et al. 2008). In these water areas, geochemical barriers occur,
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which contribute to accumulation of toxic substances in the “water - bottom” system.
Examples of such accumulation of heavymetals in bottom sediments are known near
the Long Island (United States) (Yurovskiy et al. 2012).

5 Conclusions

1. The bottom sediments of the open Crimean Black Sea coast, in relation to the
content of EOM and physicochemical parameters, had properties typical of
marine bottom sediments in this region. This indicated general well-being of
the investigated areas. The bottom sediments in the Black Sea had levels I-II
of pollution (according to concentration of EOM). The exception was the deep-
water station and station near the Yalta sewage pipe, while the values obtained
were at the lower boundary of level III. The Azov Sea was characterized by level
III. There was a tendency to a gradual increase of EOM near the Black Sea coast,
but the bottom sediments were not polluted with oil products.

2. The content of HM varied in wide ranges, and the zones with high values were
not always close to the source of pollution.

3. At most stations in the Azov Sea, the HM concentrations were above those
in the Black Sea, in particular, their maximum content was recorded at st. 16.
Concentrations of Zn, Co and Cr, V (except for st. 2) exceed their natural content
in the sediments of the shelf in all the studied areas. Ni concentration in the Azov
Sea exceed Clarke number, which indicates the anthropogenic pollution sources.

The work was performed as part of the state assignment, of IBSS on the
theme “Molismological and biogeochemical foundations of the marine ecosystems
homeostasis” (№ AAAA-A18-118020890090-2). And MHI “Comprehensive inter-
disciplinary research of oceanological processes that determine the functioning
and evolution of ecosystems of the coastal zones of the Black and Azov seas”
(№0827-2019-0004).

References

Chertko NK, Chertko EN (2008) Geochemistry and ecology of chemical elements: a reference
manual. Publishing Center BGU, Minsk

Dobrovolskiy VV (2003) The basics of biogeochemistry. Academia, Moscow. Emelyanov VA,
Mitropolskiy AYu, Nasedkin EI (2004) The geoecology of the Black Sea shelf of Ukraine.
Akademperiodika, Kiev

Ganzhara NF (2001) The soil science. Agrokonsalt, Moscow
Gurov KI, Ovsyanyy EI, Kotelyanets EA, Konovalov SK (2015) Factors of the formation and
features of the physical and chemical characteristics of bottom sediments in the Balaklava Bay
(the Black Sea). Phys Oceanogr 4:51–58

Ivanov VA, Prusov AV, Yurovskiy YuG (2008) The submarine groundwater discharge in the cape
Aya region (Crimea). Geology and Minerals of the World Ocean 3:65–75



Sea Bottom Sediments Pollution of the Crimean Coast … 211

Kiseleva GA, Kulik AS, Gadzhiyeva VV (2002) The zoocenoses of Cystoseira of Karadag Reserve
region. In: Proceeding of the 2nd scientific conference «Crimean reserves. Biodiversity in priority
areas: 5 years after Gurzuf», Simferopol

Kotelyanets EA, Konovalov SK (2012) The trace metals in the sea bottom sediments of the Kerch
strait. Phys Oceanogr 4:50–60

Krylenko MV, Krylenko VV (2013) The scientific support of balanced planning economic activity
on the unique marine coastal landscape and suggestions on how to use on the example of the
Azov-Black Sea coast. Research Report «The Sea of Azov/Southern Branch of the Institute of
Oceanology of P. P. Shirshov RAS», vol 7, p 1157

Lukyanov SA, Lebedev AA, Shvarcman YuG (2013) Granulometric composition of the ground
sediments and its distribution in the estuarine zone of the Northern Dvina River. Arctic Environ
Res 2:13–19

Methods of measurement of themass fraction of metals andmetal oxides in dry powder soil samples
by X-ray fluorescence analysis. OOO «Spektron», St. Petersburg (2002)

Mironov OG (1996) Sanitary and biological characteristics of the Azov Sea. Hydrobiol J 32(1):61–
67

Mironov OG, Kiryuhina LN, Divavin IA (1992) Sanitary and biological research in the Black Sea.
Gidrometeoizdat, St. Petersburg

Mironov OG, Milovidova NYu, Kiryuhina LN (1986) About the maximum permissive concen-
trations of oil product in the sea bottom sediments of the Black Sea coastal zone. Hydrobiol J
22(6):76–78

Mitropolskiy AYu, Bezborodov AA, Ovsyanyy EI (1982) Geochemistry of the Black Sea.
Naukovadumka, Kiev

Nikanorov AM (1989) Hydrochemistry.: Gidrometizdat, Leningrad
Oradovskiy PG (1977) Manual by the methods of chemical analysis of sea water. Gidrometeoizdat,
Leningrad

Papina TS (2001) Transport and distribution features of heavy metals in a row: water–suspended
matter–bottom sediments of river ecosystems. Analytical Review. Ser Ecol 62:58

Perelman AI (1989) Geochemistry. Vyshayashkola, Moscow
Petrenko OA, Zhugaylo SS, Avdeeva TM (2015) Content of petroleum products in water, ground
deposits and soils in the recreation area of the Kerch and Spit Tuzla Island. Proc YugNIRO
53:4–18

Ramamurti S (1987) Heavy metals in natural waters. Mir, Moscow
Rubcova SI, Tikhonova EA,BurdiyanNV,DoroshenkoYuV (2013) The estimation of the ecological
state ofSevastopol bays bybasic chemical andmicrobiological criteria.MarineEcol J 12(2):38–50

Sovga EE, Bashkirceva EV, Stepanyak YuD (2008) The ecological status of the water area of the
Kerch Strait till the catastrophic events of November 2007. Ecological Safety of Coastal and
Shelf Zones of Sea 17:184–193

Surova NA, Kuznecova EYu (2002) The research of anthropogenic pollution of the Karadag natural
ecosystems. In: Proceeding of the 2nd scientific conference «Crimean reserves. Biodiversity in
priority areas: 5 years after Gurzuf», Simferopol

Tikhonova EA, BurdiyanNV, SolovevaOV,DoroshenkoYuV (2015) Chemical andmicrobiological
parameters of the Kerch strait sea bottom sediments after the accident of «Volgoneft-139» ship.
Environmental Protection in Oil and Gas Complex 4:12–16

TikhonovaEA,GusevaEV (2012) The dynamics of oil pollution in sea bottom sediments and coastal
sediments of the Kerch Strait after the emergency oil spill in November 2007. In: Proceedings
of the 7th International Scientific Conference «Modern fisheries management and ecological
problems of the Azov-Black Sea region», vol 1, pp 253–255

Tikhonova EA, Kotelyanets EA, Soloveva OV (2016) Evaluation of the contamination level of sea
bottom sediments on the Crimean coast of the Black and Azov Seas. PrincipyEkologii 5:56–70

Yurovskiy YuG, Yurovskaya TN, Prusov AV (2012) Problems of estimation of the environmental
condition of sea bottom sediment and the submarine groundwater discharge. Ecological Safety
of Coastal and Shelf Zones of Sea 26(1):58–63



Uppermost Sediments Diapirism
in the Western Mediterranean

A. A. Schreider and A. E. Sazhneva

Abstract Upper part of sedimentary thickness in the western part of Mediterranean
is consist of nontransparent and semitransparent layers with penetration of such
named salt domes bodies related to halokinesis processmud and salt diapirismmainly
related to the messinian salt crisis fenomena. The data of “Parasound” parametric
echo-sounding survey were used for elucidate in details this part of sediment series
which was represented before by ordinary seismic methods as single whole trans-
parent layer. The detail descriptions made up for the structure of upper part of sedi-
mentary series in western basin. The position of turbidity-terrigenousmarker stratum
within the series is determined. The possible age of this stratum is 10–100 thousand
of years and corresponds to Vurm glacial epoch. The enormous dimensions of salt
diapirs, as they were reflected on the “Parasound” displays, led to the conclusion of
modern halokinetic activity on the whole western Mediterranean bottom space.

1 Introduction

TheParasaundparametric echosounder (KruppAtlasElectronicGMBH)was used by
us for echo-sounding survey in the westernMediterranean in the first cruise r/v «Aca-
demican Sergei Vavilov» belonged to P.P. Shirshov Institute of Oceanology Russian
Academy of Sciences. Interpretation of this data first time gives main pecularities
of diapirism processes in the uppermost tens meters of sediments in the Western
Mediterranean. Analysed in present article ship track in the western Mediterranean
(Fig. 1 inset) crossed the central parts of the Alboran Sea basin, south Balearin basin
and Algerian basin.
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Fig. 1 Sub bottom structure of superficial sediments in the area ofGibraltar Straight. The geograph-
ical coordinates are related to the small vertical lines on the ends of profile (by Schreider 1988;
Zhivago 1994 modified). The general scheme of “Academician S. Vavilov” rote in the western
Mediterranean is presented in the inset

2 Geological Setting and Methods

The investigation of mud diapirism in the Alboran sea allows (Perez-Belzuz
et al. 1997) to investigate the trigger mechanism of diapirism in different tectonic
settings.They have recognized in mad deapirs several processes and phases of mud
and salt diapirism mainly related to the messinian salt crisis fenomena (Weijemars
1985;Weijermars et al. 1993; Roveri et al. 2014; Geletti et al. 2014). Parasaund is the
combination of narrow beam echosounder with the small scale underbottom profiler.
The using of 3.5 kHz frequency allows to obtain quite good penetration into the soft
supeficial sediments down to 50 m on ship velocities 7–10 knots. GPS positioning
system was used for navigational purposes. The seismic velocities for superficial
sediments were acepted 1600 m/s acording to ODP drilling site 976 (Comas et al.
1996). Data for profiles and their geographic positions, presented on figures, were
taken from (Schreider 1988; Zhivago 1994) with modifications.

In the investigations we are used the geological time scale (Gradstein et al. 2012).

3 Structural Features

The manifestation of diapirs are very clear shown on profile in the area of Gibraltar
Straight (Fig. 1). The slightly folded sediment cover is represented by a set of high
amplitude continous stratified facies that grades depth to discontinous between strat-
ified and seismically semitransparent facies with thickness of individual layers of
about first tens meters. In the easternmost part of profile the diapir take place on
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Fig. 2 Superficial sedimentary layers in the West-Alboran sea area. All other designations in this
figure and in Figs. 3–8 were taken with modifications from (Schreider 1988; Zhivago 1994) and
presented in subscriptions of the Fig. 1

relative steeper fold limb. It is triangle-shaped and in base part wide of 2300 mand
inclination of slopes is 2.8° Its top layes on depth 20 munder the bottom.

The wide distribution of diapirs in the Balearian and Alboran sea area was known
early (Falkquist and Hersey 1969; e.a.). The detailed investigations of r/v «Academ-
ican Sergei Vavilov» cruise (Fig. 2) shows that a triangle-shaped diapir penetrate
throw superficial sediments. Its relative height about 25 m and width about 1000 m,
diapiric flanks show an angle of 3.8° respect to the axial plane. The sedimentary
cover is shifted vertically in the diapiric area for about 50 m.

The profile in the central part of East Alboran basin demonstrate (Fig. 3) three
small hills first tens of meters relative height. Westernmost hill is related with a
triangle-shaped piercing diapir.The angles of diapiric flanks respect to the axial plane
are 6°. The sedimentary cover is shiftded vertically for about 3 m. The western part
of profile shows a well-stratified horizontal sedimentary layers.

The profile in the South Balearian basin demonstrate (Fig. 4) a triangle-shaped

Fig. 3 Superficial sediments in the central part of East Alboran basin. All other designations in
this figure were taken from [(Schreider 1988; Zhivago 1994) with modifications] and presented in
subscriptions of the Fig. 1
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Fig. 4 Sub bottom layers of
sediments in the South
Balearian basin

diapir penetrate superficial sediments. Its relative height about 25 m and width about
1300 m.

The diapiric flanks show an angle of 4° respect to the axial plane.Above seafloor
the inclination of diapir slopes became less 3°. One more diapiric body is appeared
7 kmto the east. It also penetrate superficial sediments. Its relative height is about
25 m and width about 1000 m. The diapiric flanks show an angle of 6° respect to
the axial plane. The sedimentary cover is shifted vertically in the diapiric area for
more 10 m. Between these two diapirs sediment layers are waweling except upper
5 m where it lays subhorizontally.

Another one profile in the South Balearian basin (Fig. 5) shows fold on depths
2500 m. In the easternmost part of profile the diapir with relative height 15 m and
width 400 m can be seen. The diapiric flanks show an average angle of 6° respect
to the axial plane. The sedimentary cover in west of profile is shifted vertically by
fault in the diapiric area for about 3 m. The same character of bottom microrelief
was pointed out for nothern part of Sargena-Baleares abyssal plane in Stanley et al.
(1974). Stanley described it as axample of modern basin plane deformation by salt
tectonism.

Presented data allow us to classificate the vertical and inclined shifting of sedi-
mentary layers as faults in the sediments. The diapirs are divided on diapirs not
reached the seafloor and reached it. Along profiles in last case forms on the seafloor
have width not exceed 2 kmand height nomore than 20m, their slopes are very gentle

Fig. 5 Near bottom
sedimentary layers in the
South Balearian basin
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and are about 5°. The slopes of diapirs inside sediment column are more steeper and
some time reach 6° relative axial plane of diapir body. The axial plane of diapir same
time has inclination up to 5° relative vertical direction.

4 Peculiarities of the Diapir Upthrusting Process

Parasaund profiles demonstrates some general features of diapir upthrusting process
into the uppermost quaternary sediments of western Mediterranean, which can be
summarised in a some sheme. It is possible that initially upwelling process in the
down space leads to form the subvertical or inclined faults in the superficial sediments
(first stage). By these zones the diapir bodies intrude from the down space into the
superficial sediments (second stage) and lay now on or near the seabottom (third
stage).

5 Conclusions

Parasaund profiles on figures in Western Meditarranean demonstrait a lot of diapirs
salt or mad nature in the superficial sedimentary layer. Modell study shows that
diapirs intruded along faults, related to regional or local extention. Pproceses of
diapirism are not isolated and related to the general tectonic conditions in the region,
coused by interraction of african and europen lithospheric plates. The numerical
and mechanical models of diapirism mud and salt diapirism mainly related to the
messinian salt crisis fenomena are wide known in the literature mentioned above
text. But Parasound technology allowed to receive additional data for diapirism in
superficial sediments and demostrate, that upper part of sedimentary thickness in the
western part ofMediterranean is consist of nontransparent and semitransparent layers
with availabelance of such named salt domes bodies related to halokinesis process.
It is possible that initially upwelling process in the down space leads to form the
subvertical or inclined faults in the superficial sediments. By these zones the diapir
bodies intrude from the down space into the superficial sediments which are lay now
on or near the seabottom. New very high resolution data on diapirism is available
from Parasound technology and can help to construct more contemporaneous modell
of diapirism process.

Acknowledgements Some technical questions of data presentation are developed in frames of
state team № 0149-2019-0005 and RFBR Project № 17-05-00075
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Method for Detection of the Vessel Trace
Anomalies in the Sea Surface Images
Based on Analysis of Color Gradient
Correlations

M. K. Klementiev , V. N. Nosov , V. I. Timonin ,
and L. M. Budovskaya

Abstract The paper presents the statistical method for detecting the ship tracemani-
festations in the sea surface images. Themethod is based on comparisonof correlation
parameters of image color gradients in different directions. The set of correlations
for different parts of image is clustered, followed by checking the clusters obtained
of the vessel trace lateral components for the compliance. The method efficiency is
illustrated by example.

Keywords Vessel trace (ship trace) · Model of trace · Anomaly · Correlation
pattern of image · Statistical features · Spectral clustering · Angle between the
anomalies

1 Introduction

Multispectral imaging forming several images of the same area of sea surface (SS)
in different intervals of electromagnetic radiation spectrum simultaneously is the
main data source for the problems on Earth remote sensing (ERS) by artificial satel-
lites (WorldView-2,3; DMC- 3; Resource-P1,2,3; Kompsat-3,3A, etc.). Color photog-
raphy is a special case of this method when three spectral intervals of visible light
corresponding to human perception are chosen.

One of the problems related toERS is identifying the trace of passed vessel formed
by two lateral components (right and left sides), as well as the area between them
including turbulent trace, in SS images. The main method for solving this problem is
to split the image into separate non-crossing areas (clusters, or segments) according
to some criterion of difference between these areas. Any criterion is implemented
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by some algorithm using certain parameters of multispectral image data (statistical,
spectral or texture). All such algorithms are termed as data clustering algorithms.

2 The Basis of the Method

Up to date, a large number of different algorithms for clustering multidimensional
data have been developed (Ayvazyan et al. 1989; Ahmed 2015; Aggarwal and Reddy
2014; Kashkin and Sukhinin 2008). The efficiency of applying one or another algo-
rithm mainly depends on specific problem to be solved, and even more so, on set of
parameters representing the basic features discerning clusters from each other.

In (Timonin et al. 2016, 2018) the method for detecting the ship trace in sea
surface (SS) images based on comparing statistical features of color intensities (R,
G, B) in separate areas � i j , i = 1, n; j = 1,m, splitting the image (each area
of size N = k s pixels) to their values throughout the image � = ⋃

i j � i j (or
throughout background area image) was proposed and founded. Correlation coeffi-
cients r(gradX (α1), gradX (α2)) = r(α1, α2) of indicator gradients X (rates of
X change) in directions at angles α1, α2 to the fixed axis (for example, to horizontal
axis of the image) were proposed to be used as statistical features. The parameter
X may represent the intensity of any color, the main component of intensities, or
another feature. The rate grad X (ω, α) for specific pixelω in direction α was calcu-
lated using standard differential operators (Shovengerdt 2010). Correlation coeffi-
cients for the area � i j , i = 1, n; j = 1,m, were estimated by set of vectors
(gradX (ωr t , α1), gradX (ωr t , α2)), ωr t ∈ � i j , r = 1, k; t = 1, s. As func-
tional for comparing correlation coefficients ri j (αu, αv) and r(αu, αv) in the area
� i j and image � in directions αu, αv , respectively, statistics is used

Zi j = Arth (r(αu, αv)) − Arth ( ri j (αu, αv))

1/
√
N − 3

, (1)

where Arth(x) = 1
2 ln 1+x

1−x is the hyperbolic arctangent x.
The paper (Timonin et al. 2018) shows that one can obtain either significant

differences between coefficients ri j (α1, α2) and r(α1, α2) for the areas �i j located
at one or two side components of the trace, or the absence of significant differences
for all � i j , depending on the choice of α1 and α2.

To explain the mentioned above, Fig. 1 shows the results of processing image 1b
given in (Timonin et al. 2018). Figure 1a shows the directions used for calculating
the gradients grad B(α) of blue color intensity B; Fig. 1c, d show infograms of trace
areas for different pairs α1, α2. The term infogram denotes the image divided into
sections of partition �i j , each of which is colored correspondingly to the numerical
value of functional Zi j according to the color scale shown in Fig. 2.
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Fig. 1 aThefield of gradient directions;b SS imagewith outlined areas for analysis and background
section; c Infogram for the larger area at α1 = −45◦, α2 = 90◦; d Infogram for the smaller area
at α1 = 0◦, α2 = −45◦

negative (shades of blue)   small (shades of white) positive (shades of red) 

Fig. 2 Scale of statistical values Zi j and corresponding colors

Comment. Hereinafter, we’ll assign the numbers to the areas of sections
of partition corresponding to different values Zi j (and colored differently), but
indistinguishable in black-and-white infogram image, for their differentiation.

3 Algorithm Description and Results

In this paper we propose the method allowing us to extend the analysis of correlation
parameters r (gradX(α1), grad X(α2)) of scalar indicator X to the set of several
indicators r X,Y (α1, α2) = r(gradX(α1), gradY (α2)), X,Y ∈ {R,G, B}. In addi-
tion, a set of programs based on this method has been developed to allow us select
automatically the indicative structures for the vessel trace in SS image, from the
resulting correlation pattern (set of correlation relationships).

We propose to compare each sector �i j to background for all possible pairs of
directions (αu, αv) based on functional:

Fi j (αu, αv) = max
X,Y

(Z X,Y
i j (αu, αv)); X,Y ∈ {R,G, B} ). (2)

For example, in the case of 16 directions (Fig. 1a) the set of functional values
Fi j (αu, αv)(correlation pattern of image or sector) will contain 720 values.

To compare obtained results to the data given in (Timonin et al. 2018) and shown
in Fig. 1 we have analyzed SS image presented in Fig. 1b.

Variational series of functional values Fi j (αu, αv) for all sectors�i j was compiled
and percentiles of 5% and 95% levels were found, for each pair of directions αu , αv .
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a) (0; 45)  b) (90; -90)  c) (22.5; -67.5) 

Fig. 3 Infograms of image 1b for different pairs of directions, based on functional values
Fi j (αu , αv)

Then set of functional values was censored below and above, respectively to the
percentile levels, in order to remove extreme values. To compile infogram of image
the scale similar to that shown in Fig. 2 was used.

Figure 3 shows infograms of image 1b based on statistical values Fi j (αu, αv), for
different pairs of directions. Depending on the angles and their difference, we get
significant differences either on one side, or on both sides of the trace, or significant
differences are absent.

The infograms obtained (Fig. 3) were averaged by sliding window including
4 K 2 sectors. For sector �i j sectors from �i −K , j −K to �i+K−1, j+K−1 fell into
the window. The averaged infograms for the pairs of directions shown in Fig. 3 are
represented in Fig. 4.

Note that elsewherebelow the number 1 corresponds to the blue, and the number
2 corresponds to the red forselected anomalous sections of the infograms.

To be precise, inaveraging we used RGB-to-HSVconversion, and then the inverse
transformation. The reason is the fact that in HSVcolor model only one parameter
(S) may be used for averaging colors in selected scale (Fig. 2), while in RGB model
blue-to-red transition changes firstly one pair of parameters (R, G), and then another
pair (G, B). [To learn more detailed about RGB and HSV systems as well as about
relationship between these two color models, see (Shovengerdt 2010)].

 

Fig. 4 Infograms of image 1b for different pairs of directions, based on averaged functional values
Fi j (αu , αv)
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a) 3 clusters b) 5 clusters 

Fig. 5 Selected clusters in SS image

Fig. 6 Outlined anomalies
in SS image

Furthermore, all image sectorswere clustered using the spectral clusteringmethod
(regarding algorithm of the method, see (Aggarwal and Reddy 2014)). The colors
of each sectorin the averaged infograms for all pairs of directions (120 values) were
used as its features. Examples of clustering results for different number of clusters
are shown in Fig. 5. The following color coding is used:

In Fig. 5a: 1—red, 2—blue, 3—green;
In Fig. 5b: 1—red, 2—blue, 3—yellow, 4—green, 5—lilac.
Thereafter, for each obtained cluster, the hypothesis of linear arrangement of

its elements in the image was checked and, when performed, the corresponding
regression line was drawn at SS image. The results are shown in Fig. 6.

To be precise, the graphical representations of calculation results are shownonly to
illustrate the methods in use. In applying the method in specific case, the calculation
results in the regression lines (if detected) in SS images.

4 Conclusion

Comparison of correlation characteristics of color intensity gradients in different
directions leads to the splitting of the sea surface image into areas of different struc-
ture. The application of cluster analysis methods to the division of the sea surface
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image sections by the criterion of similarity of correlation characteristics allows to
distinguish the structures characteristic for the trace of a moving vessel.
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Current Water and Salt Regime
of the Sivash Bay

E. E. Sovga, E. S. Eremina, L. V. Kharitonova, and T. V. Khmara

Abstract To assess the water and salt regime of the Sivash Bay after the overlapping
of the North-Crimean Canal in 2014 the integrated approach was used, it includes
the expeditionary studies of salinity changes in the Eastern Sivash, mathematical
modeling of its hydrodynamic regime and usage of satellite images to keep track of
changes in the coastal zone of the bay. Spatial heterogeneity of salinity growth over
the entire Eastern Sivash with a gradual increase from north to south is shown. In
the Southern Sivash the maximum growth of salinity were noted, it reached 93‰
in November 2018, which was twice than the salinity in 2014. The salinity growth
is confirmed by the mathematical modeling of hydrodynamic regime of the bay
(currents and level of the bay). According to satellite data, we assessed the changes in
the coastline of flooded and drained areas of the Sivash Bay after the North-Crimean
Canal overlapping in 2014.

Keywords Sivash bay · North-crimean canal overlapping ·Water and salt regime ·
Hydrodynamic regime ·Morphometric parameters

1 Introduction

The Sivash Bay of the Sea of Azov is a unique natural recoverable mineral salt
deposit. The water and salt regime of the Bay is dynamically changing under the
climatic and anthropogenic influence.

The Sea of Azov water exchange, atmospheric precipitation, evaporation, river
runoff, possible filtration of the Sea of Azov water through the Arabat Spit is the
natural and climatic factors affecting the water and salt regime of the bay. Anthro-
pogenic factors affecting the water and salt regime of the bay include dams that
regulate water exchange in the Western and Central Sivash, the functioning and
overlapping of real irrigation systems (theNorth-CrimeanCanal and theKakhovkaya
irrigation system).
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The Sivash Bay is a vast (area ~2540 km2) shallow (depths to 0.5–3 m) saline bay
of the Sea of Azov (Gidrometeorologicheskiy spravochnik Azovskogo morya 1962;
Ponizovsky 1965; Dyakov et al. 2013). In the west, the bay border is the Perekop
Isthmus, and in the east there is the Arabat Spit. The bay comprises a number of
shallow salt water areas, which is significantly differed in hydrological and chemical
regimes; they are separated by a large number of islands, droughts, dams. The Sivash
Bay is usually accepted to divide into two large regions, namely, the Western Sivash
and Eastern Sivash with area of 1110 and 1433 km2 respectively (Ponizovsky 1965).
The area of water level is 581 km2 for the Western Sivash and about 1300 km2 for
the Eastern Sivash, the islands and droughts take up a rest of area.

The Kutaran blank earth dam, constructed in 1959 in connection with the recon-
struction the Krasno-Perekopsky bromine plant, had divided theWestern Sivash into
two isolated reservoirs, the Western one (the Kutaran Bay) with an area of 202 km2

and the Middle water area (area 353 km2) (Fig. 1). At present the Western reser-
voir is a practically isolated evaporating basin, where a water level is fully regulated
by the Kutaran dam and maintained to the extent necessary for the bromine plant
functioning.

The hydrological and chemical regime of the Middle (Central) reservoir is also
regulated by the construction of dams with locks (the Biyuk-Naimanskaya, the
Chongarskaya, etc.). Currently the existing dam system allows maintaining the high
concentration saline for the chemical industry demands (Kostyushina and Fesenko
2007). The Central and Eastern Sivash interflows at present. The water exchange

Fig. 1 The chart of stations fulfilled during expeditions in the Eastern Sivash Bay for 2014–2018
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through the Chongar Strait (1–1.2 km length, 200–300mwidth and 0.5–1.5 m depth)
is limited (Ponizovsky 1965; Dyakov and Belogudov 2015)

The water exchange of the Sivash Bay with the Sea of Azov is carried out through
the Genichesk (Tonkiy) Strait (Ponizovsky 1965; Dyakov and Belogudov 2015). The
strait has length of 4 km, the average width of 100 m, the maximum depth of 4.7–5 m
(Dyakov and Belogudov 2015).

The Eastern Sivash is bounded by the Arabat Spit in the east, the Biyuk-
Naimanskaya dam in thewest, the Shakalinsky narrowing in the south; it is connected
with the Sea of Azov through the Genichesk Strait in the north. The Eastern Sivash is
conditionally divided into several water areas, which differ mainly in thermohaline
conditions (Stashchuk et al. 1964) (Fig. 1).

In accordance with previous study (Kostyushina and Fesenko 2007; Kostyushin
and Gorodiskaya 2000), the Eastern Sivash, the largest section of the bay with area
over 60% of the Sivash Bay total area and themost deep-water, had undergone amost
change from freshwater discharges of irrigation system. An increase in fresh water
entering the bay had led to salinity decrease and Sivash level increase and, as a result,
the volume of water from the Sea of Azov had decreased. According to (Kostyushina
and Fesenko 2007), in the Eastern Sivash the average salinity diminished from 141‰
in 1955 to 22.60‰ in 1989, and in 1997 reached the minimum value of 17‰.

Currently, after the termination of the Dnieper water supply through the North-
Crimean Canal in 2014, the Sivash Bay state is extremely dynamic changing. To
predict the development and variability of the water area of the bay as a promising
salt deposit and wetland of international importance, a regular monitoring of water
and salt regime using in situ and remote methods takes on special significance.

The purpose of the study is a comprehensive assessment of changes in the water
and salt regime of the Sivash Bay under the overlapping the North-Crimean Canal,
taking into account natural and climatic variability.

A comprehensive assessment of changes in the water and salt regime of the Sivash
Bay includes in situ researches, numerical modeling of the hydrodynamic regime
(currents under different wind conditions, level changes), as well as the study of
morphometric changes using satellite data.

The relevance of research conducted in thewater area of the bay is due to the global
transformation of its ecosystem in the new conditions, and is associated with need to
develop and implement a modern monitoring system for the water and salt regime of
the bay for scientifically based recommendations for rational nature management.

2 Materials and Methods

We analyzed all available information on expeditionary study of the water and salt
regime of the Sivash Bay, obtained during the functioning of the North-Crimean
Canal. After the North-Crimean Canal overlapping the study of the water and
salt regime of the Sivash Bay was carried out on the basis of field observations
obtained during 20 land expeditions of theMarineHydrophysical Institute, jointly the



228 E. E. Sovga et al.

Sevastopol Department of State Oceanographic Institute to the Eastern and Southern
Sivash since June, 2014 to May, 2019, in whole 78 stations were made. Figure 1
demonstrates the chart of stations fulfilled during expeditions in the Eastern Sivash
for 2014–2018.

Salinity was determined by various methods. In (Sovga et al. 2014), it was
shown that the pycnometric method is the most accurate method of analysis, and
the refractometric method for determining salinity is promising technique for field
research.

3 Main Results

3.1 Field Research

In 2014, 2015 and 2016 the expeditionary researches were carried out in the
Rogachinsky, Knyazhevicha, Balganovsky bays, as well as north of the Shakalinsky
narrowing, and in 2016, the area of Southern Sivash adjacent to the Arabat Spit was
also covered. The results of these expeditionary studies are presented in (Shchurova
et al. 2016), where the water and salt regime of the Eastern Sivash and the Southern
Sivash is analyzed.

According to (Shchurova et al. 2016), the anthropogenic impact revealed itself
unequally in various parts of the Eastern Sivash. The variability of water and salt
regime to north of the Shakalinsky narrowing (Fig. 1) is sufficiently dependent on
natural and climatic factors: intense summer evaporation and decrease of atmospheric
precipitation. At the same time, spatial heterogeneity of salinity growthwas observed
at all stations. If in spring, 2014 in the Eastern Sivash the salinity was varied from
27‰ to 34‰ from north to south, then in October, 2014 it was also changed from
26‰ to 46‰.Near the Shakalinsky narrowing the seasonal variability of salinity was
well-marked; the interannual growth of salinity was observed, from 2014 to 2018
salinity was increased from 46‰ to 55‰ during fall study.

The overlap of the North-Crimean Canal and the artificial decrease of the Salgir
River runoff led to an increase in salinity of the Southern Sivash that was found in
field research.

In the Southern Sivash, the current dynamics of salinity is analyzed and compared
with (Sovga et al. 2014). In June, 2013 salinity varied from 47 to 55‰, and in June
2016 salinity increased to 67 and 75‰, respectively, at the same stations. According
to the results of expeditionary study of the Marine Hydrophysical Institute in May
and November, 2018, salinity in the Southern Sivash continues increasing; at the
same points salinity ranged from 75‰ to 82‰ in May and from 89‰ to 92‰ in
November. Thus, for four years after the North-Crimean Canal overlapping salinity
doubled in the Southern Sivash.

It should be noted that the resource potential of the Southern Sivash was highly
appreciated in themiddle of XXth century, when during large-scale chemical surveys
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(Kostyushina and Fesenko 2007), salinity was practically constant (115–135‰). It
was favorable conditions for creating a powerful raw material base for halurgy. If
salinity increases further, it will lead to rise in the resource salt potential of the
Southern Sivash. So the concept of environmental management in this water area
should be revised, including a balanced economic development of the region while
minimizing environmental damage.

In 2018 the expeditionary study was carried out according to the chart of stations
proposed by the Marine Hydrophysical Institute and the Sevastopol Department
of State Oceanographic Institute for monitoring of the water and salt regime of the
Sivash Bay (Sovga et al. 2018), taking into account the current boundaries of wetland
according to (Prikaz Ministerstva ekologii i prirodnykh resursov respubliki Krym ot
18 dekabrya 2017).

The North-Crimean Canal overlapping has affected not only the water and salt
regime, but also the input and output items of its water balance (Sovga et al. 2018).

The expeditionary research carried out by the Marine Hydrophysical Institute in
the Eastern Sivash revealed the problems that need to be solved to effectivelymonitor
the state of the bay in the new conditions.

The Crimean Department of Hydrometeorological Stations should restore regular
observations at the Chongarsky Bridge, interrupted in 2014. Observations at this post
have been conducted for almost 80 years; their restoration will allow us to estimate
of changes in the meteorological and hydrological conditions of this part of the bay
at various scales (from synoptic to interannual).

It is necessary to control salinity in the Sivash Bay additionally in points close to
the Arabat Spit. In (Shchurova et al. 2016), based on the satellite images it was found
that in the Southern Sivash along theArabat Spit a peculiarity of spatial distribution of
water temperature and its optical properties exist in some cases. Moreover, temper-
ature anomalies, as a rule, arise as a local areas (offshore jets), and in the optical
range an areas with reduced dissipation (turbidity) are observed here. The analyze
of NOMADS NOAA data (https://dvs.net.ru/mp/data/main_ru.shtml) revealed that
water infiltration through the Arabat Spit is possible due to preceding wind condi-
tions, which were defined by strong east and north-east winds more than 10 m/s
velocity. Such winds lead to a water level increasing from the Azov side of sandbar
and accordingly a level decreasing from the Sivash side and contribute to increased
filtration (intrusion) of water through the sandbar. Intrusions of the Azov waters can
make a significant contribution to the water and salt regime of the Sivash Bay, so
near the Arabat Spit salinity is necessary to monitor.

4 The Hydrodynamic Regime of Sivash Bay Using
Mathematical Modeling

The water and salt regime of the Sivash Bay is largely determined by its constantly
changing and insufficiently explored hydrodynamic regime.

https://dvs.net.ru/mp/data/main_ru.shtml
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In the Sivash Bay there are two kinds of currents: drift (wind) and runoff (compen-
sation), arising due to the level differences in a various reservoirs. These differences
arise due to unequal evaporation rates or winds (Mikhaylov 2006).

When north and north-east winds with average speeds (6–8 m/s) dominate over
the Sivash Bay, strong wind-driven currents are observed along the northern and
eastern shores; this occurs often inwinter. Correspondingly, the southern andwestern
coasts in winter develop under powerful surges, when significant low-land coasts are
flooded.

The shallow water area, high air temperature and low humidity in summer and
autumn, as well as the hydrodynamic regime contribute to large evaporation from the
Sivash Bay surface and lead to a decrease in water level in relation to the Sea of Azov
surface. According to the seasonal level (Gidrometeorologicheskiye usloviya morey
Ukrainy 2012) in April, the water level is actually high over the entire Eastern Sivash,
in the summer it decreases slightly due to evaporation, and from August to October
it rises to the spring level due to precipitation. The general tendency of water level
decrease in the spring is also associated with the long-term, steady western winds
over the Eastern Sivash.

To study the structure of current patterns in the Eastern Sivash, a numerical non-
stationary hydrodynamic model is used (Ivanov and Tuchkovenko 2006), which
allows one to calculate wind (drift and compensation) currents in estuaries, bays,
and on a shallow continental shelf.

For real unsteady winds, the circulation pattern constantly changes depending
on the wind speed and direction, and a steady state is rarely attained in complex
systems such as Sivash Bay. Therefore modeling was carried out for constant winds
of various directions. Figure 2 demonstrates modeled patterns of surface currents
and level fluctuations in the Eastern Sivash Bay.

It was impossible to isolate runoff flows due to low currents. They were noticeable
in narrow straits, for example, in the Shakalinsky narrowing, connecting the Southern
Sivash with the Sivash Bay.

Drift currents are extremely short-term; occurring immediately after the wind
intensifies and also quickly decays after its termination. Shallow depths do not permit
the development of large speeds and preserve currents after the wind termination.
Despite this, both in the Eastern Sivash and in some areas of the Western Sivash it is
possible to distinguish the stream and its direction.

In the Eastern Sivash, the stream extends from the Genichesk Strait along the
western shore to a narrow channel. Once in the middle subarea, the stream is again
off the west coast, turns to the southeast. Then the current passes along the western
coast and, having reached the southern basin, bifurcates and decreases its speed. In
very shallow areas, such as, for example, the Western Sivash, and with strong winds,
the currents are invisible.

Usage of numerical model made it possible to evaluate influence the coastal
orography and bay morphometry on the water dynamics in the Eastern Sivash and
to confirm the influence of the hydrodynamic regime on the salinity distribution
throughout the Eastern Sivash. The water is spreading from north to south and



Current Water and Salt Regime of the Sivash Bay 231

Fig. 2 Patterns of surface currents and level fluctuations (cm) in the Eastern Sivash Bay no wind
(a) and at north wind of 5 m/s (b)

provides a gradual increase in salinity in the same direction, with a maximum in
the Southern Sivash as a result of its isolation.

5 The Variations of the Morphometric Parameters
of the Sivash Bay

The functionof theNorth-CrimeanCanal and irrigation systems and their overlapping
contributed not only to a change in the water and salt regime of the bay, but affected
some morphometric parameters to a certain extent.

The change in the water and salt regime as a result of the North-Crimean Canal
function led firstly to a significant development of reed vegetation due to drainage
waters enriched with biogenic elements. It weakened the wind-driven circulation,
which is themain hydrodynamic process in the Sivash, accumulated sludge sediments
on shallowwater, changed low shore configuration (Mikhaylov andKalinchuk 2017).

In (Mikhaylov and Kalinchuk 2017) an analysis of the satellite images revealed
that the total area of reed vegetation is a little more than 15 km2, while the largest
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area of vegetation occupies more than 8 km2 in the Rogachinsky Bay, 5 km2 in the
Balaganovsky Bay, and about 1 km2 in the Knyazhevichi Bay.

To 2018 the reed vegetation is significantly decreased according to the expedi-
tionary studies of the Marine Hydrophysical Institute.

To trace the changes in the coastline of flooded and drained territories after the
North-Crimean Canal overlapping in 2014, the water surface of the Eastern Sivash
was calculated. The results of a study of the seasonal and long-term dynamics of the
Sivash Bay coastline are given in (Eremina et al. 2018). Based on the digitization of
Landsat satellite images, themorphometric parameters ofwater surface in the Eastern
Sivash, coastal water areas and rice fields were calculated. A detailed technique for
the images selection and processing is given in (Eremina et al. 2018).

The obtained morphometric parameters of the Eastern and Southern Sivash in
August, 2013 and August, 2016 were compared (Eremina et al. 2018). The total area
of lagoon lakes, rice fields and reservoirs of drainage system in the low-water period
(July–August) decreased by 79.24 km2 (5.6%), while 2.45 km2 are related to fresh
and saline reservoirs, 76.79 km2 are to rice fields (Eremina et al. 2018).

6 Conclusions

Thus, comprehensive studies of the Sivash Bay, composed of expeditionary studies,
satellite data on changes in the morphometric parameters of the bay coasts, as well as
numerical modeling of the bay dynamics, can become the basis for an actual system
to monitor the water and salt regime in the bay.

The expeditionary studies carried out in the Eastern Sivash confirmed a constant
change in the water and salt regime by water salinity increasing as a result of the
North-Crimean Canal overlapping. Salinity grows unevenly, gradually increasing
from north to south, with a maximum increase 93‰ in the Southern Sivash in
November, 2018.

After the North-Crimean Canal overlapping in 2014, a transitional period began.
In addition to natural and climatic factors, it contributes to gradual salinization of
the bay, decrease in freshwater component and transition to a conditionally natural
state.

The availability of remote sensing methods to study the factors affecting the water
and salt regime of the bay and the morphometric parameters (variations of the coastal
zone, drainage and flooding areas) is confirmed.

The numerical hydrothermodynamic model is able to evaluate a number of neces-
sary parameters of the bay (wind-driven regime and water level), what are not always
possible to obtain in situ, but they significantly affect the water and salt regime.

The considered study showed the possibility to predict the trend of changing in
the shallow water areas. It allows to take into account the expected consequences of
economic program and to search for a scientifically based environmental protection
measures, thus being a link between environmental theory, research andmanagement.
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Continuum Model of Layered Medium
for Reservoir of Bazhenov Formation

V. I. Golubev, A. V. Ekimenko, I. S. Nikitin, and Yu. A. Golubeva

Abstract The paper investigates the process of seismic waves propagation in a
heterogeneous geological medium. The linear elastic isotropic model was used.
The geological model of the Bazhenov formation was constructed. To describe the
dynamic behavior of the mudstone layer the continuous model of a layered medium
taking into account interlayer slippage and delamination was used. Also, it takes into
account the presence of a static rock pressure in the geological massif. Wave patterns
and synthetic seismograms on the day surface were examined.

Keywords Oil and gas fields · Seismic exploration · Mathematical modeling ·
Numerical methods · Parallel algorithms · Continuum models

1 Introduction

The number of discoveries of large deposits with a relatively simple geological
structure (pore reservoir type, large thicknesses) is decreasing, and hard-to-recover
reserves (TRIZ) are of increasing interest. Thanks to new mining technologies, the
development of such reserves is becoming cost-effective. In the case of Western
Siberia, the main oil-producing region, the study of the Bazhenov formation and its
analogues is of the greatest interest. The area of the distribution of rocks of this type
is more than 1 million km2 with an average thickness of 30 m. Rocks occur at depths
of 2–3 km. According to some estimates, the oil resources contained in it can be up to
500 billion tons. The Bazhenov formation is formed by rocks of deep-water genesis:
mudstones with interbeds of carbonate (limestone and dolomite) and siliceous (flask)
rocks (Alexeev 2009; Braduchan et al. 1986). Collectors of the Bazhenov formation
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can be confined to micro-layered, sheet-like mudstones with interlayer voids with a
high content of organic matter. The hollow space of the reservoirs is formed mainly
as a result of autofluidic fracturing of rocks according to the stratification that occurs
under the action of the conversion of organic matter from solid to liquid. This type
of inhomogeneous medium can be effectively described by the continuum model of
a layered medium with allowance for interlayer slippage and delamination (Nikitin
2008).

In this paper, we investigated the possibility of using the continuum model of
a layered medium to describe the dynamic behavior of the Bazhenov formation
reservoir.

2 Geological Model

As part of this work, a seismic geological model was constructed that describes the
section of Western Siberia (Kontorovich et al. 1975). A typical section of wells in
this region is the intercalation of sandstones of continental and shallow-water genesis
and clayey rocks of a deeper water origin.

The geological section is thin-layered and generates a very complex wave field,
the analysis of which is difficult, therefore the structure was generalized for current
calculations. The terrigenous stratum of the Lower Cretaceous rocks is underlain by
a regional mature layer of mudstones of the Bazhenov formation. A relatively high-
speed terrigenous sequence begins again under the Bazhen layer. Such an approach
makes it possible to single out only those features of the wave field that are caused
by the presence of micro-layering (micro-fracturing).

The lithological composition of the Bazhenov formation determines the relatively
low propagation velocity of seismic waves (less than 3000 m/s) and makes this
stratum the most confident regional reference point.

The morphology of the reflecting boundaries is set based on the interpretation of
the results of field seismic surveys. It is worth noting structural features: relatively
small angles of inclination of the boundaries of the layers (do not exceed 5°), there
are local uplifts and layers of variable thickness.

The geometry and elastic properties of each of the layers are shown at Fig. 1.
The main feature of the model is a fundamentally new approach to the description

of the layer of Bazhenov mudstones of interest. As a rule, all layers of the model are
considered as absolutely elastic; in this case, it is proposed to describe the Bazhenov
formation as a medium with micro-layering, whose properties can vary depending
on the stress state. The lithological composition (clay mudstone) and the properties
(leafiness) of the formation make this approach justified and applicable.
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Fig. 1 Seismo-geological model

3 Mathematical Model of Geological Medium

For the description of the dynamic behavior of the geological medium the linear slip
model was used

ρv̇i = ∇ jσi j ,

σ̇i j = qi jklekl ,

ei j = (∇ j vi + ∇i v j )/2,

where ρ—the density, vi—the velocity vector, σi j and ei j—stress and strain
tensors, ∇ j—the spatial derivative along j-th coordinate and qi jkl—the rheology
tensor. For isotropic medium it can be written as

qi jkl = λδi jδkl + μ(δikδ jl + δilδ jk).

where λ and μ—Lame constants and δi j—the Kronecker delta. For numerical
simulation we used the rectangular grids each node of which contained material
constants.
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4 Bazhenov Formation Reservoir Model

In the mudstone layer models proposed in this work, the layers themselves are
deformed linearly elastically. The equations of motion and rheological relations
between tensors of tension and strain rate are used. Thus, the governing system
of equations is a first-order partial-differential hyperbolic system.

Two additional variables are also introduced—the slippage velocity along the
boundaries of the layer γ and the delamination velocity ω, perpendicular to it. If
the normal stress at the interlayer contact boundary σn < 0, then the friction sliding
mode is realized

γ = τ

η|τ |
〈 |τ |
q|σn| − 1

〉
andω = 0 (1)

where τ—the tangential stress on the contact boundary, q—the dry friction coef-
ficient, η—the contact viscosity, 〈F〉 = FH(F), H(x)—the Heaviside function. In
the other case, the delamination mode is realized, when 	 > 0, τ = σn = 0, where
	—displacement jump (delamination) along the normal to the boundaries of the
layers, 	̇ = ω.

In order to proceed to a continuum model of the medium containing a system
of such slip-delamination planes, γ and ω are considered as continuous functions
of coordinates and time. Relations of the theory of the slippage are applied, which
was used by many authors to construct models of inelastic media with a continuous
distribution of slip planes. These relations make it possible to take into account the
contribution of slip rates γ and delamination ω to inelastic strain rate tensors eγ and
eω, accordingly (Nikitin 2008):

eγ = (n ⊗ γ + γ ⊗ n)/2, γ · n = 0

eω = (n ⊗ ω + ω ⊗ n)/2 = ωn ⊗ n,ω = ωn

Full strain rate tensor e is the sum of elastic and inelastic parts:

e = ee + eγ + eω, e = (∇v + ∇vT )/2.

Here v—“macroscopic” velocity of medium particles, ee—the elastic part of the
strain tensor, that is related to Hooke’s law.

Everything written above is true for the case of a pre-unloaded medium. However,
at a depth of 2–3 km, the static rock pressure is already so huge that it should be
taken into account in the model. Consider the elastic half-space. Then at depth y (the
OY axis is directed upwards) the steady state is determined as

σyy = ρgy < 0, σxx = σzz = λ

(λ + 2μ)
ρgy
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Let’s consider the plane with the normal n(nx , ny, nz). The normal stress can be
calculated as

σ 0
n = n · σ · n = σi j ni n j = σxxn

2
x + σyyn

2
y + σzzn

2
z

Consequently,

σ 0
n = ρgy

(
λ

(λ + 2μ)
n2x + n2y + λ

(λ + 2μ)
n2z

)
< 0 y < 0

And in 2D case

nz = 0, σ 0
n = ρgy

(
λ

(λ + 2μ)
n2x + n2y

)

The tangential stress at the plane with the normal n

τ0
n = σ · n − (n · σ · n)n

τ 0
x = σxxnx − (

σxxn
2
x + σyyn

2
y + σzzn

2
z

)
nx

τ 0
y = σyyny − (

σxxn
2
x + σyyn

2
y + σzzn

2
z

)
ny

τ 0
z = σzznz − (

σxxn
2
x + σyyn

2
y + σzzn

2
z

)
nz

And when σxx = σzz = λ
λ+2μρgy, σyy = ρgy

τ 0
x = − 2μ

λ + 2μ
ρgy · n2ynx ,

τ 0
y = 2μ

λ + 2μ
ρgy · (

n2x + n2z
)
ny,

τ 0
z = − 2μ

λ + 2μ
ρgy · n2ynz

In 2D case, when nz = 0, n2x + n2y = 1, τ 0
z = 0

τ 0
y = − 2μ

λ + 2μ
ρgy · n2xny, τ

0
x = − 2μ

λ + 2μ
ρgy · n2ynx ,

∣∣τ 0
n

∣∣ =
√(

τ 0
x

)2 + (
τ 0
y

)2 = 2μ

λ + 2μ
ρg|y||nx |

∣∣ny

∣∣
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We can simplify these relations. Define α—the angle between the plane and the
OX axis. Then

τ 0
n = μ

λ + 2μ
ρgy · sin 2α,

σ 0
n = ρgy

(
λ

λ + μ
· sin2 α + cos2 α

)
,

and the contact condition (1) taking into account the preliminary stress state
associated with rock pressure, subject to the tightened boundary σnn + σ 0

n < 0,
should be modified as follows

γ = (σnτ + τ 0
n )

〈 ∣∣σnτ + τ 0
n

∣∣
q
∣∣σnn + σ 0

n

∣∣ − 1

〉
1

η
∣∣σnτ + τ 0

n

∣∣ .

The corresponding differential equation for the component of the tangential stress
σnτ on the considered site, oriented by the normal n, taking into account possible
slippage, is as follows:

σ̇nτ = μ
(
vn,τ + vτ,n

) − μ
σnτ + τ 0

n

η
∣∣σnτ + τ 0

n

∣∣
〈 ∣∣σnτ + τ 0

n

∣∣
q
∣∣σnn + σ 0

n

∣∣ − 1

〉

When σ n+1e
nn + σ 0

n < 0,
∣∣σ n+1e

nτ + τ 0
n

∣∣ > q
∣∣σ n+1e

nn + σ 0
n

∣∣ the correction formula
resulting from the implicit approximation of this equation has the form

σ n+1
nτ = sign

(
σ n+1e
nτ + τ 0

n

)
q
∣∣σ n+1e

nn + σ 0
n

∣∣
(
1 + δ

∣∣σ n+1e
nτ + τ 0

n

∣∣)(
1 + δq

∣∣σ n+1e
nn + σ 0

n

∣∣) − τ 0
n

where σ n+1e
nτ = σ n

nτ + μ
(
vn+1
n,τ + vn+1

τ,n

)
�t—values of the stress components in

the new time layer after calculating the “elastic” step, �t—is the time step in the
used difference scheme for the numerical solution of the system of equations, δ =
η/(μ�t).

In the case of horizontal layers considered in the work, the correction formula for
the tangential stress after the “elastic” calculation step has the form:

σ n+1
xy = sign

(
σ n+1e
xy

)
q
∣∣σ n+1e

yy + ρgy
∣∣

(
1 + δ

∣∣σ n+1e
xy

∣∣)(
1 + δq

∣∣σ n+1e
yy + ρgy

∣∣) .
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5 Numerical Method

Various numerical approaches are used to describe dynamic processes in geolog-
ical media (Dumbser et al. 2007; Etgen and O’Brien 2007; Hestholm 2009; Hobro
et al. 2014). Sufficiently comprehensive reviews of various methods are presented in
Virieux et al. (2011; Carcione et al. 2002). Between latest papers, we can distinguish
(Lisitsa et al. 2016), devoted to the construction of a hybrid numerical method, and
(Golubev 2019), that generalizes the grid-characteristic method to inverse migration
problems.

Let us consider in more details the numerical method used to solve the elastic part
of the problem. In the three-dimensional case, the vector of unknowns contains nine
components

u = {v1, v2, v3, σ11, σ12, σ13, σ22, σ23, σ33}T .

Initial system of equations can be rewritten in the canonical form

∂u
∂t

=
3∑
j=1

A j
∂u
∂x j

,

where A j—9 × 9 matrices and (x1, x2, x3)—the Cartesian system. After the
splitting procedure we obtain three system of equations.

∂u
∂t

= A j
∂u
∂x j

, j = 1, 2, 3

Each of systems is hyperbolic and appropriate eigenproblem can be solved
analytically

∂u
∂t

= �−1
j � j� j

∂u
∂ξ j

where � j contains eigenvectors and � j—the diagonal matrix with eigenvalues

� j = diag(c1,−c1, c2,−c2, c2,−c2, 0, 0, 0)

where c1 = √
(λ + 2μ)/ρ, c2 = √

μ/ρ.

Taking into account Riemann invariants v j = � ju, we obtain a set of independent
linear transport equations

∂v j

∂t
+ � j

∂v j

∂ξ j
= 0.
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Using the interpolation procedure with chosen approximation order we sole these
equations. And then apply inverse transformation for calculated invariants.

Note that, to calculate the dynamic behavior of the mudstone layer, it is enough
to simply apply the correcting relations given above after each elastic time step.

6 Numerical Results

In this work, a computer simulation of seismic waves propagation in the Bazhenov
formation model was carried out. A 2D statement of the problem was considered.
The calculation parameters were selected to obtain results that are most similar to
those used in geological exploration.

The computational domain was a rectangle with sizes 10 km × 1.5 km, covered
with a square computational grid with a spatial step of 1m. The total number of nodes
in the grid was 15million. In each node of themodel, the P-wave velocity, the S-wave
velocity and density were stored. To describe the dynamic behavior of a thin-layered
mudstone layer, a continuum model was used. The time step was chosen from the
Courant condition and was 0.3 ms. A total of 3000 timesteps were completed. As a
source of perturbation, a longitudinal wave was used, initially buried by 400 m, to
reduce the calculation time. The time dependence of the source signal was set in the
form of a Ricker pulse with a main frequency of 30 Hz. In a numerical experiment,
a vertical velocity component was recorded on the surface every 100 m. Figure 2

Fig. 2 Spatial distribution of P-wave velocity in the model (above) and the wave field (below)



Continuum Model of Layered Medium for Reservoir … 243

Fig. 3 The wave field in the consecutive time moments

shows the model loaded into the program, as well as the distribution of the wave
field at the moment when the initial wave passed the mark of 500 m. Wave patterns
at successive times are shown at Fig. 3.

The calculated wave fields show complete agreement with the elastic solution for
the case when microcracks are closed (see Fig. 4a, b). On the other hand, with a
change in the stiffness parameters of micro-layering (micro-fracturing), a change in
the shape of the reflected wave is observed. The blue rectangle marks the portion
of the target interval where the changes are most clearly visible. In the case of
open microlayers, reflection becomes more intense. The presented results show the
principal applicability of the continuous model for studying the influence of rocks
having a thin-layered, shale structure. Mathematical modeling can be used to assess
the degree of influence of the openness of micro-layers (microcracks) on the wave
field recorded on the day surface.
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Fig. 4 Seismograms for investigated geological model. Variants: a elastic medium (continuous
model is not applied), b continuous model is used, and cracks are closed, c continuous model is
used, and cracks are opened

It is worth noting that in this article onlymodeling and analysis of the results simu-
lating ground-based seismic surveys is considered. At the same time, calculations
performed for modifications of borehole seismic surveys: vertical seismic profiling
(VSP) and acoustic logging (AK) are also of interest. Such calculations may be a
continuation of the current work.
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Intensifying Mixing During Vortex
Motion in a T-Shaped Micromixer

A. Yu. Kravtsova , Yu. E. Meshalkin, M. V. Kashkarova, A. V. Bilsky,
and I. V. Naumov

Abstract The efficiency of mixing in the T-microchannel under external periodic
perturbation of the flow by the LIF method for various flow regimes realized in the
mixing channel has been studied. The transition to a non-stationary flow regime
at a frequency of 500 Hz has been registered. A significant change in the mixing
efficiency up to 35% at the determined frequencies of external influence is shown.

Keywords Micromixer · Flow visualization · T-junction · Vortex flow · LIF
technique

1 Introduction

The development of high-precision technology and medicine puts forward new
requirements for the miniaturization of devices. Effective and resource-saving
systems based on microelectromechanical (MEM) technologies are becoming
increasingly important. For example, micromixers are used for chemical reactions
and medical tests, in the production of drugs and in the biological industry. Their
advantages are the small volume of necessary reagents and the possibility of contin-
uous, controlled and safe reactions with the release of heat or toxic substances. Since
microchannelmixers operate, as a rule, in laminar flow regimes, the task of increasing
the mixing efficiency (productivity) is urgent.

The flow pattern structure and mixing processes in a T-shaped micromixer were
investigated by various authors. Thus, in the work of Engler et al. (2004) it was
shown that the motion of two parallel flows in a microchannel leads to the forma-
tion of stationary symmetric Dean vortices. When the Reynolds number increases
to 150, the Dean vortices lose their symmetry. The authors of work (Gobert et al.
2006) studied stationary non-symmetric (Re= 186) and non-stationary periodic (Re
= 240) regimes by the methods of mathematical modeling of flow hydrodynamics
and using an experimental method of velocity measurement by Particle Tracking
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Velocimetry—PTV. As a result, a detailed picture of the concentration distribution
in the mixing process was obtained. Wong et al. (2004) investigated the mixing effi-
ciency of two liquids in the Reynolds number range from 50 to 1400 and showed that
the most effective mixing occurs when unsteady flow regimes appear. This was also
confirmed in the work of Dreher et al. (2009). Hoffman et al. (2003) experimentally
studied the motion of liquids in mixing channels of different sizes by laser-induced
fluorescence and particle image velocimetry. On the basis of the obtained data, the
efficiency of mixing flows was calculated. It was shown that with an increase in
the Reynolds number, the flow in the output channel changes its configuration, a
transfer of reagents occurs in the transverse direction relative to the main flow and,
as a consequence, the mixing efficiency increases. It was noted that the occurrence
of a pair of intense longitudinal vortices in the output channel is associated with the
Kelvin–Helmholtz instability arising from the interaction of counter-flows flowing
into the output channel. A deeper study of the flow structure in the T-microchannel
for Reynolds numbers from 5 to 600 was carried out in the work of Minakov et al.
(2013). The authors presented three-dimensional vortex structures, realized in the
output channel, and showed that at Reynolds numbers over 240, the flow has a peri-
odic flow regime, and at Re over 400 the regime is quasi-periodic. The frequency of
velocity pulsations for these regimes was calculated. It was shown that for some flow
regimes, a selected pulsation frequency with the highest amplitude was observed.

The study of the possibility to control the flow and efficiency of liquid mixing by
applying a pulse flow to the inputs of the T-microchannel was conducted in Glasgow
et al. (2004), Goullet et al. (2005), Ma et al. (2008), Mao and Xu (2009). Thus, in
the work of Glasgow et al. (2004) it was shown that an increase in the frequency
of external flow pulsations enhances mixing. Goullet et al. (2005) demonstrated the
effect of phase shift pulsations on the mixing efficiency in the T-microchannel. Then,
Ma et al. (2008) found that there are optimal flow pulsation frequencies for increasing
mixing in the case of lowReynolds numbers (Re < 0.24).Mao andXu (2009) showed
that mixing at low Reynolds numbers (Re < 10) may be amplified by a pulse flow
with large amplitude. Erko et al. (2016) numerically demonstrated the effect of in-
phase pulsations of the liquid flow rate at phase shift on the dynamics and structure
of the flow and the mixing efficiency in the T-microchannel at Re = 300.

Basically, to increase the efficiency of the flow mixing in the output channel of
the T-type mixer, the researchers used a periodic flow rate of liquid at the inlet of the
micromixer. At that, the amplitude of the flow rate pulsations was commensurate or
exceeded the average value of the flow rate. The idea of this work is to apply low-
amplitude perturbations to influence the flow instability for intensification of large-
scale vortices, just as, for example, low-amplitude external influence leads to the
intensification of vortices in jet flows (Alekseenko et al. 2001, 2003, 2004). The paper
presents an experimental study of the mixing efficiency in a T-shaped microchannel
at moderate Reynolds numbers under conditions of external low-amplitude periodic
flow disturbance.
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2 Experimental Setup and Measurement Technique

To obtain the flow characteristics, the method of laser induced fluorescence with
micron resolution (μLIF) inverted into a microscope (Carl Zeiss Axio Observer.Z1)
is used. A T-shaped microchannel made of optically transparent SU-8 material is
mounted on the microscope stage. The constant liquid flow rate in the channel is
set by a KD Scientific syringe pump with two outputs. Its maximum nominal flow
rate is 106.6 ml/h. Distilled water is supplied to one input of the microchannel, and
the other input is fed with distilled water with Rhodamine 6gG dye, dissolving at
the molecular level. The solution concentration is 15 mg of dye per liter of water.
The flow in a microchannel is illuminated by the mercury lamp. Using a filter, a
wavelength of 532 nm is selected from its spectrum to correspond to the maximum
absorption spectrum of the dye. The light emitted by the dye in the red wavelength
range is reflected by a dichroic mirror on a 2048 × 2048 pixels CCD camera. The
resulting images are processed on a personal computer using the software package
“ActualFlow”.

To create external disturbances, a unique system of flow excitation on a piezoelec-
tric actuator, creating a flow rate with pulsations of a given frequency and amplitude
was developed and assembled. The free run of the piezoactuator at a minimal preload
of 1 kN and a maximum voltage of 150 V (U+) is 150 µm. Under the action of an
alternating voltage with a given frequency and amplitude, the piezoceramic actuator,
deforming, transmits disturbances to the flow through the rod, displacing the volume
of the working fluid equal to the cross section of the rod multiplied by the actuator
run. The flow rate of the supplied liquid for half of the period is 3.14× 10−5 m3/s at
the frequency of external pulsations f = 1000 Hz. The scheme of the experimental
site is shown in Fig. 1.

Fig. 1 Sketch of experimental channel
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3 The Experimental Conditions

Studies were conducted in a T-shaped microchannel with dimensions of 120 × 120
× 240 microns (height, width of the input channel and width of the output channel,
respectively). The amplitude of the external periodic perturbations of the flow was
fixed and equaled 100 µm. The pulsation frequency f varied between 0 and 1100 Hz
with a step of 100 Hz. In the region of the greatest change in the mixing efficiency
(from 400 to 1000 Hz), the frequency step of external pulsations was 25 Hz. Pulsa-
tions were created in the same phase at both inputs of the T-microchannel. The study
of the flow structure and measurement of its mixing efficiency were carried out for
three different regimes, implemented in the mixing channel: stationary vortex Re =
120, non-stationary vortex Re = 186 and quasi-periodic non-stationary Re > 400
(Minakov et al. 2013). The Reynolds number Re = U0Dh/ν was calculated from the
mean flow velocity in the mixing channel U0, the hydraulic diameter of the rectan-
gular output channelDh = 160 µm and the kinematic viscosity ν, the value of which
was taken with account for the room temperature. The Dankwerts segregation inten-
sity was used to calculate the mixing efficiency in the T-microchannel (Dankwerts
1952): IM = 1 − σ

/
σ0, where σ 2 = 1

N

∑N
i=1 (ci − c)2, c was the average value of

the dye concentration in the flow, σ 2
0 = c(cmax − c) corresponded to the maximum

standard deviation of the liquid mixing with concentrations 0 and cmax. IM0 was
the mixing efficiency in case of undisturbed flow. The mixing efficiency was calcu-
lated from the time-averaged concentration fields obtained by the μLIF method at a
distance ofDh and 5Dh from the entrance to the mixing channel for each flow regime
with and without superimposed pulsations. Normalized profiles of undisturbed flow
concentration for Re = 186 are shown in Fig. 2.

Fig. 2 The time-average concentration field for undisturbed flow at Re= 186 (a). The normalized
concentration profiles on distance Dh and 5Dh from inside mixing channel (b)
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4 Results

For each flow regime under study, the figures below References (a) show the three-
dimensional structure of the flow realized in the mixing channel in the case of an
undisturbed flow. The results of mathematical modeling are provided from the work
of Minakov et al. (2013). The time-averaged concentration fields obtained by the
μLIF method are shown in Figs. 3, 4 and 5b–e in the flow without disturbance and
in the case of the greatest change in the flow structure at frequencies f = 500, 700,
800, 1000 Hz.

4.1 Vortex Stationary Flow Regime

The first series of experiments is presented for the stationary vortex flow regime Re
= 120 (Fig. 3), which is characterized by the presence of symmetric vortices, called
Dean vortices (Fig. 3a).

The time-averaged concentration field for the undisturbed stationary flow regime
is shown in Fig. 3b. When the frequency of external influences increases to 500 Hz,
a slight broadening of the interface between liquids is observed (Fig. 3c), however,
at a frequency of 700 Hz, it narrows (Fig. 3d). Further, as the frequency of external
disturbances increases, the interface expands (Fig. 3e), and at a frequency of 1000 Hz

Fig. 3 Re = 120. The three-dimensional flow structure—Dina vortex (Minakov et al. 2013) (a),
concentration field for external perturbation frequency b f = 0 Hz, c f = 500 Hz, d f = 700 Hz, e f
= 800 Hz, f f = 1000 Hz, the plot of fluid effective mixing for different frequencies for distance
g Dh i h 5Dh
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Fig. 4 Re= 186. The three-dimensional S-vortex structure (Minakov et al. 2013) (a), concentration
field for external perturbation frequency b f = 0 Hz, c f = 500 Hz, d f = 700 Hz, e f = 800 Hz, f f
= 1000 Hz, the plot of fluid effective mixing for different frequencies for distance g Dh i h 5Dh

Fig. 5 Re= 400. The quasi periodic three-dimensional vortex structure (Minakov et al. 2013) (a),
concentration field for external perturbation frequency b f = 0 Hz, c f = 500 Hz, d f = 700 Hz, e f
= 800 Hz, f f = 1000 Hz, the plot of fluid effective mixing for different frequencies for distance
g Dh and h 5Dh
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its maximum width is about a third of the width of the mixing channel (Fig. 3f).
Assumingly,with an increase in the frequency of external disturbances, Dean vortices
still exist in the microchannel, however, they shift closer to the walls of the output
channel, and their length decreases. The results of estimation of mixing efficiency
are presented in Fig. 3g, h. The zero value corresponds to the value of the mixing
efficiency in the case of an unperturbed flow. Positive values of IM − IM0 value
correspond to an increase in the mixing efficiency in relative units, and negative
values correspond to a decrease. It can be seen that when the frequency increases
from 0 to 500 Hz at a distance Dh from the entrance to the mixing channel, the
mixing efficiency increases by 4.3%, but already at a distance 5Dh, the influence of
external pulsations becomes stronger by 9%.With a further increase in the frequency
of external action to 650 Hz, the mixing efficiency is significantly reduced relative to
the undisturbed flow—by 11% at a distance Dh and by 4% at 5Dh. Further increase
in frequency leads to increased mixing efficiency. At a frequency of 800 Hz, the
increase in mixing efficiency reaches its maximum: at a distance Dh, it increases
by 9%, and at a distance 5Dh—by 16% relative to the undisturbed flow. Thus, the
mixing efficiency can be significantly changed at external periodic perturbations of
the flow.

4.2 Stationary Asymmetrical Regime

For the stationary asymmetric vortex mode Re = 186 (Fig. 4a, b) the mixing effi-
ciency at the distance Dh from the entrance to the mixing channel with an increase
in frequency from 0 to 500 Hz increases by 35% (Fig. 4g). As it is seen in Fig. 4c,
at the frequency of external disturbances f = 500 Hz, the flow undergoes signifi-
cant changes: it becomes homogeneously mixed and, as can be assumed, there is
a transition to a non-stationary flow regime due to the occurrence of the Kelvin–
Helmholtz instability at the boundaries of the vortex structure. A further increase in
the frequency of external disturbances up to 700 Hz (Fig. 4d) leads to flow struc-
turing and contraction, and the mixing efficiency is reduced by 26% at a distanceDh.
However, relative to the undisturbed flow, the mixing efficiency for the flow regime
with the frequency of 700 Hz increases by 9%. The efficiency up to 800 Hz results
in a 24% increase in mixing efficiency at Dh distance and a 12% increase at 5Dh.
The concentration field becomes more uniform (Fig. 4e).

In the frequency range from 800 to 900 Hz, the mixing efficiency decreases to the
level of the regime with a frequency of 650 Hz, and in the range from 900 to 1000 Hz,
it again increases. Relatively to the undisturbed regime, the mixing efficiency for the
1000 Hz mode increases by 16% at a distance Dh (Fig. 4g), and at a distance 5Dh it
rises by 13% (Fig. 4h).
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4.3 Quasi-Periodic Nonstationary Flow Regime

The measurement results for the quasi-periodic nonstationary flow regime Re >
400 are presented in Fig. 5. This mode is characterized by the formation of an S-
shaped structure at the entrance to the mixing channel and its rather rapid destruction
downstream (Fig. 5a, b). With an increase in the frequency of periodic external flow
disturbances (up to f =800Hz), the concentrationfields in the output channel become
more uniform (Fig. 5c–e) compared to the undisturbed flow. The maximum mixing
efficiency at a distance Dh is achieved at a frequency f = 400 Hz and is 8%. At a
distance 5Dh the maximum mixing efficiency is achieved at frequencies of 400 and
800 Hz—11%. However, as it is seen in Fig. 5 g, h, at a frequency of 1000 Hz, a
decrease in mixing efficiency was found to be 27% at a distance 5Dh and 35% at a
distance Dh from the entrance of the mixing channel. At the same time, the structure
of the flow varies greatly (Fig. 5f).

5 Conclusion

In this paper, the concentration fields have been measured for different flow regimes
implemented in theT-shapedmicrochannel: stationary vortex, stationary asymmetric,
quasi-periodic non-stationary-with the presence of external periodic perturbations of
the flow of different frequencies by the method of μLIF. A significant change in the
flow structure, as well as the transition from stationary to non-stationary flow regimes
at selected frequencies has been observed.

On the basis of the time-average concentration fields obtained by the Dankwerts
segregation method (Dankwerts 1952), the mixing efficiency has been calculated
for each investigated flow regime with and without external influence on the flow.
A significant change in the mixing efficiency has been found for all studied flow
regimes in the case of an external perturbation of the flow. The mixing efficiency
can be increased almost two times by applying external excitation with different
frequencies: for a stationary symmetric vortex regime (Re = 120) f = 800 Hz,
and for a stationary asymmetric regime (Re = 186) f = 500 Hz, f = 800 Hz. The
suppression of mixing of two liquids has been also registered in the work: for a
stationary symmetric vortex regime (Re = 120) f = 700 Hz and a quasi-periodic
unsteady regime (Re = 400) f = 1000 Hz.
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Manifestation of the Quintet
of the Fundamental Spheroidal Mode 0S2
of Earth’s Free Oscillations
in Electromagnetic Variations
at the Mikhnevo Observatory

S. A. Riabova, A. A. Spivak, and V. A. Kharlamov

Abstract In this work, we study the splitting of the lowest frequency 0S2 of the
Earth’s free oscillations in the Earth’s electromagnetic field during large earth-
quakes. Thework analyzes the results of electromagneticmonitoring at theMikhnevo
geophysical observatory of Sadovsky Institute of Geosphere Dynamics of Russian
Academy of Sciences (54.96° N, 37.77° E), carried out using a LEMI-008 magne-
tometer (magnetic field components) and INEP fluxometer (vertical component of
electric field). The estimates of the 0S2 singlet frequencies, obtained from experi-
mental data on the detection ofmagnetic and electric fields, are determinedwith suffi-
ciently high accuracy and have values rather close to theoretical ones. The theoretical
frequencies are calculated by the Earth model 1066A.

Keywords Geomagnetic variations · Variations of atmospheric electricity · Earth’s
free oscillations · Singlet ·Multiplet

1 Introduction

Since the globe is a limited elastic body, under the influence of various factors,
including strong earthquakes, the Earth can resonate at certain frequencies the Earth’s
free oscillations are excited. These are families of oscillations of two types: spheroidal
nSl and torsional (toroidal) nT l, where the indices n and l denote the number of nodal
surfaces inside the globe and the number of sectors bounded by such surfaces on its
surface, respectively (Ness et al. 1961).

For the first time, a variation with a period of 57 min (the lowest-frequency
spheroidal mode) in seismic vibrations, probably due to the Earth’s free oscillations,
was detected according to the registration data during the Kamchatka earthquake in
1952 (Becel et al. 2011). According to the registration data of the Chilean earthquake
on May 22, 1960, the periods of dozens of spheroidal and toroidal free oscillations
of the Earth were determined (Adushkin et al. 2018; Milyukov et al. 2018). The

S. A. Riabova (B) · A. A. Spivak · V. A. Kharlamov
Sadovsky Institute of Geosphere Dynamics, Russian Academy of Sciences, Moscow, Russian
Federation
e-mail: ryabovasa@mail.ru

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
T. Chaplina (ed.), Processes in GeoMedia—Volume II, Springer Geology,
https://doi.org/10.1007/978-3-030-53521-6_29

257

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-53521-6_29&domain=pdf
mailto:ryabovasa@mail.ru
https://doi.org/10.1007/978-3-030-53521-6_29


258 S. A. Riabova et al.

period of spheroidal oscillations of 0S2 from these observations was estimated to
be approximately 54 min, which is in good agreement with the early theoretical
estimates obtained by Bromwich (Benioff 1958) and Love (Gilbert and Dziewonski
1975). The oscillations in the 0S2 main mode resemble the deformation of an elastic
ball. Two nodal lines on the surface of the sphere coincide with the parallels of the
Northern and Southern hemispheres. Subsequently, the Earth’s free oscillations were
observed by many researchers, and to date, the number of detected modes amounts
to hundreds (Alsop et al. 1961; Masters and Widmer 1995; Rosat et al. 2005). In
addition, it was found that in the spectra of other geophysical fields during some
earthquakes, harmonics are observed that are close to the modes of the Earth’s free
oscillations, in particular, in the Earth’s geomagnetic field (European Space Agency
2012). Studies have shown that due to the rotation and non-sphericity of the real
Earth, each observed spheroidal nSl (or toroidal nT l) mode is a multiplet and splits
into 2l + 1 singlets: n Sml (or nT m

l ), where m is the azimuthal number (Love 1911).
The frequencies of the Earth’s free oscillations are determined by changes in the

density and elastic moduli in the deep regions of the planet, which allows them to
be used to study the internal structure of the planet and build models of its bowels.
Thanks to the use of geophysical data (in particular, geomagnetic monitoring), not
only seismic monitoring, it became possible to significantly refine the results of
experimental studies of the fine structure and periods of Earth’s free oscillations.

The subject of this study is the Earth’s lowest frequency free oscillation 0S2,
which, due to the rotation of the Earth, splits into 5 components with frequencies
300.0, 304.6, 309.2, 313.8 and 318.4 µHz (Nishida 2013). The study is carried
out with the use of electromagnetic monitoring data during large earthquakes. The
parameters of the considered events are listed in Table 1.

Table 1 Parameters of the considered in work earthquakes

No Date Time (UTC) Latitude Longitude Mw Depth, km Region

1 April 16,
2013

10:44:20 28.033° N 61.996° E 7.7 80.0 83 km west
of Khash,
Iran

2 June 2,
2013

01:12:25 10.799° S 165.114° E 8.0 24.0 76 km west
of Lata,
Solomon
Islands

3 April 3,
2014

02:43:13 20.571° S 70.493° W 7.7 22.4 53 km
southeast of
Iquique,
Chile

4 April 25,
2015

06:11:25 28.231° N 84.731° E 7.8 8.2 36 km west
of Hoody,
Nepal

5 September
16, 2015

22:54:32 31.573° S 71.674° W 8.3 22.4 48 km east
of Illapel,
Chile
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2 Initial Data and Data Processing

The initial data are the results of electromagnetic monitoring at the Mikhnevo
Geophysical Observatory of Sadovsky Institute of Geosphere Dynamics of Russian
Academy of Sciences (54.96° N, 37.77° E). The monitoring is performed using
a LEMI-008 magnetometer (magnetic field components) and an INEP fluxometer
(vertical component of the electric field).

For analysis, recording sections of 15 days in length during the earthquakes were
selected (the parameters of the considered earthquakes are given in Table 1) with a
sampling step of 1 min. Then, filtering of the selected data sections was performed
using a 7th-order Butterworth bandpass filter in the period interval 53–54 min. In
order to increase the level of discrimination of spectral components of a multiplet
close in periods, in addition to parametric spectral analysis, narrow-band adaptive
notch filtering was used in this work. The results of spectral estimation are reflected
in the form of spectra and STAN-diagrams.

The frequencies of the main mode 0S2 estimated by this algorithmwere compared
with the frequencies calculated by the Earth model 1066A (Dahlen and Sailor 1979).
Frequencies according to the Earth model 1066A were calculated using the pertur-
bation method to calculate the splitting of an isolated degenerate eigenfrequency
(Bromwich 1898).

3 Results and Its Discussion

As an example, we consider the splitting of the main spheroidal mode 0S2 based on
the analysis of electromagnetic variations during the 2015 Illapel earthquake, which
occurred 46 km from Illapel (Chile) at a depth of 25 km on September 16, 2015 at
22:54:33 UTwith moment magnitude 8.3 (according to the U.S. Geological Survey).

The results of the estimates of the spectra of variations in the electric andmagnetic
fields during the 2015 Illapel earthquake are shown in Fig. 1. The field of Fig. 1 shows
the theoretical values of the frequencies of the 0S2 quintet in the form of vertical lines.
Figure 1 demonstrates that the values of the frequencies estimated from the data of
variations in the electric and magnetic fields during this earthquake are close to the
frequencies calculated by the model.

More detailed information on the identification of the spectral harmonics of the
0S2 quintet is provided by STAN-diagrams. As an example, Figs. 2 and 3 show
STAN-diagrams of variations in the geomagnetic and electric fields during the Chile
(Illapel) earthquake on September 16, 2015, respectively. Analysis of the STAN-
diagrams showed that all harmonics of the 0S2 quintet are well resolved both for the
geomagnetic field and for the electric field.

Of interest is the fact that the 0S2 mode singlets were able to identify not only in
the period close to the main shock, but also for several days after it, with the intensity
and frequency of the singlets changing.



260 S. A. Riabova et al.

Fig. 1 Spectra of variations in the geomagnetic (upper panel) and electric fields (low panel) during
the earthquake in Chile on September 16, 2015, showing the quintet of the spheroidal mode of
Earth’s free oscillations 0S2

Fig. 2 STAN-diagram of geomagnetic field variations during the earthquake in Chile on September
16, 2015, showing the quintet of the mode of Earth’s free oscillations 0S2 and its dynamics
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Fig. 3 STAN-diagram of electric field variations during the earthquake in Chile on September 16,
2015, showing the quintet of the mode of Earth’s free oscillations 0S2 and its dynamics

The results of the estimation of the frequencies of the 0S2 quintet for the Chile
(Illapel) earthquake on September 16, 2015 are presented in Table 2. Table 2 also
shows the theoretical frequencies calculated using the Earth model of 1066A. Based
on the data in Table 2, we can conclude that the frequency estimates obtained
according to experimental data, they are determined with sufficiently high accu-
racy and have values that are quite close to theoretical (i.e., the difference between
the observed and theoretical values does not exceed 0.7% for both geophysical fields
recorded at the Mikhnevo observatory).

Table 2 Frequencies of singlets of the 0S2 mode of free oscillations, determined according to the
monitoring of geomagnetic and electric fields during the earthquake in Chile on September 16,
2015, in comparison with those calculated using the model 1066A

Parameter Azimuth Number

m = −2 m = −1 m = 0 m = 1 m = 2

Frequency values calculated by the model

Frequency 0.2999 0.3048 0.3095 0.3140 0.3184

Frequency values calculated from magnetic field registration data

Frequency 0.3002 0.3048 0.3101 0.3155 0.3202

Discrepancy relative to the
theoretical value, %

0.100 0 0.193 0.475 0.562

Frequency values calculated from electric field registration data

Frequency 0.2986 0.3056 0.3102 0.3148 0.3206

Discrepancy relative to the
theoretical value? %

−0.435 0.262 0.226 0.254 0.686
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Processing and analysis data of instrumental observations of variations in the
components of the geomagnetic field and the vertical component of the electric field in
the near-surface layer of the Earth’s atmosphere during all considered events showed
that in spectra of electromagnetic variations there are harmonics of the quintet of the
fundamental spheroidal mode of the Earth’s free oscillation 0S2, close to theoretical
ones. The intensity and frequency of singlets vary over time.

4 Conclusions

The study conducted in thiswork showed that according to the data of electromagnetic
monitoring after large earthquakes (with a moment magnitude is more 7.5) it is
possible to distinguish a quintet of the Earth’s fundamental spheroidal mode 0S2.
Moreover, the frequencyof singletswill coincidewith the values calculated according
to the 1066A model. It is necessary to continue research in this direction with the
use of electromagnetic monitoring data for other earthquakes including weaker ones,
while attention should be paid to the dynamics of the development of the quintet in
time.
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Structure Factors of Gold Mineralization
Formation on the Example of Kumak
Gold Deposit (Eastern-Urals Uplift)

A. V. Kolomoets, P. V. Pankratev, M. Yu. Nesterenko, R. S. Kisil,
and V. S. Panteleev

Abstract Ore-controlling faults and magmatism manifestations are considered in
the paper, which reflect the features of the conditions for the formation of gold
mineralization in rift structures. It is noted that the mesh of mineralized cracks of
the Kumak deposit was formed as a result of many tectonic impulses manifested at
different orientation of the deformation plane. With the divergent tectonics struc-
tures and formation of the diagonal shifts-spreads on the cleavage background favor-
able conditions for the penetration of hydrothermal solutions and deposition of gold
mineralization in area of Kumak deposit were created.

Keywords Gold · Rift structures · Faults · Cracks · Kumak deposit · Anikhov
graben · Old-Karabutak graben · East-urals uplift

1 Introduction

The Kumak gold deposit is confined regionally to a large tectonic seam of the
Chelyabinsk Fault at rift-type sites. Its feature is that it consists of several wings,
coming in behind each other with a slight shift to the North. Each wing represents a
major discontinuous disruption and has its own name: Balandinskiy Fault, Western
Chelyabinsk graben limit, Tarutinsko-Nasledninskiy fault.

During geodynamic mapping of the Southern Urals, it was established that the
early coal collision of the mature Devonian island arc with its continental margin
manifested itself within its Eastern slope in the form of a deep echelonized system of
rearward shear-rotation, which is syncollision passive rifting under the convergent
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regime conditions accompanied by decompression mantle magmatism (Bochkarev
and Yazeva 2001).

Purpose of work is the identification of the role of structural factors in the
localization of gold mineralization.

Research methodology is analysis of ore control structures of the Kumak gold
deposit based on the generalization of stock material and field studies. The tectonic
map is created in ArcGis (version 10.0).

2 Geological Position of the Field in Regional Structures

Fragments of the Chelyabinsk fault are represented by Anikhov and Old-Karabutak
grabens (Fig. 1). They are composed of Lower and Middle Paleozoic volcanogenic-
sedimentary formations and are represented by three structure floors separated by
regional stratigraphic unconformities.

The lower structure floor is represented by the Shebekta (O2sb) and Balataldyk
(O2bt) deposits of the middle Ordovician strata, which are presented in the East
Mugodzhar zone on the Old-Karabutak Graben square. The Shebekta strata is
composed of two subtopics: lower—volcanosedimentary (quartz sandstones, quartz-
mica, quartz-chlorite and basic-type composition effusives) 400–600 m and upper—
carbonaceous-terrigenous-shale (intermittent quartz sandstones, carbonaceous clay,
sericite quartz and quartz-sericite shales) 300–600 m. The lower limit of the thick-
ness has not been opened. It is overlapping with a break in the carbon-terrigenous-
carbonate thickness of the upper structure floor (Pankratiev et al. 2018; Pankratiev
and Loshinin 2005).

Formations of the Balaldyk graben in the east of the Old-Karabutak graben
are developed in the form of tectonic blocks (conglomerates, quartz sandstones,
carbonaceous phyllite shales) with a total capacity of 600 m.

The middle structure floor is marked only within the limits of Anikhov graben. It
is composed of Middle-Upper Devonian volcanogenic-sedimentary rocks. Its lower
boundary is not exposed, and it is overlapped with the erosion of carbonaceous-
carbonate-terrigenous thickness of the lower carbon. A full section of its constituent
sediments is exposed on the right bank of the Kumak River, and some exits are found
in the areas of the West and East Anikhov faults. The base of the middle structure
floor (200–300 m) is predominantly shale, and in the middle and upper parts there
are tuffs of acidic composition, tuffaceans, tuffa-alavrolites, tuffoconglomerates with
interlayers of siltstones and carbonaceous clay shales (500–600 m).

The upper structure floor is fixed both in Anikhov and Old-Karabutak
grabens. This floor is presented by carbonaceous-terrigenous-carbonate C1

thickness, which consists of two subfloors: the lower one—carbonaceous-
carbonate-shale (midtourney-Visaean) 350–650 m and the upper one—olcanogenic-
sedimentary (upper-Visaeo-Serpukhovian) 80–150 m. The lower subsoil consists
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Fig. 1 Structure and tectonic map of Anikhov and Old-Karabutak grabens
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of carbonaceous-mica-quartz shales (prevailing), conglomerates, gravelites, sand-
stones, siltstones, limestones; the upper subsoil consists of conglomerates, tuffocon-
glomerates, tuffa-alavrolites, sandstones and limestones.

Lower coal deposits of theKumakdeposit are united in theBredinskayaFormation
(C1bd) (Sazonov et al. 1999; Snachev et al. 2012; Tevelev et al. 1999), traced from
the South-West to the North-East (total strike of the strip CB 15–20°). The geological
section is dominated by black shale carbonaceous terrigenous-sedimentary forma-
tions: siltstones, carbonaceous clay shales and sandstones. Dacite and andesite
porphyrite effusives and their tuffs, which are mainly at the base of the section, are
secondary importance. The black shale layer contains organic matter (1–9%), large
volume of carbonate rocks (10–50%), sulfides (pyrite, arsenopyrite), the amount of
which in the ore zones reaches 2–5%. Carbon shale is represented by dense, coarsely
separated rocks with a significant amount of carbon dioxide in the finely sprayed
state and in the form of graphitized concretions.

The Anikhov graben divides the Eastern-Urals uplift into the Western part—the
Adamov-Mugodzhar anticlinorium and the Eastern part—Tekeldytau anticlinorium.
The latter is divided by the Trans-Ural fault zone into the Dzhabygasai and Taldysai
anticlinoria, which are the structures of the 3rd order. Small fracture intrusions of
ultramafic basites are observed in the fault zone. The structure of the Taldysai anticli-
norium is dominated by pre-Cambrian formations, which are represented by a huge
thickness of deeply metamorphosed rocks divided into gneiss and shale complexes.
In the central part of the anticlinorium, the pre-Cambrian strata is broken through by
Zheltinsk and Anikhov granitoid intrusions in the North.

Anikhov and Old-Karabutak grabbens of rift type play the main ore controlling
role in the distribution of gold ore mineralization. Their formation is connected
with the revelation of a shear-splitting character, similar to the shift-spread type
transtensive structures (Tevelev et al. 1999). In the course of the development of
a large regional shift structure, the formation of tonalite-plagiaristic intrusions also
occurred. Volcanites of different compositions were released within the shallow shelf
zone and terrigenous-carbonate sedimentation.

3 Specific Features of Local Structures that Accompanied
by Shift-Spread Strains of Gold Ore Structures

Feature of the internal structure of grabens is the presence of bursting disturbances
of several directions and different nature. The disturbances of submeridional and
North-Western strike are most clearly manifested. In addition, the sublatitudinal and
Northeastern ruptures have developed. The submeridional breaks include the limiting
from the east, the East-Anikhov and at the Southern extension—East-Mugodzhar
fractures and the fractures limiting from the West the Southern parts of grabens, and
the group of parallel fractures in grabens inner parts.
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Transverse faults in the North-Western direction are mainly developed in the
Northern parts of both grabens. The fractures of submeridional and North-Western
strike determine the form of grabens—have narrow elongated form in the Southern
parts, where they are bounded on both sides by submeridional faults, and expand
sharply to the North-West in the North-closure due to the development of North-
Western strike fractures here. Northern restrictions of grabens have significant differ-
ences: Anikhov graben from the North is limited by faults of North-North-eastern
strike, and Old-Karabutak forms a sharp branch to the North-West of its wing.

On the maps of magnetic and gravitational fields on the closure and displacement
of anomalies the sublatitudinal directions are traced in both grabens, which bind
to fractures in the foundation. The axes of small and medium folds are oriented
parallel to the breaking structures that limit the blocks, i.e. they are fractured. In all
grabens formations, rock fracture is quite intense. Rock mass that performed graben,
experienced compression and tension, which was confirmed by the reconstruction
of the paleo-stress fields.

The mineralization develops both in the fault zones themselves and in the asso-
ciated lateral cracks. Quartz lodes are localized mainly in the systems of fracture
and chipping cracks that operate the removal and slitting zones, less often within the
zones themselves. The quartz lode belts are controlled by second- and third-order
fault zones, and the lode systems and curves forming the belts are directly related to
smaller tectonic disturbances, i.e. the crush and slanting zones of lower orders.

Wings of quartz lodes are localized “feathering” way near the zones of crumpling
cracks rupture or chipping. These wings are developed mostly in rocks directly
adjacent to the zone, or in areas between two wing-like zones, or at the junction of
zones of different strikes intersection. Location and orientation of quartz veins within
the limits of such wings is clearly consistent with the orientation of the violations
that control them and is determined by the location of the systems of “feathering”
cracks of rupture or chipping, in the vast majority of cases.

Very favorable condition for the localization of goldmineralization of the Kumak-
type should also be considered an intensive chalking and the resulting high perme-
ability of shale rocks of the Anikhov graben for ore-bearing solutions, which
increases even more in the areas of development of submeridional zones of crush,
superimposed on the dragfolded rocks. Diagonal (North-eastern and North-western)
disturbances are insignificant in comparisonwith themeridional disturbances and are
not an important factor in the localization of gold mineralization within the Anikhov
graben, as their role in increasing the permeability of ore-bearing strata is relatively
small compared to the role of shale and other meridional dislocations.
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4 Magmatic Factor of Gold Ore Deposits Connection
with Riftogenesis

Magmatites are indicators of geodynamic conditions in collision, suture and stress
zones. The beveled compression mode on the borders of the non-conductible bark
blocks is specific. This leads to the formation of a system of subvertical shear-slitting
dislocations that can penetrate to the asthenospheric layer of the mantle. The melts
formed in these conditions will have a “dry” basaltoid composition, low viscosity
and high mobility. Magmatites in these conditions are represented by K-Na tholeiite
andK-Na-subalkaline (hawaiite-mujierite) series or lime-alkalinemagmatites. These
associations are noted in the paleoriftogenic structures of the active margins of the
Siberian Craton and Northern Mongolia, which are associated with oblique collision
of the island arc with the continental margin. Volcanites are also found in continental
rifts (Bochkarev and Yazeva 2001).

Thus, early coal-bearing basaltoids can serve as an indicator of the magmatic
collision conditions of rift structures and associated gold deposits of the black shale
formation.

5 Conclusion

Ore control faults and magmatism reflect the features of gold mineralization forma-
tion in rift structures. The mesh of mineralized cracks was formed as a result of many
tectonic impulses that appeared at different orientation of the deformation plane.

The formation of the Kumak field took place at the collision stage of geodynamic
development of the territory and is closely related to the “active” riftogenesis, when
some parts of the regional rift structures underwent shear-rolling dislocations.

In connection with the differently directed tectonics of structures and the forma-
tion of diagonal shifts-rotations on the background of shale formation, favorable
conditions were created for the penetration of hydrothermal solutions and the depo-
sition of gold mineralization. It follows that the formation of shift-spread zones on
a regional scale is favorable for the formation of a gold deposit of the black shale
formation.
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About the Modern System of Three
Energy-Carrying Intensive Vortices
in the Earth’s Mantle

S. Y. Kasyanov and V. A. Samsonov

Abstract The paper represents investigation of the consequences of a large tempo-
rary satellite being immersed in the Earth’s mantle, resulting in the formation of
gliding body traces and vortex half-rings under the PacificOcean. Tides in themantle
during prolonged satellite movement caused melting of asthenosphere substance and
formation of seismic boundary at the depth of 220 km. After the satellite was buried
in the Earth’s mantle, an area with intensive vortex motion of the heated substance
of the mantle in a two-phase saturated state, in which a vortex ring (eddy torus)
was formed. The collapse of the vortex ring has led to the formation of a modern
system of vortices based on three intensive energy-carrying vortices in the Earth’s
mantle, which have a significant influence on the history and climate of the Earth.
The structure, dynamics and parameters of this vortex system are considered in the
paper.

Keywords Tangential fall of the Earth’s temporary satellite · Gliding · Tides in the
mantle · Formation of asthenosphere and seismic boundary of 220 km · Intensive
high-temperature vortices in the Earth’s mantle · Two-phase saturated state of the
mantle substance ·Magnetic dynamo of the Earth · Global magnetic anomalies ·
Warming in the arctic

1 Introduction

Usually the collision of bodies with the Earth at a high angle is considered (Schulte
et al. 2010; Alvarez et al. 1980). However, ancient sources allow to assume the
tangential fall of a temporary Earth satellite in the 3rd millennium B.C., which
took place about 9 revolutions a day around the Earth. According to the Chinese

S. Y. Kasyanov (B)
N.N. Zubov State Oceanographic Institute, 119034 Moscow, Russia
e-mail: skas53@yandex.ru

V. A. Samsonov
Institute of Mechanics, M.V. Lomonosov Moscow State University, Moscow, Russia
e-mail: samson@imec.msu.ru

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
T. Chaplina (ed.), Processes in GeoMedia—Volume II, Springer Geology,
https://doi.org/10.1007/978-3-030-53521-6_31

273

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-53521-6_31&domain=pdf
mailto:skas53@yandex.ru
mailto:samson@imec.msu.ru
https://doi.org/10.1007/978-3-030-53521-6_31


274 S. Y. Kasyanov and V. A. Samsonov

tractate “Huainanzi”, in the time of emperor Yao 10 suns came out at once and “9
infants” appeared, in other words, 9 demons of fire and water (Philosophers from
Huaynani 2004), what means 9 high waves of mantle and water tides. The body was
in contact with the atmosphere and was burning. Therefore, it is possible to accept
typical composition of iron meteorites content of 40% (Fe+Mn) and to estimate the
period, mass and body radius which is equal to approximately 930 km (Kasyanov
2012).

The gliding of the body along the Earth’s surface and its gradual deepening into
the perigee orbits lasted for about 7 years (Kasyanov 2012), until the period of its
circulationwas longer than the period of long gravitationalwaves in the layer between
the Earth’s surface and the boundary of the solid core (Kasyanov and Samsonov
2017a). The tides in the mantle caused by the pull of the body led to the melting of
the mantle layer, on the place of which a modern asthenosphere layer was formed
later, and it also led to the formation of a seismic boundary at the depth of 220–
230 km (Kasyanov and Samsonov 2017b). After the gliding had stopped, the body
was completely immersed in themantle. It occurred when the period of its circulation
became less than the period of long gravitational waves around the Earth in the layer
between the surface of the Earth and the boundary of the solid core (Kasyanov and
Samsonov 2017a, b). The velocity of horizontal body projection movement at the
end of gliding coincides with the velocity of P-waves at the seismic boundary at the
depth of 220 km (Kasyanov and Samsonov 2017b), which confirms the correctness
of the selected parameters of the body (Kasyanov 2012) on the basis of Chinese data
(Philosophers from Huaynani 2004).

It appears that traces of body gliding have been saved in the Pacific Ocean litho-
sphere relief in the formof a systemof zonal transform fractures (Clipperton, Clarion,
Molokai, Murray, and Mendocino) in the ferromanganese sediments Clipperton-
Clarion field (Andreev et al. 2006). The final deepening of the body occurred on
trajectory between Hawaiian and Philippine Islands (Kasyanov 2018). Traces of
body burial have been saved in the relief of the lithosphere and in the fields of
anomalies of gravity and magnetic field (Kasyanov 2018).

Gliding anddeepeningof the body in theEarth’smantle could lead to the formation
of intensive vortices system in it (Kasyanov 2018). During the satellite gliding along
themantle surface and partial immersion into themantle, vortex half-rings (Kasyanov
2018)were formed, the outputs ofwhich are visible in the relief and gravity anomalies
field, in particular, in the Banda Sea and the Bismark Sea.

In the present paper the hypothesis that full immersion of the satellite in the Earth’s
mantle forms an intensive hot vortex ring, covering almost the entire depth of the
mantle. Subsequently, as a result of the decay of the vortex ring and the evolution
of its parts, a system of intense hot vortices was formed and evolved in the Earth’s
mantle. By the present time the system of intensise hot vortices has come to the
quasi-stationary state in which the total vector of the kinetic moment of all vortices
is almost collinear to the angular velocity of the Earth rotation. The structure and
parameters of this vortex system are discussed in this part.
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2 Structure of the Modern System of Three
Energy-Carrying Vortices in the Earth’s Mantle

Now three of the major energy-carrying vortices in the mantle have been identi-
fied. These are the Himalayas + Tien Shan-Kolyma (HTSh-K) vortices (1), (2)
Kolyma-Yellowstone (K-Y), and (3) Yellowstone Hudson Bay-Eastern Mediter-
ranean Sea (Greece) (Y-HB-MS) (Fig. 1). Let’s consider the approximate primary
estimation of the spatial arrangement and parameters of vortices of this system,which
can be specified further.

Vortex 1 (Himalayas + Tien Shan-Kolyma) (Fig. 2) is in contact with the liquid
core of the Earth, which is manifested on the day surface in the form of the Baikal
rift and the relief of the lithosphere around Lake Baikal, which could be formed
by isostatic compensation of stationary hydrodynamic perturbation arising from the
vortex interaction with the liquid core and mantle. The movement of the medium
in the vortex is two-phase, clockwise when viewed from the South. The center of
the HTSh-K vortex South output lies near the point (39.768° N, 88.720° E) at a
depth of about 1200 km, the vortex output radius is about 1300 km in the mantle
or about 1600 km on the surface. The vortex substance moves in an inclined plane
with large depth and hydrostatic pressure differences. Wavy line—manifestation
of the stationary front of condensation-evaporation of matter at its motion in the
vortex on the day surface. Vortex 1 (HTSh-K) is clearly manifested in the field of
gravitational anomalies according to WGM2012 data (Bonvalot et al. 2012) (Fig. 3).

Fig. 1 Structure of three related intense vortices system in the Earth’s mantle
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Fig. 2 Schematic representation of the Vortex 1 (Himalayas + Tien Shan-Kolyma)

In the Bouguet anomalies, a decompaction in the hot area of the vortex that is most
clearly manifested at the vortex ends.

In the Kolyma node (Fig. 4), Vortex 1 (HTSh-K) comes into contact with the
overlying Vortex 2 (Kolyma-Yellowstone). The Northern output of Vortex 1 (HTSh-
K) with a radius of about 954 km on the surface (700 km in the mantle), with the
center at 67.194° N 140.339° E at a depth of about 1700 km, is in contact with
the output of the outlying Vortex 2 (K-Y), which has a radius of about 570 km on
the surface (525 km in the mantle), and the center at 67.006° N 140.694° E at a
depth of about 500 km. The end of Vortex 1 is deepened to the NorthEast and the
output of Vortex 2 is deepened to the South West. The vortex outputs in the figures
are schematically represented in circles. In fact, the axes of vortices 1 and 2 in the
Kolyma node are tilted to the vertical at angles of 71.8° and 65.6°, and the axes of
the vortices outlets can be tilted to the vertical at lower angles due to the influence
of gyroscopic forces. Due to the influence of gyroscopic forces on the differently
rotating vortices, the area above the boundary of the lower vortex, along the valley
of the Lena River, is lowered, and above the boundary of the upper vortex, along the
Verkhoyansk ridge—raised.

Vortex2 (Kolyma-Yellowstone) is conical andpasses significantly above the liquid
core surface. Seismic tomography (https://vimeo.com/125650792; Obrebski et al.
2010) shows the presence of three connected vortices under Yellowstone (Fig. 5).

The systemof three vortices has the outburst under theMediterraneanSea. InFig. 6
the most recent and the largest of the several vortex traces that can be identified in
the relief of the Mediterranean lithosphere is depicted.

https://vimeo.com/125650792
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Fig. 3 Vortex 1 (Himalayas+Tien Shan-Kolyma)—complete spherical Bouguet anomalies (mGal)
according to WGM2012 (Bonvalot et al. 2012). In the Bouguet anomalies, one can see a decom-
paction in the hot area of the vortex that is most clearly manifested at the vortex outputs can be
observed

3 The Dynamics of the Three-Vortex System

At a gravitational resonance in the Solar System the solid core of the Earth according
to Barkin (2014) shifts, and at the same time the equipotential surfaces and also the
external boundary of the liquid core are displaced, as a result the liquid core substance
enters the region ofVortex 1 underBaikal and displaces the substance fromVortex 1 to
Vortex 2. The substance fromVortex 2 is being displaced into Vortex 3. The exchange
of mass momentum and kinetic momentum exists between the three vortices within
the system and between them and the mantle, heat release due to deceleration on
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Fig. 4 Schematic representation of the Kolyma node

Fig. 5 Seismic tomography of the area near Yellowstone. Under Yellowstone, there are three linked
vortex rings. On the left (https://vimeo.com/125650792)—the small upper yellow hot ring in the
mantle near Yellowstone with the center at a depth of about 100 km, a quasi-horizontal axis and a
radius of 30–50 km. This ring is in contact with the hot ring below (yellow on the right) (Obrebski
et al. 2010), with which the cold ring (blue in the Fig. on the right) is linked as chain. The small
upper ring is a part of the Vortex 2 of Kolyma-Yellowstone, the large hot ring with a diameter of
about 700 km is the tip of theVortex 3 of Yellowstone-Greece (Mediterranean Sea). Upper and lower
hot vortices are contacting, decelerating, heating and “illuminating” each other in the form of hot
rings. The cold blue ring is the tip of the slowing down vortex (Chukchi Rise-Yellowstone), which
may have been a continuation of Vortex 1 (Himalayas + Tien Shan-Kolyma). Vortex 2 (Kolyma-
Yellowstone) was formed over this vortex as secondary to it and rotating in the opposite direction.
Area on the right: from 37° N to 49° N and from −107° E to −124° E, (1332 km along meridian
and 1380 km along parallel 43° N)

https://vimeo.com/125650792
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Fig. 6 The outburst of the vortex under the Mediterranean Sea

interaction of differently directed flows and thermal expansion occurs. As a result,
high potential heat is released and the position of the center of mass, the kinetic
momentum and the volume of the Earth’s mantle change in a jumpy manner, and
hence the Ocean level.

4 Energy Release in the Vortex Nodes Due
to the Deceleration and Matter Transport from One
Vortex to Another

When a substance flows from one vortex to another, it is assumed that the mass
of the substance flowing into the vortex is small compared to the total mass of the
vortex and the substance flowing into the vortex fully perceives the velocity of the
substance in the vortex. Since the velocities in the vortices differ, the kinetic energy
of the substance mass that has passed from one vortex to another and taken its
velocity changes with the overflow. As a result, heat is released in the nodes and
the Mediterranean outburst of the system of three vortices. The amount of the heat
energy is estimated equal to the sum of the kinetic energy of the relative motion of
the substance of Vortex 1 flowing in the Kolyma node into Vortex 2, and the kinetic
energy of the substance that has passed into the tip of the Mediterranean vortex
and slowed down there. At the Yellowstone node, heat energy released under the
mainland lithosphere, which slows and limits its transmission to the Ocean. Due to
this reason and also because, according to the estimates, the heat energy release at
dissipation in the Yellowstone node is almost by an order of magnitude less than the
energy released under the Ocean, in this work its indirect influence on the heating of
the World Ocean through the Atmosphere is not taken into account.



280 S. Y. Kasyanov and V. A. Samsonov

5 Evaluation of the Parameters of the Three-Vortex System

While Barkin (2014) considers the movement of the solid core of the Earth as the
only and immediate cause of the jump in geophysical parameters of 1997–1998,
here we consider the displacement of the core only as a trigger mechanism that
have started the redistribution of rotating masses through the system of vortices and
attribute the measured movement of the center of masses of the Earth mainly due to
the redistribution of masses between the liquid core and the system of vortices.

The available data (Barkin 2014) on changes in the Ocean surface level and
temperature (Fig. 7), the location of the Earth’s center of mass (Fig. 8), the duration
of the day (Fig. 9), and the position of the pole (Figs. 10 and 11) for the jump in
geophysical parameters of 1997–1998 make it possible to obtain an assessment of
the seven values—three velocities and three densities of matter at the periphery of
vortices, as well as the volume of matter of the liquid core that entered the vortex
near Baikal. Thus section of Vortex 1 under Baikal is considered as terminal, so it is
considered that at an input of substance of a liquid core in the Vortex 1, there are no
essential changes in this vortex at Himalayan-Tyan-Shan, and weight of substance
under Himalayan-Tyan-Shan mountain ridge does not vary. Since the liquid core
substance goes out into Vortex 1 symmetrically relative to Baikal, it is considered
that the substance goes out in the vortex section under Baikal, which is formally
taken as the Southern end of Vortex 1 during the modeling.

Fig. 7 Global ocean level (MSL) leap 1997 (Barkin 2014) by 8–9 mm from satellite altimetry data
and of mean ocean surface temperature (SST) by 0.16 °C. The abscissa axis shows the TOPEX-
Poseidon cycles (years on the upper axis). The ordinate axis shows the level of the world ocean
in mm and the temperature according to global warming science (www.appinsys.com/GlobalWar
ming)

http://www.appinsys.com/GlobalWarming
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Fig. 8 Change in the position of the Earth’s center of mass in mm relative to the geometric center of
the Earth. The trend components of the Earth mass center coordinates in the period 1993–2007 and
the jump in the values of its Cartesian Greenwich geocentric coordinates in the period 1997–1998
(from Barkin 2014 with changes)

Fig. 9 The jump in the duration of the day in 1997–1998 in ms (from Barkin 2014 with changes)

6 Estimation of Velocities and Densities in Three Vortices

Based on the preservation of the kinetic momentum and the position of the system’s
centre of mass, and also assuming that changes in sea level follow changes in the
Earth’s radius and volume, seven indeterminate variables can be identified from
the seven baseline data described above. Therefore, the maximum linear velocities
and densities at the periphery of each of the three vortices were assumed to be
constant along the vortex axis. The seventh indeterminate is the volume of liquid
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Fig. 10 Earth rotation pole trajectory from 1965 to 2010 (from Barkin 2014), according to Scalera
(2011). In 1997–1998, the direction of movement of the Earth’s rotation pole and the direction of
movement of the center of mass of the Earth changed

Fig. 11 Trajectory of Earth rotation pole movement from 1900 to 2010 (Scalera 2011)

core substance released into the Vortex 1. Then a nonlinear system of seven alge-
braic equations with seven unknowns emerges from the condition of satisfying the
observation data. The system is solved numerically.

For the jump of geophysical parameters of 1997–1998, in accordance with the
data described above (Barkin 2014), the following values are used (in the geocentric
Greenwich coordinate system): the jump in the position of the Earth’s rotation pole
by (0.00140845, 0.00234375) angular seconds, jump in the duration of the day by
0.0009 s, jump in the position of the center of masses of the Earth (0.00357962 m,
0.0009214 m, 0.015203 m), jump in the ocean level by 0.008 m. The ocean surface
temperature jump in 1997–1998 was 0.16 °C.
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At the value of the coefficient of thermal expansion of the vortex substance equal
to 2.32 × 10−5 [which is close to the value of 2 × 10−5 for the substance of the
upper mantle (Dobretsov et al. 2001)], for which the estimate of the World Ocean
temperature jump is equal to the value of 0.16 °Cobserved in 1997–1998.At this value
of the thermal expansion coefficient from the estimation model of three vortices the
maximum linear velocities estimations are 4130.76m/s,−1244.69m/s, 2940.59m/s,
respectively. Theminus sign in this case shows that the angular velocity of Vortex 2 is
directed fromYellowstone to Kolyma. The obtained estimate of the Vortex 1 velocity
agrees with the estimation of 4370 m/s for the velocity of the vortex for the period of
Biblical Exodus (about 1200 B.C.), obtained on the basis of the condition of equality
of the specific kinetic energy of the vortex jet with the specific heat of vaporization
of liquid SiO2—component of basalt and mantle substance with the lowest boiling
temperature, at the hypothetical complete deceleration of the liquid SiO2 jet in the
vortex. Density at the periphery of vortices is respectively 11,800 kg/m3, 4600 kg/m3,
and 4180 kg/m3.

The magnetic numbers of Reynolds in the vortices are accordingly equal: 6073.3,
−985.4 and 1906.7. Critical values for magnetic dynamo with similar geometry of
rotating rotors arrangement obtained in Lowes andWilkinson laboratory experiments
(Lowes and Wilkinson 1968) are in the range from 200 to 1000.

Thus, the magnetic Reynolds numbers in Vortices 1 and 3 estimated to exceed
the critical ones. This means that the motion of vortices 1 and 3 in the system of
three vortices starts the magnetic dynamo of the Earth and explains the origin of the
Canadian and Siberian global magnetic anomalies.

7 The Mechanism of Energy Transfer from the Vortex
to the Ocean

If the substance in the vortices is in a saturated state, the increase of its energy
leads to the evaporation of the most easily boiling fraction of the mantle, that is,
SiO2. Evaporation occurs when the external hydrostatic pressure decreases during
the lifting of the substance in the upper part of the ascending branch of the trajectory
of themoving substance in the vortex. In Vortex 1, the ascending part of the trajectory
(in the projection on the day surface) covers the Novosibirsk islands from the North,
and in Vortex 2—the Laptev Sea coast. In these areas, the SiO2 vapour escaping
upwards is retained in a gaseous state for a long time due to the pressure drop as it
rises. SiO2 vapours can condense in the lithosphere near the ocean floor or in water.
If SiO2 vapours condense directly in contact with water, fine sediment is formed and
mud volcanoes can be formed in such places. Thus, intensive local heat sources at the
Ocean floor associated with volcanoes and faults appear. Thermal energy released in
the Kolyma node and Vortex 3 is invested in the volume of the World Ocean and is
used to calculate the estimation of changes in ocean temperature. Thus, as a result
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of modeling the system of three vortices, the temperature jump in the World Ocean
in 1997–1998 is estimated.

8 Independent Proof of the Correctness of the Three
Vortices Model

The model reproduces the observed magnitude of the ocean temperature leap in
1997–1998. During the analysis of the obtained results the dependence of vortex
parameters derived from the system on the value of the substance thermal expansion
coefficient in the model was revealed. A common value of the thermal expansion
coefficient for all three vortices was used in the simulation. The observed temperature
leap of the World Ocean in 1997–1998 with the value of 0.16 °C can be obtained at
the value of the thermal expansion coefficient for the vortex substance 0.0000232,
close to the thermal expansion coefficient of the substance 0.00002 for the upper
mantle (Dobretsov et al. 2001).

The color temperature of the light flashes in the “Old Servant” steam geyser in
Yellowstone (4000–5000 K) corresponds to the deceleration temperature of the jets
at the contact of Vortices 2 and 3.

9 Impact of Mantle Vortices on Climate and Ecology.
Formation of Ice-Free Areas in the East Arctic Seas
as a Result of Intensive Heat Fluxes from the Ocean
Floor Through the Fractures Above the Borders
of Mantle Vortices

The heat fluxes generated at the boundary of intensive mantle vortices adjoining the
Kolyma node are transmitted through underwater volcanoes and faults to the Ocean
and lead to the melting of Arctic ice.

Space images (see Fig. 12) show that vast areas of the Ocean in the Eastern Arctic
remain either completely ice-free or have very low ice thickness at air temperatures
significantly below zero.

The reasons for this important phenomenon for Northern Sea Route navigation
remain unclear. An intensive source of heat from the Ocean floor, different from an
insignificant heat flux from the Ocean floor due to thermal conductivity, is required
for the long-term existence of the aforementioned regions.

Such a source are (in our opinion) exsisting for a long time intensive high-
temperature vortices of the Earth’s mantle substance moving in the two-phase (liquid
and gaseous) saturated state described above . The greatest energy losses in the
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Fig. 12 Polynya of the edge of shore ice in the Laptev Sea North of the Novosibirsk Islands (https://
s3.nat-geo.ru/images/2019/4/10/f223b12de1c6437389e3ce9e6a6083ae.max-2000x1000.jpg)

moving vortex occur due to friction at the boundaries,where, accordingly, the greatest
release of heat energy occurs. Polynya of the edge of shore ice in the Laptev SeaNorth
of the Novosibirsk islands (Fig. 12), as well as polynya of the edge of shore ice in
the East Siberian Sea, are located above the border of the counter-clockwise rotating
deep Vortex 1, directly above the zone of the substance lifting in the Northern tip of
the vortex, where due to a decrease in the external hydrostatic pressure in the mantle
during the lifting of the vortex substance evaporation of the superheated substance
occurs.

The velocity of the substance in Vortex 1 is significantly higher than in Vortex 2.
Therefore, when Vortex 1 and Vortex 2 are mixed, Vortex 1 is decelerated and heat
is released, resulting in additional evaporation of a part of the moving substance. It
evaporates the most easily boiling component of the mantle substance, namely SiO2.
Hot vapors of SiO2 are picked up by the flows of Vortex 1 and 2 being light, tend
to rise through the mantle upwards and approach to the bottom of the Ocean in the
fault zones and underwater volcanoes, where they completely condense. Thus, local
intensive heat sources at the ocean floor leading to ice melting are formed above the
boundaries of vortexes.

https://s3.nat-geo.ru/images/2019/4/10/f223b12de1c6437389e3ce9e6a6083ae.max-2000x1000.jpg
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10 Formation in the East Arctic Seas of the Areas
of Intensive Methane Outflow from Gas Hydrates
on the Shelf as a Result of Intensive Heat Fluxes
from the Ocean Floor Through the Faults Above
the Boundaries of Mantle Vortices

Along with the formation of the Great Siberian polynya (open water patch), the tip
of the deep Vortex 1 delivers the heat fluxes necessary for gasification of methane-
hydrates in the Novosibirsk Islands, in particular, in Bennett Island (Masurenkov
et al. 2013), from which noticeable gas plume departs in the Atmosphere.

Intensive methane outflows from gas hydrates were detected (Shakhova et al.
2010) in the Laptev Sea and in the East Siberian Sea (Fig. 13).

It can be seen that the most intensive methane emission observed in the near-
bottom layer takes place at the 165th meridian, just where the boundary of the deep
vortex in Fig. 4, at the beginning of his ascent zone. The second area of inten-
sive methane yield is in the area of Tiksi settlement, under which the upper vortex
boundary lies (lays) (see Fig. 4). The upper vortex rotates clockwise, and thus the
area of intense methane output is the area where the vortex substance rises, where
the superheated substance boils.

Thus, the presence of mantle vortices well explains the origin of methane outflow
zones on the shelf of Eastern Siberia and the formation of the Great Siberian Polynya.

The presence of intensive mantle vorticescan cause intensive heat outbursts in the
Arctic and Siberia, and thus may represent a regional cause of global warming.

Fig. 13 Summer observations of dissolved methane (Shakhova et al. 2010): location of the oceano-
graphic stations (a) in the Eastern Laptev Sea and in the East Siberian Sea, dissolved methane (b) in
bottom water, dissolved methane (c) in the surface water layer, methane flux (d) to atmosphere by
ESAS
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Fig. 14 Yaya Island (http://arcticuniverse.com/set/000417.jpg), which formed near the extinct
Vasilievsky Island

11 Formation of Yaya Island and Change of the Bottom
Relief in the Laptev Sea and East Siberian Sea

A gentle underwater cone, presumably of volcanic origin, was found above the
ascending Northern part of the vortex, on its border, near Bennett Island. In this
area, plumes of intensive methane outflows to the atmosphere are observed. Above
the rising North-Western part of the vortex, on its border, in the Laptev Sea, by
1936, disappeared Vasilievsky Island, and by 2013, new Yaya Island (73.990333° N,
133.091139° E) had been formed near this place (Fig. 14).

It seems that the sandy Yaya Island could have been formed due to the release of
SiO2 and possibly Al2O3 vapors into the Ocean from the vortex, boiling due to the
pressure lowering at the ascending branch of the vortex. Submerged mud volcanoes
can be formed in the same way. Apparently, the decrease of pressure in the vortex at
evaporation of its substance after 1902 led to the lowering of the lithosphere in the
vicinity of the Vasilievsky Island. It appears that by 2013, possibly due to the 1997–
1998 event caused by gravity resonance in the solar system, near the disappeared
Vasilevsky Island the upstream of SiO2 jet rising to the Ocean bottom was formed,
leading to the formation of Yaya Island.

12 The Great Siberian Vortex and Related Hazards

Figure 15 shows the red circle of the Great Siberian Vortex (GSV), in the center of
which is the Siberian global magnetic anomaly. The center of the GSV lies near the
point with coordinates 66.957468° N 102.355739° E, its radius in projection on the
bottom surface is about 693 km.

http://arcticuniverse.com/set/000417.jpg
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Fig. 15 Part of the vortex system in the mantle near Eastern Siberia. Red shows the Great Siberian
vortex with a radius of about 693 km (on the day surface)

The character of the relief of the day surface indicates that the GSV is inclined
Northward. In the North, you can see the projection of the phase transition structure
in the lower part of the vortex on the day surface, which has a characteristic form of
“masquerade mask” (Fig. 16). The picture of the “masquerade mask” is similar to
that observed in the vortex outlet in the Himalayas-Tien Shan (Fig. 2).

The Southern and South-Eastern parts of the GSV vortex are raised and close
to the surface. Here, along the edge of the vortex, we can see the outputs to the
surface of the vortex tubes that begin in the vortex veil of the vortex tubes, which
appeared as diamondiferous kimberlite tubes inMirny, and thewell-knownTunguska

Fig. 16 The characteristic structure of the “masquerade mask” of the phase transition in the lower
part of the Great Siberian Vortex (GSV), manifested in the relief of Eastern Siberia. In the corners of
the “mask” one can see circular traces in the relief—sinking in the NorthEast corner of the “mask”
and rising in the Southwest corner. The center of the vortex is marked
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phenomenon of 1908. The vortex border also passes under the Viliui HPP reservoir
and under the valleys of the Viliui and Olguidakh rivers. Above the Northwest border
of the vortex, near Norilsk, contains metal ores.

Close to the center of the Great Siberian Vortex is located the Siberian global
magnetic anomaly, which can be explained by the presence of a vortex, the motion
of the conducting substance in which should create a maximummagnetic field in the
center of the vortex. The vortex of the GSV, apparently (see Fig. 15), rotates clock-
wise, comes into contact with Vortex 1 and receives from its periphery substance,
in particular, heavy metals. Apparently, the speed in the GSV is related to the speed
in Vortex 1 and can be determined by it. The genesis of the GSV is not fully under-
stood. This important natural phenomenon represents a great danger to the people
and infrastructure of Siberia due to the continued formation of vortex cords emanating
from the vortex veil on the edge of the vortex, so it needs to be comprehensively
studied in the near future.

13 A Phenomenological Mechanism of the Great Siberian
Vortex Formation

The Great Siberian Vortex appears to occur in the contact area of the vortex outputs
1 and 2. At contact of energy-carrying Vortex 1, on which periphery there is a
heavy metal (with density on depth of occurrence of a vortex in a mantle, equal
11,800 kg/m3) with a stream of a Vortex 2 substance of a vortex heats up above
boiling point of metal as a result of what there is an evaporation both metal, and the
fused substance of a mantle in vortices. The contact of vortexes 1 and 2 takes place
on the ascending branch, near the upper point of Vortex 1 output and the lower point
of Vortex 2 output. Additionally heated light liquid substance of the mantle and its
vapors rise up and form a Vortex 2 with a density at the depth of the vortex in the
mantle, equal to 4600 kg/m3. The substance of vortices and metal on the periphery
of vortices at the contact of jets of vortices are heated up inhomogeneously.

Part of the vortex substance 1, which had time to heat up to a lesser extent, being
denser, with a slightly heated part of themetal at the periphery of the vortex, continues
to move in Vortex 1 and falls down. At the same time, the part of the metal from
the periphery of Vortex 1 has time to heat up to high temperatures, perhaps even the
boiling point of the metal, and together with the vapors of this metal form a jet, the
density of which is higher than the density of matter at the periphery of Vortex 2,
but lower than the density of matter at the periphery of Vortex 1. Due to its density,
this jet outputs the point of contact of vortexes 1 and 2 below the jet of Vortex 2, but
above the jet of Vortex 1. This jet, rising at a slight angle to the horizontal, forms
the vortex ring of the Great Siberian Vortex. With this mechanism of formation, the
Greater Siberian Vortex should rotate clockwise. Due to the presence of the vertical
component of the initial velocity of the GSV vortex jet approaches the day surface in
the Southern part of the Great Siberian Vortex. The pressure in the vortex jet drops
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when it rises, and the share of steam in the two-phase flow increases. Metal vapors
and mantle substances (SiO2, Al2O3), rising to the surface, form vortex cords. In
particular, by condensing on the lower surface of the permafrost layer containing
organics, rotating metal pairs can form axially symmetrical formations from carbon
alloys.

14 Conclusions

By the present time, a system of quasi-stationary vortices has been formed in the
Earth’s mantle, in which intensive motion of the hot substance in the saturated state
occurs. The rapid evaporation of the superheated substance in the areas of intense
vortices in the Earth’s mantle, the vapors of which rise up and condense near the
Ocean floor, is the cause of intense heat outbursts in the Eastern Arctic and a possible
cause of climate warming. Built on the jump of geophysical parameters in 1997–
1998 the assessment of the corresponding temperature jump (without direct use of
temperature data) is close to the observed value of the World Ocean temperature
change for 1997–1998.

The system of three quasi-stationary vortices in the mantle produces magnetic
dynamo, responsible for theEarth’smagnetic field formation anddetermines its struc-
ture. The system of three vortices excites secondary vortices. The secondary Great
Siberian vortex is especially dangerous: on the periphery of it outlets of vortex cords
are currently manifested as diamondiferous kimberlite pipes near the town of Mirny,
known Tunguska phenomenon of 1908, currently formed cylindrically symmetrical
“pits” in the permafrost on the Yamal Peninsula with symmetrical round shafts of
the thrown-out rock, the lowest layers of which were the furthest from the center of
the pit (which is possible only in the presence of significant azimuthal velocity of
substance in the vortex), and a number of other dangerous phenomena.
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Multidecadal Variability
of the Hydrothermodynamic
Characteristics of the North Atlantic
Subpolar Gyre

N. A. Diansky and P. A. Sukhonos

Abstract Variability of the hydrothermodynamic characteristics of the North
Atlantic subpolar gyre on multidecadal scale is analyzed using ORA-S3 ocean re-
analysis data for the period 1959–2011 and the COREv2 data for the period 1949–
2006. It was shown that an increase in the outflow of heat from the ocean to the
atmosphere since late 1990s in the Subtropical Atlantic was accompanied by a corre-
sponding decrease in heat loss from the ocean surface in the Subpolar Atlantic. This
is consistent with the Gulf Stream meridional displacement to the south in the warm
phase of the Atlantic multidecadal oscillation (AMO). In the positive AMO phase,
the depth of convective mixing at the Labrador Sea decreases, the sea surface height
increases and cyclonicity in the subpolar gyre weakens from January to March.
During these months, the response of the subpolar gyre circulation to long-term
changes in the intensity of convective mixing at the Labrador Sea occurs with a
5–10 years delay.

Keywords Atlantic multidecadal oscillation · Subpolar gyre · North Atlantic

1 Introduction

Pronounced long-period variations in the upper ocean temperature in the North
Atlantic (NA) are called the Atlantic multidecadal oscillation (AMO) (Kerr 2000). It
is a natural mode of multidecadal variability in the ocean–atmosphere system with
a typical period of about 65–70 years (Schlesinger and Ramankutty 1994; Kushnir
1994). Tomeasure the AMO, an index which is determined by the field of sea surface
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temperature (SST) in the NA averaged within 0–70° N is used (Enfield et al. 2001).
The spatial structure of the AMO is a large-scale warming/cooling of the upper NA
layer at a multidecadal scale with larger amplitude in the subpolar gyre and smaller
amplitude in the tropics and subtropics.

The influence of the AMOon hydrophysical characteristics in the Northern Hemi-
sphere is described in a large number of works. It underlines the important role of
this climate signal in the study of the climate change. In addition, recent papers
are dedicated to the effect of the AMO on other climate signals: the North Atlantic
Oscillation (Delworth et al. 2017), El Niño-Southern Oscillation (Levine et al. 2017)
and Tropical Atlantic Variability Modes (Martín-Rey et al. 2018).

The mechanisms that form multidecadal variability in the NA are being revised
now. It was generally thought that the multidecadal variations in the NA heat content
were caused by long-term changes in the thermohaline circulation (Latif et al. 2004;
Knight et al. 2005). However, some authors note that volcanic activity can also lead
to the long-term changes in radiative forcing, which, in turn, modulates the AMO
phase (Otterå et al. 2010). Other authors argue that radiative forcing of aerosols
is the major contributor to multidecadal variability in the NA (Booth et al. 2012).
Further discussion of this point is given in article (Zhang et al. 2013). An idea that
anthropogenic and natural factors together form long-term variability in the NA has
been recently expressed (Tandon andKushner 2015). As regards the natural causes of
multidecadal variability, some authors report that variability in the ocean–atmosphere
system at the AMO scale can arise due to the atmospheric heat fluxes at the ocean
surface independently from the processes in the ocean (Clement et al. 2015). Other
authors note that the main mechanism that forms the low-frequency variability of the
SST in the NA is the quasiperiodic oscillations of oceanic meridional heat transport
(MHT), although in this case, there are disagreements among the published points
of view. Some authors believe that quasiperiodic oscillations of the MHT in the NA
arise due to a phase shift between the haline and thermal modes (Frankcombe and
Dijkstra 2011; Volodin 2013). Other authors prove only thermal origin of the AMO
(Voskresenskaya and Polonskii 2004). Thus, the discussion regarding the causes of
generation of multidecadal variability in the NA continues.

The largest AMO amplitude is observed in the NA subpolar gyre. Therefore,
this article refines the multidecadal variability of the NA subpolar gyre using
homogeneous and long-term data.

2 Data and Methods

Themonthly data on themixed layer depth (MLD), zonal andmeridional components
of the ocean current velocity vector and sea surface height (SSH) fromORA-S3 ocean
re-analysis for 1959–2011 (Balmaseda et al. 2008) were used. A scheme based on the
semi-empirical theory of turbulence was used to calculate the MLD in the ORA-S3
re-analysis. The key idea of the scheme is to calculate the Richardson number as in
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(Pacanowski and Philander 1981). The MLD is assumed to be equal to the depth at
which the Richardson number reaches a critical value Ricrit = 0.3.

The monthly data on the latent and sensible heat fluxes, balances of shortwave
and longwave radiation on the ocean surface were taken from the Coordinated Ocean
Research Experiments version 2 (COREv2) for 1949–2006 (Large andYeager 2009).
According to this dataset, the net surface heat fluxes for each month were calculated.

The vorticity of current velocity for eachmonth was calculated as: rotzu= ∂Vy/∂x
− ∂Vx/∂y (s–1), where Vx,Vy are the zonal andmeridional components of the current
vector at the horizons of 415 and 535 m.

The vertical axis is directed up. In the analysis of the vorticity values, anticyclonic
(cyclonic) vorticity refers to negative (positive) values. In the analysis of the net heat
fluxes, positive (negative) values mean the outflow (influx) of heat from (to) the
ocean surface. Negative (positive) SSH anomalies correspond to the intensification
(weakening) of the subpolar gyre. The linear trend was removed from the time series.

3 Results

Notable multidecadal changes in the current velocity field in the 0–300 m layer
in January formed by the AMO are not detected in the whole NA (Fig. 1a). In
the Gulf Stream—North Atlantic current system, an increase in the amplitude of
fluctuations of all hydrophysical characteristics is observed. In the Gulf Stream,
after it separates from the continental slope, and in the North Atlantic Current a

Fig. 1 a The difference between the detrended anomalies of the current velocity modulus in the
0–300m layer in January (m/s) in the positive and negative AMOphases. A twelve-year period from
2000 to 2011 is the positive AMO phase and a twelve-year period from 1969 to 1980 is the negative
one. The black dots indicate the nodes of the spatial grid, in which the difference is significant
at 95% confidence level. Vectors represent the average current velocity for the period 1959–2011.
b Time evolution of the net surface heat flux (W/m2) in January over the latitudinal bands 15–40° N
(red) and 41–65° N (blue) from COREv2 data. Smoothed black line is an approximate polynomial
of the third degree
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considerable decrease in the current velocities during the positiveAMOphase (2000–
2011) is noted. The obtained result indicates a shift of the Gulf Stream southward
in the warm AMO phase. This means that on a multidecadal scale the subtropical
gyre decreases (increases) its meridional dimensions during warming (cooling) of
the NA upper ocean layer. Analysis of observational data showed that during the
radial compression of the subtropical gyre, it intensifies (Iselin 1940).

Temporal variability of the net heat fluxes on the ocean surface in January in the
middle (15–40° N) and high (41–65° N) latitudes of the NA is represented by intense
interannual fluctuations (Fig. 1b). The amplitude of interannual fluctuations of the
net heat fluxes on the ocean surface over the subpolar gyre is greater than over the
subtropical gyre. The variance of the interannual fluctuations of the net heat fluxes
on the surface of the subpolar gyre exceeds that of the subtropical gyre by a factor
of 4. Despite this, in the second half of the twentieth century, the field of net heat
fluxes on the NA ocean surface in January shows intense multidecadal variability.
Long-term variations in the net heat fluxes on the ocean surface in January are in
antiphase between the middle and high latitudes of the NA. In the mid-1960s, in
the subtropical latitudes, intense heat release from the ocean to the atmosphere was
noted, and in the subpolar latitudes, on the contrary, heat loss by the ocean was
minimal. An increase in the outflow of heat from the ocean to the atmosphere since
late 1990s in the subtropical latitudes was accompanied by a corresponding decrease
in heat loss from the ocean surface in the subpolar latitudes. The result obtained is
consistent with the meridional displacement of the Gulf Stream southward in the
warm AMO phase (Fig. 1a). Thus, the low-frequency variations of heat flux from
the ocean surface in winter are controlled by large-scale changes in the circulation
of the upper ocean layer.

Unlike heat fluxes on the ocean surface (where interannual fluctuations are impor-
tant), interannual variations of the SSH, theMLD and the vorticity of current velocity
at the horizons of 415 and 535m in the subpolar gyre describe a significant proportion
of low-frequency variability.

Deep convection in the Labrador Sea covers the period from January to March
(Zelenko and Resnyansky 2007). For these months, time series of the MLD were
obtained for the part of the Labrador Sea (53–59° N 40–50° W) where the greatest
depths of convective mixing are observed (Fig. 2a). Thus, intense interannual-
interdecadal variations in the MLD occurred in the second half of the twentieth
century.Moreover, in someyears that are quite close in time, theMLD in theLabrador
Sea can vary by 1–1.5 km, which was previously obtained from the observational
data (Lab Sea Group 1998). The variance of interannual fluctuations (frequency band
less than 10 years) of the MLD is comparable with that of interdecadal fluctuations
(frequency band more than 10 years) of the MLD. This suggests a significant effect
of low-frequency processes in the ocean–atmosphere system on the intensity of deep
convection at the NA high latitudes. On the interdecadal scale, the MLD under-
goes a significant increase in the 1970s, 1980s and 1990s. In early 2000s, there is
a decrease in the MLD, which means a weakening of the convective processes at
high latitudes. The obtained result indicates that the interdecadal variations in the
intensity of convective mixing in the NA were caused by the AMO. Moreover, the
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negative AMO phase demonstrates an intensification of convective processes in the
NA subpolar latitudes.

Development of deep convection in the ocean requires three conditions: favorable
atmospheric forcing, weakened water stratification below the seasonal thermocline
and the presence of cyclonic circulation (Marshall and Schott 1999). Such circula-
tion leads to the rise of weakly stratified water from the deep layers closer to the
ocean surface. The long-period intensification of cyclonic circulation in the subpolar
gyre took place from the beginning of the 1970s to the end of the 1990s (Fig. 2b).
This provided favorable conditions for the penetration of convective mixing to great
depths. In the early 2000s, the cyclonicity of circulation in the NA subpolar gyre
began to weaken which also affected the MLD. Note that temporal changes in the
vorticity of current velocity at 415 and 535 m in the latitude band 41–65° N have a
similar behavior. The described changes in the intensity of circulation of the subpolar
gyre are consistent with low-frequency variations in the current velocity in a layer
of 0–300 m (Fig. 1a).

The SSH in the subpolar gyre experiences significant interdecadal fluctuations
due to the AMO (Fig. 2c). These variations manifest themselves in a large-scale rise
of the SSH in the positive phase of the climate signal. Moreover, time evolution in
the SSH similarly show a weakening of the NA subpolar gyre after the 2000s.

Thus, the positive AMO phase shows a decrease in the depth of convective mixing
at high latitudes, an increase in the SSH, and a weakening of cyclonicity in the
subpolar gyre. Indirect confirmation of these results is given in (Hakkinen andRhines
2009).

Between the time series of the MLD and the vorticity of current velocity at the
horizon of 415 m (similar results were obtained for the values of the vorticity of
current velocity at the horizon of 535 m) in January, February, and March for the
period 1959–2011 lead-lag correlation coefficients were calculated (Fig. 2d). Signif-
icant correlation coefficients of more than 0.5 are observed between these time series
when the MLD is 5–10 years leading. Thus, the response of the circulation of the
subpolar gyre to changes in the intensity of convectivemixing at high latitudes occurs
with a 5 to 10 years delay.

4 Conclusions

The results obtained in this paper and the results of previously published works
(including the results by the authors (Diansky and Sukhonos 2018)) made it possible
to formulate the following regularities.

The negative AMO phase (1971–1980): intense convection at high latitudes, the
northern position of the Gulf Stream, increase in the heat transfer to the Arctic from
the NA, weak (intense) subtropical (subpolar) gyre, negative (positive) SSH anomaly
in the area of the subtropical (subpolar) gyre.
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Intermediate state: intense ice melting in Greenland and the Arctic. After some
delay, a freshwater lens spreads in theSubpolarAtlantic and locks the deep convection
in the Labrador Sea. With some delay, the circulation of the subpolar gyre begins to
weaken.

Positive AMO phase (2001–2010): weaker convection at high latitudes, the
southern position of the Gulf Stream, weaker heat transport to the Arctic from the
NA, the NA upper ocean layer (0–300 m) warms up, intense (weak) subtropical
(subpolar) gyre, rising SSH in the central and eastern parts of the NA.
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On the Factors Affecting Mixed Layer
Depth in the Inland Water Objects

D. Gladskikh , V. Stepanenko , and E. Mortikov

Abstract The problem of numerical modeling of inland water objects (lakes and
reservoirs) and, in particular, mixing processes in this basins are considered in the
paper. The basic instrument applied is the one-dimensional LAKE model based
on the averaging of three-dimensional RANS equations over the horizontal cross-
section of a water object. This model also uses pressure gradient parametrization,
which allows to take into account gravitational vibrations (seiches). In addition to
LAKE, the three-dimensional hydrostatic model developed at the M.V. Lomonosov
Moscow State University Research and Development Center is applied. Verification
of models on the basis of numerical realization of the classical laboratory experiment
of Kato-Phillips is carried out. Hypotheses of the influence of such characteristics as
horizontal dimensions of the reservoir, initial temperature gradient and momentum
flux on mixing are considered. The effect is confirmed, along with the necessity of
taking into account seiches during modeling of lakes and reservoirs with horizontal
dimensions much less than the Rossby internal deformation radius.

Keywords Numerical modeling · Inland waters · Turbulence · Seiches

1 Introduction

Inland water objects, by which lakes and reservoirs are recognized, occupy approxi-
mately 1.3–1.8% of the total area of continents (Downing et al. 2006; Messager et al.
2016), play a huge role in various spheres of life of the human population and are of
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interest for a number of studies in limnology, hydrology, ecology, meteorology and
climatology. The thermo-hydrodynamic characteristics of lakes and reservoirs have
a strong influence on a number of general circulation processes in the Atmosphere,
Ocean and inland waters. In addition, changes of temperature in lakes and reservoirs
can provoke processes of eutrophication (Gorbunov 2011;Kozitskaya 1989;Kreiman
et al. 1992)—increasing the biological productivity of water objects, in particular,
resulting in growth of diatoms and harmful blue-green algae biomass, which can lead
to pestilence of fish and deterioration of water quality.

It is also necessary to note the role of inlandwater objects in climate change and the
reactionofwater objects to these changes (Adamenko1985;Tranvik 2009). In regions
with a large number of lakes and reservoirs, marked climate warming (Stepanenko
2007) is registered, which leads to an earlier of ice opening period and a shorter
duration of freeze-up. In order to take into account the two-way interaction of inland
water objects and the atmosphere, it is necessary to include the calculation of thermo-
hydrodynamic and biological characteristics of land waters into climate models.
Correct consideration of lakes thermo-hydrodynamics of is crucial in mesoscale
models, where spatial resolution reaches several kilometers.

An important aspect of modeling the thermohydrodynamics of inland water
objects is the correct description ofmixing processes, including those associatedwith
gravitational oscillations (seiches). Seiches arise from mass redistribution and pres-
sure gradient effects and are not taken into account in most existing one-dimensional
models. However, when modeling lakes and reservoirs with horizontal dimensions
much less then the Rossby internal deformation radius LR , Coriolis force becomes
negligible in comparison with the force of the horizontal pressure gradient (Stepa-
nenko 2018b), and the models that do not take into account the seiches do not allow
to obtain correct description of the processes in such reservoirs and, in particular, the
dynamics of the mixed layer thickness (the overestimation of this value, especially
during the summer stratification of lakes and reservoirs takes place). For temperate
latitudes, the value LR is approximately 2–3 km, and it is expected that the seiches
will have significant influence on the mixing processes in the relatively small lakes
that make up major share of inland water objects.

2 Methods and Approaches to Description of Processes
of Thermo-Hydrodynamics of Inland Water Objects

Now there are mathematical models of different spatial dimensions that allow
to calculate the distribution of thermo-hydrodynamic parameters of inland water
objects. Themost detailed description is given by complete three-dimensionalmodels
(see (Abbasi et al. 2016; Kelley et al. 1998)), the basis of which, in most cases, is the
Navier–Stokes equation system averaged over Reynolds, in hydrostatics and Boussi-
nesque approximations (Monin 1965). Such models often require a lot of computa-
tional resources and, therefore, lots of machine time. At the same time, use of these
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models makes sense only in the presence of detailed information about the water
object under study: spatial and temporal pattern of flows, data on the meteorological
situation in the area of the reservoir with spatial resolution, taking into account the
features of its bathymetry and topography of the surrounding territory.

Two-dimensional modelling is hardly used for practical weather forecasting
purposes.Applicationof suchmodelsmakes sense only in specific cases: for example,
mathematical modeling of a thermobar (Zilitinkevich and Kreiman 1990; Tsydenov
and Starchenko 2013).

The basic types of one-dimensional models are: horizontal-averaged models and
boundary layer models. In the first case, the averaging of three-dimensional RANS-
equations over the horizontal section of a reservoir is applied, in the second case, the
equations of the atmospheric or oceanic boundary layer obtained from the RANS
system are also used, supplemented by a turbulent closure. For the second type
of models, it is assumed that the fields of all physical values are homogeneous in
horizontal direction, which can only be fulfilled for sufficiently large water objects
and far from the shore. One-dimensional models are usually applied for shallow
water objects, as in the deep lakes and reservoirs there are specific effects that play
an important role, which cannot be reproduced in a one-dimensional approximation.
However, for most real cases, one-dimensional models demonstrate high accuracy
in reproducing physical and hydrological characteristics.

As the basic model for thermo-hydrodynamic processes description in inland
waters, the one-dimensional LAKE model was chosen (see (Stepanenko 2018b)
for a details), developed at M.V. Lomonosov Moscow State University. Currently,
this model is used in the latest version of the climate model of the Institute of
Computational Mathematics of the Russian Academy of Sciences (Volodin 2013).

The model is based on horizontally averaged equations for temperature and
momentum:
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where cw—specific heat capacity of water, ρw—its density, T—temperature, with
indices marked the components responsible for the inflows, sources and ground-
water feeding of the reservoir, A(z)—horizontal section of the reservoir, λm—molec-
ular heat conductivity coefficient, Kh—coefficient of turbulent thermal conduc-
tivity, Rs—short-wave radiation flux (with index b—horizontally homogeneous),
FT, b(z)—heat flux to bottom sediments, u and v—velocity components,p—pressure,
Km—turbulent viscosity coefficient, νm—molecular viscosity coefficient, Fu, b(z),
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Fv, b(z)—vertical fluxes at the bottom, f—Coriolis parameter, horizontal line means
averaging.

The main parameter at the description of vertical turbulent heat exchange in
reservoirs is the coefficient of turbulent heat conductivity Kh ; its parameterization
depending on meteorological conditions is one of the main problems in the construc-
tion of one-dimensional models. A variant with k-ε parameterization (Lykosov 1992;
Mellor and Yamada 1974) based on the equations for the kinetic energy of turbulence
(k) and its dissipation rate (ε). This closure includes the following equations:
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Here the summand corresponds to the generation of turbulence energy due to
the velocity shear, and B describes the generation or consumption of energy due
to the action of buoyancy forces, while αT—the coefficient of thermal expansion,
and αs—the coefficient of expansion relative to the salinity s, νm—the coefficient of
molecular viscosity δk , δε—turbulent Schmidt numbers. C1ε, C2ε, C3ε—empirical
constants, and C3ε = 1.14 at B > 0, and −0.4 at B < 0 (Burchard 2002), Cs and Cs, T

stability functions for momentum and scalars respectively.
In order to take into account seiches, the necessity of which was discussed in the

introduction, the LAKE model uses a method based on the explicit reproduction of
the first horizontal mode (Stepanenko 2018a). The multi-layer liquid consisting of
N layers of constant density ρi increasing with depth is considered ρi+1 > ρi . In
this case, the thickness of each layer experiences small disturbances near the average
values. In each layer, the horizontal pressure gradient is calculated using the values
of the velocity components from one-dimensional model, averaged vertically within
the corresponding layer.

In addition to the LAKE model, for the description of the thermohydrodynamics
of inland water objects, the present study uses a three-dimensional hydrostatic model
developed at the Research and Development Centre of Moscow State University on
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the basis of a unified hydrodynamic code that combinesDNS/LES/RANSapproaches
to calculate geophysical turbulent flows at high spatial and temporal resolution (see,
for example, (Mortikov 2016;Mortikov et al. 2019)). Thismodel describes the system
of equations of hydrodynamics in the hydrostatic and Boussinesque approximations
in the Cartesian coordinate frame:
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where u, v, w—velocity vector components, η—free surface deviation from the
equilibrium state, B(x, y)—bottom relief, f—Coriolis parameter. Also here A(q) is
the advection operator, and DH (q, χ) and Dz(q, K ) are the horizontal and vertical
diffusion operators with coefficients χ and K respectively.

As in the LAKE model, the standard k-ε scheme is used to describe the vertical
mixing processes.

As for the numerical methods used in the calculations, the semi-implicit method is
used to integrate the time equation system, and the advective transport and horizontal
diffusion are described by explicit schemes, which defines time step limits.

3 Model Verification

With help of one-dimensional LAKEmodel and three-dimensional hydrostaticmodel
the numerical realization of classic Kato-Phillips laboratory experiment (Kato and
Phillips 1969) which serves as the basic material for calibration of turbulent closure
has been carried out. The obtained results were compared with the calculations
of the mixed layer depth change in idealized reservoirs with different horizontal
dimensions, where it is necessary to take into account the new effects associated
with the seismic vibrations.
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In the Cato-Phillips experiment, a homogeneous stratified liquid of sufficiently
large depth is considered, and vertical boundaries are absent. The initial temperature
profile is linear and the only source of turbulence is the wind with a constant speed.

In the classical statement described in the article (Kato and Phillips 1969), the
ring tank was considered, the surface of which was influenced by friction stress in
the direction of the circle. The inner and outer diameters were 106.7 and 152.4 cm,
respectively, so that the channel width was 22.8 cm. The depth of the tank was 28 m.

The following parameters were used for the numerical implementation of the
experiment:

• depth of the reservoir 10 m,
• calculation time 7 days,
• initial temperature gradient ∂T/∂z = 1.5°C/m,
• surface impulse flux τ = 10−2 N/m2,
• Brunt-Vaisala (buoyancy) frequency: N = 4 × 10−2 s–1,
• the Coriolis effects are not taken into account.

For this experiment, there is a theoretical relation (Price 1979), where the mixed
layer depth is a function of time:

MLD(t) = 1.05u ∗ √
t√

N (t = 0)

where MLD is the mixed layer depth, u∗—friction—velocity
(
u∗ = √

τ/ρ0
)
.

Both of these models were successfully verified in the classical Catho-Phillips
experiment and showed good agreement with the analytical solution (see Fig. 1).

Fig. 1 Changes in the mixed layer depth with time for the numerical implementation of the classic
Kato-Phillips experiment and comparison with the analytical formula
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4 Numerical Experiments

4.1 Influence of Horizontal Dimensions on Mixing Processes

Two idealized reservoirs with rectangular cross-section and horizontal dimensions
of 1000 and 10 m were considered. The other parameters were chosen in the same
way as in the numerical formulation of the Cato-Phillips experiment. A water object
with horizontal dimensions of 1000 m is a typical case, while 10 m is an extreme
case, and the hydrostatic approximation used in a three-dimensional model may not
be quite correct to reproduce the processes taking place in such an object.

First, the dynamics of the mixed layer depth for 7 days was analyzed (Fig. 2). It
is demonstrated that with the increase in the size of the reservoir the mixing rate also
increases, and the more the reservoir is, the closer the result will be to the result of
the classical Cato-Phillips experiment, where vertical walls are absent.

The characteristics related to the turbulent mixing processes in lakes and reser-
voirs were also compared. The vertical distribution of temperature and flow velocity
module for the 7th day of calculation were considered (see Fig. 3a, b).

Agood agreement in the temperature profiles between themodels is demonstrated.
Time scale of several days, just when correct temperature reproduction is crucial,
for example, for forecasting purposes. As for the flow velocity profiles, there are
certain differences in the results, which can be related to the features of the models:
the one-dimensional model is built on the averaging of three-dimensional equations.
Nevertheless, the attention should be paid to the fact that in bothmodels themolecular
viscosity affects the reduction of vibration velocity below the thermocline.

Fig. 2 Change in the mixed layer depth with the time for reservoirs with horizontal dimensions of
1000 and 10 m
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Fig. 3 Vertical distribution of temperature (a) and flow velocity (b) for the 7th day of calculation

4.2 Influence of Initial Temperature Gradient and Pulse Flow

In addition to the horizontal dimensions of the reservoir, such parameters affecting
the mixed layer depth as the initial temperature gradient and momentum flux are
considered.An idealized tankwith a horizontal size of 1000m is considered, because,
as mentioned earlier, this size is typical of real water objects, and then registered
dynamics of the mixed layer depth for 7 days, using two models (see Fig. 4).

In weak winds, when the value of the momentum flux is small, changes in the
initial temperature gradient do not have a significant effect on the mixing, while in
strong winds, the mixing velocity depends significantly on the initial gradient. It
should be noted that with a small momentum flux and a small temperature gradient,

Fig. 4 Changes of the mixed layer depth at different values of the initial temperature gradient and
momentum flux for 7 days
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one-dimensional model showed some inaccuracy in determining the thickness of the
mixed layer, but in average values the agreement between themodels is good enough.

5 Conclusions

Within the presented study, the influence of various factors on the change in the
mixed layer depth in internal reservoirs (lakes and reservoirs) was studied. The hori-
zontal dimensions of the reservoir, as well as the initial temperature gradient and
momentum flux on the surface were considered as such factors. As the basic instru-
ment for carrying out calculations the one-dimensional LAKEmodel was used. This
model includes parametrization of the pressure gradient, and the three-dimensional
hydrostatic model. To describe the vertical exchange processes in both models, k-ε
was applied as closure.

Verification of models was carried out on the basis of numerical realization
of classical laboratory experiment of Kato-Phillips for homogeneous liquid with
depth of 10 m. Calculations have shown good agreement with the theoretical
formula describing the time dependent thermocline deepening in the Kato-Phillips
experiment.

Also idealized reservoirs with horizontal dimensions of 10 and 1000 m and rect-
angular cross-section were considered, and calculations of mixed layer depth change
by one-dimensional and three-dimensional models were made. The experiment has
shown that the larger the horizontal dimensions of the reservoir, the faster the mixing
process takes place, and the closer the result to the result of the Kato-Phillips exper-
iment, where there were no vertical walls. It should be noted that this experiment
has confirmed the need to take into account the seiches to correctly describe the
dynamics of mixing in water objects with horizontal dimensions much smaller than
the Rossby deformation radius.

A series of experiments related to the study of such parameters as the initial
temperature gradient and momentum flux have shown that the role of the influence
of the initial temperature gradient on the mixing depends on the momentum flux:
in a weak wind the sensitivity to the temperature gradient is weak, and in a strong
wind the mixing rate is significantly dependent on the initial gradient.

As a conclusion, authors note that the performed studies confirm the impact, first
of all, of the horizontal dimensions of the reservoir on the mixing processes in lakes
and reservoirs, and second of all the need to take into account the seiches in the
description of such processes in real water objects. Thus, the LAKE model, which
includes pressure gradient parametrization, can be successfully applied to most real
lakes and reservoirs.

Acknowledgements The work was financially supported by the Russian Foundation for Basic
Research (projects№ 17-05-41117, 18-05-00292, 18-35-00602). Calculations with the use of three-
dimensional model were made in the framework of the project of the Russian Scientific Foundation
№ 17-17-01210.



310 D. Gladskikh et al.

References

Abbasi A,Annor FO,GiesenNV (2016) Investigation of temperature dynamics in small and shallow
reservoirs, case study: Lake Binaba, Upper East Region of Ghana. Water 8(3):84

Adamenko VN (1985) Climate and lakes (to assess the present, past and future). Gidrometeoizdat,
Leningrad S. 264.

Burchard H (2002) Energy-conserving discretisation of turbulent shear and buoyancy production.
Ocean Model 4(3):347–361

Downing JA, Prairie YT, Cole JJ, Duarte CM, Tranvik LJ, Striegl RG, McDowell WH, Kortelainen
P, Caraco NF, Melack JM (2006) The global abundance and size distribution of lakes, ponds, and
impoundments. Limnol Oceanogr 51(5):2388–2397

Gorbunov MY (2011) Vertical distribution of bacteriochlorophylls in the humic lakes of the Volga-
Kama Reserve (Republic of Tatarstan)/M.Yu. Hunchbacks. Volga Ecol J 3:280–293

Kato H, Phillips OM (1969) On the penetration of a turbulent layer into stratified fluid. J FluidMech
37(4):643

Kelley JGW, Hobgood JSK, Bedford W, Schwab DJ (1998) Generation of three–dimensional lake
model forecasts for lake Erie. Wea Forecast 13:659–687

Kozitskaya VN (1989) The influence of environmental factors (lighting, temperature) on the growth
of algae. Hydrobiol J 6:55–70

Kreiman KD et al (1992) Effect of turbulent mixing on phytoplankton. Water Resour 3:92–97
LykosovVN (1992) About the problem of closing the turbulent boundary layer models with the help
of the equations for the turbulence kinetic energy and its dissipation rate (in Russian). Izvestia,
USSR Academy of Sciences, V.N. Lykosov. Atmos Oceanphys 28:696–704

Mellor CL, Yamada T (1974) A hierarchy of turbulence closure models for planetary boundary
layers. J Atmos Sci 31:1791–1806

Messager ML, Lehner B, Grill G, Nedeva I, Schmitt O, Schmied HM, Bastviken D, Tranvik LJ,
Downing JA et al (2016) Estimating the volume and age of water stored in global lakes using a
geo–statistical approach. Nat Commun 7:13603

Monin AS (1965) Statistical hydromechanics. Part 1. Golitsyna GS, Monin AS, Yaglom AM (eds)
Science, Moscow, p 640

Mortikov EV (2016) Numerical simulation of the motion of an ice keel in stratified flow. Izv Atmos
Ocean Phys 52:108–115

Mortikov EV, Glazunov AV, Lykosov VN (2019) Numerical study of plane Couette flow: turbu-
lence statistics and the structure of pressure-strain correlations. Russ J Numer Anal Math Model
34(2):1–14

Price JF (1979) On the scaling of stress–driven entrainment experiments. J Fluid Mech 90(4):50
Stepanenko VM (2007) Numerical modeling of the interaction of the atmosphere with land bodies
of water. Lomonosov Moscow State University. 159p

StepanenkoVM(2018a) Parametrization of seiches for a one-dimensionalmodel of a reservoir/V.M.
Stepanenko. Works of MIPT 10(1):97–111

Stepanenko VM (2018b) Mathematical modeling of the thermal regime and the dynamics of
greenhouse gases in water bodies of land. Lomonosov Moscow State University 361p

Tranvik LJ (2009) Lakes and reservoirs as regulators of carbon cycling and climate/Tranvik LJ,
Downing JA, Cotner JB, Loiselle SA, Striegl RG, Ballatore TJ, Dillon P, Knoll LB, Kutser T et al
Limnol Oceanogr 54:2298–2314

Tsydenov BO, Starchenko AV (2013) Numerical model of the river-lake interaction using the
example of a spring thermal bar in Kamloops Lake. Bulletin of Tomsk State University. Math
Mech 5:102–115

Volodin EM (2013) Earth systemmodel INMCM4: reproduction and forecast of climatic changes in
the 19–21 centuries using the model of the Earth climate system of the INM RAS/E.M. Volodin,
N.A. Diansky, A.V. Gusev. Proc RAS. Physics Atmos Ocean 49(4):379–390

Zilitinkevich SS, Kreiman KD (1990) Theoretical and laboratory research of a thermal bar.
Oceanology 30(5):750–755



The Forecasting and Searching Gemstone
Deposits. Criteria for Forecasting
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Abstract The article describes the geotectonical, structural, magmatic, lithologic
and stratigraphic, mineralogical and geochemical and genetic criteria for predictive
assessment and prospecting for gemstone deposits. As magmatic and lithologic and
stratigraphic criteria, we considered igneous, volcanogenic-sedimentary and exoge-
nous formations, reflecting the genetic or paragenetic connections of gemstones with
host rocks.

Keywords Gemstones · Ore-bearing criterion · Platforms · Shields ·
Tectonic-magmatic activation · Geology province ·Magmatic formation · Facies ·
Mineral paragenesis · Geochemistry · Genesis

1 Introduction

In recent years, there has been an intensive development of methods for estimating
the surface current velocity from satellite optical images of the sea surface. The
impetus for this was the launch of Sentinel-2 satellites, which are equipped with
multi-spectral instruments. This specific instrumentation allows you to get satellite
sun glitter imagery with high spatial resolution and a small time lag. The spatial
resolution is 10 m, with a minimum time lag of 1 s (Kazhdan 1984; Gadiyatov
2013).

The criteria for potential ore-bearing include the prerequisites and signs of ore-
bearing (Kazhdan 1984). Prerequisitesare a set of geological factors that determine
the distribution of minerals in the earth’s crust. Signs of ore potential are minerals or
a high content of a useful component in the studied samples. The predicting estimate
of territory for gemstones is based on a set of favorable geological prerequisites and
signs of ore-bearing (hereinafter, criteria). We considered geotectonic, structural,
igneous, lithologic-stratigraphic, mineralogical-geochemical, and genetic criteria for
the prediction of gemstone deposits.

V. G. Gadiyatov (B) · V. V. Bagdasarova · P. I. Kalugin · O. V. Sibirskikh · A. I. Demidenko
Voronezh State Technical University, Voronezh, Russian Federation
e-mail: gadiatovvg@mail.ru

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
T. Chaplina (ed.), Processes in GeoMedia—Volume II, Springer Geology,
https://doi.org/10.1007/978-3-030-53521-6_34

311

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-53521-6_34&domain=pdf
mailto:gadiatovvg@mail.ru
https://doi.org/10.1007/978-3-030-53521-6_34


312 V. G. Gadiyatov et al.

2 Geotectonic Criteria

The geodynamic deposits of gemstones are located on platforms, in geosynclines,
foldmountains, middle massifs and other structures of the earth’s crust. Each type of
structure is characterized by certain deposits. Therefore, the tectonic position of the
structures is one of the main regional factors for distinguishing geotectonic criteria.

Marble onyx, hematite bloodstone, amber are developed on platforms in
terrigenous-carbonate and terrigenous rocks. Displays of basalt, ultramafic, kimber-
lite magmatism associated with deposits of diamond, chrysolite, demantoid, pyrope,
chrysoprase, nephrite and other minerals are confined to the zones of tectono-
magmatic activation of the platform areas.

On ancient shields, one can find deposits of ruby, sapphire, spinel, beryl, emerald,
topaz, tourmaline, alexandrite and other precious and semi-precious stones,which are
contained in the metamorphic, ultrametamorphic formations, protohorogenic meta-
morphosed and magmatic complexes. On the territory of the Russian Federation, the
Karelia-Kola, Aldan-Stanovoy and Oleneksk-Anabar sub-provinces of gemstones
are located on the shields; they aredescribed in the works on mineragenic zoning of
the Russian Federation and the spatial distribution of deposits of gemstones, along
with other structures (Gadiyatov 2013; Gadiyatov 2013).

Rock crystal, moonstone, obsidians, topaz, beryl, common in Timan-Ural,
South Siberian, Mongol-Okhotsk, Far Eastern and Kamchatka-Sakhalin gemstone
provinces are associated with the salic formations of the orogenic zones of the fold
regions.

Awhole series of gemdeposits of Russia, Brazil, SouthAfrica, and SoutheastAsia
are located among the middle massifs, anticlinoria, deep fault zones, and ophiolite
belts.

3 Structural Criteria

Structural criteria, like geotectonic ones, are based on regularities in the location of
gemstone deposits, but, unlike them, lower order structures are used as criteria (flaws,
various folds, thrusts, faults, etc.). The brachyanticline uplifts with an asymmetrical
structure complicated by faults and fine folding on the wings are confined to crystal-
rich mineralization, which is contained in the anticlinoria cores or at the boundaries
of their articulation with the mobile zones. The Perekatnoerock crystal deposit in
the South Yakut crystal province, localized in the core of the Perekatninskaya anti-
cline can be an example (Gadiyatov 2005). Quartz mineralization is controlled by a
large contact fracture, separating the ore-displaced quartzite stratum from the gneiss
stratum. The most productive deposits of rock crystal are usually located between
intensely and weakly fractured blocks of rock. Crystal-bearing veins are localized in
areas of increased tectonic activity, manifested by milonitization and brecciation of
host Precambrian formations.
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Gemstones can be found in large ring structures that are igneous complexes,
anticlinal folds; they are also controlled by zones of intersection or conjugation of
tectonic disturbances. On the Aldan shield, ring structures are represented by arrays
of alkaline-ultrabasic rocks of the central typeKondyor, Chad, Arbarasta, Inagli. The
chromian-diopside deposit of the same name is associated with the latter (Gadiyatov
2000).

The most important source of jewelry stones are areas of tectonic-magmatic acti-
vation, which appeared at different times and in rocks of different ages. The Pale-
ozoic magmatic activation of the Baltic Shield led to the formation of numerous
ring alkaline massifs, including Khibiny and Lovozero with rare eudialyte, tinguaite,
luyauvrit, and zircon, nepheline, sodalite, etc.

During the Paleozoic tectonic-magmatic activation of the Sayanay protrusion
of the basement of the Siberian platform, syenite-pegmatites with sapphire-like
corundum were formed. In the Transbaikalia and in the Eastern Sayan, topaz, tour-
maline, aquamarine, amethyst, phenakiteare genetically associated with withmeso-
zoicactivization and miarolitic pegmatites and faultmetasomatites.

In the areas of development of the Middle and Late Mesozoic tectonic-
magmatic activation of the Aldan-Stanovoysubprovince rocks, mineragenic zones
with corundum, spinel, garnet, beryl, amethyst, charoite, chromian-diopside and
others are located. As a result of the Middle Proterozoic activation of this region,
monomineralic quartz veins were formed in the deposits of the South Yakut
crystal-bearing province.

InPrecambriangreenstonebelts of different cratons of theworld, there are deposits
of emerald, beryl, and corundum. These include the group of Sandavan emerald
deposits in Zimbabwe (Zeus, Eros, Juno, Eris, Orpheus, etc.), which are located
along the northern branch of thePrecambrian greenstone beltMweza. InAfghanistan,
emerald deposits are located in the Panjaran junction, in Pakistan—in the zone of
the Indian junction—on the border of the Indo-Pakistani subcontinent and Asia,
in Russia (Emerald mines of the Urals)—at the junction of the European and Asian
plates. Deposits of nephrite, jadeite and chrysolite are associated with ophiolite belts.
On the territory of Siberia, more than twenty major belts are known, including those
with rodingite mineralization.

4 Magmatic and Lithological-Stratigraphic Criteria

The basis of the igneous and lithologic and stratigraphic criteria for searchinggem-
stones deposits is the logical connection of gems with the host rocks or with their
complexes, combined into appropriate geological formations. Geological formations
are divided into sedimentary, igneous, volcanogenic, volcanogenic-sedimentary,
exogenous, metamorphic, metasomatic and ore. Among them, the importance
belongs to widespread magmatic formations (Gadiyatov and Bagdasarova 2013). As
prospecting criteria, we identified magmatic, volcanic-sedimentary and exogenous
formations.
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1. Magmatic formations

Just like other minerals, gemstones are connectedto certain rock associations. A
significant amount of them accounts for magmatic formations (Table 1). The basis
of their selection is the similarity of petrographic, petrochemical and geochemical
characteristics of rocks; development within a single large geodynamic structure;
connection with a single stage of the tectono-magmatic evolution of the structure
(Kuznetsov 1989; Bogatikov et al. 1987). By their material composition, magmatic
formations are subdivided into ultramafic, mafic, mafic-salic, and salic, and they, in
turn, are divided by facies into intrusive (plutonic), volcanic-intrusive, and volcanic
(Mosaitis and Moskaleva 1979).

Many gems are associated with ultramafic formations developed in different
regions. Among them, there are emerald, ruby, demantoid, chrysolite, jadeite,
chrysoprase, etc.

The explanation of this “phenomenon” is quite simple: in gemstones of bright
green and red colors, chromium from ultrabasites is the chromophore element.
Ultramafic formations include formations with normal alkalinityof rocks (dunite-
harzburgite, dunite-clinopyroxenite-gabbro, pyroxenite-peridotite) and alkaline-
ultramafic (alkaline-ultramafic with carbonatites, kimberlite).

The group of ultramafic formations with normal alkalinity of rocks is confined
to subduction zones, ophiolite complexes and rifts. They are controlled by deep
regional faults. Ultrabasites are distinguished by increased magnesia (MgO—40–
48%), undersaturation of silica, alkalis and aluminum. In jadeite, elevated levels of
F, Cl, Be, Cr and V are noted; in nephrite-containing rocks—Ba, Sr, Zn, Cr and Ni.

The complex of rocks of the dunite-clinopyroxenite-gabbro formation is repre-
sented by dunites, gabbros, wehrlites, etc. The deposits of emerald, chrysolite ruby,
and demantoid are associatedwith the formation.An example is the above-mentioned
group of Sandavan emerald deposits, in which emeralds are found in the zone
of contact between pegmatites and ultrabasic rocks, and they are concentrated in
pockets, where pegmatites are heavily crushed. Themost favorable factor for emerald
mineralization is the presence of actinolite schist zones in pegmatite and pegmatite
veinlets in adjacent actinolite schists (Zwaan 1997).

The rocks of the pyroxenite-peridotite formation (lherzolites, websterites,
olivinites) contain demantoid and chrysoprase. The main minerals are olivine,
pyroxene, hornblende. The formation is characterized by low magnesium
concentrations (up to 20–30%) in ultrabasites and high silica, iron, and
calcium contents. Formations include the Bobrowka, Poldnevskoye (Middle Ural
subprovince), the Chechatvayam and Tamvatneydemantoid deposits (Koryak-
Kamchatka subprovince), and the chrysoprase deposit—Sarykulboldy (Kazakhstan).

The group of alkaline-ultramafic formations is distributed on shields, in the
marginal parts of ancient platforms, in the zones of their activation and in the
continental rift zones. A distinctive feature of the alkaline-ultramafic formation with
carbonatites is a high content of alkalis, Al, Ti, Ca, P, Fe, along with a high content of
Cr, Mg in olivinites and pyroxenites. Accessory minerals are represented by sphene,
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zircon, apatite, eudialyte. An example is the Inagli deposit of chromian-diopside, the
Kugda and Bor-Uryakh deposits of chrysolite.

The kimberlite formation is confined to the areas of activation of the platform
areas and to the zones of long-lived faultscommon in the Yakut diamondiferous
province. Diamondiferous rocks of the formation are kimberlites, tuff breccias,
picriticporphyrites; in the Argyll deposit—lamproites. The rock-forming minerals
are olivine, serpentine, phlogopite, enstatite, pyrope, chromite, magnetite, ilmenite,
apatite, calcite, etc. They are characterized by high magnesia, undersaturation of
silica, elevated potassium, chromium, titanium, phosphorus, CO2, H2O. Lamproites
consist of forsterite, diopside, phlogopite, leucite, orthoclase. Accessory minerals
are chromic spinel, ilmenite, zircon, perovskite.

In addition to diamonds, kimberlites contain pyrope and chrysolite. The industrial
contents of the latter are in the diamondiferous mines Mir, Udachnaya-Zapadnaya
(pyrope), Udachnaya-Vostochnaya (chrysolite).

The mafic formations include andesite-basalt, basalt-dolerite, trachybasalt forma-
tions, as well as alkaline basaltoid and alkaline gabbroid formations. Agates,
carnelian, Iceland spar are associated with the andesite-basaltic formation.
Distributed in the orogenic zones of folded structures.As an example, Burunda and
Norskoe agate and carnelian deposits, included in the Selemdzhinskiy group of fields.

The basalt-dolerite formation occupies significant areas on the Siberian platform
and is also common on the East European platform. It is confined to negative struc-
tures of the platforms activation zones. Like the previous formation, it contains
agate, carnelian, Iceland spar and amethyst. The complex of rocks is represented
by tholeitic basalts (trapps), dolerites, gabbros, and tuffs. They are characterized by
sodiumand potassium types of alkalinity; the silica content does not exceed 55%.The
main deposits are Ivskoye andChaichye (Timangemstoneregion), Vilyuiskagatonous
region (Oleneksk-Anabarsubprovince).

The deflection zones of themarginal parts of the platforms are occupied by forma-
tions of the trachybasalt formation, which are known on the western slope of the
Urals, in the Eastern Sayan Mountains, etc. The rocks are trachybasalts, tefrites,
and basalts; lie in the form of flows in the fault zones. They are moderately under-
saturated with silica (SiO2–46–48%), enriched with Ti and alkalis (Na >K). Themain
gemstones of the formation are ferruginous olivine, zircon, sapphire, but they do not
form large clusters. The formation of alkaline basaltoids and alkaline gabbroids is
characteristic of regions with epiogenic rifting and for zones of deep faults (Karelia-
Kola region, Kuznetsk Alatau, Aldan-Stanovoy shield). The main gemstones are
chrysolite, chrome diopside, sapphire, zircon.

The mafic-salic formations include a group of andesitic and granodiorite forma-
tions that include basalts, andesites, gabbrodiorites, etc. The formations are located on
Precambrian platforms, making up folded areas and shields and arepoorly productive
forgemstones.

The gabbro-anorthosite formation is located on the Aldan-Stanovoy shield,
in Karelia, Primorye, etc. It contains an iridescent labrador. It is represented
by anorthosites, labradorites, gabbros, pyroxenites, gabbro-anorthosites. In the
Charo-Olekminskaya and Uchur-Maimakanskayasubprovinces of the East-Siberian
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province,there are, respectively, the Saibolokh deposit of iridescent anorthosite and
the Gerandeposit of labradorite.

Salic formations (dacite-liparite, liparite, granite, rapakivi granites, leucogranitic,
alaskitic, alkaline-granite) include acid effusive and intrusive rocks that are super-
saturated with silica.

The dacite-liparite formation is developed in fold areas. It is associated with
the manifestations of moonstone, agate, carnelian, rose quartz. It is represented
by a complex of rocks containing andesi-dacite, dacite, liparite, granodiorite-
porphyry, quartz porphyry. All rocks are supersaturatedwith silica (SiO2—70–78%).
The formation is spread in the Okhotsk-Chukotka and East-Sikhote-Alin volcanic
zones, in the Caucasus, etc. The Mustahskoyediposit of carnelian, located in the
Kolyma-Indigirskysubprovince, can be an example.

No less productive is the liparite formation, which, in addition to the fold regions,
also develops into the orogenic stage of tectonic-magmatic activation. Among the
gemstones, the leading place is occupied by obsidian, perlite, moonstone, carnelian,
amethyst. The complex of rocks is represented by liparites, ignimbrites, perlites,
granite-porphyries, quartz porphyries, also supersaturated with silica.

The formation is widespread in the Eastern Sikhote-Alin, the Chukotka-Okhotsk
belt, the Verkhoyansk-Kolyma fold system, in the Caucasus. The Kedon amethyst
deposit is located in the mineralized rhyolites of the Kolyma-Indigirka subprovince,
and the Payalpan and Nosichanobsidians deposits are located in the Koryak-
Kamchatka subprovince.

The granite formation is developed in zones of deep faults and in fold areas. It
includes normal two-feldspar granites, granodiorites, aplites, pegmatites, greisens,
skarns. Postmagmaticgemstone deposits, including beryl, topaz, rock crystal,
amethyst, epidote, garnet, vesuvian, are genetically associated with the formation.
In the rocks of this formation, there are the Murzinskoye beryl deposit, the Vatikh
amethyst deposit (Middle Ural subprovince), the Adun-Chelonskoe topaz deposit,
Sherlovogorsky beryl deposit (Mongolia-Okhotsk subprovince), etc.

The rapakivi granite formation is characteristic of the protogornic stage of the
Precambrian platforms. Miarolitic pegmatites with rock crystal, amethyst, topaz,
beryl are associated with rapakivi granites. The complex of the rocks is represented
by porphyraceousrapakivi granites, fine-grained granites, granite-porphyries, aplites,
syenites, and greisens. The formation is common in Karelia and Transbaikalia. An
example is the Karelia-Kola subprovince, which occupies the territory of the Baltic
shield. In the area of the towns of Vyborg and Pitkyaranta, there are the Vyborg
massif of rapakivi granites (the Vozrozhdenie, Ilinskoe, Ala-Noskou deposits) and
the Salminsky massif (the Mustovara deposit).

Tourmaline, topaz, fluorite, rock crystal are localized in the rocks of the
leucogranite formation. An example is the Malkhanskoe deposit of tourma-
line, VeinsMokhovaya, Savvateevskaya and GremyachinskayaMine, represented by
miarolitic pegmatites, but slightly replaced by lepidolite and cleavelandite.

The Alaskan formation combines the association of ultra-acidic and acidic rocks
associated with the vulcanites of the liparite composition. This association completes
the granitoid magmatism of the orogenic stage, with the characteristic association



322 V. G. Gadiyatov et al.

of bodies of alaskites andvolcanics to ring structures. Topaz, beryl, and tourma-
line are associated with the rocks of this formation. Petrographic composition of
rocks is represented by alaskites, leucocratic porphyric granites, subalkaline granites.
The development of greisens and pegmatites is characteristic. Alakskite granites are
distributed within the Okhotsk-Chukotka volcanic belt, the Gorno-Altai region, the
junction zone of the caledonides of the Dzungaro-Balkhash and Chingiz-Tarbagatay
fold systems.

The alkaline-granite formation is known within the fold areas and ancient plat-
forms (Transbaikalia, Kola Peninsula). The main gemstones are zircon, spinel, fluo-
rite. Alkaline granites are composed of potassium feldspar, albite; dark minerals
are represented by aegirine, ribekit, lepidomelane. Zircon-sphen-magnetite-apatite-
fluorite accessory mineralization is characteristic for the rocks of the formation;
spinel, garnet, epidote, rutile, astrophyllite, uraninite, uranotorite may be present.

Zircon, sodalite, cancrinite, eudialyte, astrophilite are associated with the forma-
tion of phonoliths, alkaline trachytes, nepheline (agpaitic) syenites. The complex
of rocks is represented by urtites, yolites, melteigites, luyavrites, khibinites, and
foyaits. An example of this formation is the Khibinsky and Lovozero massifs on the
Kola Peninsula, Tomtor and Dogdo massifs in the marginal part of the Aldan shield,
alkaline volcanic-intrusive complexes of the East African rift.

The main gemstones of the leucitofir, nepheline, pseudoleucite and alka-
line syenite formation are charoite, amethyst, zircon. The main minerals are
nepheline,microcline, albite, pseudoleucite, aegirine-augite, arfvedsonite, gastingsit,
lepidomelan; accessory and minor minerals—apatite, sphene, zircon, baddeleyite,
fluorite, analcime, cancrinite, zeolites, scapolite, tourmaline, fluorite. In the western
and central parts of the Aldan-Stanovoy shield, there are deposits of the Lilac Stone
charoite and the Obman amethyst, which are associated with alkaline Mesozoic
formation complexes (Gadiyatov and Sibirskihk 2015).

2. Volcanogenic-sedimentary and exogenous formations

Many gemstones are genetically associated with volcanogenic-sedimentary and
exogenous rocks, combined in a formation given in Table 2. Among volcanogenic-
sedimentary rocks, the main importance belongs to effusive-siliceous and shale-
siliceous formations, which are widespread in the middle massifs and fold structures.

An effusive-siliceous formation is characteristic of the middle massifs of the fold
zones. It combines the association of basic and acidic effusive, siliceous shales, tuffs
and jaspers. The main gemstones are rhodonite and jasper. In the Urals, rhodonite
deposits formed in the Devonian in tectonically active areas. They are confined to
the wings of negative structures, on which manganese precipitated in the sea basin.
The bodies of jasper are associated with stratification of interbedded acidic and basic
effusive, volcanic tuffs, and sedimentary deep-water siliceous rocks. In the formation
of deposits, the leading role belongs to regional metamorphism.

Shale-siliceous formation is common in the fold zones. Rocks are represented by
siliceous shales, but sometimes tuffs are included. Primary importance belongs to
rhodochrosite and rhodonitis.
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Exogenous formations that are genetically associated with weathering crusts and
placers are common in folds of structures and on shields. They includechemogenic-
carbonate, linear-fractured weathering crusts, continental and coastal alluvial
deposits. A chemogenic-carbonate formation contains deposits of marble onyx,
amber, and jet. The enclosing rocks are carbonate formations and various shales.
The rocks of the linear-fractured crust formation contain deposits of turquoise,
malachite, chrysoprase, opal, and cacholong. It is confined to weathering crusts of
igneous and volcanic-sedimentary rocks. Placer formations are developed on plat-
forms, folded areas, on a platform cover. It contains rhinestone and various precious
and semiprecious stones.

5 Mineralogical and Geochemical Criteria

Asmineralogical and geochemical criteria, we distinguish a set of criteria with stable
links between gemstones, minerals and their chemical properties. The presence of
certainminerals or elevated concentrations of chemical elements in ore-bearing rocks
is the object of study.

When searching for gemstones, one of the leading places is assigned to the typo-
morphic features of the minerals, thanks to which ore bodies and mineragenic zones
that are promising for gemstones can be distinguished.Thus, the criterion of ruby
mineralization in marbles is pyrite and pseudomorphs on it, forming octahedra and
pentandodecahedra.

Reliable criteria for prospecting and searching are accessory minerals and their
associations. Thus, ruby accessories are red spinel, phlogopite, chrome marga-
site, green tourmaline, rutile, sphene, fluorite, pyrite, margarite, diasporas. Crystal-
bearing veins in quartzitesare accompanied by pyrite, apatite, sphene,monazite, tour-
maline, calcite, fluorite, barite, etc. The presence of fluorite is one of the prospecting
criteria for finding beryl in miarolitic pegmatites or greisens (Yurgenson 2001).
Fluorite from druse contains high amounts of Y, Sn, Bi, Yb, La.

In pegmatites with gemstones, the role of F, Cl, Hg increases, the total content
of Fe decreases and the ratio Si/Al, K/Rb, Rb/Cs decreases; Rb, Cs, Tl, Li contents
increase in micas and potassium field spars (Drozdov et al. 1986). According to the
content of rare alkaline elements in microcline, muscovite and beryl, micaceous and
raremetal pegmatite can be distinguished. In theseminerals of rare-metal pegmatites,
concentrations of Li and Rb are significantly increased compared with micaceous
pegmatites. In addition, the ratio of K/Rb and K/Cs in muscovite and microcline is
several times higher than in mica-bearing pegmatites. The rock-forming minerals of
rare-metal pegmatites are characterized by elevated levels of Li, Rb, Cs, Be, Tl, F and
low ones of Ba, Pb. High concentrations of Rb, Cs, K, as well as a low Rb/Cs ratio,
are noted in miarolitic pegmatites (Solodov et al. 1980). Pegmatite vein minerals
with beryllium mineralization contain high concentrations of Be.
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Serpentinizeddunites enriched in magnetite and halos of Cr, F, Ni, Hg, Ba, Sr
serve as criteria for identifying zones of metasomatites with chrome diopside in the
Inaglideposit (Gadiyatov 2002).

6 Genetic Criteria

Genetic criteria are an integral part of the scientifically based prospecting of gemstone
raw materials;they are based on the spatial and genetic relationship of gemstones
with rocks of a certain genesis. According to the conditions of formation, gemstone
deposits are divided into endogenous, exogenous and metamorphogenic. Most of
the deposits are of endogenous origin and are igneous, pegmatite, hydrothermal-
metasomatic, hydrothermal, etc. The composition of igneous rocks is determined
by the concentrations of chemical elements and, accordingly, their specialization in
gemstones.

The main industrial minerals of magmatic deposits are diamond, pyrope, chryso-
lite, sapphire, zircon, etc. Pegmatite deposits contain quartz, aquamarine, topaz,
beryl, emerald, tourmaline, amazonite, kunzite, etc. Emerald deposits are genet-
ically associated with ultrabasic massifs but localized in exocontact of granitoid
complexes with leucocratic, alaskite, subalkaline, and fluorine-lithium granites of
rare metal specialization.

The exogenous deposits of turquoise, chrysoprase, opal, cacholong, malachite,
marble onyx, bloodstone hematite, amber, gagata are localized in weathering crusts,
placers and in sedimentary rocks.

Metamorphogenic deposits of rhodonite, jasper, petrified wood, almandine,
rhodolite, spessartine, rock crystal, corundum, sapphire, and spinel are found in
metamorphic and metamorphic formations. The metamorphism of the amphibolite
facies is a favorable sign of corundum mineralization in the rocks of the dunite-
harzburgite formation (Tatarinov 2002). In this metamorphic facies, gabbroids turn
into amphibolites, orthopyroxenites undergo gabbroization, and plagioclase develops
in them; corundum-phlogopite-oligoclase, corundum-phlogopite-vermiculite meta-
somatites, ruby-spinel-containing magnesian skarns are formed. The metamorphism
of the amphibolite facies is manifested in Precambrian ultramafites and in a number
of other rocks of the Aldan-Stanovoy subprovince.

Phlogopite deposits of the same subprovince containing spinel are confined to
areas of granulitic facies of metamorphism of low pressures. The formation of
diopside-spinel rocks occurs at the initial stage of the formation of magnesian skarns.
Spinel develops on alkaline and aluminous rocks, and diopside—on rocks enriched
with quartz. In areas with lower metamorphism of dolomite marbles, lapis lazuli is
formed, crystallization of which occurs when the alkalinity of the mineral-forming
medium that occurs during skarn formation is high.

The formation of rock crystal, garnet, jadeite, jade and other gemstones occurs at
the regressive stage of regional metamorphism. Regional metamorphism of dolomite
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marbles also contributes to the formation of ruby. In this case, the rocks should be
metamorphosed not lower than the epidote-amphibolite facies.

During the formation of deposits of gemstone raw materials, a significant contri-
bution was made by regional-metamorphic, metasomatic, hydrothermal and contact-
metasomatic processes, which should be taken into account when prospecting.

7 Conclusions

1. Geotectonic, structural, igneous, lithologic-stratigraphic, mineralogical-
geochemical, and genetic criteria are used in prospecting and searching
for gemstone deposits. Geotectonic and structural criteria can be considered as
a regional prospecting carried out at the initial stage.

2. The main value belongs to the magmatic, volcanogenic-sedimentary and exoge-
nous formations, which are given as prospecting criteria. They are based on
the regular connections of gemstones with host rocks or their complexes. The
magmatic formations are characterized by confinement to certain types of
tectonic structures and have petrogeochemical features inherent only in them.

3. The main proper magmatic minerals are diamond, pyrope, chrysolite, sapphire,
zircon, agate, carnelian, and others. Pegmatites contain quartz, aquamarine,
topaz, beryl, emerald, tourmaline, and others. Emerald deposits are genetically
associated with ultrabasic rocks but localize in exocontacts with complexes of
leucocratic sublattice, fluorine-lithium granites with rare metal specialization.

4. Exogenous deposits of turquoise, chrysoprase, opal, kahalong,malachite, marble
onyx, bloodstone hematite, amber, jet are found in the weathering crusts of
sedimentary rocks and in placers.

5. Deposits of rhodonite, jasper, silicified tree, almandine,rhodolite, spessartine,
rock crystal, corundum, sapphire, spinel are confined to metamorphic and meta-
morphosed rocks. Themetamorphismof the amphibolite facies is a favorable sign
of corundum mineralization in the rocks of the dunite-harzburgite formation.

6. If there are accessory minerals or elevated concentrations of chemical elements
and their associations in various ore-bearing rocks, mineralogical and geochem-
ical criteria are used.

7. The belonging of gemstone deposit to a certain genetic group is the basis for
prospecting using the corresponding genetic criteria. However, at the same time,
it is necessary to take into account the secondary processes that have affected the
host rocks.
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Weddell-Scotia Continental Bridge
Destruction

A. A. Schreider and A. E. Sazhneva

Abstract The paleogeodynamical poles and rotation angles, describing the process
of the Weddell–Scotia America Continental Bridge destruction for the first lime are
calculated. On this basis the first paleogeodynamical reconstruction of fragmentation
at the areas of south Scotia-Weddell area is restored.

Keywords Weddell · Scotia · Continental bridge · Paleogeodynamics

The presence of a continental bridge between the South American and Antarctic
continents in the geological past is not in doubt (Hain 2001). At the same time, the
initial configuration and stages of its destruction in time and space are interpreted
contradictory in the world literary sources. In the published studies there is no single
approach to c (figuration and mutual position of individual elements of the bridge
determination at the initial stage of its development (Brown et al. 2006; Wit 1977;
Verand et al. 2012). The dating of the continental bridge split beginning also varies in
different studies. So in (Livermote et al. 2005) it dates back to the age of 34 million
years and in (Verand et al. 2012; Eagles et al. 2006) it dates back to the age of 27
million years. In (Barker et al. 2013) the split process is limited to a time frame of
25.2–45.2million years. There is no quantitative basis for reconstructing the stages of
bottom evolution, including Euler poles and angles of turns in the published studies.
This reflects (for example, (Eagles and Vaugham 2009)) the scarcity of available
geological and geophysical materials, which does not allow to confidently restore
the evolution of the bridge elements.

In recent years, a certain amount of geological and geophysical data has been
obtained in the South-East of the Scotia Sea, primarily in the expeditions of the
Spanish research vessel “Hesperidas”. The complex analysis of these data allows to
find out questions of evolution of elements of the bridge among which the important
role is given to underwater elevations of the continental nature shoals Herd man,
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Disco very, Bruce, Peary, Terror with the separating basins Scan, Dow, Protector,
Presented work is devoted to studying of a bottom of these basins.

The computer technique for the best combination of isobaths limiting slopes of
continents on edges of Atlantic Ocean was offered in (Builard et al. 1965), The
combination was carried out by trial and error, by minimizing the angular disagree-
ment measured along Eulerian latitudes. The technique illustrated the principle that
the best alignment can be made for Mb contours that are established or assumed to
have once formed a single contour, № implementing the principle of better align-
ment, it is possible to achieve reunification and restoration of the primary continuity
of all contours, including isochrones, isobaths, isohypses, etc., According to the
electronic Soal on bottom bathymetry (www.topex.ucsd.edu/html/mar_topo.html)
the slopes profiles of the basins Scan, Dow, Protector in the direction perpendicular
to the strike are built with inter-profile intervals of 10 miles. The analysis of the
slopes profiles obtained testifies that practically all of it consist of three parts. The
upper and lower parts of the slopes are characterized by varying steepness along
the profile. The upper part of the slope lies shallower than 2 km for the Scan basin,
shallower than 2.3 km for the Dow basin and 2.1 km for the Protector basin. The
lower part of the slope lies below 3.1 km for (the Scan basin, deeper 3.3 km for
the Dow basin and 3.1 km for the Protector basin. The Central part of the slopes,
enclosed in the depth range of |2.3–3.0 km (Scan and Protector basins), 2.5–3.2 km
(Dow basin), is the steepest and has a relatively constant slope along each individual
profile. The distance between the slope isobaths 2.3 and 3.0 km projections to the day
surface (Scan basin), 2.5–3.2 (Dow basin), 2.3–3.0 (Protector basin) is considered
as a working base for the individual slope angle (steepness) calculation along each
of the profiles.

Sedimentation in various areas of the depressions (basins) led to filling them with
sedimentary rocks, accompanied by flattening in time (routing of slope angle) due
to the slopes smoothing with sediments. The smoothing is uneven in time and space.
This unevenness is associated with both the distribution and redistribution of areas
of demolition, and with the sliding of the accumulated sediments down the slope due
to stability breakdown. Instability of sediments occurs due to the accumulation of
critical mass, leading to the excess of the sliding force over the friction force (along
the interface inside the sediments or along the basement surface), which keeps the
sediments from sliding at a given slope steepness. The movement of specific portions
of the sediments occurs gradually or is of a pulsed nature. An important contribution
to the mobility of the sedimentary mass on the continental slope is also made by
the steepness of the moving mass basement surface. At low angles of inclination
and other conditions being equal, the movement of sedimentary mass on the slope
will take place with very low velocities. Estimates show that in order to overcome
the adhesion force between sediment layers (in the Scan, Dow, Protector, Powell
basins there are silts, clays, sandstones) and avalanche-like disruption of them down
the slope and quicken to a significant (up to many tens of km h) sliding velocities,
other conditions being equal, the sliding surface slope have to exceed 3° (Zhmur
et al. 2002; Schreider 2005). Among the triggering causes of sediments sliding down
the slope, an important place is occupied by the impact of exogenous (for example,

http://www.topex.ucsd.edu/html/mar_topo.html
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regular currents) and endogenous (for example, earthquakes) factors on the sediment
mass.

Based on the above, in this paper, Bullard’s method is first used for the case of
imbibing the isobaths of the Scan, Dow, Protector, Powell basins slopes. Numerous
tests of the correctivity of different sections of different and homonymous isobaths
have shown that the most suitable for the paleogeodynamic analysis are sections of
isobaths in the intervals 3.3–2.9, 2.5–3.0, 2.5–2.9 km, respectively The slopes in this
range of depth are the steepest (the average slope angle of the slope surface exceeds
5th) and, according to the above information about the causes of the sedimentary
layer slip, having the least power of sediments layer (or even completely stripped).

Calculations of Euler poles and rotation angles were carried out according in
the original programs developed in the Laboratory of Geophysics and Tectonics
of the World Ocean Floor of Shirshov Institute of Oceanology, Russian Academy
of Sciences, incorporated into the software environment Global Mapper (Schreider
2011; Zonenshain et al. 1990) and die calculation principles for which are set out in
(Zonenshain et al. 1990; Schreider et al. 2016).

The most profound part of the analyzed basins Scan, Dow, Protector has width of
about a hundred ormore kilometers and is characterized by depths up to 4 km. Forma-
tion of this basins could go in accordance with knownWernicke scheme NB, Due to
discrepancy (sliding) of the continental crust block of Bruce elevation Eastern part
and Western periphery of the continental block Discovery shoal (Scan basin), shoals
Piri Eastern part and Western periphery of the Bruce shoal continental block (Dow
basin), Teror shoal Eastern part and Western periphery of the Piri shoal continental
block (Protector basin).

Numerous tests of the connectivity of different sections of different and epony-
mous isobaths slopes of basins showed the following results. At the position of the
Euler pole of finite rotation at the point with coordinates 58.42° S, 33.43° W it is
possible to obtain a very good combination of the isobath 2.6 km of the Western
slope of Herdman Shoal with such an isobath on the Eastern slope of the Discovery
Shoal on the South of 60° S for 60 km The angle of rotation was 2.9° ± 0.7°, The
standard deviation in the calculated alignment points was 12 km (7 alignment points).
According to calculations, at the position of the Euler pole of finite rotation at a point
with coordinates 57.28° S 38.13° W it is possible to obtain a very good combination
of the isobaths 2.6 km in the Western slope of the Discovery Shoal with such an
isobaths on the Eastern slope of the Bruce Rise on the South of 61° S for 80 km. The
angle of rotation was 6 ± 0.9°, The standard deviation in the calculated alignment
points was 8 km (6 alignment points) Fig. 1.

At the position of the Euler pole of finite rotation at a point with coordinates 56.2
I� S 42.09′′ W it is possible to obtain very good combination of the isobath 2.6 km of
the Western slope of the Bruce Shoal with that of the isobaths on the Eastern slope
of the Pirie Shoal on the South of 59.5° S for 110 km. The angle of rotation was
8.7U ± 1.2°. The standard deviation in the calculated alignment points was 12 km
(9 aliment points).

According to calculations, at the position of the Euler pole of finite rotation at
a point with coordinates 57.32° S 49.3 G W it is possible to obtain a very good
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Fig. 1 The current (a) position of the basins in (he Scotia sea: Teror (1), Piri (2), Bruce (3),
Discovery (4), Herdman (5) at an isobaths of 2.6 km and restored (b) configuration of the American-
Antarctic continental bridge Herdman Discovery Bruce Piri Teror as a result of paleogeodynamic
reconstructions. The values of latitude and longitude in the area of the restored continental bridge
are given to those Tor the present position of the Teror Shoal (according to [16] with modification)

combination of the isobaths 2.6 km of the Western slope of the Piri Shoal with that
of the isobath on the Eastern slope of the Teror Shoal on the South of 60.3° S for
90 km. The angle of rotation was 2.9°± 0.5°, the standard deviation in the calculated
alignment points was 8 km (10 alignment points).

The reconstruction of the single continental uplift Herdman Discovery Biuce
Pirie Teror original configuration is produced as a result of the performed paleogeo-
dynamic calculations. It had a length of up to seven hundred kilometers with a width
of one and a half hundred kilometers (Fig. 1), The above estimates of the time of
splitting and divergence of continental fragments do not contradict the assumption
(Barker et al. 2013) that this process took place in the interval 45–25 million years
ago.

Thus, the first paleogeodynamic reconstructions of the destruction (fragmenta-
tion) of the American-Antarctic continental bridge, which merged numerous under-
water shoals in the Scotia sea, the most important of which are Tenor, Pirie, Bruce,
Discovery, Herdman, separated by tectonic disturbances and Protector, Dow, Scan
basins, were carried out in the basis of Eulerian poles and angles of rotation
calculation,
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Influence of Large-Scale Atmospheric
Circulation Modes on the Danube Runoff
Anomalies During the Flood Period

V. L. Pososhkov

Abstract The statistical model for the anomalies of mean monthly runoff of the
Danube River forecast in the spring season is proposed. An artificial neural network
is used as a model. The predictors are the mean monthly values of the atmospheric
circulation indices in wintertime. The time interval between 1950 and 2910 is consid-
ered. The model is tested using two criteria: correlation coefficient and Willmott’s
“agreement index”. Their values in the most successful forecasts are 0.59 and 0.75
respectively. It is shown that the greatest impact on the Danube River runoff is caused
by the Eurasian with a lead time of up to three months.

Keywords Danube runoff · Atmospheric circulation indices · Artificial neural
networks

1 Introduction

Despite the fact that the dynamics of theDanube’s flow has been studiedwell enough,
the interest in this issue is still not weakening. This is related both to flood safety
in the Danube basin countries and to problems affecting the environment and the
development of hydropower, fisheries and agriculture.

As far as the Black Sea region is concerned, the predictability of the Danube’s
runoff is important in terms of its impact on the desalination of the North-Western
Black Sea (NWBS) waters. It is well known that (Bolshakov 1970; Ivanov and
Belokopytov 2011) the NWBS differs in many features from other areas of the sea.
At a relatively shallow average depth of 27.7 m and a volume of water of about 1910
(Berenbeim 1963), the discharge of Black Sea rivers such as theDanube, Dnieper and
other rivers in the volume of about 265–267 km3 per year (Ivanov and Belokopytov
2011; Berenbeim 1963) has a significant impact on the hydrological and biochemical
characteristics of waters in the area.
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Statistical models of the Danube runoff forecast are attempted using long-distance
links between riverbed water discharge and large–scale processes in the Atlantic-
European Ocean-Atmosphere system. Thus, the relations between the variability of
the Danube runoff anomalies and the North Atlantic Oscillation Index (NAO) and
the El Niño–South Oscillation (ENSO) is studied in (Rimbu et al. 2004). The authors
have shown that both NAO and ENSO have a significant influence on the variability
of the Danube river runoff.

The statistical scheme of seasonal forecasting of Danube runoff anomalies using
surface temperature (SST) anomalies in several key Atlantic regions as predictors is
described in (Rimbu et al. 2005).

The scheme of statistical forecasting of the Danube runoff anomalies on the basis
of atmospheric circulation in theAtlantic-European sector is constructed in (Polonsky
et al. 2010). The forecast scheme is based on artificial neural networks (ANN). The
first and second order autoregressive models are used.

In this paper, we pose the problem of the role of teleconnection atmospheric
indices (as a function of influence) in the fluctuations of the Danube runoff not in
a particular month, but entirely during the spring flood, when the Danube runoff
anomalies are maximum. During this flood period (March-May) the average runoff
is about 34% of the annual flow rate (Berenbeim 1963).

In the prognostic problem, the time lag between the atmospheric predictors and the
Danube runoff anomalies is of great importance. It depends on a variety of processes
and conditions above the catchment area and takes into account the duration of the
channel water recharge process throughout the river.

The purpose of this work is to assess the degree of predictability (with appropriate
lead time) of the anomalies ofmeanmonthlyDanube flow rate during the flood period
using the atmos-pheric circulation indices.

2 Materials Used and Research Methods

To solve the posed problem, long-term series of mean monthly Danube
runoff and standardized indices of atmospheric circulation for the period
1950–2010, are used. The circulation indices from January 1950 are
taken at the website of the prognostic climatic center of the USA
(ftp://ftp.cpc.ncep.noaaa.gov/wd52dg/data/indices/tele_index.nh). Despite the fact
that the time series of the Danube flow is recorded at the Orsova station (44.40° N,
22.22° E), starting from 1840, in this work we have to limit ourselves to a shortened
time period along the Danube runoff due to the lack of data on the atmospheric
indices in the period up to 1950. As a result, the total time interval for all series
provided by the data was 1950–2010.

Artificial neural networks (ANN) are used to construct a statistical forecast
scheme. Danube runoff anomalies are an integral indicator of atmospheric condi-
tions over the catchment. They only indirectly depend on atmospheric conditions
through a lot of intermediate interactions All this is difficult to take into account in
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Fig. 1 Schematic representation of the neural network architecture

linear models, so in this paper, instead of a linear multi–regression approach, pref-
erence is given to non–linear statistical model of the ANN. The advantages of the
ANN method over the multiple regression method are mentioned, in particular, in
(Efimov and Pososhkov 2003).

Thus, the model used a three-layer straight propagation ANN. Schematically, the
neural network architecture is shown in Fig. 1. The network consists of an input layer
(predictors), an intermediate or hidden layer, and an output layer. The essence of the
direct propogation network is that the input signals xi = (x1 . . . xn) pass through
the neural layers in one direction in succession, without feedback. The outlet layer
(predictants) is represented as a single time series, i.e. the average monthly runoff
anomalies of the Danube during the flood period.

Wij, Wj in the figure denote the weight parameters to be determined. The sigmoid
function has been used as an activation function in this paper:

f (x) = 1

1 + e−x

Optimal weights and offsets are achieved by minimizing the target function,
which is based on RMS error functional. Calculation procedure, including mini-
mization of target function according to the scheme presented in Fig. 1, is close
to that described in (Efimov and Pososhkov 2003). As predictors, the standardized
atmospheric circulation indices are used.

Of the nine indices explaining on average about 60% of the dispersion of the
geopotential field anomalies at the level of 500 hPa, five modes are analyzed,
which have the main influence on the European region of the Northern hemi-
sphere. These are the North Atlantic Oscillation (NAO), East Atlantic Oscillation
(EA), Polar–Asian (POL), Eurasian (EA/WR) and Scandinavian (SCAND) modes
(ftp://ftp.cpc.ncep.noaaa.gov/wd52dg/data/indices/tele_index.nh).
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3 Results of the Analysis

The mean monthly values of the atmospheric circulation indices are applied as
predictors to the ANN input. Each index is considered as a separate predictor.
When selecting the significant predictors, the corresponding correlation coefficients
between the runoff anomalies and indices for the three winter months and the first
month of the flood period are preliminary calculated, which are given in Table 1.

It can be seen from the table, first of all, that the East-Atlantic oscillation EA
is of little significance not only in the months with a large time lag, but even in
the first month of the flood (March). Therefore, in further calculations, this index is
excluded from the number of predictors and only 4 atmospheric modes are used in
the following results.

The largest lag (December) relative to the flood period is noted at the Eurasian
and Scandinavian indices, and the smallest (February) at the Polar-Eurasian mode.
The month of March on the basis of the table above is the most significant month
for the North Atlantic oscillation and Polar-Eurasian mode. It is more interesting in
the autoregressive model; the months preceding the flood period are more interesting
in our forecast scheme. In addition, by excluding indices for March from the list of
predictors and leaving only the winter ones for December – February, it is possible
to increase the prior time of the statistical forecast up to 3 months

Predictors for the entire cold period of the year were used in the trial calculations,
but in the final version the choice is made on the 7th winter modes, highlighted in
Table 1 in bold font. The solid line in Fig. 2 refers to the observed anomalies of the
Danube flow rate, the dotted line marks the model curve from the ANN output.

The process of minimizing the rms error functional is called neural network
training At the same time, the study period 1950–2010 is divided into two half–
periods (two samples—calibration and validation). One of the samples is used to
train the network. The rest of the data (not the tinted area in Fig. 2) is used for
validation and forecasting.

The calibration period is arbitrary.Due to the lack of data, the possibility of varying
the lengths of the calibration and testing samples is limited. In order to absorb as

Table 1 Correlation coefficients between monthly average values of circulation indices and
anomalies of the Danube discharge during the flood period

Index December January February March

NAO – 0.02 –0.31 –0.26 –0.34

EA 0.06 – 0.17 – 0.16 – 0.16

POL 0.04 0.08 –0.21 –0.33

EA/WR –0.32 –0.28 –0.33 – 0.06

SCAND 0.24 0.12 – 0.05 0.09

Values that are statistically significant according to Fisher’s test are in bold type in the table
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Fig. 2 Mean monthly runoff anomalies of the Danube River over the flood period (March–May)
according to observations (solid line) and model calculations (dotted line). The tinted area of the
figure refers to the training data sample

many properties of the observed data set as possible, the training period is chosen to
be close to the climatic one, i.e. about 30 years.

Visually, the model good enough replicates observation data both in the future
(forecast) and in the past (“retrospective forecast”) regarding to the period of network
training. Let’s turn to the quantitative estimates. We will use two numerical criteria.
The first is the estimation using the usual correlation coefficient (r). The second
criterion is the so-called “consent index” (Wilmott d-measure (Willmott 1992)),
which is widely used in Western literature:

d = 1 −
∑N

i=1 (Pi − Oi )
2

∑N
i=1

(∣
∣P ′

i

∣
∣ + ∣

∣O ′
i

∣
∣
)2

where N is the total number of values in the data sample, Pi is the model value,
Oi is the observed value, O the average value of the observed value, P

′
i = Pi − O ,

O
′
i = Oi − Ō—deviations from the average value.
Table 2 shows these numerical criteria r and d related to Figs. 2 and 3 and the

numerical estimates are quite significant. Themixed scheme of the statistical forecast
of the ANN (Polonsky et al. 2010) using the atmospheric structures together with the
autoregressive model gives more convincing results, but does not allow us to identify
the influence of atmospheric modes in “pure” form. Here, even if in a limited form,
the main purpose of the forecast is to predict the output signal based on predictors
with a high level of advance up to three months.

Table 2 The validation criteria corresponding to Figs. 2 and 3 (left column—calibration, right—
testing)

r r d d

Figure 2 0.84 0.59 0.95 0.75

Figure 3 0.84 0.54 0.92 0.71
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Fig. 3 The result of modeling with the same parameters as in Fig. 2, but with a different training
sample. The notation is the same as in Fig. 2

Let us focus on the issue of sustainability of the forecast results during the period
under review. As an example, Fig. 3 shows a variant of the forecast obtained from
another training sample shifted in time relatively to Fig. 2 by 11 years.

Only the training sample has been changed. All other parameters of calculations
exactly correspond to Fig. 2. Numerical indicators for this case are also given in
Table 2.

As can be seen from the table, the numerical estimates are close to the ones
obtained during the network training in another sample. The presented examples
show the most successful forecasts made. This results are obtained by carefully
adjusting the neural network parameters. Additional analysis of the stability of corre-
lation coefficients at different time intervals of the period under consideration is
required. Such a task is difficult at this stage because of the limited length of time
series. In the long run, as new data are accumulated, it will be possible to increase
the reliability of the presented forecast scheme.

4 Conclusion

The scheme of statistical forecast of the Danube runoff anomalies with the use of
atmospheric circulation indices as predictors is constructed in this work. The used
indices actually reflect the spatio-temporal structure of the large-scale atmospheric
circulation in the Atlantic-Eurasian region.

As a result of calculations based on the proposed prognostic model with the use of
ANN, the optimal combination of the average monthly winter indices of atmospheric
circulation, which have a significant impact on the runoff anomalies of the Danube
River in the spring flood period.

Calculations have shown that the Eurasian mode is more significant in terms of
time lags. Its influence on the runoff anomalies during the flood period begins in
December of the previous year and does not weaken until March.
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It can be assumed that this large-scale mode due to its large spatial extent has a
significant impact on weather anomalies in all parts of the Danube catchment area.
Thus, due to the vast catchment area the response of the runoff over time will be
different relative to different parts of the catchment area.

The results are validated using numerical criteria such as the correlation coefficient
andWillmott’s consent index, which are equal to one when ideally predicted. Despite
relatively low correlation coefficients between individual predictors and predicted
runoff, ANN model achieves an approach to observations of 59% correlation
coefficient and of 75% agreement index.

These values are far from perfect, since large-scale atmospheric processes are not
the only source of river flow disturbances. But here it is important to emphasize that:
firstly, numerical estimates are significant enough to confirm the existence of long
links to predict flow anomalies during the flood period, and secondly, the time lag of
the predictors involved in the model can reach three months.

Of course, the work presents the best results from the number of performed calcu-
lations which was obtained by careful adjustment of the neural network. The stability
of the result when changing the network parameters may not be sufficient, but the fact
that at this stage relatively short time series are used should be taken into account.
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Experimental Study of the Effect
of Filtration for Low-Mineralized Water
with High Temperature on Changes
in Elastic and Strength Properties
of Reservoir Rocks

S. N. Popov and A. S. Kusaiko

Abstract The paper presents the results of experimental study of the effect of
filtration of low-mineralized water with high temperature through terrigenous core
samples on the elastic-strength and capacitive properties of reservoir rocks. The tech-
nique of laboratory experiments is adduced. The rules of changes in the modulus of
elasticity, Poisson’s ratio and strength properties of samples depending on porosity
and after exposure to water filtration are described. A significant decrease in physical
and mechanical properties of rocks after filtration of low-mineralized high temper-
ature water is shown. The change of compression curves after water injection is
revealed. The results of changes in the elastic-strength properties of reservoir rocks
should be necessarily taken into account during deposits modeling.

Keywords Elastic modulus · Poisson’s ratio · Tensile strengths · Porosity ·
Permeability · Core samples · Low saline water

Injection of reservoir or service water is most often implemented to support stratum
pressure (Mikhailov 2008) in oil fields development. Due to the fact that water is a
chemically active agent, especially if chemical composition differs significantly from
reservoir water, in the injection process, mechanical and chemical effects may occur,
resulting into changes in both the filtration-capacitance and physical-mechanical
properties of reservoir rocks (Hickman 2004; De Gennaro et al. 2009; Karmansky
2010; Popov 2015; Mikhailov and Popov 2015; Popov 2013). If the temperature of
the injected water is much higher than the reservoir temperature, then such effects
will be even more intense.

In connection with the above, in this paper, experimental study of changes in
elastic and strength properties of reservoir rocks without and with filtration of low-
mineralized fresh water are depicted. The studies were carried out on the example
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Fig. 1 Prepared for the research terrigenous core samples

of core samples taken from the terrigenous productive object of one of the Komi
Republic deposits. In the studied deposit-field, oil has very high viscosity, and
therefore, steam injection is used to intensify the outflow.

Due to certain technical difficulties in simulating steam injection in a filtration
facility, it was decided to use in experiments distilled water with temperature close
to the boiling point of water (about 95 °C) as a pumped agent. Such an assumption
can take place if mechanical properties of rocks during steam or water injection are
mainly influenced by the Rebinder effect (reduction of strength due to adsorption of
fresh water) (Rebinder et al. 1944), and not by the effects of dissolution of the rock.
Since the experiments used samples of terrigenous rocks, which are very weakly
soluble in water, this assumption is quite applicable in laboratory modeling.

First of all, core samples were made for research. Samples were drilled from the
original core material so that in each group of six samples (4 standard size samples
with a diameter and height of 30 mm, and 2 samples with a diameter of 30 mm and
a height of 60 mm) were located as close as possible to each other to preserve, if
possible, close filtration-capacitance and physical-mechanical properties. 30 samples
were thus drilled: 20 of standard size (diameter and height 30 mm) and 10 with a size
ratio of 2:1 (diameter 30 mm and height 60 mm). After drilling, all samples were
extracted and dried. Figure 1 illustrates some of the samples obtained.

The characteristics of open porosity, absolute gas permeability and volumedensity
were then determined for the samples (Fig. 2). The sample collectionwas quite repre-
sentative and covers a wide range of changes in porosity and permeability, character-
istic of this productive object. Also, based on the analysis of these graphs, it can be
concluded that the high correlation coefficients between the porosity, permeability
and density of samples indicate their sufficiently homogeneous structure, and there-
fore it is possible to compare their other properties (in particular elastic and strength)
before and after filtration of hot distilled water.
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Fig. 2 Relation of absolute gas permeability (a) and volume density (b) of core samples on porosity

After preliminary studies, the sampleswere saturatedwith a reservoir watermodel
for which mineralization was created by dissolving the NaCl at a concentration of
30 g/dm3. Then the elastic-strength and compression properties were studied without
distilled water filtration for the half of samples (15 pieces):

1. Five definitions of strength limit, according to standard (GOST (state standard)
2115)

2. Five definitions of elastic properties (modulus of elasticity and Poisson’s ratio)
and compressive strength under reservoir conditions;

3. Five definitions of relation of the porosity changewith different values of effective
stresses.

In determining the elastic properties and compressive strength under reservoir
conditions, typical “stress-strain” diagrams were obtained, which displayed the
change in axial and longitudinal deformations depending on the applied axial load.
Figure 3 illustrates two such diagrams for two of tested samples.

The elastic modulus and Poisson’s ratio were determined on the basis of the
obtained stress-strain diagrams (Fig. 3). The maximum value of stresses on these
graphs corresponds to the compressive strength and characterizes the destruction of
the sample.

Further experiments were made with the second half of the samples (15 pieces).
Ten pore volumes of distilled water were filtered through all experimental samples
at a temperature of 95° C to simulate steam injection into the productive formation.
As for the first half of the samples, 5 definitions of tensile strength, 5 determination
of modulus of elasticity, Poisson’s ratio and compressive strength were made, and 5
compression studies were also carried out.

In Fig. 4, the final results of determining the elastic and strength properties of core
samples without and with distilled high temperature water filtration are presented in
graphic form. Due to the fact that in addition to the mechanical and chemical effect
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Fig. 3 Change of axial (red) and transverse (blue) deformations of core samples depending on
axial load

of the influence of water filtration on the elastic-strength properties, the porosity
parameter also is affected, the graphs are plot as the dependency on the value. There
is a clear pattern of changes in strength characteristics andmodulus of elasticity from
porosity (Fig. 4), the exception is the Poisson’s ratio. At the same time, the lines of
dependency of these properties on the capacitive characteristic after water filtration
are significantly lower than without filtration.

Thus, after water filtration, the strength limit of the samples decreased, on average,
by 23.6%, the compressive strength by 31.2%, the elasticity modulus by 26.1%, the
Poisson’s ratio by 28.5%. This fact indicates a very significant effect of filtration of
low-mineralized water with high temperature on the elastic and strength properties
of the reservoir rock and the mechanical and chemical effects manifestation in this
case, including the Rebinder effect. And these facts have to be taken into account
when modeling geomechanical processes in the developing deposits.

Finally, the dependences of the porosity parameter change on the logarithm of the
effective stress change for some samples without and with high temperature distilled
water filtration are presented (Fig. 5). Table 1 shows the compression testing program.

Figure 5 compares the results of compression studies for samples with close
porosity value. While porosity value, for convenience, is compared with maximum
initial value. As can be seen from the figures, water filtration also has significant
impact on the porosity changes patterns with effective stresses increase. In this case,
the limit of porosity reduction increases by several percent, which should indicate an
even more intense decrease in permeability after exposure to distilled water at high
temperature.
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Fig. 4 Changeof strength limit (a), compressive strength (b),modulus of elasticity (c) andPoisson’s
ratio (d) of core samples depending on porosity without and with effect of high temperature distilled
water filtration

The following conclusions can be drawn from all the above:

1. As part of the work, compression studies and studies of the physical andmechan-
ical properties of core samples taken from a terrigenous productive object,
without and taking into account the filtration of low-mineralized water at high
temperature, are carried out.

2. The results of studies of elastic-strength properties showed very high decrease in
elastic (up to 28.5%) and strength (31.2%) properties of the reservoir after water
filtration, which indicates the manifestation of mechanical and chemical effects,
in particular the Rebinder effect.
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Fig. 5 Results of compression studies of some core samples (red—without water filtration, blue—
after water filtration)

Table 1 Core sample compression testing program

No. of step Ppor, MPa Ppres, MPa Peff, MPa Exposition, min

1 1.4 1.9 0.5 20

2 1.4 2.9 1.5 20

3 1.4 4.4 3.0 20

4 1.4 2.9 1.5 20

5 1.4 1.9 0.5 20

3. Compression studies have shown that the ultimate change in porosity increases by
several percent after filtration of distilled high temperature water, which should
indicate an even more intense decrease in permeability after such exposure.

4. The obtained experimental results indicate the necessity to take into account
the effects of the elastic-strength properties reduction for reservoir rocks in the
process ofwater injection in geomechanicalmodeling of the studied deposit-field.
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Study of the Sea Foam Impact
on the Wind-Wave Interaction Within
the Laboratory Modeling

G. A. Baydakov , M. I. Vdovin , A. A. Kandaurov , D. A. Sergeev ,
and Yu. I. Troitskaya

Abstract The results of laboratory modeling of the foam effect on the short-wave
part of the surface wave spectrum and on the pulse exchange in the boundary layer of
the atmosphere are presented. It is shown that the height and root-mean-square slope
of the waves decrease with an increase in area of the surface covered with foam. At
the same time, a significant increase in the coefficient of drag due to an increase in
the overall surface roughness, not associated with waves, is demonstrated.

Keywords Sea foam · Wind-wave interaction · Wave spectrum · Laboratory
modeling

1 Introduction

The interaction of wind flow with surface waves is one of the central problems of
research and parameterization of exchange processes in the boundary layers of the
Atmosphere andOcean.Much attention is paid to the problemof explaining the effect
of the sea surface coefficient of drag saturation at wind velocities exceeding 30 m/s
(see for example (Letchford and Zachry 2009)). The idea of saturation (and even
decrease) of the coefficient of drag of the sea surface at hurricane wind velocity was
first proposed on the basis of theoretical analysis (Emanuel 1986) of the sensitivity of
themaximumwind velocity in a hurricane to the ratio of the enthalpy andmomentum
exchange coefficients, and then was confirmed by a number of field and laboratory
experiments,which showed that the drag coefficient of the sea surface ismuch smaller
compared to the predicted parameterizations obtained formoderate and strongwinds.

Theoretical explanations for the reduction of sea surface drag coefficient are
based on the use of either the characteristics of the air flow over the collapsing
waves (Kudryavtsev and Makin 2007), or the influence of sea spray on the exchange
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of momentum between the wind and the waves (Kudryavtsev and Makin 2011).
Recently, an alternative hypothesis is proposed in (Golbraikh and Shtemler 2016),
where one of the reasons for the decrease in surface drag is the effect of the sea foam
on surface aerodynamic roughness.

2 Experimental Facility

In a laboratory experiment, the influence of foam on the water surface roughness is
studied. The experiments are carried out on the high-Velocity wind-wave tank of the
Institute of Applied Physics of the Russian Academy of Sciences. The channel has a
cross section of 0.4× 0.4 m above the water surface and a length of 10m, the air flow
velocity range on the axis of the channel is 3–25 m/s, the air temperature can take
values between 20 and 30 °C. The pool is filled with fresh water with temperature
of 15 to 20 °C, that is, there is a weak temperature stratification in the air flow. The
value of the surface tension coefficient σ is (7.0 ± 0.15) 10−2 N/m.

Based on the shape of the wind velocity profile in the turbulent boundary layer
described by the logarithmic curve

U (z) = u∗
κ

ln
z

z0
(1)

where u* is the dynamic wind velocity and κ = 0.4 Karman parameter, the roughness
parameter z0 is uniquely related to the drag coefficient CD:

CD =
(

u∗
U (z = 10m)

)2

=
(

κ

ln
(
z
/
z0

)
)2

(2)

The dependence of the drag coefficient on the dynamic wind velocity and the
characteristics of the underlying surface in presence and absence of foam is studied
in the experiments. The scheme of the experimental facility is shown in Fig. 1a.

To create stable foamwith afixeddensity on thewater surface, a specially designed
device (foam generator) is used (Fig. 1b). The generator consists of two tubes with
diameter of 1 cm with side holes with diameter of 2 mm with spatial increment of
7 mm), with side surfaces connected with each other, wrapped in foam rubber. The
device is located horizontally, perpendicular to the channel, with the embedment
of upper part for 2.5 cm. The distance from the beginning of the channel (air flow
inlet) 1.2 m. Through one of the diffusers under height level pressure of 1.5 m
solution is fed with foam-forming agent (main component is sodium lauryl sulfate),
compressed air (1.5 atm) is supplied through the second diffuser for pushing the
solution of foam-forming agent through the foam rubber layer. As a result, a thin
layer of foam is formed on the surface of the water and maintained constant during
the experiment by controlling the pressure and level of the foam solution. sA special



Study of the Sea Foam Impact on the Wind-Wave Interaction … 353

Fig. 1 Scheme of the pilot facility (a): 1—tank with foaming solution, 2—foam generator, 3 and
4—Pitot tube and anemometermounted on the scanning device, 5—string 3-channel wave recorder,
6—wave absorber, 7—anemometer, cross-section (b) of the foam generator

series of measurements aimed at assessing the effect of the foam generator on the
surface wave in the case when only compressed air is supplied to the system showed
that the changes in the parameters of the surface wave compared to a completely
disconnected foam generation system are insignificant (see the results of experiments
below).

Measurements are carried out for three conditions: (1) clean water; (2) clean water
with compressed air supply to the foam generator, but without the supply of foaming
agent; (3) with a fully functioning foam generation system. The measurements are
performed at 6 values of the air flow rate in the channel, which are determined by the
fan velocity. Before and after each series of measurements, the pool water parameters
are monitored to assess the effect of the foaming agent on the water properties. The
surface tension coefficient is measured by the drip method, as well as the viscosity
of the liquid. In all cases, the differences from the initial values of these parameters
are within the accuracy of measurements. Thus, the change in the properties of the
water in th, and, consequently, possible influence on the wind-wave interaction, is
excluded.

Each set of experimental conditions is determined by the parameters of the air
flow (dynamic velocity, wind velocity at standard height, and drag coefficient), the
characteristics of the surface waves (frequency and wave number spectra and the
significant waves height and surface slope dispersion) and the parameters of foam
(area covered by foam and the bubble sizes distribution).

3 Methods and Results of Experiments

The measurement of the air flow parameters is carried out by profiling. For this
purpose, in the working section (at a distance of 7 m from the entrance to the tank),
velocity profiles are measured by use of Pitot tube. The self-similarity of the velocity
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profile is used to determine the parameters of the air boundary layer, the algorithm
is described in (Troitskaya et al. 2012).

For Fig. 2 shows the dependence of the drag coefficient on wind velocity and
dynamic velocity. It can be seen that at wind velocities below 25 m/s (dynamic
velocity about 0.9 m/s) the presence of foam leads to an increase in the drag coeffi-
cient, and at large values of dynamic velocity, a statistically significant dependence
of the drag coefficient on the foam is not revealed.

The waveform characteristics in the tank are measured by the antenna of their
three resistive waveguides located in the corners of a triangle of equal side with
a side of 2.5 cm, the sampling rate of the data is 100 Hz. Space-time spectra are
obtained using the algorithm (Troitskaya et al. 2012), similar to the Wavelet Direc-
tional Method, but using Fourier transform. This data processing makes it possible
to obtain three-dimensional spectra of surface waves S(ω, k, θ) dependence on the
wave frequencyω, wave number k and angle relative to the wind direction θ . Integra-
tion of the obtained spectra by wave number or frequency, gives temporal S(ω, θ) or
spatial angular spectra S(k, θ), respectively. Integration by θ gives isotropic spectra
in frequency and wave number. The upper limit of the wavenumber spectrum is given
by the distance between the waveforms in the wave antenna d, kmax = π

/
d in the

configuration used kmax = 1.25 cm−1.
Analysis of the results showed that the foam changes the spectra of surface waves.

In particular, the effect of decreasing the peak frequency ωp and wave number kp
decreases with increasing velocity. This effect is clearly seen in Fig. 3, where the
dependences ωp and kp on the wind velocity for different modes are presented.

Analysis of the spectra of wind waves showed that the foam causes a noticeable
decrease in the energy of surface waves. This effect of increasing the dissipation of

a b

Fig. 2 The dependence of the drag coefficient on the wind velocity at an altitude of 10 m (a) and
the friction velocity (b). Black symbols—pure water, gray symbols—when working with sodium
lauryl sulfate foam generator, open circles—when working with pure water foam generator
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a b

Fig. 3 The macro button chooses the correct format Dependency of ωp and kp on wind friction
velocity for different modes

surface waves in the foam is confirmed by the dependence of the significant wave
height on the wind friction velocity (Fig. 4a).

In combination with a decrease in the peak wave number, this leads to a strong
decrease in the RMS slope (Fig. 4b). Therefore, the foam on the water surface should
lead to a decrease in the nonlinear effects of wind waves and a decrease in the
waveform resistance.

a b

Fig. 4 Dependences of significant wave height on wind friction velocity and mean square surface
slopes for different modes
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However, the comparison with Fig. 2 shows that despite the decrease in the wave-
form resistance, CD increases with the foam on the water, since the foam causes
roughness not associated with waves.

4 Conclusion

In the course of laboratory modeling of the impact of sea foam on the wind-wave
interaction, it is found that with an increase in the surface coverage area, the high-
frequency waves sharply decrease, which leads to a significant decrease in the mean
square surface slopes of the waves, as well as reduces height of waves. An increase in
the aerodynamic drag coefficient in moderate winds, which is caused by an increase
in the overall non-waves roughness of the surface, is demonstrated.

Acknowledgements The study is conducted under support of RFBR grant 18-35-20068 and grants
of President of Russian Federation MK-144.2019.5 and MK-3184.2019.5.

References

Emanuel KA (1986) An air-sea interaction theory for tropical cyclones. Part I: steady-state
maintenance. J Atmos Sci 43:585–605

Golbraikh E, Shtemler YM (2016) Foam input into the drag coefficient in Hurricane conditions.
Dyn Atmos Oceans 73:1–9

KudryavtsevV,MakinV (2007)Aerodynamic roughness of the sea surface at highwinds. Boundary-
Layer Meteorol 125:289–303

Kudryavtsev V, Makin V (2011) Impact of ocean spray on the dynamics of the marine atmospheric
boundary layer. Boundary Layer Meteorol 140:383–410

Letchford CW, Zachry BC (2009) Onwind, waves, and surface drag. In: EACWE-5, Florence, Italy,
pp 32–42

Troitskaya YuI, Sergeev DA, Kandaurov AA, Baidakov GA, Vdovin MA, Kazakov VI (2012)
Laboratory and theoretical modeling of air-sea momentum transfer under severe wind conditions.
JGR 117:C00J21



On the Influence of Stratification
and Shear on the Turbulent Mixing
in Inland Waters

D. Gladskikh , I. Soustova , Yu. Troitskaya , and E. Mortikov

Abstract The article is devoted to the connection between such characteristics as
the gradient Richardson number and the turbulent Prandtl number, and the authors
propose a parameterization taking this connection into account. Theparameterization
was obtained on the basis of amodifiedmodel of turbulent closure, developed byL.A.
Ostrovsky and Yu. I. Troitskaya back in 1987. In the model, the kinetic approach was
used to determine the turbulent fluxes of momentum, kinetic and potential turbulence
energies in the stratifiedmedium. Proposed parameterization was used by the authors
in the calculation of the thermo-hydrodynamic regime of inland water objects with
the use of three-dimensional hydrostatic model with the modified k-ε scheme, which
allows to take into account the temperature stratification and its influence on the
processes of turbulent mixing. The numerical experiment directed on research of
influence of turbulent number of Prandtl on the description of processes of thermo-
hydrodynamics of lakes and reservoirs on an example of the idealized water object
has been carried out.
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1 Introduction

Inland water objects play a significant role in the processes of interaction between
the Atmosphere and the Hydrosphere, and in this regard, a reliable description of
the thermodynamics of water objects in large-scale weather and climate prediction
models is required (Adamenko1985;Tranvik 2009;Mironov2006, 1991;Long2007;
Ljungemyr 1996). In order to study the physical and hydrological characteristics of
inlandwater objects on seasonal, annual and climatic scales, one-dimensionalmodels
are of most interest today, due to their computational simplicity. However, in order to
study the circulation in particular water object, it is possible to use three-dimensional
models, which, as a rule, imply the approximation of hydrostatics. In description of
the vertical turbulentmixing processes,most numericalmodels use local closurewith
the use of gradient hypotheses (Monin 1965) to express momentum of the higher
order characterizing the turbulent flows of a particular value through the moments
of a lower order.

Themost popular are schemes involving such prognostic equations as the turbulent
kinetic energy (k, TKE) equation and the TKE dissipation rate equation. In the
standard k-ε model the turbulent Prandtl number PrT = Km/Kh = κ−1

ρ linking Pr
T

=
Km/Kh = κρ

−1 the coefficients of turbulent viscosity Km and thermal conductivity
Kh is constant and does not depend on the type of stratification and shear flow.
However, as shown by laboratory and field experiments (Monin 1965), κρ = Pr−1

T
is a decreasing function of the gradient Richardson number Ri = N 2/V 2

0z , (where
N—the Brunt-Vaisala frequency, and V 0z—velocity shift), which characterizes the
balance between the shear and stratification. The question of relation type κρ(Ri)
is extremely important to clarify the possibility of maintaining turbulence by weak
shear in stratified liquids characteristic of the ocean and stratified inlandwater objects.

For this reason, numerous empirical relations have been proposed PrT (Ri) (see,
for example, (Baas et al. 2008; Schumann and Gerz 1995)). In the presented paper,
the parameterization of the Prandtl number on the basis of the modified theory of
turbulent closure in stratified shear flows developed by one of the authors back in
1987 (Ostrovsky and Troitskaya 1987) is proposed. The obtained relation for the
Prandtl number is used in calculations of the thermo-hydrodynamic regime of inland
water objects within themodel of different spatial resolution in the three-dimensional
hydrostatic model (Mortikov 2016, 2019) with the modification of k-ε scheme.

2 Key Provisions of the Turbulent Transport Model
in a Stratified Shear Stream

For a detailed description of the Ostrovsky and Troitskaya model, see (Ostrovsky
and Troitskaya 1987). In this model the kinetic approach is used, and turbulent char-
acteristics (momentum fluxes, kinetic and potential energies) in a stratified medium
were defined using this approach. In particular, it was shown that the consideration
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of bilateral transformation of energy pulsations allows explaining the maintenance
of turbulence by small velocity shifts, including those generated by internal waves.
The procedure for obtaining the appropriate equations for the averaged values to
that used in the kinetic theory of gases and includes the equations of balance for the
moments of the second order (kinetic and potential energy of turbulence and vertical
fluxes of impulse and buoyancy) in a stable stratified liquid. Some important but
usually neglected effects are taken into account, such as the dependence of vertical
anisotropy on stratification and a non-gradient correction to the traditional expression
of the turbulent mass flux. The proposed model allows the existence of turbulence
at any value of gradient Richardson number.

The model includes equations for speed 〈�u〉, density 〈ρ〉 and kinetic energy of
turbulence b = 3(u2+v2+w2)/2 and density fluctuations

〈
ρ ′2〉. Themodel allows to

take into account the bilateral exchange between the kinetic and potential components
of the total turbulence energy, the value of which determines the potential energy
density field

∂〈ui 〉
∂t

+ 〈ui 〉∂〈ui 〉
∂x j

+ 1

r0
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Note that in Eqs. (3) and (4) Kolmogorov approximations are taken to describe
dissipative processes: ε = Cb3/2/L and εD = Db1/2

〈
ρ ′2〉/L , where.

D ~ C = 0.09 the empirical constant (Fig. 1).
Under the specific approach it was possible to obtain the relation of PrT to Ri:

Pr
T

(Ri) = 0.5
(
(4 − 3R)Ri + 1 + (

((4 − 3R)Ri + 1)2 − 4Ri
)1/2)

(5)

whereR is the constant, which is a function of the ratio of verticalLz and horizontal
Lr scales of the field of density field fluctuations.
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Fig. 1 The function f =
PrT (Ri) at R equal to 0.2 and
0.7

In the next section the results are demonstrated of the obtained parameterization
of PrT (5) in the calculations of the thermo-hydrodynamics of an idealized inland
water object.

3 Calculation of Thermodynamic Regime of Idealized
Inland Water Object with Regard to the Acquired
Parameterization

In order to assess the impact of the parameterization of the Prandtl turbulent number
on the mixing processes in inland waters, the present study uses a three-dimensional
hydrostatic model developed at the Research and Development Centre of the M. V.
Lomonosov Moscow State University on the basis of a unified hydrodynamic code
that combines DNS/LES/RANS approaches to calculate geophysical turbulent flows
at high spatial and temporal resolution (see (Mortikov 2016, 2019)).

The numerical model includes the equations of hydrodynamics in the stratified
turbulent rotating liquid layer in the shallow water approximation, as well as the
equations for heat transfer taking into account the horizontal and vertical diffusion:

∂u

∂t
= −A(u) + DH (u, χm) + Dz(u, Km) − g

∂η

∂x
− g

ρ0

∂

∂x

B(x,y)∫

z

ρdz + f v,

∂v

∂t
= −A(v) + DH (v, χm) + Dz(v, Km) − g

∂η

∂y
− g

ρ0

∂

∂y

B(x,y)∫

z

ρdz + f u,
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∇ · u = ∂u

∂x
+ ∂v

∂y
+ ∂w

∂z
= 0,

∂T

∂t
= −A(T ) + DH (v, χh) + Dz(T, Kh),

ρ = ρ(T ),

where u, v, w—velocity vector components, η—free surface deviation from the
equilibrium state, ρ—density, Kh—vertical turbulent thermal conductivity coeffi-
cient, λh—horizontal turbulent thermal conductivity coefficient, Km—vertical turbu-
lent viscosity coefficient, λm—horizontal turbulent viscosity coefficient, ν, χ ′—
molecular diffusion adjustments, T—temperature, f—Coriolis parameter, B(x, y)—
bottom relief, z—depth. Also here A(q) A(q)is the advection operator, D(q,χ)and
DH (q, χ) and Dz(q, K ) are the horizontal and vertical diffusion operators with
coefficients χ and K respectively.

To describe the processes of vertical turbulent mixing, the k-ε model (Lykosov
1992; Mellor 1974) is used. For convenience and uniformity, the turbulent kinetic
energy is denoted as b.

∂

∂t
= ∂

∂z

(
Km

δk
+ ν

)
∂k

∂z
+ P + B − ε,

∂ε

∂t
= ∂

∂z

(
Km

δs
+ ν

)
∂ε

∂z
+ ε

k
(C1ε · P − C2ε · ε + C3ε · B)

Km = Cs
b2

ε

Kh = Cs,T
b2

ε
= Cs,T

Cs
Km

Here the term P corresponds to the generation of energy of turbulence due to the
velocity shift, and B describes the generation or consumption of energy due to the
action of buoyancy forces, δk , δε—turbulent Schmidt numbers,C1ε,C2ε,C3ε—empir-
ical constants,Cs andCs,T stability functions formomentum and scalars respectively,
assumed to be constant.

To estimate the influence of the Prandtl turbulent number and, in particular, its
parameterization on the description of the processes of turbulent mixing a numerical
experiment is carried out.

During the experiment, the calculations within the modernized k-ε scheme were
compared with the standard ones, in which the Prandtl number PrT 0 was supposed
to be equal to one, as in the parameterization above with Ri → 0 to the value of the
Prandtl number Pr ∼ 1.
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The model modification consisted in the fact that the coefficient of turbulent
thermal conductivity was expressed as:

Kh = Km

PrT (Ri)

where relation PrT (Ri) is determined by formula (5).
The idealized reservoir of rectangular cross-section and depth of 10mat a constant

flow ofmomentum on the surface was considered. At the time origin, a linear temper-
ature profile was set. Such statement is a modification of the numerical Kato-Phillips
experiment (Kato and Phillips 1969), which considers the depth of the mixed layer
at a constant wind in a horizontally homogeneous region.

Parameters of the experiments were:

• water object with a rectangular cross-section and horizontal dimensions of 500 m
by 500 m,

• depth of 10 m,
• calculation time—one day,
• surface temperature 20 °C,
• initial temperature gradient ∂T/∂z = 1.5 °C/m,
• surface impulse flux τ = 10−1 N/m2,
• two-dimensional wind forcing,
• Coriolis force is taken into account (latitude 60°),
• R = 0.2, R = 0.7,
• Brunt-Vaisala (buoyancy) frequency: N = 4 × 10−2 s–1.

The results are shown in Figs. 2a, b and 3a, b.
The obtained results show that in this case the use of parameterization has little

effect on the mixed layer depth. However, there is a significant decrease in the

Fig. 2 Comparison of vertical a temperature b temperature gradient distribution calculated using
the standard k-ε scheme and parameterization from the model (Ostrovsky and Troitskaya 1987)
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Fig. 3 Comparison of vertical a turbulent kinetic energy b turbulent kinetic energy gradient distri-
bution calculated using the standard k-ε scheme and parameterization from the model (Ostrovsky
and Troitskaya 1987)

maximum temperature gradient in the thermocline. Thus, the characteristic parame-
ters of the thermocline are very sensitive to the used parameterization PrT (Ri), which
is important, in particular, to reconstitute the biochemical substances concentration
field (Karpowicz and Ejsmont-Karabin 2017).

4 Conclusion

The parameterization scheme for PrT obtained using themodel (Ostrovsky and Troit-
skaya 1987) considering the mutual interaction of energies of turbulent pulsations
is proposed and implemented. In order to test the assumption of the influence of
the parameterization of PrT on the processes of turbulent mixing in internal reser-
voirs and, in particular, to verify correct consideration of stratification and shear in
the calculation of the thermo-hydrodynamic regime, a numerical experiment was
carried out using a three-dimensional hydrostatic model for the idealized geometry
of the reservoir.

The results of the calculations allow to conclude that the description of vertical
mixing in inland waters, even in an idealized formulation, is sensitive to the param-
eterization of PrT . The values of temperature gradient and turbulence kinetic energy
are determined by the character of PrT (Ri) relation at transition from weak to strong
stability. Such result testifies to the necessity to implement the turbulent Prandtl
number justified parameterization in numerical models of inland water objects,
especially when calculating seasonal and interannual dynamics.
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Experimental Studies of the Earth
Rotation Impact on Tides
in the Curvilinear Bays

V. N. Zyryanov and M. K. Chebanova

Abstract The paper discusses the Earth rotation impact on the asymmetry of tidal
wave evolution in the curvilinear convergent bays with the right bend (against the
earth rotation direction) and with the left bend (in the direction of the earth rotation).
The laboratory modeling on the rotating setup shows that the effect of the curvature
of convergent bays can have an influence on the asymmetry of the right and left bays
and the amplitude of the tide in the right bays maybe approximately 1.5 times higher
than in the left bays. The asymmetry of the tidal amplitude in the curvilinear conver-
gent bays is explained based on the potential vorticity conservation law, resulting in
additional friction and dissipation of the energy of the tidal wave in the left bays in
comparison to the right bays.

Keywords Laboratory modeling · Tidal wave · Estuary · Lateral shear stress ·
Seishes · Curvilinear convergent bays

1 Introduction

In the coastal continental zone, the amplitudes of the tides usually do not exceed 2 m,
amplitudes of more than 6 m are observed only in various types of narrow channels:
the tops of bays, mouths of rivers, in straits. The largest tidal range on Earth is
observed in the Bay of Fundy, located between the Nova Scotia Peninsula and the
mainland. The tide amplitude increases from 6 m at the entrance to the bay, reaching
a maximum of 18 m in one of the bays at the top of it (Shokal’skii 1959; Greenberg
1983; Tatsusaburo and Spaulding 1984). Significant tides are also observed off the
coast of Patagonia in the bays of San Matias and San Jorge (up to 9–12 m), at the
mouth of the river Gallegos amplitudes reach 14 m (Shokal’skii 1959). On the east
coast of the Atlantic Ocean along the French coast of the English Channel in the
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Gulf of Saint-Malo tidal amplitudes reach 11–12 m. The amplitude of the maximum
syzygy tide in the estuary of r. Severn (Bristol Bay) is 14.6 m. In the seas of Russia,
the maximum tides are observed in the Mezen Bay, White Sea, and in the Penzhina
Bay of the Sea of Okhotsk. In the Mezen bay the height of the tide is on average
5–7 m (Babkov 1998), the maximum is up to 9 m, in the Penzhina Bay it is up to
14 m (Shokal’skii 1959).

As one can see, most of the bays with record tides are characterized by a funnel-
shaped coastline and a decrease in depth towards the top of the bays (see Fig. 1). As
shown in Zyryanov and Chebanova (2016), the evolution of a tidal wave in an estuary
is influenced by two competing factors—the effect of convergent channel (confusor
effect), which amplifies the tide amplitude, and the effect of turbulent friction, which
leads to energy dissipation and a decrease in the wave amplitude.

Fig. 1 Gulfs: 1—Fundy [5], 2—Penzhina Bay [5], 3—Gulf of Saint-Malo [5], 4—Bristol Bay [5],
5—Mezen Bay [5]



Experimental Studies of the Earth Rotation Impact on Tides … 367

Most of the bays mentioned above narrow towards the top of the bay, bending
at the top to the left (in the direction of the Earth’s rotation) or to the right (against
the Earth’s rotation direction) (see Fig. 1). The Bay of Fundy at its top divides into
2 bays, one of which—Noel Bay—has record tides (Shokal’skii 1959; Greenberg
1983; Tatsusaburo and Spaulding 1984). As seen from the map (Fundy Bay scheme,
Fig. 1), Noel Bay refers to the bays with the right bend.

Penzhina Bay, theMezen and the Bristol Bays also have the right bends, as shown
in Fig. 1. Note that the Gulf of Saint-Malo off the coast of France belongs to the
left-bend bay.

In Zyryanov and Chebanova (2016) the Earth’s rotation is not taken into account.
And in this case, the conditions in bayswith the left or right bendwill be symmetrical.
However, a review of the bays with significant tides shows that the majority of the
bays with substantial tides have the right bend, i.e. against the rotation of the Earth.

The objective of below studies is to investigate the influence of the Earth’s rotation
impact on the asymmetry of tidal wave evolution in curvilinear convergent bays with
the right bend (against the direction of the Earth’s rotation) or with the left bend (in
the direction of the Earth’s rotation). It is rather difficult to find an analytical solution
to this problem; therefore, laboratory experiments are conducted to investigate this
effect.

2 Description of the Laboratory Setup

The laboratory setup consists of a cylindrical glass reservoir 1 with a height of 38
cm and a diameter of 30 cm, which is fixed on a rotating platform 2 (Fig. 2). The
rotation is carried out by a pulse-driven electromotor 3. On the side of the reservoir
a halogen light source 6 is set. The light source illuminates a water column 11. A
webcam is attached to the top cover of the reservoir to transfer the image of the
fluid motion picture to the computer in real time. On the other side of the rotating
platform there is a Sony HDR-PJ580E digital video camera, which is set slightly
at an angle to the direction of light. It records level fluctuations. The whole system
rotates counterclockwise at a speed of 52 rpm. The rotational speed of the setup is
controlled through a computer via the “Arduino” electronic unit 4, which is connected
via a USB cable 12. The video image from the webcam is transmitted to the second
computer via another USB cable and recorded. Thus, the continuous registration of
processes in a rotating water column is carried out in real time both from the top and
from the side.

An aluminum semicircle 8 is used to simulate the conditions of the left and right
bays. The curvature of the semicircle is slightly greater than the curvature of the side
wall of the reservoir. The semicircle is adjacent to the reservoir wall, creating a left
bay on the left and a right one on the right (for the top view of the reservoir please
see Fig. 3).

A cylindrical wave maker (plunger) 7 is set up to generate waves. It moves up
and down with definite frequency under the action of a small electric motor 9. The
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Fig. 2 Photos of the laboratory setup

vertical movement of the plunger is adjusted using contact rail 10, with wire braces
soldered at regular intervals. The amplitude and frequency of movement of the wave
maker are adjusted by bending the antennae.

1. Glass reservoir;
2. Rotating platform;
3. Electric motor;
4. Arduino electronic unit;
5. Sony camcorder;
6. Halogen lamp;
7. Cylindrical plunger (wave maker);
8. Aluminum semicircle for creating left and right confusors;
9. Motor of the wave maker;
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Fig. 3 Scheme of the experimental setup (top view): 1—glass reservoir; 2—aluminum semicircle;
3—cylindrical plunger (wave maker); 4—left confusor; 5—right confusor

10. Contact rail for changing the amplitude and frequency of the wave maker;
11. Water;
12. USB cable to computer

3 Calculation of the Mode of Water Movement
in the Experiment

In order to simulate a real situation in nature with diurnal and semi-diurnal tidal
waves entering the bay it was necessary to coordinate the periods of rotation of the
laboratory setup and the movement of the plunger in the experiment. The period of
movement of the plunger is set equal to 0.87 s to match the rotation period of the
set up. Thus, the diurnal tidal wave is simulated. The water layer is poured in the
reservoir in order to produce the first mode of seiche, which should coincide with
the period of rotation of the reservoir. It is necessary to create symmetric conditions
for the waves in the left and right bays. Using the Merian formula for the case of a
non-rotating fluid, we obtain the value for the water layer:

h = 1

g

(
2L

T

)2

, (1)
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where g is the acceleration of gravity, L = 29 cm is the diameter of the can, T
= 0.87 s is the period of rotation of the reservoir. As a result, we obtain the value of
h = 4.5 cm for the water layer height.

In fact, this calculation has to be corrected, because the free surface of the water
when rotating takes the form of a paraboloid. It is necessary to use the average level
of the liquid during rotation in the calculations of the seiche period (1). The free
surface curve is expressed by the formula:

ς(r) = ω2r2

2g
, (2)

then, the volume of water above the lower point of the paraboloid will be equal to

V = 2πω2

2g

L/2∫
0

r3dr = πω2

4g

(
L

2

)4

. (3)

Dividing the volume (3) by the bottom area of the reservoir, we obtain the
expression for the average water level in a paraboloid:

hav = ω2

4g

(
L

2

)2

. (4)

With a rotation speed of 52 rpm we get hav = 1.6 cm.
The photos in Fig. 4 show the fluctuations of the water level in the left and right

confusors in the experiment.
Based on the analysis of the Fig. 4, we can conclude that the increase in the

amplitude of the tidal wave in the right confusor is substantially larger than in the
left one. Therange of the level oscillations for the right bay is 2.2 cm (the range of
oscillations on the photoshots is 49.4–51.6), for the left one—1.3 cm (49.6–50.9).

4 Discussions

Experiments have shown that the rotation of the Earth contributes to the emergence
of the asymmetry of left and right bays in the tidal wave propagation. This asymmetry
can be explained based on the potential vorticity conservation law for a rotating fluid.

As known, a potential vortex for a selected vertical volume is preserved when
moving in a rotating homogeneous fluid (Zyryanov 1995):

ς + f

H
= const, (5)
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Left confusor Right confusor

Fig. 4 Photo shots from a video camera; water level positions in the left and right confusors
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Left confusor Right confusor

Fig. 4 (continued)

Where ς is the volume vorticity; f = 2� sin φ is the Coriolis parameter; H is
the thickness of the water layer.

Let us define a certain water column A in the bay (Fig. 5). When a wave enters
the bay, the volume A takes the position B, its height increases by �H and acquires
the vorticity ς2. Then, from (5) we have

Fig. 5 Emergence of a vortex of a water column in the left (1) and right (2) confusors
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ς1 + f

H
= ς2 + f

H + �H
. (6)

From (6) it follows

ς2 − ς1 = ς1 + f

H
�H. (7)

Suppose that the initial vorticity of volume A was zero, i.e. ς1 = 0. Then, we get
from (7) that

ς2 = f
�H

H
. (8)

Thus, when the volume of water moves from position A to position B under the
action of the tide, the volume acquires a positive vorticity, i.e. counterclockwise in
the northern hemisphere and clockwise in the southern.

As a result, when volume A enters the right bay (volume A seems to “roll in”
into the bay) the water velocity on the outer shore of the bay will be less than when
volume A enters the left bay (Fig. 5). In the left bay, due to the rotation of volume A,
the flow velocity on the outer shore of the bay will be greater than in the right one.
This causes additional friction and dissipation of the energy of the tidal wave.

Let us make a quantitative assessment. Consider the right bay. Let us draw an
axial line and let R be the radius of the axial line curvature in the section from A to
B. Then, for the flow velocity along the axial line we can write U = ωR (Fig. 5),
where ω is the angular velocity of the volume B along the axial line. As a result, the
flow velocities during the movement of the volume at the boundaries L1 and L2 are

UL1 = ω(R + �R), UL2 = ω(R − �R). (9)

The angular velocity � of the local rotation of volume B is related to the vorticity
�ξ by the Stokes theorem

� = �ξ

2
. (10)

The flow velocity at the boundaries L1 and L2 in the volume B rotating with the
angular velocity � is equal to

V = � · �R. (11)

As a result, for shear rates at the boundaries L1 and L2 we get from (9) and (11)

�UL1 = ω(R + �R) − ��R,

�UL2 = ω(R − �R) + ��R. (12)
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With the use of the quadratic law of friction, we can write for the friction force
Fr of volume B in the right bay:

Fr = k
[
(�UL1)

2L1 + (�UL2)
2L2

]
, (13)

where k is the coefficient of friction. Similarly, we obtain for the left bay

Fl = k
{[ω(R + �R) + ��R]2L1 + [ω(R − �R) − ��R]2L2

}
. (14)

Subtracting (14) from (13) in view of (12) yields

Fr − Fl = −2kω��R [R(L1 − L2) + �R(L1 + L2)] < 0. (15)

The ratio of friction forces is equal to

Fr
Fl

= [ωR + (ω − �)�R]2L1 + [ωR − (ω − �)�R]2L2

[ωR + (ω + �)�R]2L1 + [ωR − (ω + �)�R]2L2
< 1. (16)

It follows from (15) and (16) that the friction force acting on the volume B in the
right bay is less than in the left one.

Substitute the numerical values in (16). To determine ω, let us use the fact that
fluid movements in a reservoir occur under the action of the first mode of seiche
oscillations, i.e. single node seiche

ς = ς0sin(kr ) sin (ω̃ t), (17)

where k = π/(2R), R is the reservoir radius, ω̃ = 2π/0.87 sec−1 is the frequency
of the reservoir rotation and seiche. Differentiating (17) with respect to r and
integrating with respect to t, we obtain the expression for the flow velocity

U (r) = g

ω̃
ς0k cos(kr ) cos (ω̃ t), (18)

where g is the acceleration of gravity. Substituting into (18) the average amplitude
of the level fluctuations at the top of the confusor ς0 = 0.8 cm (from the experiment)
and r = 7 cm (distance from the seiches nodal line to the entrances to confusor), we
obtain the value for the velocity U = 8.5 cm/s. As a result, we have ω = 0.77 s−1. It
follows from (8), that,withH =4.5 cmand�H ≈ 1 cm,�ξ = 3.52 s−1.Nowwecan
get � = 1.76 s−1. Based on the sizes of confusors, we can accept L1/L2 ≈ 1.42,
�R ≈ 1.5 cm, R = 11 cm. Substituting it into (16), we get Fr/Fl ≈ 0.74, i.e.,
according to theoretical estimates, friction in the left confusor should be 1.4 times
more than in the right. In the experiment, the amplitude of oscillation in the right
confusorwas 1.5 times greater than the amplitude in the left confusor, i.e. the numbers
are quite close and, therefore, it can be assumed that it is friction that causes the
asymmetry of left and right bays in tidal wave propagation in nature.
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5 Conclusion

Based on the results of laboratory modeling on a rotating setup, it can be concluded
that the rotation of the Earth can lead to the asymmetry of left and right bays in the
dynamics of tidal waves. Due to the conservation of the potential vorticity, a water
column gets the cyclonic vorticitywhen entering a convergent bay.As a consequence,
water column height increases. This results in the lateral shear stress growth in the
left bays and its decrease in the right bays. That is why, the dissipation of a tidal
energy in the right bays is lower and the amplitude of a tide is higher approximately
1.5 times than that in the left bays.
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Mathematical Modeling of the Dynamics
of a Rotating Layer of an Electrically
Conducting Fluid with Magnetic Field
Diffusion Effects

S. I. Peregudin, E. S. Peregudina, and S. E. Kholodova

Abstract The present paper is concernedwith dynamical processes in an electrically
conducting rotating incompressible liquidwith consideration of the inhomogeneity of
density and themagnetic field diffusion effect. By introducing auxiliary functions, the
given system of partial differential equations can be reduced to one scalar equation.
This in turn suggests the analytic nature of the magnetohydrodynamic characteristics
under consideration. In this study, the dissipative effects (themagnetic field diffusion)
are taken into account.

Keywords Magnetic hydrodynamics · Hydrodynamics · Wave theory ·
Electrically conducting liquid · Incompressible liquid · Magnetic field diffusion ·
Dissipation effects

1 Introduction

The interest in the study of the Earth core continues unabated, because the core has
a substantial effect on various Earth geophysical phenomena and global processes
that can also be manifested on the Earth surface. Moreover, in a number of cases
the existence of the core and its dynamics are known control to a great extent the
evolutions of the planet.

Electromagnetic processes occurring in the Earth core are related to various
processes in its mantle, and therefore, according to (Braginskii 1967a), the study
of the magnetic field is a relevant problem in geophysical studies of the evolution
and internal structure of Earth.
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Since the equations describing the magnetohydrodynamic processes in the Earth
core are quire involved, a considerable amount of research has been primarily focused
on searching solutions to theMaxwell equations for given velocity field distributions.
Themodels inwhich themotion velocity of a liquid is specified and themagnetic field
is the only unknown magnitude are called kinematic models for the Earth dynamo.
This approach has been extensively studied.

The development of computers has facilitated the search of direct numerical solu-
tions of kinematic dynamo problems for model flows in various geometrics—for
example, on a sphere (Busse 2000; Cattaneo and Hughes 1996; Glatzmaier and
Roberts 1996a, 1997a; Jones 2000; Leighton 1969; Matthews 1999; Plunian and
Radler 2002; Soward 1974; Zheligovsky et al. 2001), in a planar and spherical
layer (Serebryanaya and Kropachev 1985; Solov’yov 1985a; Julien et al. 1998;
Soward 1988), between two rotating coaxial cylinders (Graeva and Solov’yov 1989;
Ruzmaikin et al. 1989; Solov’yov 1985b, c, 1987a, b; 1989; Arnol’d and Korkina
1983; Gibson and Roberts 1967, 1969), and in the space-periodic setting. The best
known works in this field are due to (Glatzmaier et al. 1999; Glatzmaier and Roberts
1995a, b, 1996a, b; 1997b, c). The main issue in this approach is that modern super-
computers are capable of calculating 3D kinematic dynamo problems only when
the magnetic Reynolds numbers are much smaller than those required in practical
astrophysics, in which large magnetic Reynolds numbers are typical. Besides, for the
outer Earth core the Ekman number E is of order 10−10 − 10−15, whereas the avail-
able computers can deal only with E of order 10−4. For small E , boundary layers
appear near the boundaries of the outer layer, whose dynamics cannot be numerically
described with sufficient accuracy. Therefore, this suggests the necessity of analytic
methods in the mathematical analysis of the problem. Moreover, in the problems
under consideration, the Rossby number and the Ekman number are small, and in
numerical studies the Rossby number was assumed to be zero and the Ekman number
was taken to be small, notwithstanding the fact that the later number is smaller by
several order than the former one. If the Ekman number tends to zero, the models
under consideration become numerically unstable.

Among the variety of such kinematic models, of special value is S. I. Braginskii’s
dynamo [see (Braginskii 1964, 1967b)], because it was constructed for extremely
large Reynolds numbers. In dynamo (Braginskii 1964, 1967b) it was shown that the
system of iteration equations, which are obtained by expanding in powers of the
reciprocal of the square root of the magnetic Reynolds number, has a solution. Later
Braginskii (1978) in his dynamo model had interpreted the fluctuating part of the
velocity field as Alfvén waves moved by buoyancy force.

In the present study, as distinct from the presently available researches, we
consider boundary-value problems of involved topography.We also use the complete
system of magnetohydrodynamic equations with due consideration of the inertia
forces inmotion equations and in which the dissipative effects are taken into account.
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2 Statement of the Problem

The aim of the present paper is to reduce the nonlinear system of partial differ-
ential equations that simulates perturbations in an ideal electrically conducting
rotating liquid with due account of the inertia forces, the gravity forces, the Cori-
olis and Lorentz forces, and with proper consideration of the available density
inhomogeneities.

The results obtained can be used in geophysics and astrophysics, and in particular,
in the study of processes occurring in the Earth liquid core and in stellar interiors.

The interest in the Earth core stems from the fact that it has a substantial effect
on many geophysical phenomena and processes which did happen or are happening
inside Earth and which can be also manifested on its surface. In addition, S. I.
Braginskii’s ideas (1987) on the available density stratification of the Earth liquid
core, which is responsible in a number of cases for its principal dynamics (which is a
relevant factor of the planetary evolution), are of special interest for further analytic
research.

So, let us consider the motion of a perfect ideal electrically conducting incom-
pressible stratified rotating liquid. The oscillations of the liquid under consideration
are described by the following system of equations [see (Alfvén and Fälthammar
1963; Aleshkov 2001; Gun’ko et al. 2003; Landau and Lifshitz 1984; Shercliff
1967)]:

∂v
∂t

+ 〈v, ∇〉v = −∇ p

ρ
− 2 [ω, v] − gz + 1

μρ
[rotB, B], div v = 0,

dρ

dt
= 0,

∂B
∂t

= rot [v, B] + λ�B, divB = 0. (1)

Let us investigate the propagation of small perturbations in a conducting medium
placed in a homogeneous constant magnetic field b0. We assume that the total
magnetic fieldB = b0+b is a superposition of the unperturbed fieldb0 and the fieldb
induced by the wave motion. We assume that the liquid is stratified along the vertical
axis and its density in the unperturbed state depends only on z, i.e., ρ0 = ρ0(z) and
ρ(x, y, z, t) = ρ0(z)+ρ1(x, y, z, t),where ρ1(x, y, z, t) is the dynamical correction
describing the variation of the density due to liquid motions.

Equations (1) for small perturbations b, ρ, p and v assume the form

∂v
∂t

+ [α, v] + ∇ p

ρ0
+ gρ1

ρ0
z + 1

μρ0
[b0, rotb] = 0, div v = 0,

∂ρ1

∂t
+ ρ′

0(z)〈v, z〉 = 0,
∂b
∂z

= rot [v, b0] + λ�b, div b = 0, (2)

where α = 2ω.
In the first equation of system (2), we transform the last term using thewell-known

vector identity
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[b0, rotb] = [b0, [∇, b]] = ∇〈b0, b〉 − b〈b0, ∇〉 = ∇〈b0, b〉 − 〈b0, ∇〉b. (3)

A similar transform is applied to the right-hand side of the next-to-last equation
in (2):

rot[v, b0] = [rot, [v, b0]] = v〈∇, b0〉 − b0〈∇, v〉 = 〈b0, ∇〉v. (4)

With the use of transformations (3) and (4), the system of Eqs. (2) is reduced to
the system of partial differential equations:

∂v
∂t

+ [α, v] + 1

ρ0

(
∇ p + 〈b0, b〉

μ

)
+ gρ1

ρ0
z − 1

μρ0
〈b0, ∇〉b = 0,

div v = 0,
∂ρ1

∂t
+ ρ′

0(z)〈v, z〉 = 0,
∂b
∂z

= 〈b0, ∇〉v + λ�b, div b = 0. (5)

Excluding the function ρ1(x, y, z, t) from the result of time differentiation of the
corresponding equations in system (5), we can write the system in the form

ρ0

(
∂vx

∂t
− αvy

)
+ ∂η

∂x
− 1

μ
Dbx = 0, ρ0

(
∂vy

∂t
− αvx

)
+ ∂η

∂y
− 1

μ
Dby = 0,

ρ0

(
∂2vz

∂t2
+ ω2

0vz

)
+ ∂2η

∂t∂z
− 1

μ
D

∂bz

∂t
= 0, div b = 0,

∂b
∂t

= Dv + λ�b. (6)

In these equations,ω2
0 is the squared Väisälä–Brunt frequency,ω

2
0 = − gρ ′

0(z)
ρ0(z)

, η =
p + 〈b0,b〉

μ
is the hydromagnetic pressure, is the differential operator.

Let us consider the functions η̃(x, y, z, t), b̃(x, y, z, t) defined by

η(x, y, z, t) = −ρ0
(
D2

t + α2
) (

D2
t + ω2

0

)
η̃(x, y, z, t),

b(x, y, z, t) = μρ0
(
D2

t + α2) (
D2

t + ω2
0

)
b̃(x, y, z, t), (7)

where Dt = ∂/∂t . It can be shown that the above functions η̃ and b̃ are defined by
(7) not uniquely: if the function η0(x, y, z, t) satisfies the first relation in (7), then
this relation is also satisfied by the function of the form

η(x, y, z, t) = η0(x, y, z, t) + η1(x, y, z) cosαt + η2(x, y, z) sin αt

+ η3(x, y, z) cosω0t + η4(x, y, z) sinω0t, (8)

where η j (x, y, z), j = 1, 4, are arbitrary functions. Similarly, the second equality
in (7) defines the family of functions b̃(x, y, z, t) of the form

b̃(x, y, z, t) = b̃(0)(x, y, z, t) + b̃(1)(x, y, z) cosαt + b̃(2)(x, y, z) sin αt

+ b̃(3)(x, y, z) cosω0t + b̃(4)(x, y, z) sinω0t, (9)
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whereb( j)(x, y, z), j = 1, 4, are arbitrary functions of their arguments in the domain
under consideration.

We further assume that the function ρ0(z) is exponential, i.e., ρ0(z) =
A exp(−βz), where A and β are positive constants. In this case, ω2

0 = const.
Substituting the functions η and b from (7) into the first and second of (6), we get

the equation in matrix form

(
Dt −α

α Dt

) (
vx

vy

)
= (

D2
t + α2

) (
D2

t + ω2
0

) ((
η̃x

η̃y

)
+

(
D + ρ ′

0

ρ0
b0z

)(
b̃x

b̃y

))
.

(10)

Integrating (10), we find that

(
vx

vy

)
= (

D2
t + ω2

0

)( Dt −α

α Dt

)(
η̃x

η̃y

)
+

(
D + ρ ′

0

ρ0
b0z

)(
b̃x

b̃y

)

+ C1(x, y, z)

(
cosαt
sin αt

)
+ C2(x, y, z)

(
sin αt
cosαt

)
, (11)

where C1(x, y, z) and C2(x, y, z) are arbitrary functions. Substituting the functions
η̃ and b̃x from (7) and (8) into (11), we get

(
vx

vy

)
= (

D2
t + ω2

0

)( Dt −α

α Dt

)[(
η̃0x

η̃0y

)
+

(
D + ρ ′

0

ρ0
b0z

)(
b̃(0)

x

b̃(0)
x

)]

+
[

C1(x, y, z) + α
(
ω2
0 − α2)(∂η1

∂y
+ ∂η2

∂x

)
+α

(
ω2
0 − α2)(D + ρ ′

0

ρ0
b0z

)

× (
b(1)

y + b(2)
x

)]( cosαt
− sin αt

)
+ [C2(x, y, z)+α

(
ω2
0 − α2

)(∂η2

∂y
− ∂η1

∂x

)

+ α
(
ω2
0 − α2)(D + ρ ′

0

ρ0
b0z

)(
b(2)

y − b(1)
x

)]](
sin αt
cosαt

)
. (12)

Consider a vector C(x, y, z) = (C2(x, y, z), −C1(x, y, z), 0) ∈
H2(�), C j (x, y, z) ∈ L2(�), j = 1, 2, where H2(�) is the subspace of the
Hilbert space L2(�) of bounded square integrable vector functions v = (v1, v2, v3)

defined on a bounded domain � ∈ R3 with piecewise smooth boundaries and
having components vk, k = 1, 3, lying in the Hilbert space of real functions
L2:H2(�) = {v ∈ L2 : v = (v1, v2, 0)}, i.e., H2(�) is the set of all vector
functions v ∈ L2 with zero third component.

The following result on representation of vector functions from the subspace
H2(�) is useful in the further analysis.

Theorem (Maurin 1965). For any C(x, y, z) ∈ H2(�), there exists a
pair of functions ϕ(x, y, z), ψ(x, y, z) ∈ L2(�) such that C(x, y, z) =
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(
ϕx + ψy, ϕy + ψx , 0

)
, where ϕx , ϕy, ψx , ψy are the partial derivatives of the

functions ϕ(x, y, z) and ψ(x, y, z).

Using this theorem and putting

η2 = − ψ(x, y, z)

α
(
ω2
0 − α2

) , b(1)
y = −b(2)

x , η1 = φ(x, y, z)

α
(
ω2
0 − α2

) , b(1)
x = b(2)

y

in (12), we find that

(
vx

vy

)
= (

D2
t + ω2

0

)( Dt −α

α Dt

)[(
η̃x

η̃y

)
+

(
D + ρ ′

0

ρ0
b0z

)(
b̃x

b̃y

)]
. (13)

Substituting (8) and (9) into the third equation of system (6), this gives

(
D2

t + ω2
0

)
vz = Dt

(
D2

t + α2
)(

D2
t + ω2

0

) [
ρ ′
0

ρ0
η̃ + η̃z + Db̃z + b0zρ

′
0

ρ0
bz

]
, (14)

Integrating relation (14) with respect to time, we get

vz = Dt
(
D2

t + α2
) [

ρ ′
0

ρ0
η̃ + η̃z + Db̃z + b0zρ

′
0

ρ0
bz

]

+ d1(x, y, z) sinω0t + d2(x, y, z) cosω0t, (15)

where d j (x, y, z), j = 1, 2, are arbitrary functions. Using representations (8) and
(9) we can write (15) in the form

vz = Dt
(
D2

t + α2
) [

ρ ′
0

ρ0
η0 + η0z + Db(0)

z + b0zρ
′
0

ρ0
b(0)

z

]
+ [d1(x, y, z)+

+ ω0
(
ω2
0 − α2

) (
ρ ′
0

ρ0
η3 + η3z +

(
D + b0zρ

′
0

ρ0

)
b(3)

z

)]
sinω0t+

+ [d2(x, y, z) − ω0
(
ω2
0 − α2

)(ρ ′
0

ρ0
η4 + η4z +

(
D + b0zρ

′
0

ρ0

)
b(4)

z

)]
cosω0t.

(16)

We choose arbitrary function η j (x, y, z), b( j)
z , j = 3, 4, so that the expression

in the square brackets in (16) would vanish. This can be done by Hörmander’s
theorem integration of partial differential equations with constant coefficients in
L2(�) (Maurin 1965; Gabov and Sveshnikov 1990). According to this result, there
exist functions η j (x, y, z), b( j)

z ∈ L2(�), j = 3, 4, which are differentiable with
respect to x, y and z and such that

ω0
(
ω2
0 − α2

)( 1

ρ0

∂

∂z

(
ρ0η j + b0zρ0b( j)

z

) + b0x
∂b( j)

z

∂x
+ b0y

∂b( j)
z

∂y

)
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= (−1) j d j (x, y, z), j = 3, 4.

With this choice of the functions η̃ and b̃z , Eq. (16) assumes the form

vz = Dt
(
D2

t + α2
) [

ρ ′
0

ρ0
η̃ + η̃z + Db̃z + b0zρ

′
0

ρ0
b̃z

]
. (17)

Combining (13) and (17), we get in the vector form

v = (
D2

t + ω2
0

) [
Dt

∇ρ0η̃

ρ0
− [

α,∇η̃
] +

(
D + ρ ′

0

ρ0
b0z

) (
Dt b̃ −

[
α, b̃

])]

+ (
α2 − ω2

0

)
Dt

[
ρ ′
0

ρ0
η̃ + η̃t +

(
D + ρ ′

0

ρ0
b0z

)
b̃z

]
z. (18)

In view of (18), the equation

∂b
∂t

= Dv + λ�b

assumes the form

(
F̃ αD f

−αD f F̃

) (
b̃x

b̃y

)
= D

(
Dt α

−α Dt

)(
η̃x

η̃y

)
, (19)

(
D2

t + α2
)
Fb̃z = DDt

(
D2

t + α2
) [

ρ ′
0

ρ0
η̃ + η̃z

]
, (20)

where

F̃ = (Dt − λ�)μρ0
(
D2

t + α2
) − D f Dt ,

F = (Dt − λ�)μρ0
(
D2

t + ω2
0

) − Dt

(
D2 + ρ ′

0

ρ0
b0z

)

are differentiation operators.
Introducing in place of the function η̃ the function ξ by the formula

η̃ = (
D2

t + α2
) {

(Dt − λ�)μρ0
(
D2

t + ω2
0

) − Dt

(
D2 + ρ ′

0

ρ0
b0z

)}

×
{[

(Dt − λ�)μρ0
(
D2

t + ω2
0

) − D f Dt
]2 + α2D2 f 2

}
ξ,

and integrating Eqs. (19) and (20), we get the following expressions for the magnetic
field components:
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(
b̃x

b̃y

)
=

(
(Dt − λ�)μρ0

(
D2

t + ω2
0

) − D f Dt αD f
−αD f (Dt − λ�)μρ0

(
D2

t + ω2
0

) − D f Dt

)

× (
D2

t + α2
){

(Dt − λ�)μρ0
(
D2

t + ω2
0

)

−Dt

(
D2 + ρ ′

0

ρ0
b0z

)}
D

(
Dt α

−α Dt

)(
ξx

ξy

)
,

b̃z = DDt
(
D2

t + α2
){[

(Dt − λ�)μρ0
(
D2

t + ω2
0

) − D f Dt
]2

+(αD f )2
}(ρ ′

0

ρ0
ξ + ξz

)
.

Arbitrary functions in the result of integration can be excluded by the above
method.

The vector b̃ is a solution of the system

ρ0

(
∂vx

∂t
− αvy

)
+ ∂η

∂x
− 1

μ
Dbx = 0, ρ0

(
∂vy

∂t
+ αvx

)
+ ∂η

∂y
− 1

μ
Dby = 0,

ρ0

(
∂2vz

∂t2
+ ω2

0vz

)
+ ∂2η

∂t∂z
− 1

μ
D

∂bz

∂t
= 0, divb = 0,

∂b
∂t

= Dv,

and hence the solenoidity condition of the magnetic field gives the equation for the
function ξ̃ (x, y, z, t):

F
(

F̃ Dt − α2D f
)
�2ξ̃ + Dt

(
F̃2 − α2D2 f 2

)(
ρ ′
0

ρ0
ξ̃z + ξ̃zz

)

− Dt
(
D2

t + α2)μλρ ′′
0

(
ρ ′
0

ρ0
ξ̃ + ξ̃z

)
= 0, ξ = D

(
D2

t + α2)ξ̃ , (21)

here �2 = ∂2

∂x2 + ∂2

∂y2 is the Laplace operator.

3 Analysis of the Results

The following theorem summarizes the results obtained above.

Theorem Any solution v(x, y, z), b(x, y, z), η(x, y, z) of the spatial problem on
small perturbations of wave motions in the exponentially-stratified electrically
conducting rotating liquid with due regard of the diffusion of a sufficiently smooth
magnetic field can be written as

η(x, y, z) = ρ0
(
D2

t + α2) (
D2

t + ω2
0

)
η̃(x, y, z),

b(x, y, z) = μρ0
(
D2

t + α2
) (

D2
t + ω2

0

)
b(x, y, z),
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v(x, y, z, t) = (
D2

t + ω2
0

) [
Dt

∇ρ0η̃

ρ0
− [

α,∇η̃
] +

(
D + ρ ′

0

ρ0
b0z

)(
Dt b̃ −

[
α, b̃

])]

+ (
α2 − ω2

0

)
Dt

[
ρ ′
0

ρ0
η̃ + η̃t +

(
D + ρ ′

0

ρ0
b0z

)
b̃z

]
z,

(
b̃x

b̃y

)
=

⎛
⎝

(
F̃ Dt − α2D f

)
F αF

(
F̃ + D f Dt

)
−αF

(
F̃ + D f Dt

) (
F̃ Dt − α2D f

)
F

⎞
⎠(

ξ̃x

ξ̃y

)
,

b̃z = Dt

(
F̃2 + α2D2 f 2

)(
ρ ′
0

ρ0
ξ̃ + ξ̃z

)
, ξ = (

D2
t + α2

)
ξ̃ ,

η̃(x, y, z) = (
D2

t + α2
)

F
{[

(Dt − λ�)μρ0
(
D2

t + α2
) − D f Dt

]2 + (αD f )2
}
ξ,

Dt = ∂

∂t
, D = 〈b0, ∇〉, f = D + ρ ′

0

ρ0
b0z,

where the function ξ̃ is the solution of Eq. (21). The density correction is given
by the equation

∂v
∂t

+ [α, v] + 1

ρ0
∇

(
p + 〈b, b0〉

μ

)
+ gρ1

ρ0
z − 1

μρ0
〈b0, ∇〉b = 0.

It can be noted that the reduction for the case of wave motions of nonelectrically
conducting incompressible liquid due to oscillations of a planar wall was consid-
ered in the paper (Peregudin and Kholodova 2010), and a similar problem for wave
motions in a stratified electrically conducting rotating liquid was considered in the
paper (Kholodova 2009).

4 Conclusions

In the present study, we investigate processes in a rotating electrically conducting
incompressible liquid with due regard of density inhomogeneity and dissipative
effects (namely, the magnetic field diffusion effect).

For the corresponding mathematical realization of the dynamical process under
study, we reduce the equations of dynamics of spatial wave perturbations in inho-
mogeneous electrically conducting rotating liquid with magnetic field diffusion
effects.

By introduction of auxiliary functions, the above system of partial differential
equations can be reduced to a single equation. This in turn suggests the analytic
nature of the magnetohydrodynamic characteristics.

The vector system of 3D differential equations of dynamics of incompressible
electrically conducting rotating liquid with density inhomogeneity and diffusion
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effects in the magnetic field is reduced by appropriate transformations to a scalar
equation, whose analysis shows the solvability of all the appearing initial boundary-
value problems in the theory of waves in stratified rotating liquids in the magnetic
field and which have arbitrary values of electrical conductivity.

References

Aleshkov YZ (2001) Mathematical modeling of physical processes. St. Petersburg Gos Univ, St.
Petersburg (in Russian)

Alfvén H, Fälthammar C-G (1963) Cosmical electrodynamics. Oxford, Clarendon
Arnol’d VI, Korkina EI (1983) The growth of a magnetic field in a three-dimensional steady
incompressible flow. Moscow Univ Math Bull 38(3):50–54

Braginskii SI (1964) On the self-excitation of a magnetic field by a well conducting moving liquid.
Zh Exp Teor Fiz 47:1084–1098

Braginskii SI (1967a) Foundations of the theory of the Earth’s hydromagnetic dynamo. Geomagn.
Aeronom. 7:401–416

Braginskii SI (1967b) Magnetic waves in the Earth’s core. Geomagn Aeron 7(6):1051–1060
Braginskii SI (1978)Anearly axisymmetricmodel of hydromagnetic dynamoof theEarth.Geomagn
Aeron 18(2):340–351

Braginskii SI (1987) Waves in a stably stratified layer on the surface of Earth’s core. Geomagn
Aeronomika 3:476–482

Busse FH (2000) Homogeneous dynamos in planetary cores and in the laboratory. Ann Rev Fluid
Mech 32:383–408

CattaneoF,HughesDW(1996)Nonlinear saturation of the turbulent a-effect. PhysRevE54:R4532–
R4535

Gabov SA, Sveshnikov AG (1990) Linear problems in the theory of time-dependent interior waves.
Nauka, Moscow (in Russian)

Gibson RD, Roberts PH (1967) Some comments on the theory of homogeneous dynamos. In:
Hindmarsh WR, Lowes FG, Roberts PH, Runcorn SK (eds) Magnetism and the cosmos. Oliver
& Boy, Edinburgh, pp 108–120

Gibson RD, Roberts PH (1969) The bullard gellman dynamo. In: Application of modern physics
to the Earth and planetary interiors. In: Runcorn SK (ed) Wiley, Interscience, pp 577–601

Glatzmaier GA, Roberts PH (1995a) A three-dimensional convective dynamo solution with rotating
and finitely conducting inner core and mantle. Phys Earth Planet Inter 91:63–75

Glatzmaier GA, Roberts PH (1995b) A three-dimensional self-consistent computer simulation of a
geomagnetic field reversal. Nature 377:203–209

Glatzmaier GA, Roberts PH (1996a) Rotations and magnetism of Earth’s inner core. Science
274:1887–1891

Glatzmaier GA, Roberts PH (1996b) An anelastic geodynamo simulation driven by compositional
and thermal convection. Physica D 97:81–94

Glatzmaier GA, Roberts PH (1997a) Simulating the geodynamo. Contemp Phys 38:269–288
Glatzmaier GA, Roberts PH (1997b) Simulating the geodynamo. ContempPhys 38:269–288
Glatzmaier GA, Roberts PH (1997c) Computer simulations of the Earth’s magnetic field.
Geowissenschaften 15:95–99

Glatzmaier GA, Coe RS, Hongre L, Roberts PH (1999) The role of the Earth’s mantle in controlling
the frequency of geomagnetic reversals. Nature 401:885–890

Graeva EM, Solov’yov AA (1989) Asymptotics of the process of excitation of a magnetic field by
Couette-Poiseuille flow in a conductive liquid. In: Field theory and interpretation algorithms of
geophysical data. Computational seismology. vol 22. Nauka, Moscow, pp 84–92



Mathematical Modeling of the Dynamics of a Rotating Layer … 387

Gun’ko YuF, Norin AV, Filippov VB (2003) Electromagnetic Gas Dynamics of Plasma. S.-Peterb.
Gos. Univ, St. Petersburg (in Russian)

Jones CA (2000) Convection-driven geodynamo models. Phil Trans Roy Soc A358:873–898
JulienK, Knobloch E, Weme J (1998) A new class of equations for rotation-ally constrained flows.
Theor Comput Fluid Dynamics 11:251–261

Kholodova SE (2009) Wave motions in a stratified electrically conducting rotating fluid. Comput
Math Math Phys 49(5):881–886

Landau LD, Lifshitz EM (1984) Theoretical physics, Vol. VIII: electrodynamics of continuous
Media. Nauka, Moscow, 1992; Pergamon, New York

Leighton RB (1969) A magnetic-kinematic model of the Solar cycle. Astrophys J 136:1–26
Matthews PC (1999) Asymptotic solutions for nonlinear magneto convection. J Fluid Mech
387:397–409

Maurin K (1965) Metody przestrzeni Hilberta. PaunstwoweWyd. Naukowe, Warszawa, 1959; Mir,
Moscow, 1965

Peregudin SI, Kholodova SE (2010) The wave motions caused by the oscillations of a flat wall.
Zapiski Gornogo Inst 187:113–116

Plunian F, RadlerK-H (2002)Harmonic and subharmonic solutions of theRoberts dynamo problem.
Appl Karlsruhe Exp Magnetohydrodynamics 38:95–106

Ruzmaikin AA, Sokolov DD, Shukurov AM (1989) Magnetic fields of galaxies. Nauka, Moscow
(in Russian)

Serebryanaya PM, Kropachev EP (1985) Kinematic dynamo model in a sphere with partial
stratification. Geomagn, I Aeronomiya 25(2):289–296

Shercliff JA (1967) A textbook of magnetohydrodynamics (Pergamon, Oxford, 1965. Mir, Moscow
Solov’yov AA (1985a)Magnetic field excitation by an axisymmetric motion of a conducting liquid.
Izv AN SSSR Fizika Zemli 4:101–103

Solov’yov AA (1985b) Description of the parameter range a spiral Couette-Poiseuille flow of
conductive liquid for which magnetic field excitation is possible. Izv AN SSSR Fizika Zemli
2:40–47

Solov’yov AA (1985c) Existence of magnetic dynamo for dynamically possible flow of condictive
liquid. DAN SSSR 282(1):44–48

Solov’yov AA (1987a) Magnetic field excitation by spiral motion of a conductive liquid. IFZ AN
SSSR, Moscow (in Russian)

Solov’yov AA (1987b) Magnetic field excitation by motion of a conductive liquid with large values
of the magnetic Reynolds number. Izv AN SSSR Fizika Zemli 5:77–80

Solov’yov AA (1989) Threshold values of the magnetic Reynolds number for excitation of
magnetic field. In: Field theory and interpretation algorithms of geophysical data. computational
seismology. vol 22. Nauka, Moscow, pp 80–83

Soward AM (1974) A convection driven dynamo I. The weak field case. Phil Trans Roy Soc Lond
A275:611–651

Soward AM (1988) Non-linear marginal convection in a rotating magnetic system. Geophys
Astrophys Fluid Dyn 44:91–116

Zheligovsky VA, Podvigina OM, Frisch U (2001) Dynamo effect in parity-invariant flow with large
and moderate separation of scales. Geophys Astrophys Fluid Dynam 95:227–268



Geomagnetic Diurnal Variation
at Mikhnevo Geophysical Observatory

Riabova Svetlana

Abstract In the course of this study, we used the results of geomagnetic field moni-
toring at theMikhnevo Geophysical Observatory of Sadovsky Institute of Geosphere
Dynamics of Russian Academy of Sciences, Russian Federation, Moscow region,
Mikhnevo village (its geographic coordinates are 54.96° N, 37.77° E). It has been
established that for all three components the diurnal geomagnetic variations show
a similar tendency, that is, two hours before the climax of the Sun, a minimum
is observed, and approximately three and a half hours after noon, a maximum is
observed. In addition, the time of the beginning of the quiet interval approximately
coincides with the time of sunset, and the time of the end of the quiet interval is
close to the time of sunrise. The latest beginning of the quiet interval is observed in
summer, and the earliest in winter, this result is to some extent predictable, because
the start of a quiet interval approximately corresponds to the time of sunset. Spectral
analysis of time series of geomagnetic field monitoring demonstrates the presence
of variations with periods of 6, 8, 12, and 24 h.

Keywords Diurnal regular variation of geomagnetic field · Sun’s position ·
Day-to-day variability · Periodicity · Ionospheric dynamo currents

1 Introduction

Information about quiet diurnal geomagnetic variations is in demand when we
research electrodynamic processes in the high layer ofEarth’s atmosphere, precursors
of volcano and seismic activities, climate change, etc.

Geomagnetic diurnal variations are regular: they are repeated every day in similar
way. This phenomenonwas first described byGraham (1724), although it is probably
known before. In 1722, using compass needle together with microscope, Graham
established that during the day the needle changes its position. Moreover, in addition
to these slow variations, he found amore rapid irregular change in geomagnetic field.
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Summing up the results of Graham, he was the first to separate quiet and perturbed
diurnal magnetic variations. Now it is well known that quiet magnetic variations are
observed in the absence of geoeffective disturbances on the Sun, are strictly periodic
in time and are caused by the Earth’s daily rotation (solar tides), its orbital motion,
the Moon’s position relative to the horizon (lunar tides).

The process of air ionization in the upper atmosphere (thermosphere) under the
influence of the Sun wave radiation creates a charged layer of the atmosphere (iono-
sphere) and simultaneously heats the thermosphere, which result in the forming
regular large-scale wind systems at solar ion heights (Campbell 1989). These winds
cause the conductive medium (ionosphere) to move in the geomagnetic field, which
leads to the generation of electric currents at altitudes of 90–150 km (Campbell and
Jacobs 1989; Yamazaki et al. 2014). These currents create solar-quiet (Sq-) diurnal
variations (Chapman 1919). Under the influence of thermal-tidal and thermospheric
winds, electrically charged ions move in the geomagnetic field, as a result of which
current vortices form over the northern and southern hemispheres (Riabova 2018).
The amplitude of these variations reaches ~50 nT at mid-latitudes, during day at the
magnetic equator the amplitude of Sq-variations can increase to 200 nT (equatorial
electrojet) (Butcher and Brown 1981).

Researches of solar quiet diurnal geomagnetic variations show that Sq-variation
for the current day may differ from ones for the following days not only in amplitude
and phase, but also in latitude of Sq-current system focus (Palumbo 1981; Kirchhoff
and Carpenter 1976; Hibberd 1981). This variability from day to day is largely
due to changes in currents in the field of the dynamo of the ionosphere, which are
determined by ionospheric conductivity and tidal winds, which vary depending on
solar radiation and ionospheric conditions (Torta 1997; Yamazaki et al. 2011). Solar-
diurnal variations differ in that at pointswith the same latitude they are the same, if the
field changes are attributed to local time. During the day, intensity of solar-diurnal
variations is greater than at night. Moreover, their amplitude is more in summer
period than in winter period.

Today it is cleanly established that in addition to theSq-variations, the geomagnetic
variations which are monitoring at near-surface layer of the Earth’s atmosphere also
contain lunar spectral components. However Sq-variation is commonly much bigger
than such lunar (L) variations (Palumbo 1981). Atmospheric lunar tides affect the
current systems of the ionosphere, which lead to L-variations at the Earth’s surface
(Maeda and Fujiwara 1967; Riabova 2017). Atmospheric lunar tides are caused by
the gravitational moon effect on the lower atmosphere, ocean and solid earth (Tarpley
1970; Hollingsworth 1971). The distortions of the Sq-form are caused by the action
of secondary currents from coastal ocean currents, heterogeneities of ionospheric
conductivity or other regional, high-latitude sources.

The paper presents the results of the analysis of diurnal and seasonal changes
in the shape of geomagnetic variations at Mikhnevo Geophysical Observatory of
Sadovsky Institute of Geosphere Dynamics of the Russian Academy of Sciences.
In course of this research, only during quiet solar days the results of geomagnetic
monitoring by fluxgate magnetometer LEMI-018 made from 2008 to 2017 are used.
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2 Data and Method of Analysis

In this work, as initial data we used the results of geomagnetic monitoring made
from 2008 to 2017 at Mikhnevo Geophysical Observatory of Sadovsky Institute of
Geosphere Dynamics of Russian Academy of Sciences. The observatory location (its
geographic coordinates are 54.96° N; 37.77° E) is south of Moscow region, center
of the East European Platform, away from electromagnetic interference (Adushkin
et al. 2005; Riabova and Spivak 2019).

The registration of three geomagnetic field components Bx, By, and Bz was carried
out in a stationary pavilion. The fluxgate LEMI-018 magnetometer which is located
in pavilion write geomagnetic variations with discretization of 1 s in geographic
coordinate system (X-axis is directed to geographic north, Y-axis is directed to the
geographic east, and the Z-axis is directed along the gravity vector). It should be
noted that the LEMI-018 is a highly sensitive magnetometer and the results obtained
on it are little envied by temperature drift. All data with LEMI-018 magnetometer
are passed to the computer by RS-232 interface. Then they enter to the server of
Sadovsky Institute of Geosphere Dynamics of the Russian Academy of Sciences.
The results of geomagnetic element monitoring are presented in graphical form at
website of Sadovsky Institute of Geosphere Dynamics of the Russian Academy
of Sciences (Website of Institute of Geosphere Dynamics of Russian Academy of
Sciences 2018).

In the study of the daily course of three components of geomagnetic field we
used the local time (LT). The discrepancy between the local time (LT) in which the
magnetic field is recorded and the global time (UT) is 3 h.We select onlymagnetically
quiet days according to the three-hour geomagneticK index. For such day one calcu-
lated the baseline (average from midnight plus minute values for an hour before and
after midnight), Sq amplitude (the difference between values of measured geomag-
netic components and the baseline values) of the components. Then we corrected for
noncyclic variation (due to the difference values at 12:00 p.m. (LT) from the values
at 11:00 p.m. (LT) (Vestine 1947).

Because the magnetic records contained outliers and omissions, the data have
been prepared before analyzing. We identified (Pustylnik 1968; Popukaylo 2016)
and eliminated of spikes and the filled of omissions by linear interpolation and the
double Fourier transform (Kassandrova and Lebedev 1970). When performing such
actionswe getminute equidistant data for each components of geomagnetic variation.

Thought analysis of daily regular variation, we calculated median, first quartile
and third quartile (Sizova 2005). Briefly give their definitions. The median (second
quartile) is a value in which exactly half of the elements from the investigated digital
series are larger than it, and the other half are smaller. The first quartile is the average
value between the smallest value and the median of the investigated digital series
and the third quartile is the average value between the median and the largest value
of investigated digital series.
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In this paper, the spectral characteristics of diurnal geomagnetic variations are
studied. One of the methods for spectral analyses a time series is based on the suppo-
sition that it is formed by sinusoids and cosine waves of different frequencies (time
required to complete a full cycle) and amplitudes (maximum/minimum value during
a cycle) (Vasiliev and Shevaldin 2014). Graphically, the results of identification the
dominant periods of diurnal geomagnetic field variations are shown as periodograms.

3 Results and Discussion

3.1 Diurnal Variation

As we can see in Fig. 1, the diurnal variation of each element of geomagnetic field
has a similar tendency throughout the day for all researched days. Figure 1 shows
the overlap of the regular diurnal variation of the geomagnetic field during magnet-
ically quiet days for ten years (from 2008 to 2017). The analysis shows that the

Fig. 1 Diurnal variations of geomagnetic field components at Mikhnevo observatory for magnet-
ically quiet days: Bx (top panel), By (middle panel), Bz (bottom panel). The red line is the median
(second quartile), the lower blue line is the first quartile, the upper blue line is the third quartile
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regular diurnal change in the geomagnetic field at the Mikhnevo Observatory is
approximately few tens of nanoteslas.

The minimum value for the northern component Bx of the geomagnetic field
is recorded around at 10:00 a.m., and the maximum is recorded at 3:30 p.m., the
beginning of the quiet interval is noted at 6:40 p.m., and its end is noted at 07:00
a.m.

If we compare the diurnal variations of the northern component with the change in
the Sun’s position throughout the day, the minimum will be observed approximately
2 h before the climax of the Sun, and a maximum approximately 3 h after the climax
of the sun. In this case, the time-interval between sunset and sunrise is equal to the
time interval between the beginning (~6:40 p.m.) and the end of the geomagnetic
quiet interval (~7:00 a.m.).

The diurnal regular variation for the eastern component By of the geomagnetic
field with a minimum at 2:00 p.m. and a maximum at 9:00 a.m. is opposite to the
daily variation for the northern component. The start time is 5:00 p.m. and the end
of 6:30 a.m. is a quiet interval for the eastern component is approximately the same
as for the northern component.

When analyzing the change in the values of the vertical component during the day
we obtained that the minimum is observed during the culmination of the Sun around
12:00 a.m., is clearly distinguished, but the maximum could not be identified, the
beginning of the quiet interval is at 4:00 p.m., and the end is at 08:00 a.m.

Thus, analysis of the diurnal variation for the three components allowestablish that
the values of the geomagnetic elements vary with the position of the Sun. However,
it should be noted that the time of characteristic points of a regular change of the
magnetic field does not fully coincide with the time of changing the position of the
Sun during the day (sunrise-culmination-sunset). Basically, the Sq-variation pattern
observed according to geomagnetic recording data is approximately similar to the
pattern of daily variations of an ideal Sq-current system (Mayaud 1965; Pham Thi
Thu et al. 2011).

3.2 Seasonal Variation

In the study of changes in diurnal geomagnetic variations, according to the season
during 2008–2017, only for magnetic-quiet days were considered. According to the
results of the analysis, their amplitude is bigger in the summer period for all three
components of the geomagnetic field. Moreover, in winter period it is significantly
less.

Seasonal fluctuations of the geomagnetic field during 2008–2017 are also shown
by Table 1, which contains the time of four characteristic points of the diurnal varia-
tion, i.e. the time of the minimum, maximum, beginning and end of the quiet interval
depending on the season for all three components (Bx, By, and Bz). The earliest
minimum of the daily variation for the northern component of the geomagnetic field
is observed at 09:50 in the summer, the latest minimum is observed at 11:25 a.m.
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in the winter. Since the magnetic field varies slightly until 3:00 p.m. (it fluctuates
around the average annual value), it was not possible to determine the maximum in
the winter period.

In all four seasons of the year, the start of the quiet interval is observed at 6:30
p.m., and the earliest end of the quiet interval is observed in the summer at 6:20
a.m., the latest in the winter at 9:00 a.m. For the eastern component, the start of the
quiet interval is observed at 5:00 p.m. in the fall and winter (the earliest) and at 6:40
p.m. in the summer (the latest). In the study of the diurnal variation for the vertical
component, it was obtained that it is similar to the diurnal variation for the eastern
component. At the same time, the start and the end of the quiet interval begin at about
the same time in autumn and winter, and they are observed at 4:40 p.m. and 8:10
a.m., respectively. The quiet interval begins at the latest time (6:30 p.m.) and ends
first of all (6:40 a.m.) in the summer.

To sum up, for all three geomagnetic components (Bx, By, and Bz) quiet interval is
shorter in summer and longer inwinter. Seasonally changes in the Earth’s ionospheric
current systems cause changes in the position of the maximum and minimum in
seasonal variations of geomagnetic field, in which seasonal variations of maximum
andminimum connection exhibit a similar trend with variations of the current system
position (Stening 2008).

3.3 Periodicities of Diurnal Variation

The study of diurnal recordings of geomagneticmonitoring at theMikhnevo observa-
tory shows that the diurnal variation is formed under the influence of a variety of irreg-
ular changes. The diurnal variation is a superposition of spectral harmonics which
amplitudes increase with decreasing frequency. The main reason for the appear-
ance of harmonics in the spectrum of geomagnetic variations can presumably be
the change in current systems which form and develop in magnetosphere and upper
atmosphere.

As an example, Fig. 2 demonstrates the spectral composition of themagnetic regis-
tration data at the Mikhnevo observatory for 2014 year. In general, for magnetically
quiet days, magnetic records smoothly change with the dominant spectral harmonics
of 24, 12, 8, and 6 h, the presence of which is due to the Earth’s rotation (Lilley
1975; Campbell 1976), however, spectra can also be present harmonics with both
shorter and longer periods in the spectrum. It is worth noting briefly that besides solar
components in spectra we observed components of lunar origin. It requires further
research on the analysis of the lunar solar tidal influence on the geomagnetic field.
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Fig. 2 Periodograms of the average hourly values of the components of geomagnetic field: Bx (top
panel), By (middle panel), Bz (bottom panel) for 2014 year

4 Conclusion

In this work, diurnal and seasonal variations of results of the geomagnetic monitoring
at Mikhnevo observatory which located in mid-latitudes were analyzed.

When we research dynamics of diurnal geomagnetic changes without taking into
account the effect of solar activity, only for magnetically quiet days geomagnetic
monitoring data was used.

In the course of this study, results were obtained that did not contradict the results
of previous studies for middle latitudes (Campbell 1989; Pham Thi Thu et al. 2011).
When considering the diurnal variation for all three components of the geomagnetic
field, we found that the maximum and minimum of diurnal variation are observed
approximately two–three hours before and after the Sun’s climax, and the quiet
interval starts after sunset and ends at sunrise.

With regard to seasonal changes, in summer period the amplitude of geomagnetic
variation increases, while the quiet interval duration is reduced. Otherwise speaking,
the quiet interval ends earlier in the summer that we can explain earlier sunrise.
In addition quiet interval lasts longer in winter due to late sunrise. So, the diurnal
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variations are due to the movement of current systems above the observation point,
which forms mainly from the side of the Earth illuminated by the Sun. It is obvious
that changes in the geomagnetic field at middle latitudes, if irregular disturbances
in the geomagnetic record are excluded, are mainly associated with changes in the
current system.

In the calculated Fourier spectra of all data sets at the Mikhnevo Observatory
we can clearly identify the periodicities of geomagnetic regular diurnal variation as
separate peaks at 24, 12, 8, and 6 h, corresponding to the Sq-variations and its first
three harmonics.
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Modeling of the Extreme Wind Waves
in the Gorky Reservoir

E. V. Stolyarova, S. A. Myslenkov, G. A. Baydakov, and A. M. Kuznetsova

Abstract This paper is devoted to the modeling of extreme wind wave parameters
in the Gorky Reservoir. The third generation model SWAN version 41.10 is used.
The parameters of wind waves calculated on a special unstructured triangulation grid
with spatial resolution from 100 m near the coast and up to 700 m in the central part.
The constant wind data for several directions with the speed of 15 m/s and duration
of 23 h were used in wave modeling. As a result of modeling, significant wave height
fields, the average period and the mean wavelength for each of the wind directions
were obtained. The parameters of the waves were analyzed under the influence of
the wind for 12 and 23 h.

Keywords Gorky Reservoir ·Wind waves ·Wave simulation · SWAN ·
Unstructured grid ·Wave height

1 Introduction

Many works currently are devoted to the study of wind waves in the seas and oceans
using spectral wavemodels (Myslenkov et al. 2015;Myslenkov and Stolyarova 2016;
Van Vledder and Akpinar 2015). However, the problem of hindcast and forecast of
waves for small areas is also relevant. Simplified empirical dependencies of waves on
wind are usually used to estimate wave heights for small lakes and reservoirs (Stroy-
izdat 1977). However, due to the intricate topography of the bottom and coastline,
such estimates may not be accurate. Previously, the authors have already applied the
wave model WAVEWATCH III for the water area of the Gorky Reservoir. Numerical
calculations using parameterization of WAM 3, Tolman and Chalikov, and WAM 4
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showed an overestimation of the values of wave heights compared with measure-
ments. Based on the results of a field experiment to study the features of wind-wave
interaction at fetch-limited cases, the source function was modified for the WAM 3
and Tolman and Chalikov parameterizations, which significantly reduced the differ-
ence between the calculated and experimental data. The results of the study and the
description of the experiment are described in more detail in (Kuznetsova et al. 2016;
Kuznetsova 2016).

In this paper, the wave parameters in the Gorky Reservoir under extreme winds
were estimated using the SWAN model on the unstructured grid.

2 Data and Methods

The spectral wave model of the third generation SWAN version 41.10 was chosen
to get wave parameters in the Gorky Reservoir. This model was created specifically
for calculating wind waves parameters in the coastal zone using the specified fields
of wind and currents, bottom topography (Booij et al. 1999). SWAN is developed
and distributed by the Delft University of Technology. A comparison of the results
of numerical calculations, using this model, with the results of calculations, using
other models (WAM and WAVEWATCH III), shows, that the SWAN model has a
similar quality of calculations in the deep sea (Abuzarov andLukin 2013). Thismodel
has already been used to simulate waves in several Russian seas and showed good
quality of wave modeling results (Myslenkov et al. 2015; Myslenkov and Stolyarova
2016; Myslenkov and Chernyshova 2016; Medvedeva et al. 2015). For the Black
Sea, good results were obtained when compared with observations in deep water, the
correlation coefficient was 0.85, and the standard deviation was 0.3 m (Myslenkov
and Chernyshova 2016).

The SWAN model implements the following processes related to wave propaga-
tion: wave propagation in space, refraction and diffraction ofwaves, wind generation,
dissipation due to whitecapping, dissipation due to depth-induced wave breaking;
dissipation under friction on the bottom, non-linear interaction of waves with each
other both in the deep sea (quadruplets) and in the shallow water (triads) (Booij et al.
1999).

In this work, the parameters ofwindwaves are calculated on a special unstructured
triangulation grid with spatial resolution from 100 m near the coast and up to 700 m
in the central part (Fig. 1). The number of nodes in the grid was 14,057 pcs. The
grid was created in the program Surface Water Modeling System (SMS Aquaveo).
To create a computational grid, 2200 depth points were digitized. Earlier, similar
unstructured grids were successfully used to simulate waves in the Black, Baltic and
Barents Seas (Myslenkov et al. 2015; Myslenkov and Stolyarova 2016; Myslenkov
and Chernyshova 2016; Medvedeva et al. 2015).
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Fig. 1 Special unstructured triangulation grid for the Gorky Reservoir

The constant wind data from all directions (with a step 45°), with a speed of
15 m/s and duration of 23 h were used in wave model. The configuration and param-
eterization for the SWAN model were used the same as in (Kuznetsova et al. 2016;
Kuznetsova 2016).

3 Results

As a result of modeling, significant wave height fields (corresponding to value of the
heights of one third of all highestwaves), the average period and themeanwavelength
for each of the wind directions were obtained. The parameters of the waves were
analyzed under the influence of thewind for 12 and 23 h. The results for northwind of
23 h presented in Fig. 2. The maximum significant wave height of 1.2 m is observed
in the southern part of the reservoir. The maximum period (3.2 s) and wavelength
(15 m) are also observed there. Also, high values are observed in a wide part in the
north of the reservoir. It is seen that in a case of short fetch significantly limits the
waves groving in the reservoir. It is clear that under the influence of the east or west
wind the wave height will be significantly less.

Under the southwind effect (Fig. 3), themaximumwave height (1.1m) is observed
both in the southern and in the northern part of the reservoir. Wind with speeds
of 15 m/s during the day is a very extreme event for this region. Therefore, the
calculated parameters of the waves can be considered as extreme. It is known that
the maximum height of waves can be 1.6 times higher than the significant wave
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Fig. 2 Significant wave height (a), the mean wavelength (b) and the average period (c) for the
north wind (duration 23 h)

Fig. 3 Significant wave height (a), the mean wavelength (b) and the average period (c) for the
south wind (duration 23 h)

height. Consequently, it can be assumed that the maximum height of the waves in
the Gorky Reservoir with a constant wind of 15 m/s can reach 2 m. However, this
conclusion needs to be checked using wind according to observations or reanalysis.

The significant wave heights were also analyzed under the influence of the wind
from the different directions for duration 12h (Fig. 4).When thewind effect decreases
to 12 h, the wave height reaches a maximum of 0.8–0.9 m. With the west and the
east wind forcing, areas where the wave height exceeds 0.8 m are very small. The
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Fig. 4 Significant wave height for the north (a), the south (b), the west (c), the east (d), the
north-west (e), the north-east (f), the south-west (g), the south-east (h) winds (duration 12 h)
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maps show that both fetch limit and orientation and the intricate configuration of the
basin significantly affect the wave propagation. Such maps can be used to estimate
wave parameters for different wind directions.

4 Conclusion

Based on the SWAN wave model and an unstructured computational grid, data on
extreme wind waves in the Gorky Reservoir were obtained. During the simulation,
a constant wind field was used with a speed of 15 m/s for duration up to 23 h.

With a north wind influence for 23 h, the maximumwave height 1.2 m is observed
in the southern part of the reservoir, the maximum period is 3.2 s, and the wavelength
is 15 m. Under the influence of the south wind, the maximum wave height is 1.1 m
and it is observed both in the southern and northern parts of the reservoir.

The wave height reaches a maximum of 0.8–0.9 m when the wind influence from
different directions has duration of 12 h.With the west and the east wind, areas where
the wave height exceeds 0.8 m are very small.

The maximumwave height in the Gorky Reservoir with a constant wind of 15 m/s
can reach 2 m.

Themaps show that both fetch limit and orientation and the intricate configuration
of the basin significantly affect the wave propagation.
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