




�

� �

�

6G Frontiers



�

� �

�

IEEE Press
445 Hoes Lane

Piscataway, NJ 08854

IEEE Press Editorial Board
Sarah Spurgeon, Editor in Chief

Jón Atli Benediktsson
Anjan Bose
Adam Drobot
Peter (Yong) Lian

Andreas Molisch
Saeid Nahavandi
Jeffrey Reed
Thomas Robertazzi

Diomidis Spinellis
Ahmet Murat Tekalp



�

� �

�

6G Frontiers

Towards Future Wireless Systems

Chamitha de Alwis
University of Bedfordshire
Luton, United Kingdom

and

University of Sri Jayewardenepura
Nugegoda, Sri Lanka

Quoc-Viet Pham
Pusan National University
Busan, Republic of Korea

Madhusanka Liyanage
University College Dublin
Dublin, Ireland

and

University of Oulu
Oulu, Finland



�

� �

�

Copyright © 2023 by The Institute of Electrical and Electronics Engineers, Inc. All rights
reserved.

Published by John Wiley & Sons, Inc., Hoboken, New Jersey.
Published simultaneously in Canada.

No part of this publication may be reproduced, stored in a retrieval system, or transmitted in any
form or by any means, electronic, mechanical, photocopying, recording, scanning, or otherwise,
except as permitted under Section 107 or 108 of the 1976 United States Copyright Act, without
either the prior written permission of the Publisher, or authorization through payment of the
appropriate per-copy fee to the Copyright Clearance Center, Inc., 222 Rosewood Drive, Danvers,
MA 01923, (978) 750-8400, fax (978) 750-4470, or on the web at www.copyright.com. Requests to
the Publisher for permission should be addressed to the Permissions Department, John Wiley &
Sons, Inc., 111 River Street, Hoboken, NJ 07030, (201) 748-6011, fax (201) 748-6008, or online at
http://www.wiley.com/go/permission.

Trademarks: Wiley and the Wiley logo are trademarks or registered trademarks of John Wiley &
Sons, Inc. and/or its affiliates in the United States and other countries and may not be used
without written permission. All other trademarks are the property of their respective owners.
John Wiley & Sons, Inc. is not associated with any product or vendor mentioned in this book.

Limit of Liability/Disclaimer of Warranty: While the publisher and author have used their best
efforts in preparing this book, they make no representations or warranties with respect to the
accuracy or completeness of the contents of this book and specifically disclaim any implied
warranties of merchantability or fitness for a particular purpose. No warranty may be created or
extended by sales representatives or written sales materials. The advice and strategies contained
herein may not be suitable for your situation. You should consult with a professional where
appropriate. Neither the publisher nor author shall be liable for any loss of profit or any other
commercial damages, including but not limited to special, incidental, consequential, or other
damages.

For general information on our other products and services or for technical support, please
contact our Customer Care Department within the United States at (800) 762-2974, outside the
United States at (317) 572-3993 or fax (317) 572-4002.
Wiley also publishes its books in a variety of electronic formats. Some content that appears in
print may not be available in electronic formats. For more information about Wiley products,
visit our web site at www.wiley.com.

Library of Congress Cataloging-in-Publication Data Applied for:

Hardback ISBN: 9781119862345

Cover Design: Wiley
Cover Image: © Rob Nazh/Shutterstock

Set in 9.5/12.5pt STIXTwoText by Straive, Chennai, India

http://www.copyright.com
http://www.wiley.com/go/permission
http://www.wiley.com


�

� �

�

To my parents



�

� �

�



�

� �

�

vii

Contents

About the Authors xv
Preface xvii
Acknowledgments xxi
Acronyms xxiii

Part I Introduction 1

1 Evolution of Mobile Networks 3
1.1 Introduction 3
1.2 6G Mobile Communication Networks 5
1.2.1 6G as Envisioned Today 5
1.2.2 6G Development Timeline 6

2 Key Driving Trends Toward 6G 9
2.1 Introduction 9
2.2 Expansion of IoT toward IoE 11
2.3 Massive Availability of Small Data 12
2.4 Availability of Self-Sustaining Networks 13
2.5 Convergence of Communications, Computing, Control, Localization,

and Sensing (3CLS) 14
2.6 Zero Energy IoT 15
2.7 Advancement of Communication Technologies 16
2.8 Gadget-Free Communication 17
2.9 Increasing Elderly Population 18

3 6G Requirements 21
3.1 6G Requirements/Vision 21



�

� �

�

viii Contents

3.2 Further-Enhanced Mobile Broadband (FeMBB) 23
3.2.1 Enabling 6G Applications 23
3.2.2 Enabling 6G Technologies 23
3.3 Ultramassive, Machine-Type Communication 24
3.3.1 Enabling 6G Applications 24
3.3.2 Enabling 6G Technologies 24
3.4 Extremely Reliable Low Latency Communication 25
3.4.1 Enabling 6G Applications 25
3.4.2 Enabling 6G Technologies 26
3.5 Extremely Low Power Communication 26
3.5.1 Enabling 6G Applications 27
3.5.2 Enabling 6G Technologies 27
3.6 Long Distance and High Mobility Communication 27
3.6.1 Enabling 6G Applications 27
3.6.2 Enabling 6G Technologies 27
3.7 High Spectrum Efficiency 28
3.7.1 Enabling 6G Applications 28
3.7.2 Key Enabling 6G Technologies 29
3.8 High Area Traffic Capacity 29
3.8.1 Enabling 6G Applications 29
3.8.2 Enabling 6G Technologies 29
3.9 Mobile Broadband and Low Latency (MBBLL) 29
3.9.1 Enabling 6G Applications 30
3.9.2 Enabling 6G Technologies 30
3.10 Massive Broadband Machine-Type Communications 30
3.10.1 Enabling 6G Applications 31
3.10.2 Enabling 6G Technologies 31
3.11 Massive Low Latency Machine-type Communications (mLLMT) 31
3.11.1 Enabling 6G Applications 32
3.11.2 Enabling 6G Technologies 32
3.12 AI-Assistive Extreme Communications 32
3.12.1 Enabling 6G Applications 32
3.12.2 Enabling 6G Technologies 33

4 Key 6G Technologies 35
4.1 Radio Network Technologies 35
4.1.1 Beyond Sub-6 GHz toward THz Communication 35
4.1.2 Nonterrestrial Networks Toward 3D Networking 37
4.2 AI/ML/FL 39
4.3 DLT/Blockchain 42
4.4 Edge Computing 44



�

� �

�

Contents ix

4.5 Quantum Communication 47
4.6 Other New Technologies 49
4.6.1 Visible Light Communications 49
4.6.2 Large Intelligent Surfaces 50
4.6.3 Compressive Sensing 50
4.6.4 Zero-touch Network and Service Management 51
4.6.5 Efficient Energy Transfer and Harvesting 52

Part II Architectural Directions 55

5 6G Architectural Visions 57
5.1 Evolution of Network Architecture 57
5.2 Intelligent Network of Subnetworks 58
5.3 A Greener Intelligent Network 60
5.4 Cybertwin-based Network Architecture 61

6 Zero-Touch Network and Service Management 63
6.1 Introduction 63
6.2 Need of Zero-Touch Network and Service Management 64
6.3 Overview of Zero Touch Network and Service Management 65
6.3.1 ZSM Architecture Principles 65
6.3.2 ZSM Architecture Requirements 66
6.3.2.1 Nonfunctional Requirements 66
6.3.2.2 Functional Requirements 66
6.3.2.3 Security Requirements 67
6.4 ZSM Reference Architecture 68
6.4.1 Components 68
6.4.1.1 Management Services 69
6.4.1.2 Management Functions 70
6.4.1.3 Management Domains 70
6.4.1.4 The E2E Service Management Domain 70
6.4.1.5 Integration Fabric 70
6.4.1.6 Data Services 70
6.4.2 ZSM Interfaces 70
6.4.2.1 Domain Data Collection 70
6.4.2.2 Domain Analytics 71
6.4.2.3 Domain Intelligence 71
6.4.2.4 Domain Orchestration 71
6.4.2.5 Domain Control 71
6.4.2.6 E2E Data Collection 71



�

� �

�

x Contents

6.4.2.7 E2E Analytics 71
6.4.2.8 E2E Intelligence 72
6.4.2.9 E2E Orchestration 72
6.5 Importance of ZSM for 5G and Beyond 72

7 Edge AI 73
7.1 Introduction 73
7.2 Benefits of Edge AI 75
7.3 Why Edge AI Is Important? 76
7.4 Building Blocks for Edge AI 77
7.4.1 Edge Computing 77
7.4.2 Support for Advanced Edge Analytics 78
7.4.3 Edge Inference and Edge Training 80
7.5 Architectures for Edge AI networks 81
7.5.1 End-to-End Architecture for Edge AI 81
7.5.2 Decentralized Edge Intelligence 81
7.6 Level of Edge AI 83
7.7 Future Cloud Computing Perspective 85
7.7.1 Resource Management 85
7.7.2 Energy and Operational Constraints 86
7.7.3 Security, Trust, and Privacy 86
7.7.4 Intermittent Connectivity 87
7.8 Role of Edge AI in 6G 88
7.8.1 Communication and Computation with Human-in-the-Loop 88
7.8.2 Critical but Conflicting Actors and Applications 89
7.8.3 Edge AI and Emerging Technologies 89
7.8.4 Technology Meets Business 90

Acknowledgment 91

8 Intelligent Network Softwarization 93
8.1 Network Softwarization 93
8.2 Intelligent Network Softwarization 95
8.2.1 Service Function Chaining 95
8.2.2 Programmable Data Planes 96
8.2.3 In-Network Computing 97

9 6G Radio Access Networks 99
9.1 Key Aspects and Requirements 99
9.1.1 Flexibility 100
9.1.2 Massive Interconnectivity 101
9.1.3 Energy Efficiency 102



�

� �

�

Contents xi

9.2 Aerial Radio Access Networks 103
9.3 AI-enabled RAN 108
9.4 Open RAN 112

Part III Technical Aspects 115

10 Security and Privacy of 6G 117
10.1 Introduction 117
10.2 Evolution of Mobile Security 118
10.3 6G Security Requirements 119
10.3.1 6G Security Vision and KPIs 119
10.4 Security Threat Landscape for 6G Architecture 121
10.4.1 Intelligence Radio and RAN-Core Convergence 123
10.4.2 Edge Intelligence and Cloudification of 6G Era 124
10.4.3 Specialized 6G Networks 125
10.4.4 Intelligence Network Management and Orchestration 125
10.4.5 Consumer End (Terminals and Users) 128
10.5 Security Challenges with 6G Applications 129
10.5.1 UAV-based Mobility 130
10.5.2 Holographic Telepresence 130
10.5.3 Extended Reality 131
10.5.4 Connected Autonomous Vehicles (CAV) 131
10.5.5 Smart Grid 2.0 132
10.5.6 Industry 5.0 133
10.5.7 Digital Twin 133
10.6 Security Impact on New 6G Technologies 134
10.6.1 Distributed Ledger Technology (DLT) 134
10.6.1.1 Threat Landscape 135
10.6.1.2 Possible Solutions 137
10.6.2 Quantum Computing 138
10.6.2.1 Threat Landscape 138
10.6.2.2 Possible Solutions 139
10.6.3 Distributed and Scalable AI/ML 140
10.6.3.1 Threat Landscape 141
10.6.3.2 Possible Solutions 142
10.6.4 Physical-Layer Security 142
10.6.4.1 TeraHertz Technology 142
10.6.4.2 Threat Landscape 143
10.6.4.3 Possible Solutions 143
10.6.4.4 Visible Light Communication Technology 144



�

� �

�

xii Contents

10.6.4.5 Threat Landscape 144
10.6.4.6 Possible Solutions 144
10.6.4.7 Reconfigurable Intelligent Surface 145
10.6.4.8 Threat Landscape 145
10.6.4.9 Possible Solutions 145
10.6.4.10 Molecular Communication (MC) 145
10.6.4.11 Threat Landscape 145
10.6.4.12 Possible Solutions 146
10.7 Privacy 146

11 Resource Efficient Networks 151
11.1 Energy-Efficient 6G Network Management 152
11.2 Energy-efficient Security 156
11.3 Efficient Resource Management 158

Acknowledgement 161

12 Harmonized Mobile Networks and Extreme Global Network
Coverage 163

12.1 Harmonized Mobile Networks 163
12.2 Extreme Global Network Coverage 171
12.3 Limitations and Challenges 178

13 Legal Aspects and Standardization of 6G Networks 181
13.1 Legal Aspects 181
13.1.1 Recent Developments of Legal Frameworks 182
13.2 6G Standardization Efforts 183
13.2.1 European Telecommunications Standards Institute 183
13.2.2 Next Generation Mobile Networks (NGMN) Alliance 185
13.2.3 Alliance for Telecommunications Industry Solutions (ATIS) 185
13.2.4 Next G Alliance 185
13.2.5 5G Automotive Association 186
13.2.6 Association of Radio Industries and Businesses (ARIB) 186
13.2.7 5G Alliance for Connected Industries and Automation

(5G-ACIA) 186
13.2.8 Third-Generation Partnership Project (3GPP) 186
13.2.9 International Telecommunication Union-Telecommunication

(ITU-T) 187
13.2.10 Institute of Electrical and Electronics Engineers 187
13.2.11 Other SDOs 187
13.2.11.1 Inter-American Telecommunication Commission (CITEL) 187
13.2.11.2 Canadian Communication Systems Alliance (CCSA) 187



�

� �

�

Contents xiii

13.2.11.3 Telecommunications Standards Development Society, India
(TSDSI) 188

13.2.11.4 Telecommunications Technology Association (TTA) 188
13.2.11.5 Telecommunication Technology Committee (TTC) 188

Part IV Applications 189

14 6G for Healthcare 191
14.1 Evolution of Telehealth 191
14.2 Toward Intelligent Healthcare with 6G 192
14.3 Personalized Body Area Networks 193
14.4 XR for Healthcare Applications 194
14.5 Role of Blockchain in Medical Applications 195
14.6 Security and Privacy Aspects of 6G Healthcare Applications 196

15 Smart Cities and Society 5.0 197
15.1 Preliminaries of Smart Cities 197
15.2 6G for Smart Citizen 199
15.3 6G for Smart Transportation 201
15.4 6G for Smart Grid 204
15.5 6G for Supply Chain Management 207
15.6 6G for Other Smart Scenarios 209

Acknowledgement 210

16 Industrial Automation 211
16.1 Introduction 211
16.1.1.1 Motivations Behind the Evolution of Industry 5.0 212
16.2 Background of Industry 5.0 214
16.2.1 Definitions 215
16.2.2 Additional Features of Industry 5.0 216
16.2.2.1 Smart Additive Manufacturing 216
16.2.2.2 Predictive Maintenance 216
16.2.2.3 Hyper-Customization 217
16.2.2.4 Cyber Physical Cognitive Systems 218
16.3 Applications in Industry 5.0 218
16.3.1 Cloud Manufacturing 218
16.3.2 Digital Twins 220
16.3.3 Cobots (Collaborative Robots) 220
16.3.4 Supply Chain Management 221
16.3.5 Manufacturing/Production 222



�

� �

�

xiv Contents

16.4 Role of 6G in Industry 5.0 223
16.4.1 Internet of Everything 224
16.4.1.1 Big Data Analytics 224
16.4.1.2 Blockchain 225
16.4.2 Edge Computing 225
16.4.2.1 Other Enabling Technologies 226

17 Wild Applications 229
17.1 Introduction 229
17.2 Metaverse 229
17.3 Deep-Sea Explorations 231
17.4 Space Tourism 232

Acknowledgement 235

Part V Conclusion 237

18 Conclusion 239

Bibliography 241
Index 293



�

� �

�

xv

About the Authors

CHAMITHA DE ALWIS University of Sri Jayewardenepura
Chamitha de Alwis (Senior Member, IEEE) is a Lecturer, Researcher and
Consultant in Cybersecurity. Presently he works as a Lecturer in Cybersecurity
in the School of Computer Science and Technology, University of Bedfordshire,
United Kingdom. He is the founder Head of the Department of Electrical
and Electronic Engineering, University of Sri Jayewardenepura, Sri Lanka. He
also provides consultancy services for telecommunication-related projects and
activities. He received the BSc degree (First Class Hons.) in Electronic and
Telecommunication Engineering from the University of Moratuwa, Sri Lanka,
in 2009, and the PhD degree in Electronic Engineering from the University
of Surrey, United Kingdom, in 2014. He has published peer-reviewed journal
articles, conference papers, and book chapters, and delivered tutorials and
presentations in international conferences. He also has contributed to various
projects related to ICT, and served as a guest editor, reviewer, and TPC member
in international journals and conferences. He has also worked as a Consultant
to the Telecommunication Regulatory Commission of Sri Lanka, an Advisor in
IT Services in the University of Surrey, United Kingdom, and a Radio Network
Planning and Optimization Engineer in Mobitel, Sri Lanka. His research interests
include network security, 5G/6G, blockchain, and IoT.

QUOC-VIET PHAM Pusan National University
Quoc-Viet Pham (Member, IEEE) received the BS degree in Electronics and
Telecommunications Engineering from the Hanoi University of Science and
Technology, Vietnam, in 2013, and the MS and PhD degrees in Telecommu-
nications Engineering from Inje University, South Korea, in 2015 and 2017,
respectively. From September 2017 to December 2019, he was with Kyung
Hee University, Changwon National University, and Inje University, in various
academic positions. He is currently a Research Professor with Pusan National
University, South Korea. He has been granted the Korea NRF Funding for



�

� �

�

xvi About the Authors

outstanding young researchers for the term 2019–2023. His research interests
include convex optimization, game theory, and machine learning to analyze and
optimize edge/cloud computing systems and future wireless systems. He received
the Best PhD Dissertation Award in Engineering from Inje University, in 2017.
He received the top reviewer award from the IEEE Transactions on Vehicular
Technology in 2020. He is an editor of the Journal of Network and Computer
Applications (Elsevier), an associate editor of the Frontiers in Communications
and Networks, and the lead guest editor of the IEEE Internet of Things Journal.

MADHUSANKA LIYANAGE is currently an Assistant Professor/Ad Astra Fellow and
Director of Graduate Research at the School of Computer Science, University
College Dublin, Ireland. He is also acting as a Docent/Adjunct Professor at
the Center for Wireless Communications, University of Oulu, Finland, and
Honorary Adjunct Professor of Network Security, The Department of Electrical
and Information Engineering, University of Ruhuna, Sri Lanka. He received
his Doctor of Technology degree from the University of Oulu, Finland, in 2016.
He was also a recipient of the prestigious Marie Skłodowska-Curie Actions
Individual Fellowship during 2018–2020. During 2015–2018, he had been a
Visiting Research Fellow at the CSIRO, Australia, the Infolabs21, Lancaster
University, United Kingdom, Computer Science and Engineering, The University
of New South Wales, Australia, School of IT, University of Sydney, Australia,
LIP6, Sorbonne University, France and Computer Science and Engineering, The
University of Oxford, United Kingdom. He is also a senior member of IEEE. In
2020, he received the “2020 IEEE ComSoc Outstanding Young Researcher” award
by IEEE ComSoc EMEA. Dr. Liyanage is an expert consultant at the European
Union Agency for Cybersecurity (ENISA). In 2021, Liyanage was elevated as
Funded Investigator of Science Foundation Ireland CONNECT Research Centre,
Ireland. He was ranked among the World’s Top 2% Scientists (2020) in the List
prepared by Elsevier BV, Stanford University, USA. Also, he was awarded an Irish
Research Council (IRC) Research Ally Prize as part of the IRC Researcher of the
Year 2021 awards for the positive impact he has made as a supervisor. Moreover,
he is an expert reviewer at different funding agencies in France, Qatar, UAE,
Sri Lanka, and Kazakhstan. More info: www.madhusanka.com

www.madhusanka.com


�

� �

�

xvii

Preface

While the fifth-generation (5G) mobile communication networks are deployed
worldwide, multitude of new applications and use cases driven by current trends
are already being conceived, which challenges the capabilities of 5G. This has
motivated academic and industrial researchers to rethink and work toward the
next generation of mobile communication networks called 6G hereafter. 6G net-
works are expected to mark a disruptive transformation to the mobile networking
paradigm by reaching extreme network capabilities to cater to the demands of the
future data-driven society.

Recent developments in communications have introduced many new concepts
such as edge intelligence, beyond sub 6, GHz to THz communication, nonorthog-
onal multiple access, large intelligent surfaces, and self-sustaining networks.
These concepts are evolving to become full-fledged technologies that can power
future generations of communication networks. On the other hand, applications
such as holographic telepresence, extended reality, smart grid 2.0, and Industry
5.0 are expected to emerge as mainstream applications of future communication
networks. However, requirements of these applications such as ultra-high data
rates, real-time access to powerful computing resources, extremely low latency,
precision localization and sensing, and extremely high reliability and availability
surpass the network capabilities promised by 5G. IoT, which is enabled by 5G,
is even growing to become Internet of Everything (IoE) that intends to connect
massive numbers of sensors, devices, and cyber-physical systems beyond the
capabilities of 5G. This has inspired the research community to envision 6G
mobile communication networks. 6G is expected to harness the developments
of new communication technologies, fully support emerging applications,
connect a massive number of devices, and provide real-time access to powerful
computational and storage resources.

6G mobile networks are expected to provide extreme peak data rates over 1,
Tbps. The end-to-end delays will be imperceptible and lie even beneath 0.1, ms.
6G networks will provide access to powerful edge intelligence that has processing
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delays falling below 10, ns. Network availability and reliability are expected to go
beyond 99.99999%. An extremely high connection density of over 107 devices/ per
km2 is expected to be supported to facilitate IoE. The spectrum efficiency of 6G
will be over 5× than 5G, while support for extreme mobility up to 1000, kmph is
expected. It is also envisioned that the evolution of 6G will focus around a myriad
of new requirements such as Further-enhanced Mobile Broadband (FeMBB),
ultra-massive Machine-Type Communication (umMTC), Mobile BroadBand and
Low-Latency (MBBLL), and massive Low-Latency Machine Type communication
(mLLMT). These requirements will be enabled through emerging technologies
such as THz spectrum, federated learning, edge artificial intelligence (AI),
compressive sensing, blockchain, and 3D networking. Moreover, 6G will facilitate
emerging applications such as unmanned aerial vehices (UAVs), holographic
telepresence, IoE, Industry 5.0, and collaborative autonomous driving. In light of
this vision, many new research work and projects are themed toward developing
the 6G vision, technologies, use cases, applications, and standards. The vision for
6G is envisaged to be framed by 2022–2023 to set forth the 6G requirements and
evaluate the 6G development, technologies, standards, etc.

In order to further provide a full understanding of 6G frontiers and boost the
research and development of 6G, we are motivated to provide an authored book
on 6G, future wireless systems. To the best of our knowledge, this book covers
all the aspects of 6G. In the first part of this book, we present the evolution
of mobile networks, from 0G to 6G, which are followed by the introduction to
driving trends, requirements, and key-enabling technologies. In the second part,
we present potential architectural directions of 6G, including zero-touch network
and service management, intent-based networking, edge AI, intelligent network
softwarization, and radio access networks. Then, the technical aspects of 6G are
discussed in detail. In particular, we focus on (i) hyper-intelligent networking,
(ii) security and privacy, trust, (iii) energy management and resource allocation,
(iv) harmonized mobile networks, and (v) legal aspects and standardization. In
the final part of this work, we focus on vertical applications which are expected
to emerge in future 6G network systems. More specifically, we focus on four
main kinds of applications, including (i) healthcare/well-being, (ii) smart cities,
(iii) industrial automation (e.g. Industry 5.0. collaborative robots, and digital
twin), and (iv) wild applications (e.g. space tourism and deep sea tourism).

Intended Audience

This books will be of key interest for

● Researchers: Developing 6G enabling technologies is already at the forefront of
today’s communications research. This book will provide a clear idea on how
different technologies will mature toward developing the 6g framework.
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● Academics: Academics who are teaching and performing research work in the
area of emerging communication technologies are in need of a textbook on the
envisaged 6G technologies and framework, which is provided through this book.

● Technology Architects: Technology architects need to envision 6G and develop
and align technologies toward realizing 6G.

● Mobile Network Operators (MNOs): MNOs require knowledge on 6G in order to
plan their future work considering 6G technologies, framework, applications,
and use cases as discussed in this book.

● Industry Experts: Industry experts are expected to envision future applications
and use cases and develop businesses and invest accordingly.

● Regulators and Standards: Regulators and Standards institutions are required to
be aware of the forthcoming technologies and applications in order to set regu-
lations and standards.

Book Organization

This book begins with introducing the concept of 6G mobile communication
networks in Chapter 1. Subsequently, the key driving trends toward 6G mobile
networks are explained in Chapter 2. Then 6G requirements, including the vision
for 6G together with enabling 6G applications and technologies, are discussed in
Chapter 3. Chapter 4 explains the key 6G technologies, while Chapter 5 intro-
duces 6G architectural visions. Zero-Touch Network and Service Management is
explained in Chapter 6. Chapter 7 elaborates Edge AI, while Chapter 8 discusses
intelligent network softwarization with 6G. Chapter 9 explains 6G radio access
technologies. Security and privacy aspects of 6G are discussed in Chapter 10,
while Chapter 11 discusses about resource efficient 6G networks. Chapter 12
elaborates how 6G will be deployed as harmonized mobile networks to provide
extreme global coverage. Chapter 13 discusses 6G standardization efforts and legal
aspects. Chapters 14, 15, and 16 explain emerging directions for 6G applications in
healthcare, smart cities, and industrial automation. Chapter 17 provides insights
on some wild 6G applications that are expected to emerge in the coming decade.
Chapter 18 concludes this book.

Nugegoda, Sri Lanka Chamitha de Alwis
Dublin, Ireland Madhusanka Liyanage
South Korea Quoc- Viet Pham
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ML Machine Learning
mLLMT massive Low-Latency Machine Type
MMS Multimedia Message Services
mMTC massive Machine Type Communication
MR Mixed Reality
MTC Machine Type Communication
MTP Motion-To-Photon
NB-IoT Narrowband Internet of Things
NOMA Non-Orthogonal Multiple Access
NTN Nonterrestrial Networks
QoL Quality of Life
QoPE Quality-of-Physical-Experience
RF Radio Frequency
RIS Reconfigurable Intelligent Surface
SAGINs Snetworks, and space-Air-Ground Interconnected Networks
SDN Software Defined Networking
SDO Standards Developing Organizations
SMS Short Message Services
SSN Self-Sustaining Networks
U2X UAV-to-Everything
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xxvi Acronyms

UAV Unmanned Aerial Vehicles
UHD Ultra High Definition
umMTC ultra-massive Machine-Type Communication
uRLLC ultra-Reliable Low Latency Communication
VANET Vehicular Ad Hoc Networks
VoIP Voice Over IP
VR Virtual Reality
VLC Visible Light Communincaiton
XR Extended Reality
RPL Low-Power and Lossy Networks
ZSM Zero touch network and Service Management
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1

Evolution of Mobile Networks

Mobile networks have been evolving since the 1980s, resulting in a new generation
of mobile network every decade. Presently, fifth-generation (5G) mobile networks
are being deployed. However, mobile communication research and development
work suggest that we can expect to see sixth-generation (6G) mobile networks by
2030. After reading this chapter, you should be able to

● Explain the evolution of mobile networks from 0G to 6G.
● Understand the present context of 6G development.

1.1 Introduction

While fifth-generation (5G) mobile communication networks are deployed
worldwide, multitude of new applications and use-cases driven by current trends
are already being conceived, which challenges the capabilities of 5G. This has
motivated researchers to rethink and work toward the next-generation mobile
communication networks “hereafter 6G” [1, 2]. The sixth-generation (6G) mobile
communication networks are expected to mark a disruptive transformation to the
mobile networking paradigm by reaching extreme network capabilities to cater to
the demands of the future data-driven society.

So far mobile networks have evolved through five generations during the last
four decades. A new generation of mobile networks emerges every ten years,
packing more technologies and capabilities to empower humans to enhance
their work and lifestyle. The precellphone era before the 1980s is marked as
the zeroth-generation (0G) of mobile communication networks that provided
simple radio communication functionality with devices such as walkie-talkies [3].
The first-generation (1G) introduced publicly and commercially available

6G Frontiers: Towards Future Wireless Systems, First Edition.
Chamitha de Alwis, Quoc-Viet Pham, and Madhusanka Liyanage.
© 2023 The Institute of Electrical and Electronics Engineers, Inc. Published 2023 by John Wiley & Sons, Inc.
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cellular networks in the 1980s. These networks provided voice communication
using analog mobile technology [4]. The second-generation (2G) of mobile
communication networks marked the transition of mobile networks from analog
to digital. It supported basic data services such as short message services in addi-
tion to voice communication [5]. The third-generation (3G) introduced improved
mobile broadband services and enabled new applications such as multimedia
message services, video calls, and mobile TV [6]. Further improved mobile broad-
band services, all-IP communication, Voice Over IP (VoIP), ultrahigh definition
video streaming, and online gaming were introduced in the fourth-generation
(4G) [7].

The 5G mobile communication networks are already being deployed worldwide.
5G supports enhanced Mobile Broadband (eMBB) to deliver peak data rates
up to 10 Gbps. Furthermore, ultra-Reliable Low Latency Communication
(uRLLC) minimizes the delays up to 1 ms while massive Machine Type
Communication (mMTC) supports over 100× more devices per unit area com-
pared to 4G. The expected network reliability and availability is over 99.999% [8].
Network softwarization is a prominent 5G technology that enables dynamicity,
programmability, and abstraction of networks [9]. Capabilities of 5G have enabled
novel applications such as Virtual Reality (VR), Augmented Reality (AR), Mixed
Reality (MR), autonomous vehicles, Internet of Things (IoT), and Industry
4.0 [10, 11].

Recent developments in communications have introduced many new con-
cepts such as Edge Intelligence (EI), beyond sub 6 GHz to THz communication,
Nonorthogonal Multiple Access (NOMA), Large Intelligent Surfaces (LIS), swarm
networks, and Self-Sustaining Networks (SSN) [12, 13]. These concepts are evolv-
ing to become fully fledged technologies that can power future generations of
communication networks. On the other hand, applications such as Holographic
Telepresence (HT), Unmanned Aerial Vehicles (UAV), Extended Reality (XR),
smart grid 2.0, Industry 5.0, and space and deep-sea tourism are expected to
emerge as mainstream applications of future communication networks. However,
requirements of these applications such as ultrahigh data rates, real-time access to
powerful computing resources, extremely low latency, precision localization and
sensing, and extremely high reliability and availability surpass the network capa-
bilities promised by 5G [14, 15]. IoT, which is enabled by 5G, is even growing to
become Internet of Everything (IoE) that intends to connect massive numbers of
sensors, devices, and Cyber-Physical Systems (CPS) beyond the capabilities of 5G.
This has inspired the research community to envision 6G mobile communication
networks. The 6G is expected to harness the developments of new communication
technologies, fully support emerging applications, connect a massive number
of devices, and provide real-time access to powerful computational and storage
resources.
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1.2 6G Mobile Communication Networks

The 6G networks are expected to be more capable, intelligent, reliable, scalable,
and power-efficient to satisfy all the expectations that cannot be realized with
5G. The 6G is also required to meet any new requirements, such as support for
new technologies, applications, and regulations, raised in the coming decade.
Figure 1.1 illustrates the evolution of mobile networks, elaborating key features
of each mobile network generation. Envisaged 6G requirements, vision, enablers,
and applications are also highlighted to formulate an overview of the present
understanding of 6G.

1.2.1 6G as Envisioned Today

The 6G mobile communication networks, as envisioned today, are expected
to provide extreme peak data rates over 1 Tbps. The end-to-end delays will be
imperceptible and lie even beneath 0.1 ms. The 6G networks will provide access to
powerful edge intelligence that has processing delays falling below 10 ns. Network
availability and reliability are expected to go beyond 99.99999%. An extremely
high connection density of over 107 devices/km2 is expected to be supported
to facilitate IoE. The spectrum efficiency of 6G will be over 5× than 5G, while
support for extreme mobility up to 1000 kmph is expected [12].

It is envisioned that the evolution of 6G will focus around a myriad of new
requirements such as further-enhanced mobile broadband (FeMBB), ultramassive
Machine-Type Communication (umMTC), Mobile BroadBand and Low-Latency

Mobile Network
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End-to-end delay < 0.1 ms
Processing delay < 10 ns
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Figure 1.1 Evolution of Mobile Networks from 0G to 6G. Source: vectorplus /
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(MBBLL), and massive Low-Latency Machine Type communication (mLLMT).
These requirements will be enabled through emerging technologies such as THz
spectrum, Federated Learning (FL), edge Artificial Intelligence (AI), Compressive
Sensing (CS), blockchain/Distributed Ledger Technologies (DLT), and 3D net-
working. Moreover, 6G will facilitate emerging applications such as UAVs, HT,
IoE, Industry 5.0, and collaborative autonomous driving. In light of this vision,
many new research work and projects are themed toward developing 6G vision,
technologies, use-cases, applications, and standards [1, 2].

1.2.2 6G Development Timeline

The 6G developments are expected to progress along with the deployment and
commercialization of 5G networks, and the final developments of 4G Long-Term
Evolution (LTE), being LTE-C, which followed LTE-Advanced and LTE-B [16].
The vision for 6G is envisaged to be framed by 2022–2023 to set forth the 6G
requirements and evaluate the 6G development, technologies, standards, etc.
Standardization bodies such as the International Telecommunication Union
(ITU) and Third-Generation Partnership Project (3GPP) are expected to develop
the specifications to develop 6G by 2026–2027 [16]. Network operators will start
6G research and development (R&D) work by this time to do 6G network trials by
2028–2029, to launch 6G communication networks by 2030 [14, 16–18]. Global 6G
development initiatives are illustrated in Figure 1.3, while the expected timeline
for 6G development, standardization, and launch is presented in Figure 1.2.

Figure 1.2 Expected Timeline of 6G Development, Standardization and Launch. Source:
Adapted from [14, 16–18].
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Figure 1.3 Global 6G Development Initiatives.
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2

Key Driving Trends Toward 6G

Emerging applications and use-cases of the future society demands mobile
networks to be more dense and capable. After reading this chapter, you should be
able to

● Understand the future trends of 6G networks.
● Importance of the driving trend toward the development and definition of the

requirements of 6G network.
● Identify components related to environmental and energy infrastructure.

2.1 Introduction

A new generation of mobile communication has emerged every 10 years over the
last four decades to cater to society’s growing technological and societal needs.
This trend is expected to continue, and 6G is seen on the horizon to meet the
requirements of the 2030 society [19, 20]. The technologies, trends, requirements,
and expectations that force the shift from 5G toward the next generation of net-
works are identified as 6G driving trends. These driving trends will shape 6G into
the key enabler of a more connected and capable 2030 society.

This chapter discusses the key 6G driving trends elaborating why and how each
trend demands a new generation of communication networks. Figure 2.1 illus-
trates the 6G driving trends that are discussed in this section.

● Expansion of IoTs: It is expected that the number of IoT devices in the world will
grow up to 24 billion by 2030. Moreover, the revenue related to IoT will hit the
market capitalization of USD 1.5 trillion by 2030 [23].

6G Frontiers: Towards Future Wireless Systems, First Edition.
Chamitha de Alwis, Quoc-Viet Pham, and Madhusanka Liyanage.
© 2023 The Institute of Electrical and Electronics Engineers, Inc. Published 2023 by John Wiley & Sons, Inc.
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IoT Expansion

Massive Availability of Small Data

Self-Sustaining Networks

Communications, Computing, Control,
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Zero Energy IoT

Advancement of Communication
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Gadget-free Communication

Increasing Elderly Population

Emerging Technologies and Applications

Figure 2.1 6G Driving Trends. Source: [21, 22]/IEEE.

● Massive Availability of Small Data: Due to the anticipated popularity of 6G-based
IoT devices and new 6G-IoT services, 6G networks will trend to generate an
increasingly high volume of data. Most of such data will be small, dynamic, and
heterogeneous in nature [12, 24].

● Availability of Self-Sustained Networks: 6G mobile systems need to be energy
self-sustainable, both at the infrastructure side and at the device side, to provide
uninterrupted connectivity in every corner of the world. The development
of energy harvesting capabilities will extend the life cycle of both network
infrastructure devices and end devices such as IoE devices [25, 26].

● Convergence of Communication, Sensing, Control, Localization, and Computing:
Development of sensor technologies and direct integration of them with mobile
networks accompanied by low-energy communication capabilities will lead to
advanced 6G networks [12, 27]. Such a network will be able to provide sens-
ing and localization services in addition to the exciting communication and
computing features [12, 27, 28].

● Zero Energy IoT: Generally, IoT devices will consume significantly more energy
for communication than sensing and processing [29]. The development of
ultralow-power communication mechanisms and efficient energy harvesting
mechanisms will lead to self-energy sustainable or zero-energy IoT devices [29].

● More Bits, Spectrum, and Reliability: The advancement of wireless communi-
cation technologies, including coding schemes and antenna technologies, will
allow to utilize new spectrum as well as reliably send more information bits over
existing wireless channels [12, 19].

● Gadget-Free Communication: The integration of an increasing number of smart
and intelligent devices and digital interfaces in the environment will lead to
a change from gadget-centric to user-centric or gadget-free communication
model. The hyperconnected digital surroundings will form an “omnipoten-
tial”atmosphere around the user, providing all the information, tools, and
services that a user needs in his or her everyday life [30–32].
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● Increasing Elderly Population: Due to factors such as advanced healthcare
facilities and the development of new medicines, the world’s older population
continues to grow at an unprecedented rate. According to the “An Aging World:
2015” Report, nearly 17 percent (1.6 billion) of the world’s population will be
aged 65 and over by 2050 [22].

● Emergence of New Technologies: By 2030, the world will experience new
technological advancements such as stand-alone cars, Artificial Intelligence
(AI)-powered automated devices, smart clothes, printed bodies in 3D, humanoid
robots, smart grid 2.0, industry 5.0, and space travel [12, 19]. The 6G will be the
main underline communication infrastructure to realize these technologies.

2.2 Expansion of IoT toward IoE

IoT envisions to weave a global network of machines and devices that are capable
of interacting with each other [33]. The number of IoT devices is on the rise and
is expected to grow up to 24 billion by 2030 due to the growth of applications such
as the Industrial Internet of Things (IIoT). The total IoT market is also expected
to rise to USD 1.5 trillion in 2030 [23]. IoE is expected to expand the scope of IoT
to form a hyperconnected world connecting people, data, and things to stream-
line the processes of businesses and industries while enriching human lives [34].
IoE will connect many ecosystems involving heterogeneous sensors, actuators,
user equipment, data types, services, and applications [35].

The importance of this driving trend is discussed, considering the challenges
in overcoming the limitations of existing networks to facilitate IoT development
toward IoE. One of the key challenges in this development is the integration of
AI and Machine Learning (ML) technologies into mobile communication net-
works [36]. These technologies are essential to process massive amounts of data
collected from heterogeneous IoE devices to obtain meaningful information and
enable new applications and use-cases envisioned with 6G [37]. Processing mas-
sive amounts of data using AI and ML requires future communication networks
to provide real-time access to powerful computational facilities (Figure 2.2).
The communication between IoE devices and mobile networks should also be
power-efficient to minimize the carbon footprint. For instance, intelligent traffic
control and transportation systems in future smart cities are expected to utilize
future 6G communication networks to massively exploit data-driven methods for
real-time optimization [38]. Such systems will require AI and ML to efficiently
process large amounts of data collected from heterogeneous sensors in real-time
to provide insights that will minimize traffic.

Preserving data security and privacy in existing IoT networks is yet another
important requirement. Since everything in IoE is connected to the Internet,
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Figure 2.2 IoT to IoE Transition.

distributed AI technologies will be required for training data sets spread unevenly
across multiple edge devices. This exposes IoE networks to security vulnerabilities
associated with distributed AI, such as poisoning attacks and authentication
issues [39]. Solving these issues requires AI and DLT-based adaptive security
solutions that should be integrated with future communication networks [40].
DLTs and blockchain, in particular, are key enablers of IoE. The decentralized
operation, immutability, and enhanced security of blockchain are instrumental in
overcoming the challenges concerned with the exponential expansion of IoT [41].

Moreover, traditional Orthogonal Multiple Access (OMA)-based schemes
cannot provide access to a massive number of IoE devices due to limitations in the
radio spectrum. This requires new technologies such as NOMA to be applied to
cellular IoT to provide access to a massive number of IoT devices [13, 36]. In addi-
tion, providing seamless connectivity to IoE devices that lie beyond the coverage
of terrestrial cellular networks requires unmanned aerial vehicle (UAV) and
satellites to work in coordination to form a cognitive satellite-UAV network [42].
Such technologies are expected to be integrated with the next generation of
mobile communication networks to facilitate the smooth progression from IoT
toward IoE.

2.3 Massive Availability of Small Data

The widespread heterogeneous IoT sensor nodes that continuously acquire
massive amounts of diverse data are expected to generate over 30 exabytes of
data per month by 2020 [43]. Collecting, storing, and processing this type of data
through widespread communication networks will be one of the challenging
requirements that should be met by future communication networks. The term
“Small Data” refers to small data sets representing a limited pool of data in a
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niche area of interest [44]. Such data sets can provide meaningful insights to
manage massive amounts of IoT devices. Unlike Big Data that are concerned
with large sets of historical data, Small Data are concerned about either real-time
data or statistical data of a limited time. Small Data will be instrumental in many
applications, including the real-time equipment operation and the maintenance
of massive numbers of machines connected in IIoT. IIoT is expected to grow
connecting billions of CPS, devices, and sensors in the coming decade as discussed
in Section 2.2.

Another example is the growing demand for Small Data-based analytics in the
retail industry that collects data from various sensors, personal wearables, and IoT
devices [45]. Such analytics are helpful to provide real-time personalized services
for customers. These applications give rise to the generation of massive amounts
of small data sets that should be efficiently collected and processed using AI and
ML [12].

The importance of this driving trend is discussed, considering the processing
and communication limitations of existing mobile communication networks. Pro-
cessing massive amounts of Small Data sets is not efficient in existing cloud com-
puting and edge computing infrastructure that is designed to process large data
sets [46]. This requires new means of efficiently processing massive amounts of
Small Data sets in the Edge AI infrastructure in future communication networks.
This will also require new ML techniques beyond classical, big data analytics to
enhance network functions and provide new services envisaged in future com-
munication networks [12]. Furthermore, future networks should maximize the
energy efficiency of offloading massive amounts of Small Data to edge computing
facilities. This requires the optimization of joint radio and computation resources
while satisfying the maximum tolerable delay constraints [47].

On the other hand, communication networks will need to support massive
amounts of Small Data transmission from heterogeneous IoT devices. Overheads
of this type of communication can be significant compared to the size of data
that is being transmitted, making this type of data communication less effi-
cient [24, 48]. This requires new methods to reduce transmission and contention
overheads in future communication networks.

2.4 Availability of Self-Sustaining Networks

Self-Sustaining Networks (SSNs) can perform tasks such as self-managing,
self-planning, self-organizing, self-optimizing, self-healing, and self-protecting
network resources to continuously maintain its Key Performance Indicators
(KPIs) [12]. This is performed by adapting network operation and functionali-
ties considering various facts, including environmental status, network usage,
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and energy constraints [49]. These types of intelligent and real-time network
operations in SSNs are facilitated using machine learning/deep learning/quantum
machine learning techniques that enable fast learning of rapid network changes
and dynamic user requirements [50]. Using SSNs, future networks are expected
to enable seamless access to emerging application domains under highly dynamic
and complex environments [12].

The importance of this driving trend is discussed, considering the incapability
of existing mobile networks to function as SSNs. SSNs require the ability to
obtain network statistics in real time to automatically manage resources and
adapt functionalities to maintain high KPIs [12]. Therefore, SSNs require a
novel self-sustaining network architecture that can adapt to rapid changes in
the environment and user requirements. These operations should be facilitated
through real-time analysis of massive amounts of Small Data obtained by network
nodes. Small Data analysis can be performed using edge intelligence capabilities
envisaged in future networks, as explained in Section 2.3.

Furthermore, self-optimization of radio resources needs to bank on
software-defined cognitive radios through operations such as radio scene
analysis [50, 51]. In addition, SSNs should facilitate energy self-sustainability at
the infrastructure side as well as the device side to provide uninterrupted and
seamless connectivity. Therefore, energy harvesting in network infrastructure
should play a pivotal role to extend the range and stand-by times [25, 26]. This also
requires future communication networks to be designed in an energy-aware fash-
ion to enable devices to harvest energy, be self-powered, share power, and last
long [17, 52]. Furthermore, handling massive numbers of IoT devices in an
energy-efficient manner under various channel conditions and diverse appli-
cations requires self-learning through context-aware operation to minimize the
energy per bit for a given communication requirement [43].

2.5 Convergence of Communications, Computing,
Control, Localization, and Sensing (3CLS)

Future communication networks are expected to converge computing resources,
controlling architecture, and other infrastructure used for precise localization and
sensing [12]. This convergence is essential to facilitate highly personalized and
time-critical future applications. For instance, Human-Centric Services (HCS)
are expected to bank on 3CLS services to facilitate efficient communication and
real-time processing of a large number of data streams gathered through sensors
that are centered around humans [53, 54].
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The development of 3CLS services is an important driving trend toward the next
generation of mobile communication networks as existing 5G technologies have
not fully explored the interdependence between computing, communication,
control, localization, and sensing in an end-to-end manner [55]. Realizing
3CLS services will require future mobile communication networks to possess
collective network intelligence at the edge of the network to run AI and ML
algorithms in real time [12, 56]. Moreover, the network architecture should also
be open, scalable, and elastic to facilitate AI orchestrated end-to-end 3CLS design
services [12, 57]. Precise localization and sensing should also coexist with com-
munication networks by sharing network resources in time, frequency, and space
to facilitate emerging applications such as extended reality, connected robotics,
connected and automated vehicles (CAVs), sensing, and 3D mapping [12, 28].

2.6 Zero Energy IoT

Zero energy IoT devices can harvest energy from the environment to obtain infi-
nite power [58]. For instance, radio frequency (RF) energy harvesting can har-
vest energy from RF waves to extend the network lifetime. Nodes that harvest
more energy can share their energy with other nodes using energy cooperation.
Presently, only about 0.6% of the 1.5 trillion objects in the real world is connected
to the Internet [29]. The remaining devices are also expected to be connected in an
energy-efficient fashion together with the growth of future communication tech-
nologies and applications.

Zero energy IoT is an important driving trend toward future communication
networks to enable maintenance-free and battery-less operation of a massive
number of IoT devices. This requires mobile networks to be able to support
ultralow-power communication and efficient energy harvesting [29]. However,
existing 5G network infrastructures do not support energy harvesting, especially
as the electronic circuitry cannot efficiently convert the harvested energy into
electric current [17]. Therefore, electronic circuitry in future communication
networks should be designed and developed to support efficient energy har-
vesting. Furthermore, circuits that harvest energy should allow devices to be
self-powered to enable off-grid operations, long-lasting IoT devices, and longer
stand-by times [17]. Wireless power transfer is also expected to play a key role
in the next generation of mobile communication networks considering the
feasibility of doing so due to much shorter communication distances in denser
communication networks [59]. Furthermore, data communication stacks can
also be optimized in an energy-aware fashion to minimize energy usage.
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2.7 Advancement of Communication Technologies

Mobile communication has seen significant technological advances recently.
For instance, electromagnetically active Large Intelligent Surfaces (LIS) made
using meta-materials placed in walls, roads, buildings, and other smart envi-
ronments with integrated electronics will provide massive surfaces for wireless
communication [60]. Furthermore, novel channel access schemes such as
NOMA have offered many advantages, such as being more spectral efficient than
prevailing schemes. Beyond-millimeter Wave (mmWave) communication at THz
frequency bands is also being exploited to provide uninterrupted connectivity
in local and wide-area networks [61]. Key advancements of communication
technologies are illustrated in Figure 2.3.

The emergence of new communication technologies that cannot be integrated
with existing 5G networks is discussed to highlight the importance of this driving
trend. For instance, future communication networks will need to shift from
existing small cells toward tiny cells to support high-frequency bands in the THz
spectrum. This requires a new architectural design supporting denser network
deployments and mobility management at higher frequencies [61]. Furthermore,
multimode base stations will be necessary to facilitate networks to operate in a
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Figure 2.3 Advancement of communication technologies toward 6G. Source: Adapted
from [12, 60–62]
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wide range of spectra ranging from microwave to THz to provide uninterrupted
connectivity. Furthermore, utilizing LISs as transceivers requires low-complexity
channel demodulation banking on techniques such as joint compressive sensing
(CS) and deep learning, which is not feasible with 5G [63]. Also, none of the recent
advancements in communication technologies such as providing AI-powered
network functionalities using collective network intelligence, Visible Light
Communication (VLC), NOMA, cell-free networks, and quantum computing
and communications are realized in 5G [12, 62, 64]. Therefore, the integration of
these advanced communication technologies demands a new paradigm of mobile
communication networks.

2.8 Gadget-Free Communication

Gadget-free communication eliminates the requirement for a user to hold
physical communication devices. It is envisaged that the digital services cen-
tered around smart and connected gadgets will move toward a user-centric,
gadget-free communication model as more and more digital interfaces, intelligent
devices, and sensors get integrated to the environment [30, 32, 65]. Since most
of our data and services are already based on cloud platforms, the move toward
a ubiquitous gadget-free environment seems to be the natural progression.
The hyperconnected smart digital surroundings will provide an omnipotential
environment around the user to provide all the digital services needed in
their everyday life. Hence, in the future, any user can live naked, i.e. users
can access Internet-based services without any personal devices, gadgets, or
wearables [31].

The limitations of present 5G network technologies to facilitate gadget-free
communication also highlights it as an essential driving trend toward the next
generation of networks. Gadget-free communication requires users to stay con-
nected seamlessly with high availability, high-network performance, increased
energy efficiency, and lower costs (Figure 2.4). Future communication networks
need to be highly automated, context-aware, adaptable, flexible, secure, and
self-configurable to provide users with a satisfactory service [31]. Facilitating such
requirements demands future communication networks be equipped with pow-
erful distributed computing with edge intelligence, which is lacking in present
5G implementation [56]. Future networks are also required to facilitate extreme
data rates, negligible latencies, and extreme reliability to facilitate holographic
communication that will enable users to fully utilize the potential of gadget-free
communication [66]. Furthermore, existing network security measures and
privacy also need to be improved. For instance efficient, secure, and privacy,
ensuring authentication mechanisms using lightweight operations are required
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Figure 2.4 Gadget-free Communication.

to be integrated with future communication networks to facilitate gadget-free
communication [67].

2.9 Increasing Elderly Population

The world’s older population continues to grow exponentially due to advance
healthcare facilities, life prospects, and access to new medicine and healthcare
facilities. Presently, there are more 60-year-olds than children under the age of
five, and this trend is expected to grow [21]. The World Health Organization
(WHO) in 2015 has also predicted that the elderly populations will double from
12% to 22% by 2050 [22]. The elderly population is prone to old-age diseases.
Thus, they need continuous health monitoring to ensure well-being. However,
frequent hospital visits might not be feasible due to costs, transportation dif-
ficulties, and body movement restrictions. This requires technologies to aid
physicians to manage their patients in real time while measuring parameters such
as heart rate, body and skin temperature, blood pressure, respiration rate, and
physical activity using multiple wearable devices and environmental sensors [68].
Concepts such as Human Bond Communication (HBC) are developed to detect
and transmit information using all five human senses (sight, smell, sound, touch,
and taste) [21]. Ambient-Assisted Living (AAL) is another developing concept
that will allow remote monitoring of health as well as other hazards such as
smoke or fire [69].

The importance of increasing the elderly population as an emerging trend is
identified considering the limitations of existing network infrastructure to provide
smart healthcare and other related facilities to the increasing elderly population.
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Figure 2.5 Increasing elderly population.

It is observed that the requirements of future healthcare applications can extend
up to very high data rates, extremely high reliability (99.99999%), and extremely
low end-to-end delays (≤1 ms) [17, 70]. Furthermore, emerging applications
such as the Intelligent Internet of Medical Things (IIoMT) require powerful
edge intelligence to process massive amounts of data in real time for the early
detection of adverse medical conditions such as cancers (Figure 2.5). Similarly,
Hospital-to-Home (H2H) services that can provide urgent treatments for patients
will also require seamless connectivity with extreme reliability [70]. In addition,
VLC is expected to be integrated with mobile networks to facilitate in-body
sensors to provide vital information for patient monitoring [21]. Moreover, the
massive amounts of health information that will be gathered should be protected
by future networks with powerful and intelligent measures to ensure data security
and user privacy [70, 71]. These requirements are beyond 5G capabilities and
demand a new generation of mobile communication networks.
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3

6G Requirements

The 6G networks are required to develop over existing 5G networks to support
emerging technologies and applications. After reading this chapter, you should be
able to

● Understand how the 6G requirements develop over existing networks
capabilities.

● Obtain an insight on how 6G requirements can enable future technologies and
applications.

3.1 6G Requirements/Vision

To realize new applications, 6G networks have to provide extended network
capabilities beyond 5G networks. Figure 3.1 depicts such requirements which
need to be satisfied by 6G networks to enable future applications.

As adopted from the various studies [37, 72–75], 6G networking requirements
can be divided into different categories as follows:

● Further Enhanced Mobile Broadband (FeMBB): The mobile broadband speed
has to be further improved beyond the limits of 5G and provide the peak data
rate at Terabits per second (Tbps) level. Moreover, the user-experienced data rate
should also be improved up to Gigabits per second (Gbps) level [70].

● Ultramassive Machine Type Communication (umMTC): Connection density will
further increase in 6G due to the popularity of Internet of Things (IoT) devices
and the novel concept of IoE. These devices communicate with each other and
offer collaborative services in an autonomous manner [76, 77].

● Enhanced Ultrareliable, Low-Latency Communication (ERLLC/eURLLC):
The E2E latency in 6G should be further reduced up to μs level to enable new
high-end, real-time 6G applications [20].

6G Frontiers: Towards Future Wireless Systems, First Edition.
Chamitha de Alwis, Quoc-Viet Pham, and Madhusanka Liyanage.
© 2023 The Institute of Electrical and Electronics Engineers, Inc. Published 2023 by John Wiley & Sons, Inc.
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Figure 3.1 6G Requirements.

● Extremely Low-Power Communications (ELPC): The network energy efficiency
of 6G will be improved by 10× than 5G and 100× than 4G. It will enable ELPC
channels for resource constrained IoT devices [20, 78].

● Long Distance and High Mobility Communications (LDHMC): With the support
of fully integrated satellite technologies, 6G will provide communication for
extreme places such as space and the deep sea. Moreover, AI-based automated
mobility management systems and proactive migration systems will be able to
support seamless mobility at speed beyond 1000 kmph [70].

● High Spectrum Efficiency: The spectrum efficiency will be further improved in
6G up to five times as in 4G and nearly two times as in 5G networks [20].

● High Area Traffic Capacity: The exponential growth of IoT will demand the
improvement of the area traffic capacity by 100 times than 5G networks. It will
lead up to 1 Gbps traffic per square meter in 6G networks.

● Mobile Broadband and Low-Latency (MBBLL): MBBLL will enable high data
rates (> 1 Tbps) and low response time (< 0.1 ms), even in high mobility
use-cases (> 1000 km/h) to support applications such as XR.
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● Massive Broad Bandwidth Machine Type (mBBMT): The 6G networks are
expected to support large number of sensors, devices, equipment, and other
machines (e.g. 100/m3).

● Massive Low Latency Machine Type (mLLMT): In 6G, URLLC and massive
machine-type communication (mMTC) services should be linked and novel
unified solutions are needed to meet the challenge of offering efficient and fast
massive connectivity.

● AI-Assistive Extreme Communications: AI is expected to immerse in every aspect
of future communication networks.

Rest of the chapter discusses how the 6G each requirement can be improved as
compared to the existing networks. Each requirement is then followed by several
enabling applications and their key enabling technologies.

3.2 Further-Enhanced Mobile Broadband (FeMBB)

eMBB represents a continuing evolution from traditional LTE, which enables
mobile broadband in limited applications. The speed of eMBB is the gigabits in
4G. In 5G, eMBB is being enhanced greatly [72]. In addition, it has been predicted
that a series of exciting immersive applications including 3D extended reality
features, 3D multimedia, IoE will be enabled by high quality of services that
would need the peak of tens of Gbps [37]. Therefore, 6G mobile broadband speed
has to be further improved beyond the limits of 5G to provide the peak of mobile
broadband data rate at Tbps level. Moreover, as the end users will be using more
high-definition contents, their mobile data rates should also be improved up to
Gbps level.

3.2.1 Enabling 6G Applications

It will enable many use-cases, for instance FeMBB can dramatically enhance
broadband in highly dense or populated regions including public transporta-
tion (e.g. high-speed trains and smart cities) to provide super-fast hot spot.
Furthermore, FeMBB would enable many exciting ultrahigh definition media
applications (e.g. 4D video gaming and mobile TV [79]) to facilitate enhanced
multimedia applications. Other areas of FeMBB growth in the technical work
include autonomous manufacturing and growth of connected wearables and
sensors. As a result, 6G will enable broadband everywhere on the planet.

3.2.2 Enabling 6G Technologies

The 6G will be deployed across large number of areas through the fixed wire-
less access, which will leverage 6G technologies to deliver wireless broadband to
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everywhere on the planet [80]. Another popular technology is THz band, which is
one of the main frontiers in beyond 5G communications as of today. The THz
band would offer virtually unbounded capacity for supporting wide-channels and
extremely high data rates [61]. In addition, the work in [81] deliberately supported
that the THz communications can attain high data rates through VLC.

Recently, AI/ML has been proposed to be used at the physical and MAC
layers [82]. ML can optimize synchronization, manage power allocation, and
modulation and coding schemes. Furthermore, ML would assist with efficient
spectrum sharing, channel estimation, and enable adaptive and real-time massive
Multiple-Input and Multiple-Output (MIMO) beamforming. However, such
AI/ML-based solutions are still under research. Therefore, it becomes viable that
we would need more intelligent algorithms that can determine in which domains
two systems can share the spectrum with high coexistence efficiency [82].

3.3 Ultramassive, Machine-Type Communication

In the IoE revolution, 5G communications are expected to support massive
machine-type communication for billions of devices. The ability to connect and
transfer data up to 1 million sensors per km2. In addition, the work in [73]
suggested that the scale of machine-type communications will be turned upside
down by IoT devices and their connectivity in IoE world. In the IoE architecture
surprisingly, a trillion of sensors and actuators will be automated to send their
data back and forth. In such massive scale networks, the current machine-type
communication architecture would not be able to cater to effective and efficient
connectivity. However, beyond-5G and/or 6G networks potentially require
umMTC architecture that can support reliable connectivity to massive scales of
networks, e.g. trillion of devices [83]. Thus, connection density will be further
improved in 6G due to the popularity of novel concept of IoE.

3.3.1 Enabling 6G Applications

In 6G, umMTC will enable several key applications including Internet of Indus-
trial smart Things (IoIsT), smart buildings, Internet-enabled supply-chain,
logistics, and fleet management, as well as air and water quality monitoring
[73, 84]. In addition, other applications will be ultradense cellular IoT networks,
container tracking, nature/wildlife sensing, mines/road and/or forest works
monitoring [85].

3.3.2 Enabling 6G Technologies

Technologies, such as SigFoX and LoRa [73], will be the potential candidates
for network connectivity and coverage toward the 6G network. In another vein,
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Machine Type Communication (MTC) architecture and its features can also
be realized in 6G using a licensed spectrum that would overlay on existing
communication infrastructure (e.g. RAN). In addition, such an architecture can
provide guaranteed reliability to the devices in the 6G communications. In order
to achieve this, mainly two technologies can be utilized as enabling technologies:
(i) enhanced MTC and, (ii) Narrow Band Internet of Things (NB-IoT), among
others [83]. The enhanced Machine-Type Communication (eMTC) can provide
high bandwidth data rate (e.g. up to 1 Mbps) and can support high mobility to
many of 6G-enabled applications such as Internet of Vehicles (IoV) [84]. Whereas
the NB-IoT can enable and/or support many applications which required low
data bandwidth (e.g. in the order of Kbps) [83].

In another vein, Massive MIMO is one of the substantial candidates that
can enhance efficiency of spectrum in multiuser environment [86]. As a result,
it can enhance the channel capacity in 5G and beyond networks. In order to
simulate massive MIMO, the authors in [86], applied MIMO to solve the issues of
perfect channel allocation (PCA) issue. The authors used bit-error rate for PCA.
Moreover, they utilized a narrowband (shared) communication to collect network
data traffic from MTC devices (i.e. connected devices in the network). To enhance
the broadband efficiency, they used clustering technique where heterogeneous
devices share own cluster’s resources [86].

3.4 Extremely Reliable Low Latency Communication

The 5G is backed by uRLLC and its reliability is 99.999% [74]. However, by 2030,
innovations would need extremely super high ultrareliability not only in MTC
but also in several other communications as well, such as device-to-device com-
munication, Wi-Fi, device-to-cloud, and so on. In a practical scenarios, consider
a medical surgeon is sitting in front of a telecommunications-based smart sur-
face or console in Chicago city, while the patient lies on an operation bed 4000
miles away in Dublin, Ireland, as shown in Figure 3.2. Using the smart surface
and other communication technologies, the medical surgeon can remotely control
the movement of a multiarmed surgical robot to remove the 70-year-old patient’s
diseased gallbladder. However, such time-critical robotic surgery application will
demand ultrahigh reliability and low latency communication. Therefore, in 6G,
the researchers must explore and develop new or enhanced techniques that can
enable eRLLC to provide the high reliability rate (99.99999%) than the 5G.

3.4.1 Enabling 6G Applications

eRLLC and (enhanced Ultrareliable Low-Latency Communication (eURLLC) will
enable several applications such as telemedicine, XR, Internet of Healthcare (IoH)
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×

Figure 3.2 An application example (IoT Healthcare, Source: Adapted from [87]) for
eURLLC.

revolution includes HT, and AI-Healthcare. All of these applications demands
superior-ultrareliable communication [12].

3.4.2 Enabling 6G Technologies

Designing of eRLLC systems (i.e. high reliability and low latency), demand
various parameters, such as end-to-end fast turnaround time, intelligent framing
and coding, efficient resource management, intelligent up-link and down-link
communication, and so on. For more details, please refer to [74]. Madyan et al. [79]
discussed another enabling technology that would be useful in uplink grant-free
structures and in reducing the transmission latency. In [79], the authors proposed
to not use a middle-man cognitive operation that would typically require a
committed scheduling grant technique.

3.5 Extremely Low Power Communication

Internet-enabled resource-constrained objects are increasing rapidly, and these
objects required highly efficient hardware that can be self-powered. However,
research revealed that the traditional devices are integrated with large-scale
antenna arrays (e.g. MIMO) that will inevitably bring high power consump-
tion [13]. In 5G network, several technologies are available to facilitate low power
communication with 5G communication networks, for instance back-scatter
communication, hybrid analog/digital hybrid precoding, lens-based beam
domain transmission technology, sparse array, and sparse RF link designing.
Nevertheless, such approaches may not be fully able to control the environmental
issues such as the nature of the wireless communication that may consume more
power [13]. Therefore, 6G communication must focus on maintaining high-speed
transmission while reducing energy consumption.
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3.5.1 Enabling 6G Applications

Several applications will require ELPCs; however, currently the promising appli-
cations are smart homes, smart cars, UAV, etc.

3.5.2 Enabling 6G Technologies

In order to achieve ELPC, the researchers propose to deploy the Intelligent
Reflecting Surface (IRS), which is known as Reconfigurable Intelligent Surface
(RIS) [13]. With the use of few antennas, the IRS may help to reduce the
dependencies of hardware complexities in transmitters and receivers. In addition,
utilizing passive artificial arrays to greatly reduce energy consumption. In another
vein, the IRS technology is being quite attractive from an energy consumption
point of view. In IRS, no power amplifier is being used to amplify and forward
the incoming signal. As a result, since no amplifier is used, an IRS will consume
much less energy than a regular amplify-and-forward relay transceiver [88].

3.6 Long Distance and High Mobility Communication

In large dimension networks, LDHMC are indispensable requirements in 6G [89].
In 5G, LDHMC services are undeniable as they can support up to 500 km/h. Con-
sider a science-fiction example, a high-speed rail will operate over 500 km/h in
the next few decade and that will require long distance and high mobility to sup-
port communications and services for on-board crew and passengers. Therefore,
5G-based LDHMC may not be enough for the future applications, as they may
require long-distance communication for many thousands of kilometers and may
require seamless mobility. In addition, the research reveals that the node mobil-
ity is highly challenging in different environments (such as deep waters) [90].
Therefore, 6G must require long distance and high mobility communication (e.g.
>1000 km/h)-based seamless services for future applications.

3.6.1 Enabling 6G Applications

Following the [90], 6G will enable many exciting applications, few of the examples
are as space sightseeing, deep-sea tourism, high-speed transportation, as shown in
Figure 3.3.

3.6.2 Enabling 6G Technologies

There are several enabling technologies such as accurate channel estimation.
Due to severe time and frequency spreading in high-mobility wireless com-
munications, channel estimation is very challenging. Filter-based alternative
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Deep-sea tourism
(require a long-range and high

mobility underwater communication)

Space sightseeing
(require a long distance and high

mobility communication)

High-speed train
(require >600 kmph)

Figure 3.3 Application examples (such as space tourism [91] (Studiostoks/Adobe Stock),
deep-sea tourism [92], high-speed trains [93]) for LDHMC.

waveforms [94] (alternatives to orthogonal frequency division multiplexing), such
as filter-bank multicarrier and universal filtered multicarrier are good candidates
for 6G high mobility communications.

3.7 High Spectrum Efficiency

As projected in [95, 96], a high magnitude of devices or smart objects is anticipated
to grow many times in 6G network. Specifically in the region of thousand(s) of
smart devices including machines, equipment, sensors, and many more, in a
given cubic meter [97]. Nevertheless, ultrahigh definition video streams such
as holographic contents need will require high bandwidth spectrum that may
not be supported by the spectrum of the millimeter-wave. This will pose an
unmanageable disturbance related to the area efficiency where high number of
devices may not be able to connect appropriately to the current network. This will
lead to deploying of the new technology in the 6G domain such as sub-THz and
THz bands, that can bridge the requirements for the high spectrum efficiency
network-based applications [97].

3.7.1 Enabling 6G Applications

6G network will enable data-hungry applications, such as augmented real-
ity/mixed reality. This is going to enable new smart services in smart cities, smart
agriculture, retail, supply chain, and much more to function seamlessly.
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3.7.2 Key Enabling 6G Technologies

In [98], two open loop beamforming methods with the help of location
information (i.e. the location-based MIMO precoding and the location-assisted
MIMO precoder cycling) are being proposed. These techniques can be attributed
to the early enabling technologies for high spectrum efficiency.

3.8 High Area Traffic Capacity

Area traffic capacity corresponds to the total traffic throughput served per
geographic area (bit/s/m2) [99]. In this regard, it is widely anticipated that 5G
may enable a traffic capacity of 10 Mbps per square meter in dedicated hotspot
areas. However, the applications such as 3/4-D multimedia would require high
traffic capacity and that may be not supported by current 5G communications.
Therefore, 6G must provide ten times the area traffic capacity of 5G, as suggested
in [89]. More importantly, this will reach up to 1 Gb/s/m2 for the real-world
applications [89].

3.8.1 Enabling 6G Applications

Enabling applications are followings: urban networks, weather forecasts, auto-
mated vehicles, high-density rail networks.

3.8.2 Enabling 6G Technologies

To attain high traffic capacity in automated vehicles, the work in [100] proposed
a novel technique. The authors assumed that each smart vehicle comprises of
two distinct modules, a leader and a follower. However, the proposed technique
ensures a high traffic capacity and vehicle density in a dense geographical
location. In addition, the authors claimed that their proposal can avoid the
traffic congestion significantly. For more details, the interested readers may refer
to [100].

3.9 Mobile Broadband and Low Latency (MBBLL)

MBBLL will be the enabling necessity in 6G communications. In order to
understand the concept of MBBLL, consider an example of a VR application
[101]. In VR environments, requiring high latency is the utmost demand for a
pleasant experience of an immersive VR headset to its users [102]. The human eye
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typically requires free and perfect smooth movement, i.e. low Motion-To-Photon
(MTP) response time without any interruption. Here, the MTP is the time within
a moment and the pixels of a picture frame that represents to the new field of
view (FoV) which has shown to the human eye [102]. However, a high MTP
response time may direct contradictory signal values to the vestibulo-ocular reflex
(VoR),i.e. between the head movement and eye. In addition, a high MTP response
time might lead to an apparent motion illness. More precisely, practically, in the
simple setting, the value for MTP’s upper bound is <15 − 20 ms. At the same
time, the loop back response time of 4/5G is 25 ms in the given ideal functioning
conditions. However, such VR-based applications require high data bandwidth
rates (e.g. downlink peak data rate > 1 Tbps, and user experienced data rate
> 10 Gbps) including ultrahigh definition pictures, videos, and other immersive
instructions such as human gestures. Moreover, it demands low response time
for real-time voice-based commands (<0.1 ms) and prompt control receptions
(<1 ms). In addition, these requirements must also be assured in high-mobility
use-cases (>1000 km/h), for example space tourism, deep-sea tourism, high speed
transportation, and so on.

3.9.1 Enabling 6G Applications

Typical MBBLL applications include mobile AR, VR, and HT [101].

3.9.2 Enabling 6G Technologies

The work in [103] introduced a proposal where multiedge computing is being
used to attain an end-to-end guaranteed low latency for VR video streaming using
the immersive technologies. The authors designed a low-complexity mechanism
that can offload the high computation tasks to MEC and can achieve energy
efficiency. Such a proposal can be attributed as the enabling techniques for 6G
communications.

3.10 Massive Broadband Machine-Type
Communications

The 5G promises to address the performance-related issues as well as enabling
entirely new use cases. The ability to connect and transfer data up to 1 million
sensors per km2, allowing continuous collection of data from vast numbers of
sensors, will enable remote monitoring and predictive maintenance of manufac-
turing assets. Low latency together with edge cloud capabilities will underpin
real-time processes such as collaborative robots for process automation, and high
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reliability will support mission-critical operations. For, the tactile IIoE will
enable many of paramount application use-cases in the next decade or so,
that will require massive data rate to experience high quality of service and
everything. However, such IIoE will also expect monolithic connections for
densely employed (e.g. 100/m3) sensors, devices, equipment, and other machines
to capture environment data and translate the sensed data into the digital
data.

3.10.1 Enabling 6G Applications

Motivating applications are industrial smart networks, ultradense cellular IoT
networks, container tracking, nature/wildlife sensing, mines/road/forest works
monitoring [85].

3.10.2 Enabling 6G Technologies

Inspired by 5G technologies, there are several key enabling technologies which
can enhance the mBBMT capabilities in 6G. Massive MIMO is one of the
substantial candidates that can enhance efficiency of spectrum in multiuser
environment [86]. As a result, it can enhance the channel capacity in 5G and
beyond networks. In order to simulate massive MIMO, the authors in [86], applied
MIMO to solve the issues of PCA issue. The authors used bit-error rate for PCA.
Moreover, they utilized a narrowband (shared) communication to collect network
data traffic from MTC devices (i.e. connected devices in the network). To enhance
the broadband efficiency, they used clustering technique where heterogeneous
devices share own cluster’s resources [86].

3.11 Massive Low Latency Machine-type
Communications (mLLMT)

The purpose of MTC in the 6G automation is associated with the many services,
such as data availability, ultrascalability, and more importantly, low latency in
the 6G-enabled applications. Such low latency services are highly paramount for
time-critical applications where decision-making will happen on a scale of frac-
tion of milliseconds. However, such requirements (e.g. low latency, high avail-
ability) may not be met by the existing wireless network including 4/5G network
due to several challenges, such as confined resources of communication technolo-
gies, lack of automation of operations, human-centric devices, and so on. Hence,
6G has to increase its mission-critical mLLMT communication to support future
applications.
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3.11.1 Enabling 6G Applications

Multiple application domains include such as home and building automation,
integration of distributed energy resources with the energy plants, unmanned
vehicle systems, IoT-enabled healthcare infrastructures, and controlling and
monitoring industrial 4.0 use-cases. To boost such innovative and immersive IoE
applications and many others (e.g. space tourism), there is a pressing demand
for new wireless technologies that can enable and support a massive number of
connections among IoE devices and ground to space and vice versa.

3.11.2 Enabling 6G Technologies

There are several existing technologies that can directly be adopted to enable
the mLLMT services in 6G ecosystem. For instance, Park et al. [104], proposed a
mechanism that may enable low latency, machine-type communication where
the resources of IoE devices can be shared within a fraction of response time
(in ms). The authors designed a novel finite memory multistate sequential
learning framework that will suitably fulfill the requirements in several scenarios,
such as delay-tolerant applications, periodic messages delivery, and urgent and
critical messages exchanges. Park et al. claimed that their suggested learning
framework will enhance the latency of IoE devices or MTC to learn the several
number of critical messages and to redistribute the network and communication
resources for the delivery of periodic messages that are to be used for the critical
messages in many of 6G applications.

3.12 AI-Assistive Extreme Communications

In the next two to three decades, AI will immerse in every aspect of communi-
cation and will be heavily used for communication purposes. Here, we propose
a term AI-assistive extreme communications (AEC). However, as of today, 4/5G
network would not be able to deal with such massive scale of devices, applica-
tions, heterogeneous standard, and nonstandard practices, different stakeholders,
etc. Therefore, 6G must require such AEC.

3.12.1 Enabling 6G Applications

The AEC network may control and monitor trillions of devices in various verticals
(e.g. IoT manufacturing and supply chain) across the globe. These devices keep
track of several intelligent parameters – bandwidth allocation, decision-making in
data routing and aggregation, knowledge sharing, are few examples. Other appli-
cation opportunities are AI-empowered, data-driven network planning, operation,
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intelligent mobility, handover management, and smart spectrum management to
achieve many of real-world traditional environments to dynamic communication
environments in 6G.

3.12.2 Enabling 6G Technologies

There are various machine learning techniques that can enable dynamic
communication, networking, and security and trust elements in vehicular-to-
infrastructure networks and envision the ways of supporting AI-centric futuristics
6G smart or driverless vehicular networks. In [105], the authors surveyed several
ML techniques including supervised multilayer perceptron to equalize channels
by intelligently and creatively redefining the communication symbols. A support
vector machine-based nonlinear equalization mechanism can be used in the
wireless network and communication of 6G, where the temporal correlation exists
in the collected intersymbol interference data. For the more details, interested
readers may refer to [105].
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4

Key 6G Technologies

The previous chapters have focused on the evolution, driving trends, and key
requirements of future 6G wireless systems. Several key technologies have been
proposed to realize 6G, and these technologies are discussed in this chapter.
After reading this chapter, you should be able to:

● Gain an overview of key technologies in future 6G wireless systems.
● Explore each key technology with a preliminary, the role in 6G, and a review of

representative studies.

4.1 Radio Network Technologies

In this section, we present important 6G radio network technologies, including
THz communications and nonterrestrial networks toward 3D networking.

4.1.1 Beyond Sub-6 GHz toward THz Communication

The rapid increase in wireless data traffic has been estimated to be seven-fold in
mobile data traffic from 2016 to 2021 [106]. Wide radio bands such as millimeter
waves (up to 300 GHz) are expected to fulfill the demand for data in 5G networks.
However, applications such as holographic telepresence, brain–computer inter-
faces, and XR are expected to require data rates in the range of Tbps, which would
be difficult with mmWave systems [107]. This requires exploring the terahertz
(THz) frequency band (0.1–10 THz). This type of communication will especially
be useful for ultrahigh data rate communication with zero error rates within short
distances.

6G is expected to deliver over a 1000x increase in the data rates compared to
5G to meet the target requirement of 1 Tbps. More spectrum resources beyond

6G Frontiers: Towards Future Wireless Systems, First Edition.
Chamitha de Alwis, Quoc-Viet Pham, and Madhusanka Liyanage.
© 2023 The Institute of Electrical and Electronics Engineers, Inc. Published 2023 by John Wiley & Sons, Inc.



�

� �

�

36 4 Key 6G Technologies

sub-6 GHz are explored by researchers to cater to this significant increase in data
rates. Early 6G systems are expected to bank on sub-6 GHz mmWave wireless
networks. However, 6G is expected to progress by exploiting frequencies beyond
mmWave, at the THz band [61]. The size of 6G cells is expected to shrink further
from small cells in 5G toward tiny cells that will have a radius of only a few tens
of meters. Thus, 6G networks will require to have a new architectural design and
mobility management techniques that can meet denser network deployments
than 5G [12]. 6G transceivers will also be required to support integrated frequency
bands ranging from microwave to THz spectra. The applications of THz for 6G
networks are illustrated in Figure 4.1, where THz communication is used for high
speed transmissions between radio towers and mobile devices, integrated access
and backhaul networks, and high speed satellite communication links.

THz waves are located between mmWave and optical frequency bands.
This allows the usage of electronics-based and photonics-based technologies in
future networks. As for electronic devices, nano-fabrication technologies can
facilitate the progress of semiconductor devices that operate in the THz frequency
band. The electronics in these devices are made from indium gallium arsenide
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Figure 4.1 Promising scenarios in 6G enabled by THz communication: (a) high speed
transmission, (b) integrated access and backhaul networks, and (c) high speed satellite
communication links.
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phosphide and various silicon-based technologies [108]. A scalable silicon archi-
tecture allows synthesis and shaping of THz wave signals in a single microchip
[109]. The feeding mechanism of optical fibers to THz circuits is prominent
to achieve higher data rates in photonic devices. Conventional materials used
at lower frequencies in the microwave and mmWave ranges are not efficient
enough for high frequency wireless communication. Devices made from such
materials exhibit large losses at the THz frequency range. THz waves require
electromagnetically reconfigurable materials. In this context, graphene has been
identified as a suitable candidate to reform THz electromagnetic waves by using
thin graphene layers [110, 111]. Graphene-based THz wireless communication
components have exhibited promising results in terms of generating, modulating,
and detecting THz waves [112]. THz wireless communication allows small
antenna sizes to achieve both diversity gain and antenna directivity gain using
MIMO. For example, 1024x1024 ultramassive MIMO is introduced in [113] as an
approach to increase the communication distance in THz wireless communication
systems.

THz band channel is highly frequency-selective [114]. These channels suffer
from high atmospheric absorption, atmospheric attenuation, and free-space path
loss. This requires the development of new channel models to mimic the behavior
of THz communications [106]. The first statistical model for THz channels is pro-
posed in [115], which depends on performing extensive ray-tracing simulations to
obtain statistical parameters of the channel. Some recent studies [116, 117] pro-
vide more accurate channel models. Various research works have also focused on
applications of THz communication. A hybrid radio frequency and free-space opti-
cal system is presented in [118], where a THz/optical link is envisaged as a suitable
method for future wireless communication. In addition, THz links can be used in
data centers to improve performance while achieving massive savings in minimiz-
ing the cable usage [119].

Summary: THz communications are expected to pave the way for Tbps
data rate to meet the demands of future applications and have the potential to
strengthen backhaul networks. Nevertheless, they suffer from high propagation
losses and demand line of sight (LoS) for communications. More efforts are
required to understand the behavior of THz signals, and better channel models
are required.

4.1.2 Nonterrestrial Networks Toward 3D Networking

In conventional ground-centric mobile networks, the functioning of base stations
is optimized to primarily cater to the needs of ground uses. Moreover, the
elevation angle provided to the antennas at ground base stations focuses on the
ground user for better directivity and hence cannot support aerial users [120].
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Such a mobile network allows marginal vertical movement (i.e. above and
below the ground surface), thus predominantly offering two-dimensional (2D)
connectivity. Nonterrestrial networks expand the 2D connectivity by adding
altitude as the third dimension [121]. Nonterrestrial networks are capable of
providing coverage, trunking, backhauling, and supporting high speed mobility
in unserved or underserved areas through the integration of UAVs, satellites (in
particular very low Earth orbit (VLEO)), tethered balloons, and high-altitude
platform (HAP) stations [12, 121]. The development of protocols and architectural
solutions for new radio (NR) operations in nonterrestrial networks is promoted
in 3GPP Rel-17 and is expected to continue in Rel-18 and Rel-19 [121]. The 3D
networking further extends the nonterrestrial network paradigm, allowing 6G to
emerge as a global communication system by extending its coverage from ground
to air toward space, underground, and underwater [122]. Interestingly, aerial
base stations powered by UAV technology can offer on-demand, broadband, and
reliable wireless coverage in a cost-effective and agile way. Some of the promising
characteristics of UAV-enabled aerial base stations [120, 122] are as follows:

● Intelligent 3D mobility and ease of maneuvering.
● Varying capabilities in terms of computation, storage, power backup, etc.,

to meet heterogeneous demands.
● LoS communication links that allow effective beamforming in 3D.
● High flexibility in terms of the number of antenna elements when UAVs are used

to create antenna arrays for 3D MIMO.

There has been an exponential increase in the number of connected devices,
and the trend will continue with a higher rate of increase in the future.
In particular, the future is expected to see a significant increase in aerial users
or aerial-connected devices. Technological advancements in various fields, such
as electronics and sensor technology, high speed links, data communication
networking, and aviation technology, provide a necessary ecosystem for the
robust growth of UAVs (also known as drones), which have, in turn, extended the
horizon of UAVs’ applications. By 2022, the fleet of small model UAVs (primarily
used for recreational purposes by hobbyists) is expected to reach a mark of 1.38
million units, whereas small nonmodel UAVs (primarily used for commercial
purposes) are forecast to be 789000 million units as per the Federal Aviation
Administration (FAA)’s report [123]. Moreover, by the same year, i.e. 2022, the
global market of UAVs is estimated to value at US$ 68.6 billion [124]. Hence, 6G
mobile networks are expected to provide the required connectivity to such an
increasing number of aerial users. To fulfill this expectation, the 3D networking
paradigm is going to play a key enabling role in 6G.

A framework for UAV-based 3D cellular network for beyond 5G provides solu-
tions for placement of UAV-enabled aerial base stations in 3D (using the truncated
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octahedron approach) as well as latency-sensitive association of UAV-based
users to UAV-enabled aerial base stations [120]. In [125], a 3D nonstationary
geometry-based stochastic model (GBSM) is investigated for UAV-to-ground
channels that are envisioned in UAV-integrated 6G mobile networks. The
main purpose of GBSM is to work well for mmWave and massive MIMO
configurations. Moreover, intelligence can be extended to edge 3D networks
(i.e. beyond the premises of 2D networks) by leveraging edge computing (e.g.
MEC and fog computing) [126]. In particular, the work envisioned to integrate
flying base stations with terrestrial stations by using emerging technologies,
such as mobile edge computing (MEC), software-defined networking,
and AI.

Summary: Nonterrestrial networks are evolved toward 3D networking
to enable global radio coverage and capacity in 3D for future 6G networks.
Nonterrestrial networks represent a gamut of technologies such as UAVs, HAPs,
satellites, and other flying gadgets that are anticipated to work in harmony to
offer seamless coverage over space, air, ground, underwater, and underground.
AI/ML-based solutions are expected to play an important role in overcoming the
limitations posed by the physical absence of human beings.

4.2 AI/ML/FL

Thanks to distinctive features and remarkable abilities, AI has various applica-
tions in wireless and mobile networking. Massive data generated by massive IoT
devices can be exploited by AI approaches to extract valuable information, thus
improving the network operation and performance. Recently, FL has emerged as
a new AI concept that leverages on-device processing power and improves user
data privacy [127, 128]. The rationale is to collaboratively train a shared model
such that participating devices train the local models and only share the updates
(instead of data) with the centralized parameter server [15, 129]. Mobile and IoT
devices, such as mobile phones, IoT devices, and autonomous, are getting increas-
ingly powerful in terms of storage and computational capabilities, and this has
paved the growing interest in FL. According to [130], FL can be classified into
horizontal FL, vertical FL, and federated transfer learning:

● Horizontal FL: the overall feature spaces of various datasets are the same, but
FL users have different sample distributions, as shown in Figure 4.2(a).

● Vertical FL: the feature spaces of various datasets are different, but FL users
share the same sample distribution, as illustrated in Figure 4.2(b).

● Federated transfer learning: FL users have datasets with different feature spaces
and sample space distributions, as shown in Figure 4.2(c).
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Figure 4.2 Three categories of FL: (a) horizontal FL, (b) vertical FL, and (c) federated
transfer learning.
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With 6G being envisioned to have AI/ML at its core, the role of AI/FL becomes
important to 6G. The use of conventional centralized ML approaches is suitable
for network scenarios, where centralized data collection and processing are avail-
able. As the amount of mobile data and advancements in computing hardware and
learning advancements are increasing, numerous problems in future 6G networks
can be effectively resolved by AI approaches such as modulation classification,
waveform detection, signal processing, and physical layer design [79, 131, 132].
However, due to the centralized nature of such AI/ML-based systems, they suffer
from single-point-of-failure as well as security vulnerabilities. Thus, FL is gaining
popularity and is emerging as a viable distributed AI solution that enables “ubiqui-
tous AI” vision of 6G communications [133]. The FL offers a multitude of benefits
to 6G, as summarized by authors in [134], such as communication-efficient dis-
tributed AI, support for heterogeneous data originating from different devices per-
taining to different services that can lead to nonidentically distributed (non-IID)
dataset, privacy-protection since data remains locally and is not uploaded any-
where, and enabling large-scale deployment.

The last few years have witnessed the use of different AI techniques for
numerous problems in wireless networks. For example, the work in [135]
reviews applications of deep reinforcement learning (DRL) for three important
topics, including network access and rate control, data caching and computation
offloading, security and connectivity preservation, and for a number of mis-
cellaneous issues such as resource allocation, traffic routing, signal detection,
and load balancing. The applications of ML for wireless networks are reviewed
in [136], where AI-enabled resource management, networking, mobility, and
localization solutions are discussed. The use of transfer learning, deep learning,
and swarm intelligence for future wireless networks can be found in [137, 138],
and [139], respectively. Some of the related work pertain to the use of FL
in wireless networks. The work in [140] proposed a Stackelberg game-based
approach to incentivize the interaction between the global server and devices
participating in training model. The work in [133] proposed an FL framework for
IoT networks with the aim to simultaneously maximize the utilization efficiency
of edge resources and minimize the cost for IoT networks. An incentive FL
mechanism using contract theory is proposed in [141] to allow highly reputed
devices to engage in the training task. Moreover, a reputation scheme based on
a multiweight model is proposed for selection devices, and blockchain is used
for managing this reputation system. Despite the hype, there are numerous
challenges that need to be addressed to gain the maximum benefits of FL in the
6G realm. Some challenges of FL are highlighted in [15, 127], including the cost of
communications, significant hardware heterogeneity, high device churn, privacy
leakage through model update, and security issues.
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Summary: AI and FL techniques enable the design of intelligent mechanisms
for future 6G networks via exploiting massive mobile data and increasingly
computing resources available at the network edge. Participating devices in FL
locally train ML models (in use) by leveraging their on-board resources. By doing
so, these devices will not have to share the raw data, which may be private and
prone to security attacks. Therefore, what is shared is the updated model at the
centralized servers, thereby making the learning to be federated. Nevertheless,
in order to effectively realize AI, the very first challenge is the existence of
high-quality training datasets. Another challenge is the inclusion of AI in beyond
5G and future 6G networks [16]. Moreover, the bottlenecks of AI caused by 6G
wireless networks with many new advanced technologies, device heterogeneity,
and emerging intelligent applications should be further studied. Regarding FL,
the devices need to be incentivized to participate in the training process, and
also, the rouge devices need to be detected as early as possible. Moreover, the
challenges such as privacy leakage via model updates and hardware heterogeneity
also need to be met [142].

4.3 DLT/Blockchain

The last couple of years have witnessed the rise of DLT, in particular, blockchain
technology. DLT is envisioned to unlock the doors to the decentralized future
by overcoming the well-known impediments of centralized systems [143].
Blockchain is a type of DLT, which maintains a digital ledger in a secure and
distributed way. This ledger holds all the transactions in a chronological order
and is cryptographically sealed [144]. The illustration of a blockchain is depicted
in Figure 4.3. If a hacker intends to edit the transaction in a blockchain, he or she
has to modify hash of not only that block but also every other hashes, which is
nearly impossible. This security property of blockchain makes it an ideal choice
for usage in many sectors such as banking, insurance, government services, and
supply chain management. Moreover, blockchain offers numerous advantages
such as disintermediation, immutability, nonrepudiation, proof of provenance,
integrity, and pseudonymity; therefore, blockchain has received all-around
attention equally by industry and academia [128].

Many sectors have already acknowledged the pragmatic use of blockchain tech-
nology and its efficacy as they are running/offering blockchain-based technolog-
ical solutions [145]. Examples of some of these business sectors are finance and
banking, industrial supply chain and manufacturing, shipping and transportation,
medical health care and patient records, and educational processes and creden-
tialing. Blockchain can play a cardinal role in improving the following aspects of
future 6G wireless systems.
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Figure 4.3 Illustration of the general transaction process of blockchain: (1) A mobile
user or an IoT device sends a transaction to smart contracts to request data. (2) A new
block is created to represent the verified transaction. (3) A mined block is appended to
the blockchain.

● Management and orchestration in terms of interference mitigation, resource
allocation, spectrum, and mobility management [146, 147].

● Operations in terms of cell-free communications and 3D networking.
● Business models in terms of decentralized and trustless digital markets involving

various stakeholders, such as infrastructure providers (InPs), network tenants,
industry verticals, over-the-top (OTT) providers, and edge providers [148, 149].

Further, blockchain has an immense potential to strengthen the existing service
arena of mobile networks as well as to set the floor for futuristic applications and
use cases of 6G.

Blockchain has been identified as one of the key enabling technologies for 6G.
Numerous efforts are being made to leverage its potential to improve both the
technical aspects of 6G and use cases of the 6G ecosystem. For instance, the work
in [146] presented the use of blockchain for decentralized network management
of 6G. In particular, the work showed the blockchain plus smart contract for
spectrum trading. In [150], blockchain-based radio access network is proposed
(B-RAN) to allow small subnetworks to collaborate in a trustless environment to
create larger cooperative networks. The work in [147] presented how blockchain
can be leveraged to remove the intermediate layer and develop a distributed
mobility-as-a-service that is hosted as an application on edge computing facility.
Improved transparency and trust among all the stakeholders are the manifested
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advantages of this work. The work in [151] advocated the use of blockchain for
ensuring data security AI-powered applications for 6G. The two main applications
are indoor positioning and autonomous vehicles.

Summary: Blockchain being one of the prominent types of DLT has turned
out to be a very promising key enabling technology because of its built-in strong
security nature. On the one hand, it can enhance the technical aspects of 6G such
as dynamic spectrum sharing, resource management, mobility management,
and on the other hand, it enables unforeseen applications such as holographic
telepresence, XR, fully connected autonomous vehicle, Industry 5.0, and many
more. Nevertheless, to harness the best use of blockchain for 6G challenges such
as computational overheads, lightweight consensus algorithms, high transaction
throughput, quantum resistance, and storage scalability need to be mitigated.

4.4 Edge Computing

One of the very first edge computing concepts, the so-called cloudlet, was proposed
in 2009 [152]. Conceptually, a cloudlet is defined as a trusted and resource-rich
computer or a cluster of computers located in a strategic location at the edge and
well connected to the Internet. The main purpose of cloudlet is to extend cloud
computing to the network edge and support resource-poor mobile users in run-
ning resource-intensive and interactive applications. Although the storage and
computing capabilities of a cloudlet are relatively smaller than that of a data cen-
ter in cloud computing, cloudlets have the advantages of low deployment cost and
high scalability [153]. Mobile users exploit virtual machine (VM)–based virtualiza-
tion on customizing service software on proximate cloudlets and then using those
cloudlet services over a wireless local area network to offload intensive computa-
tions [152, 154]. There are two different VM approaches for computation offload-
ing [152], including VM migration and VM synthesis. Since VM provisioning is
used in cloudlets, cloudlets can operate in standalone mode without the inter-
vention of the cloud [154, 155]. Mobile users can access cloudlet services through
Wi-Fi. The idea of cloudlet to distribute the cloud computing in close proximity
to mobile users is similar to the Wi-Fi concept in providing Internet access [156].
The Wi-Fi connection between users and cloudlets can be a serious drawback.
In this way, mobile users are unable to access cloudlets in the long distance and
use both Wi-Fi and cellular connection simultaneously [153], i.e. users have to
switch between the mobile network and Wi-Fi if they use cloudlet services.

To address the inherent drawbacks of cloud computing, fog computing has
emerged as a promising solution. Fog computing, a term put forward by Cisco
in 2012, refers to the extension of the cloud computing from the core to the
network edge, thus bringing computing resources closer to end users [157].
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The main purpose of fog computing is to bring computational resources to end
users as well as reduce the amount of data needed to transfer to the cloud for
processing and storage. Therefore, instead of being transferred to the cloud, most
intensive-computations from mobile users and data collected by end users (e.g.
sensors and IoT devices) can be processed and analyzed by fog nodes at the
network edge, thus reducing the execution latency and network congestion [158].
As a complement to cloud computing, fog computing stands out in the following
features [155, 159]:

● Edge location, low latency, and location awareness.
● Wide-spread geographic distribution.
● Support for mobility and real-time applications.
● A very large number of nodes as a consequence of geographic distribution.
● Heterogeneity of fog nodes and predominance of wireless access.

Due to its characteristics, fog computing plays an important role in many use
cases and applications [159]. In terms of the node type, a fog node can be built
from heterogeneous elements (e.g. routers, switches, IoT gateways), and a cloudlet
can be referred to as a cloud data center in a box [160]. In terms of node location,
a fog node can be deployed at a strategic location ranging from end devices to
centralized clouds and a cloudlet can be deployed indoors as well as outdoors.
The close similarity between cloudlet and fog computing is that cloudlets and fog
nodes are not integrated into the mobile network architecture; thus, fog nodes and
cloudlets are commonly implemented and owned by private enterprises, and it is
not easy to provide mobile users with the Quality of Service (QoS) and Quality of
Experience (QoE) guarantees [155, 156].

The MEC concept was initiated in late 2014. As a complement of the C-RAN
architecture, MEC aims to unite the telecommunication and information tech-
nology (IT) cloud services to provide the cloud-computing capabilities within
radio access networks in the close vicinity of mobile users [161]. The general
architecture of MEC can be illustrated in Figure 4.4. The main purposes of
MEC are [162]: optimization of mobile resources by hosting compute-intensive
applications, optimization of the large data before sending to the cloud, enabling
cloud services within the close proximity of mobile subscribers, and providing
context-aware services with the help of radio access network information. From
the illustration in Figure 4.4, MEC enables a wide variety of applications, where
the real-time response is strictly required, e.g. driverless vehicles, VR, AR,
robotics, and immersive media. To reap the additional benefits of MEC with
heterogeneous access technologies, e.g. 4G/5G/6G, Wi-Fi, and fixed connection,
the name of mobile edge computing is changed to mean multiaccess edge com-
puting in 2017 [163]. After this scope expansion, MEC servers can be deployed by
the network operators at various locations within RAN and/or collocated with
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Figure 4.4 A general architecture of MEC.

different elements that establish the network edge. While the BSs in traditional
cellular networks are mainly used for communication purposes, MEC enables
them to collocate with MEC servers for facilitating mobile users with additional
services. This transformation pushes intelligence toward the traditional BSs so
that they can be used for not only communication purposes but also computation,
caching, and control services [71].

Edge computing has been a key technology in 5G networks and will still be
a key technology in beyond 5G and future 6G networks. The implementation
of edge computing enables many new services and applications, for example
autonomous vehicles, smart IoT, smart cities, smart healthcare, and more. As
a result, there exists a strong need for the close integration of edge computing
with enabling technologies, such as artificial intelligence, big data, intelligent
surfaces, blockchain, IoT, and VR/AR/metaverse. Significantly, there will be
more applications and services requiring the deployment of AI at the edge of the
network and the deployment of intelligent edge, creating the concept of edge AI,
as presented in Chapter 7. Moreover, there are several new concepts thanks to
the combination of edge computing with emerging technologies. For example,
in-network computing can further enhance conventional edge computing



�

� �

�

4.5 Quantum Communication 47

concepts. In particular, in-network computing enables in-network devices, such
as routers and switches, to perform computing functions instead of forwarding
the data transmission [164]. The amalgamation of aerial access networks and
edge computing introduces a novel concept, referred to as aerial computing [165].
Aerial computing is expected to provide advanced services, e.g. communication,
computing, caching, sensing, navigation, and control, at a global scale. Facilitated
by advantages of high mobility, fast deployment, global availability, scalability, and
flexibility, aerial computing complements conventional computing paradigms
(e.g. cloud computing, fog computing, MEC) and is thus considered a pillar of the
comprehensive computing infrastructure in future 6G networks.

Summary: Different edge computing paradigms are proposed to provide
applications and services at the edge networks. The availability of edge computing
resources and the explosion of IoT data enable the deployment of many new
services with low latency and intelligent capabilities.

4.5 Quantum Communication

Quantum computing–enabled communications have derived a lot of research and
development interests recently. Slowly but beyond mere science fiction, QC will
be a transformative reality in the 6G paradigm in the next decade or so. As 6G
must meet stringent requirements, such as massive data rates, fast computing,
and strong security, QC will be a potential enabler. The driving force of QC is that
it exploits traditional concepts of physics, i.e. photons are being used to process
the computation to the quantum qubits. These qubits are then sent from a sender
(or emitter) machine to a receiver machine. Using flying qubits in communica-
tions brings enormous advantages, such as weak interaction with an environment,
faster computations and communications, quantum teleportation, communica-
tion security, and low transmission losses in communication.

As per [166], the role of quantum systems for telecommunication and network-
ing fall under two different categories: quantum communication and quantum
computing. Quantum communication is a way to transfer a quantum state from a
sender to a receiver [167]. It can enable the execution of tasks that either cannot
be performed or are inefficiently performed using classical techniques [166, 167].
Some of the interesting offerings of quantum communication are quantum key
distribution (QKD), quantum secure direct communication (QSDC), quantum
secret sharing (QSS), quantum teleportation, quantum network (quantum
channel, quantum repeaters, quantum memory, and quantum server) [168].
One of the promising uses of quantum communication is the secure distribution
of cryptographic keys referred to as QKD. The techniques that use quantum
entanglement for this purpose are called entanglement-based QKD [169]. Any
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kind of man-in-middle attack while using QKD can be detected easily as the
attacker disturbs the quantum (shared joint) state, and this disturbance can be
known by examining the correlations between the communicating entities [169].

Quantum communication is foreseen to play a crucial role in realizing secure
6G communications. In particular, the underlying principles of quantum entan-
glement and its nonlocality, superposition, inalienable law, and noncloning
theorem pave the way for strong security. The next generation of services that
are going to be increasingly supported by quantum communication is HT, tactile
Internet, BCI, and extremely massive and intelligent communications [166, 170].
These QKD protocols have shown most progress and numerous practical imple-
mentation of such protocols have been shown, which reflects their potential
applicability in future 6G wireless networks [59, 166]. Yet another interesting use
of quantum communication is its applicability for secure long-distance communi-
cation [59]. This, in particular, would be interesting since it is envisioned that 6G
will have a special focus on LDHMC that would deal with extremely long-distance
communications.

The work in [51] surveyed various paradigms such as quantum communication,
quantum computing–assisted communication, and quantum-assisted machine
learning–based communication that utilizes machine learning and quantum
computing in a synergetic manner. The advent of quantum computing facilities
poses a significant treat to traditional cryptographic techniques that are used
to encrypt data in current wireless communication systems. Thus, the work
in [171] exploited the QKD mechanism for key generation and management
in 5G IoT scenarios, namely, quantum key GRID for authentication and key
agreement (QKG-AKA), and analytically showed that security cannot be broken
in polynomial time. The work in [172] proposed two hash functions (for 5G
applications) that utilize quantum walks (QW), namely, QWHF-1 and QWHF-2
(Quantum Walk Hash Function 1 and 2). Further, QWHF-1 is in turn used to
develop authentication key distribution (AKD) protocol and QWHF-2 is used
to develop authenticated quantum direction communication (AQDC) protocol
for device-to-device (D2D) communications. The work in [173] studied the
applicability of QKD for securing fronthaul that offers low-latency connectivity
to a myriad of 5G terminals. In particular, a fronthaul link integrates BB84 and
QKD and supports AES encryption. Their work paves the way toward quantum
secure fronthaul infrastructure for 5G/B5G networks.

Summary: Quantum communication is a very promising application of the
principles of quantum physics in the world of communication. Some of the
techniques provided by quantum communication are quantum teleportation,
quantum network, QKD, QSDC, and QSS. Various upcoming applications of quan-
tum communication are quantum optical twin, holographic telepresence, tactile
Internet, brain–computer interface, and long-distance intelligent communication.
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In spite of the hype, establishing a synergy between quantum communication
and classical communication will be challenging. So far, most advancements are
limited to QKD.

4.6 Other New Technologies

4.6.1 Visible Light Communications

Visible light communications (VLC), which uses visible light for short-range
communication, is one of the promising optical wireless communication (OWC)
technologies [174]. The frequency spectrum for VLC is between 430 THz to
790 THz. Further, in VLC, the most common devices used for transmission are
light-emitting diode (LED) and light amplification by stimulated emission of
radiation (LASER) diodes, whereas for reception photodetectors such as silicon
photodiode, PIN photo-diode (PD) and PIN avalanche photo-diode (APD) are
used [174–176]. Some of the advantages of using VLC technology based on
[174, 176, 177] are as follows:

● The visible light spectrum is free to use since it falls under the unlicensed band.
● Very high bandwidth compared to RF signals (visible light spectrum is 104 times

higher than radio waves [176]).
● High spatial reusability since visible light is blocked by objects like walls.
● Precise estimation of direction-of-arrival.
● Very high data rate, e.g. 10 Gbps using LED and 100 Gpbs using LASER

diodes [178].
● Low energy consumption with the use of LEDs.
● Inherently secure due to unidirectional propagation, signal isolation, and non-

penetrating nature of visible light.
● Less costly compared to radio communication especially in mmWave and THz

range.
● Safe to be used for communication since it meets the eye and skin regulations

[176].

Moreover, the existing radio frequency band and the visible light band are well
separated; thus, there is no electromagnetic interference [179].

VLC came into existence with the emergence of white LEDs and has matured
over the last two decades for it to be considered as an enabling technology for
6G [180]. The technology has been successfully used for various application sce-
narios, such as vehicular communications, underwater communications, indoor
scenarios, visible light identification systems, wireless local area networks, and
underground mines. Since VLC operates in the THz range, it offers ultrahigh band-
width, which means it can well satisfy the capacity and data rate demands of 6G
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[181]. From the 6G point of view, a hybrid communication infrastructure can be
developed leveraging the best of visible light communications and other conven-
tional communications such as RF, Wi-Fi, infrared (IR), and power line communi-
cation (PLC) [180, 182, 183]. For instance, to establish RF-VLC hybrid system, use
of RIS has been suggested. Here, RIS can control the propagation environment
and ensure the LoS communication between base stations and mobile devices
equipped with a photodetector [184].

4.6.2 Large Intelligent Surfaces

The emerging paradigm for controlling the propagation environment via smart
and intelligent surfaces has been referred to with numerous names such as
LIS, IRS, RIS, software-defined surface (SDS), and many more [185]. LIS plays
a vital role when direct LoS communication is not feasible or degrades in
quality such that it hampers sensible communications. LIS provides a way to
transform human-made structures (e.g. building, roads, indoor walls/ceilings)
into an intelligent and electromagnetically active wireless environment [186].
This transformation is performed by augmenting these structures either with a
large array of small, low-cost, and passive antennas or with meta-materials (aka
meta-surfaces), such that they help in controlling the characteristics such as
reflection, scattering, and refraction of propagation environment [185]. Although
changes can be made to different characteristics of the incident electromagnetic
signals by LIS, most of the work focuses on changes in the phase of the incident
signal.

LIS has been identified as a key technological enabler for 6G since it is going
to operate at higher frequencies and is expected to go beyond the massive MIMO
[12, 187]. Various advantages of LIS over conventional massive MIMO, as high-
lighted in [186], include reduced noise, lower interuser interference, and reliable
communication. Interestingly, LIS would allow the use of holographic RF as well
as holographic MIMO [12]. Moreover, in the 6G realm, LIS can be used to better
sense wireless environments by capturing CSI [188].

4.6.3 Compressive Sensing

Sampling is an integral part of modern digital signal processing and stands at
the interface between analog (physical) and digital worlds. Traditionally, for
efficient transmission, flexible processing, noise immunity, security inclusion
(using encryption and decryption), low cost, etc., the Nyquist sampling theorem
has been used. According to this, for a band-limited signal, if the samples are
taken at a rate greater than or equal to twice the highest frequency of that signal,
then the exact replica of the signal can be reconstructed using these samples.
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Sampling is usually followed by a compression process where the sampled data
is compressed to maintain some acceptable level of quality [189]. As pointed out
in [190], with the increase in the transmission bandwidth with 5G and future
6G mobile networks, the continued use of the Nyquist sampling technique will
result in numerous challenges such as significant overheads, large complexity,
and higher power consumption. In this context, compressive sensing, also known
as compressive sampling or sparse sampling, has been proposed as an intriguing
solution that has the potential to overcome the limits imposed by traditional
sampling. Compressive sensing is basically a sub-Nyquist sampling framework.
Compressive sensing states that provided a signal is characterized by sparsity
and incoherence, it can be sampled at a rate lower than the Nyquist rate and
the resulting (smaller set of) samples are sufficient to reconstruct the original
signal [190]. This is achieved in a computationally efficient manner and by
finding a solution to underdetermined linear systems. Moreover, in compressive
sensing, both sampling and compression are carried out at the same time. In a
nutshell, the sampling rate in compressive sensing depends on sparsity and
incoherence characteristic of the signal being sampled and does not depend
on the bandwidth of the signal [14]. This property of compressive sensing
opens the door for its applicability to 6G networks. In general, compressive
sensing is proposed to be used for reducing the data generated by IoT devices for
mMTC [191]. Another proposed use of compressive sensing is to enable NOMA
at the transmitter in the landscape of mMTC scenario [192]. This is carried out
by assigning nonorthogonal spreading codes to devices and applying compressive
sensing-based multiuser detection techniques since very less percentage of total
devices are active at any given time. The advantage is that this scheme incurs no
control signaling overhead. Yet another use of compressive sensing along with
deep learning techniques is to overcome the issues pertaining to the expected
intensive usage of LISs in the next-generation networks [63].

4.6.4 Zero-touch Network and Service Management

Zero-touch network and service management (ZSM) is an evolving concept that
aims to provide a framework for building a fully automated network management,
primarily driven by the initiative of ETSI. The idea of ZSM is to empower networks
so that they can perform self-configuration to carry out autonomous configura-
tion without the need for explicit human intervention, self-optimization to better
adapt as per the prevailing situation, self-healing to ensure correct functioning,
self-monitoring to track the functioning, and self-scaling to dynamically engage
or disengage resources as per need [193]. To stress the importance of the ZSM
framework, ETSI in [194] identifies a list of scenarios that are grouped into seven
different broad categories as follows:
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● The end-to-end network and service management category talks about the
automation of operational and functional tasks involved in the end-to-end
lifecycle management of different types of network resources and services that
are part of core network, transport network and radio access network.

● Network-as-a-Service (NaaS) presents the requirement of exposing some of
the service capabilities from all the parts of the network to enable zero-touch
automation.

● Analytics and ML scenarios emphasize the need for integration of ML and AI
capabilities for realizing ZSM.

● Collaborative service management category emphasizes the need for collabora-
tive management spanning domains of multiple operators.

● Security highlights the need for strong security and privacy mechanisms for
ZSM framework.

● Testing scenario points out the need for automated testing of resources as well
as services.

● Tracing scenario needs are driven by requirements for automated troubleshoot-
ing and root cause analysis.

In this direction, a framework, named self-evolving networks (SENs) [195],
is proposed that aims to automate the network management with self-efficient
resource utilization, coordination and conflict management, inherent security
and trust, reduce cost, and high quality of experience.

Future 6G wireless networks will be heterogeneous with multitenancy,
multioperator, and multi-(micro) services features. To make such networks work
at their best and at a low cost, they are envisioned to be fully automated. Thus,
ZSM becomes highly important in 6G. The use of AI/ML capabilities within
the framework of ZSM has indeed the potential to add many new capabilities
(as mentioned above) and set the floor for AI-enabled autonomous networks.
However, security remains a great concern. This is because ML techniques
are vulnerable to attacks such as poisoning attacks or evasion attacks [196].
Here, the use of blockchain as a common communication channel can do the
required. Further, enabling automated service updates without affecting service
interoperability as well as end-user experience is another challenge when using
ZSM [166].

4.6.5 Efficient Energy Transfer and Harvesting

Energy harvesting has been the much-sought area of research when it comes
to a future sustainable way of energizing the growing number of connected
devices. The aim of energy harvesting is to replace the conventional ways of
powering devices and sensors by tapping the energy from ambient environments.
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The two broad classes of sources for energy harvesting are natural sources and
human-made sources [197]. Natural sources include renewable energy sources
such as solar, mechanical vibrations, wind, thermal, microbial fuel cells, and
human activity powered [197]. Human-made energy harvesting happens through
wireless energy transfer (WET), where a dedicated power beacon is used to trans-
fer energy from source to destination [197]. Since the natural sources of energy
harvesting suffer unpredictability and periodicity, they fail to offer guaranteed
quality of service; thus, WET is the hot research area [198].

With the vision of a universal communication system and providing solid under-
pinning to IoE, the future 6G networks will be proliferated with a large number of
connected devices. The conventional way of powering these devices with recharge-
able or replaceable batteries might not efficiently scale in the 6G era. The rea-
son being that such solutions are, in general, costly, inconvenient, risky, and have
adverse effects when the devices are operating inside the body [198]. Thus, energy
harvesting technologies are considered to be an efficient alternative solution for
next-generation mobile networks [197]. In this context, much of the excitement
revolves around the idea that radio signals can simultaneously transfer energy as
well as information [199]. This is referred to as radio frequency energy harvesting
(RF-EH) [200]. Nevertheless, to have the pragmatic use of such techniques and to
gain the maximum benefit, the challenge lies in efficient integration of both wire-
less information transfer and wireless energy transfer provided that their hardware
and operational requirements are different [197]. The other open issues are high
mobility, multiuser energy and information scheduling, resource allocation and
interference management, health issues, and security issues [198, 200].
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Architectural Directions
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5

6G Architectural Visions

6G mobile network architecture is envisaged to undergo a remarkable evolution
from 5G to facilitate the flexible infrastructure demanded by future technologies
and applications. After reading this chapter, you should be able to

● Understand the evolution of mobile network architecture toward 6G.
● Describe how 6G evolves to be an intelligent and energy efficient network.

5.1 Evolution of Network Architecture

Mobile networks in the era of 0G–4G provided one-fits-all network solutions for
mobile applications. Thus, 0G–4G networks consisted of a fixed and inflexible
network architecture. However, as mobile applications evolved demanding faster,
more reliable, and real-time connectivity, the one-fits-all network solutions
deemed to be insufficient. In response, with the advent of 5G, mobile network
architecture evolved to be dynamic and agile through network softwariza-
tion [57]. Thus, 5G networks were able to provide customized networking and
computing solutions to diverse mobile applications through enhanced mobile
boradband (eMBB), ultra reliable low latency communication (uRLLC), and
massive machine-type communication (mMTC).

The evolution of conventional mobile networks to softwarized networks is
enabled through network virtualization and cloudification, service migration,
orchestration of networks and services, and automation of network services [201].
Network virtualization is enabled through Software-Defined Networking (SDN),
Network Function Virtualization (NFV), and cloud computing [202]. SDN
separates the control plane and the data plane of networks. Therefore, the

6G Frontiers: Towards Future Wireless Systems, First Edition.
Chamitha de Alwis, Quoc-Viet Pham, and Madhusanka Liyanage.
© 2023 The Institute of Electrical and Electronics Engineers, Inc. Published 2023 by John Wiley & Sons, Inc.
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network infrastructure can be abstracted, programmed, and controlled through
softwarized network functions [203]. Hence, softwarized network functions are
decoupled from proprietary networking hardware by NFV to run the network
functions as software instances in virtual machines [204]. These virtual machines
catering for network elements and network functions can be hosted in the
cloud through network cloudification [205]. In addition, network functions
are orchestrated to synchronize E2E network operations to ensure the smooth
functionality of mobile networks. Furthermore, network operations and services
are automated through technologies such as multiaccess edge computing (MEC)
and network slicing [201]. MEC is able to extend cloud computing toward the
Radio Access Network (RAN) edge to provide real-time access to radio net-
work resources [206]. Network slicing configures network functions to allocate
end-to-end logical networks identified as network slices to facilitate diverse
network requirements of 5G applications.

However, emerging applications such as smart homes, smart cities, connected
autonomous vehicles, advanced healthcare, Industry 5.0, deep sea, and space com-
munication applications demand mobile networks to provide better connectivity
and intelligence beyond the capabilities envisaged through 5G networks [25].
This requires beyond-5G/6G mobile network architecture to evolve beyond net-
work softwarization, specifically toward supporting Artificial Intelligence (AI),
Machine Learning (ML), and Deep Learning-(DL) based applications. Hence, the
6G architecture should support AI, ML, and DL naively to enable network intel-
ligentization. This will allow 6G mobile networks to be more capable, agile, and
efficient while learning dynamic network dynamics and user requirement [16].
Considering these requirements, several research works have proposed their
vision and suggestions to formulate the architecture for 6G networks.

5.2 Intelligent Network of Subnetworks

The network architecture proposed by Letaief et al. [16] proposes the 6G networks
to be more intelligent while allowing networks to be efficient and flexible by
learning network and user characteristics and dynamics. Accordingly, 6G will
also evolve to be a network of subnetworks, which will be more flexible, efficient,
scalable, and upgradable, banking on AI capabilities. Furthermore, the separation
of algorithm and hardware allows heterogeneous devices in the networks to
support dynamic upgrades.

These subnetworks can upgrade themselves as single cells or neighboring
cells. This will facilitate to support newer technological developments and



�

� �

�

5.2 Intelligent Network of Subnetworks 59

protocols in the subnetworks with minimal testing. Therefore, ultimately, the
whole network will be upgraded with minimal effort in contrast to setting
up the whole network at once, which is not only time-consuming but also
costly.

However, evolving existing networks toward an intelligent network of sub-
networks requires overcoming several challenges. Three of those challenges are
briefly described as follows:

● Subnetworks are required to collect data on the dynamic wireless environment
and user requirements. These data can be analyzed through AI and ML to facil-
itate the efficient network operation and seamless upgradability.

● Manage any protocol changes within the subnetworks through game and learn-
ing techniques to ensure the coordination between nodes.

● Each upgrade in subnetworks should be evaluated by the control plane. This
can be performed through AI/ML considering the network condition and user
requirements.

Furthermore, rapid developments in 6G hardware such as radio networks
and other infrastructure will require an architecture with algorithm-hardware
separation. For instance, communication hardware and transceiver algorithms
are jointly designed in 0G–5G networks. Therefore, hardware capabilities,
such as number of antennas, sampling rate of analog to digital converters, and
decoder computational capabilities remain fixed. However, in 6G, transceivers
can be automatically configured by estimating their hardware capabilities,
enabling the hardware capabilities in 6G base stations and mobile devices to be
upgradable. This can be facilitated by having an operating system that runs in
between network hardware and transceiver algorithms. The operating system
will measure network parameters, estimate hardware capabilities, and configure
the transceiver algorithm. Hence, this type of a framework can be identified as
“intelligent radio,” which develops on an architecture where algorithms and
hardware are separated. This architecture also supports protocols above the
network layer to support AI/ML-based services and applications to analyze
network bottlenecks caused by hardware components. This type of analysis can
support hardware manufacturers to produce more efficient and cost-effective
network devices having less time to market. Figure 5.1 illustrates an overview of
the 6G architectural changes proposed in this framework.

Accordingly, the evolution of intelligent subnetworks and intelligent radio
in beyond-5G and 6G will facilitate the development of novel protocols and
technologies considering the dynamic network conditions and network/user
requirements.
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Figure 5.1 6G architectural changes.

5.3 A Greener Intelligent Network

6G networks are expected to be greener, i.e. more energy-efficient, while satisfy-
ing the extreme connectivity requirements expected by future communication
networks. However, this requires network architecture to evolve in several
directions [207].

6G networks are expected to shift from terrestrial networks toward providing 3D
network coverage. Furthermore, legacy mobile networks are not able to facilitate
emerging communication applications ranging from deep-sea communication
to space communication. 6G is envisaged to integrate several nonterrestrial net-
works to a ubiquitous 3D network coverage. Once such prospective nonterrestrial
communication mode is space networks. This consists of high throughput satel-
lites, which are able to provide connectivity similar to terrestrial networks. The
significant delays caused by geostationary orbit (GEO) satellites can be minimized
by the use of nongeostationary orbit (NGSO) satellites that can be integrated with
terrestrial networks facilitating space-backbone networks, intersatellite links, and
space-based access networks to provide global coverage with low latency and high
data rates. Some of the NGSO systems that are expected to be commercialized
include Starlink, OneWeb, and Hongyan. In addition, aerial networks consisting
of High-Altitude Platforms (HAP) and Low-Altitude Platforms (LPF) will provide
flexible relay services for 6G networks. The HAPs will provide a wider coverage.
On the other hand, LAPs consisting of Unmanned Aerial Vehicles (UAV) will
provide a more flexible communication infrastructure for high bitrate and
low-latency, short-range communication. UAVs will also enable communication
in emergencies. However, utilizing UAVs requires energy-efficient measures, such
as trajectory optimization, and computational offloading. Furthermore, under-sea
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Figure 5.2 Toward greener intelligent networks.

networks in future 6G infrastructure will utilize RF, optical, and acoustic
channels.

AI- and ML-based intelligent networks toward self-configuring, self-aware, and
self-maintaining energy efficient networks also require AI and ML capabilities
within the network structure. One of the key enablers of intelligent networks is
edge intelligence, which utilizes computational resources in high-performance
hardware in the environment. Unlike centralized cloud resources, edge intel-
ligence provides real-time access to powerful computational resources for
critical applications such as autonomous driving. Hence, network intelligence
will be provided through decentralized resources, resulting in distributed
AI for computation, communication, caching, and control of 6G networks.
Also, a new network protocol stack is expected to be developed supporting
features such as flexible packet architectures and cross-layer communication
capabilities.

Moreover, technologies such as THz communication supporting Tbps bitrates
with advanced beamforming technologies, energy-efficient modulation schemes,
and energy-efficient channel coding algorithms should be supported by 6G
network architecture. In addition, the architecture should support technological
developments, such as Visible Light Communication (VLC), molecular com-
munication, blockchain technologies, and intelligent energy harvesting and
management.

The architecture proposed under this work is presented in Figure 5.2 [207].

5.4 Cybertwin-based Network Architecture

6G networks are envisaged to utilize a cybertwin-based network architecture
toward realizing a better spectrum utilization, energy efficiency, and user
experience. The cybertwin-based network architecture proposes a cybertwin-
based model with cloud-centric Internet and a new radio-access network
architecture [208].



�

� �

�

62 5 6G Architectural Visions

Core cloud

Edge

cloud

Edge

cloud

End users Cyber twin Network

Cloud service providersApplication service providers

Figure 5.3 Toward a cloud-centric network architecture.

A cybertwin is a digital representation of a person or an object, that can be
accessed through a network. A cybertwin provides the functionalities of commu-
nication assistant, network behavior logger, and digital assets to enhance the func-
tionalities of network architecture. Communication assistant functionality obtains
necessary services from the network, while the network behavior logger function-
ality obtains and logs data for users. Furthermore, the digital asset functionality
removes personal information from user data to produce digital assets.

A cybertwin-based communication model can be developed on top of a
cloud-centric architecture. The cloud architecture relies on two components
in the network architecture, namely, the core cloud and the edge cloud, as
illustrated in Figure 5.3. The core cloud will provide the computing, caching, and
communication services. On the other hand, the edge cloud, which is in between
the access network and the core cloud, caters to low latency and high reliability
requests. A cloud operator can manage the network through a cloud network
operating system. Application service providers are able to deploy their services
on top of the services provided by cloud service providers.

In addition, cybertwin-enabled network functions will be utilized to provide
communication and security services on 6G networks – a Fully Decoupled Radio
Access Network (FD-RAN) architecture. This architecture will physically decou-
ple the control plane and the user plane of the network to efficiently manage
network resources. Furthermore, the uplink and downlink will be decoupled
physically to enhance spectrum and energy efficiency. Furthermore, through
centralized resource management and coordinated multipoint, the spectrum
usage, energy usage, and cloud resource utilization in 6G networks can be
optimized.
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6

Zero-Touch Network and Service Management

Future 6G networks are expected to have fully automated (zero-touch) network
services and management. After reading this chapter, you should be able to

● Understand the needs of automated network and service management for 6G
● Understand the zero-touch network and service management (ZSM) architec-

ture and its components

6.1 Introduction

Owing to the emergence of new applications such as autonomous vehicles and
virtual reality, as well as the proliferation of massive Internet-of-Things (IoT)
services, numerous technologies have been developed for fifth-generation (5G)
and beyond-5G networks (B5G). Among the potential technologies, Network
Function Virtualization (NFV), software-defined networking (SDN), network
slicing (NS), and multiaccess edge computing (MEC) have been considered as
crucial enablers of 5G and B5G networks [71, 76, 209, 210]. In NFV, the network
functions are decoupled from the underlying hardware which enables fast deploy-
ment of new services and also enables quick adaptability to scalable yet agile
needs of the customers [211]. Furthermore, SDN allows network configuration
and monitoring in a dynamic and programmed manner, helping to manage the
entire network holistically and globally regardless of the underlying technologies
[212]. MEC is another key technology that moves computing resources and
IT functionalities from the central cloud to the network edge close to IoT and
mobile users [71]. NS, on the other hand, is a critical technology that facilitates
service customization and resource isolation, enabling multiple logical networks
on the same physical infrastructure [213]. There exists three primary services
that are supported in 5G networks which include enhanced mobile broadband

6G Frontiers: Towards Future Wireless Systems, First Edition.
Chamitha de Alwis, Quoc-Viet Pham, and Madhusanka Liyanage.
© 2023 The Institute of Electrical and Electronics Engineers, Inc. Published 2023 by John Wiley & Sons, Inc.
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(eMBB), massive machine-type communication (mMTC), and ultrareliable and
low latency Communication (URLLC). It is expected that these services would be
supported to a great extent to help unforeseeable applications such as extended
reality (XR), holographic telepresence, and collaborative robots which would be
available in 2030. These applications demand joint optimization of computation
communication, caching, control, and sensing [76].

Network infrastructures and supporting technologies have witnessed immense
growth both horizontally and also vertically [76]. The conventional 5G cellular
networks are composed of terrestrial infrastructures such as IoT and mobile
devices, small cells, and macrocells. In order to support such massive connectivity
ensuring global coverage, future sixth-generation (6G) wireless systems would
comprise of underground, underwater, and aerial communications. In particular,
an aerial radio access network consists of three main tiers, including low-altitude
platforms (LAPs), high-altitude platforms (HAPs), and low earth orbit (LEO)
satellites. LAP systems usually connect to users directly and support very high
quality of services (QoS). The LEO satellite tier supports sparse-connectivity sce-
narios and global coverage with reasonable QoS, while HAP systems maintain a
balance of LAP systems and LEO satellite communications. Along with a massive
number of IoT and mobile devices, managing the network in a fully automated
manner is a great challenge [76]. Although many solutions and concepts have
been developed over the last decade, such as NFV, SDN, MEC, and NS, still
manual processes are required for the operation and management of present
network systems, i.e. human intervention is a must to ensure fully autonomous
network and service management solutions [214–216]. These difficulties have
motivated extra efforts from academic and industry communities.

6.2 Need of Zero-Touch Network and Service
Management

The following limitations of existing network management and orchestration
(MANO) solutions have motivated the adoption of the zero-touch network and
service management (ZSM) concept [194, 217–225].

● Network Complexity: Massive IoT connectivity, many emerging services, and
new 5G/6G technologies result in extremely heterogeneous and complex
mobile networks, and thus significantly increase the overall complexity of the
network orchestration and management.

● New Business-Oriented Services: Many new services will be available in future
networks, which should be quickly implemented to meet business opportuni-
ties. Along with key-enabling technologies, such as NS, NFV, and MEC, the ZSM
concept allows an agile and more straightforward deployment of new services.
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● Performance Improvement: Diverse QoS requirements and the need to reduce
the operational cost and improve network performance trigger robust solutions
of network operation and service management.

● Revolution for Future Networks: Even 5G networks are not fully available
worldwide, and numerous activities have been dedicated to the research and
development of future 6G wireless systems. Many new technologies, services,
applications, and IoT connections will be available, which will make the
future network very complex and complicated to be efficiently managed by
conventional MANO approaches [76].

The above limitations explain a strong need for the ZSM concept for the com-
plete automation and management of future networks. In order to eliminate such
limitations, enabling fully automated network operation and management solu-
tions, the European Telecommunications Standards Institute (ETSI) ZSM group
was established in December 2017.

6.3 Overview of Zero Touch Network and Service
Management

One of the main design objectives of the ZSM reference architecture is its ability
to achieve zero-touch-enabled network and service management, irrespective of
the vendors. The ZSM reference architecture provides flexible management ser-
vices, which align with the industry trend of alienating from the management
systems [214]. A detailed discussion on the ZSM reference architecture, its key
components, and interfaces is provided in this section.

6.3.1 ZSM Architecture Principles

ZSM is designed based on the principle of supporting self-contained, loosely
coupled facilities. It allows the accommodation of new services and the modules
to be scaled and deployed independently. ZSM architecture facilitates portabil-
ity, reusability, vendor-neutral resource, and service management. The use of
closed-loop management automation is to achieve and maintain a set of goals
without any intervention. It allows management functions to be separated from
the data storage and processing [226].

Management services are planned in such a way that they can resume their regu-
lar services after the issues have been resolved. Services and resources are managed
based on these resources in a management domain (MD). Exterior to the MD, the
domain resource’s complexity can be abstracted from the service users. The E2E
cross-domain service management coordinates the MD activities and manages
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E2E services that span across MDs. The MDs expose the management resources.
These management resources can be merged to form new management services.
The intent-based interfaces are exposed to high-level abstractions, and the behav-
ior of related entities is interpreted [227].

The architecture is simple and satisfies all the functional and nonfunctional
specifications. The components and functionalities of the ZSM architecture assist
in network and service management’s automation.

6.3.2 ZSM Architecture Requirements

The ZSM reference architecture specifications are derived from ETSI GS ZSM 001
scenarios and requirements [214]. It also identifies functional and nonfunctional
requirements that have to be satisfied by the architecture [228–231].

6.3.2.1 Nonfunctional Requirements
General Nonfunctional Requirements The ZSM reference architecture is expected
to support the ability to achieve a defined degree of availability, wherein the man-
agement actions would be able to comply with relevant regulatory requirements
accordingly. Furthermore, it shall be energy-efficient and remain independent
from the vendor, the operator, and the service provider.

Nonfunctional Requirements for Cross-Domain Data Services The ZSM platform refer-
ence architecture is expected to accommodate QoS specifications for data services
in and outside the ZSM framework reference architecture. It should achieve high
data availability and the capabilities to process the data and possess the ability to
complete management tasks in a predetermined amount of time.

Nonfunctional Requirements for Cross-Domain Service Integration The ZSM reference
architecture provides new and legacy management functions. The changes in the
management functions should not be required to integrate management resources
into the ZSM framework. ZSM framework reference architecture is expected to
allow management resources to be added or removed on demand and also enable
multiple management service versions to coexist at the same time.

6.3.2.2 Functional Requirements
General Functional Requirements The ZSM framework reference architecture
should provide frameworks for managing the services and the resources, includ-
ing resource-facing service and customer-facing service that is provided by the
MDs. In addition, adaptive closed-loop management and cross-domain man-
agement of E2E resources should be supported. It needs to enable the operator
to constrain the automated decision-making processes with rules and policies.
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Any ambiguity of MDs and E2E services is to be hidden. All the technology
domains required to implement an E2E service should be supported.

Automation of operational life cycle management functions should be promoted
by the ZSM MDs that apply to the services and the resources. The ZSM framework
reference architecture should provide access control and open interfaces.

Functional Requirements for Data Collection The ZSM architecture needs to provide
functionality that allows collecting live data, providing features for storing the
collected data. It is expected that the up-to-date data collected across the man-
agement is allowed to be accessed that supports the capability of implementing
data governance while providing shared access to the interdomain aggregation and
(pre-)processing/filtering of the data collected. The reference architecture of the
ZSM should allow various kinds and levels of data with cadence, velocity, and vol-
ume and control the distribution of collected data according to the needs and keep
it consistent while allowing metadata to be attached to the collected data [231].

Functional Requirements for Cross-Domain Data Services The reference architecture
of the ZSM needs to support data services across the domains to provide features
that allow data storage to be separated from the data processing, where data have
to be shared within the reference architecture. It is expected to offer features that
will enable automatic data recovery, redundancy management in stored data, con-
sistency, data service failure, and overload handling. It should also provide capa-
bilities for logically centralized data storage processing based on the policies of
multiple data resources with various data types [57].

Functional Requirements for Cross-Domain Service Integration and Access The ZSM
framework reference architecture should provide functionality that allows
management resources to be registered, discovered, and offer details regarding
access to discovered services. Furthermore, it should enable asynchronous and
synchronous communication between consumers and service producers and
provide features that make it easier to invoke management resources indirectly,
where discovered management resources’ direct invocation by the service user is
not prohibited ZSM [232].

Functional Requirements for Lawful Intercept The undetectability of lawful intercept
should be assisted by the ZSM architecture endorsing the ability to prevent lawful
interception from being interrupted [233].

6.3.2.3 Security Requirements
The ZSM framework reference architecture must include features that allow
data protection in use, in transit, and at rest. An optimum level of security is
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expected in the management functions, managed services, and infrastructure
resources. It should ensure the security of management data and the integrity
of data, managed services, and management infrastructure resources and
functions. Furthermore, it needs to ensure the availability of infrastructure
resources, data, management functions, and managed services and provide
the features that allow personal data privacy, such as privacy-by-design and
privacy-by-default. Authenticated service users should approve service access
using the ZSM framework reference architecture and endorse the ability to
automatically implement acceptable security policies based on the individual
management services’ compliance status concerning security requirements.
Automated attack/incident detection, recognition, prevention, and mitiga-
tion should also be supported. To avoid the spread of vulnerabilities and
attacks, the ZSM platform reference architecture should enable capabili-
ties to supervise/audit the decisions of the ML/AI on privacy and security
issues [234].

6.4 ZSM Reference Architecture

The architecture of the ZSM was created to fully automate the network and
service management in the environments with multidomains, where the
operations span across the legal boundaries of the organizations [235, 236].
Cross-domain data services, multiple MDs, intra- and cross-domain integration
fabrics, and an E2E service MD are all part of the system architecture, as shown in
Figure 6.1.

Every MD is responsible for smart automated resource and service management
within their scope. The E2E service MD is treated as an in-charge of E2E ser-
vice management across various administrative domains. The differentiation of
MDs and E2E service MDs encourages device modularity and helps them to grow
independently. Each MD is made up of several management functions organized
into logical groups through which service interfaces are exposed by management
services [237].

The intradomain integration fabric is used to provide and consume resources
that are local to the MD. The cross-domain integration fabric consumes resources
that are spread across domains. Intelligence services within E2E service MDs and
MDs may use data in cross-domain data services to support cross-domain and
domain-level AI-based, closed-loop automation [238].

6.4.1 Components

The components of the ZSM reference architecture are discussed in brief below.
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Figure 6.1 The ZSM framework reference architecture. Source: Adapted from [217].

6.4.1.1 Management Services
The fundamental building block in the ZSM architecture is its “manage-
ment service.” Management services provide capabilities for consumption by
consumers with the help of standardized management service end-points.
A management service’s capabilities collectively describe its role in the orga-
nization it manages. Multiple service customers may use the same service
capabilities. Several service end-points may be allocated to one or more service
capabilities. For invocation, all management services have a consistent collection
of capabilities. In the case of interactions between MDs, it allows a high degree
of automation and consistency. Management services that are already available
can be merged to create new management services. Management resources
with higher abstraction and broader reach are supported by each higher layer
in the composition hierarchy. The infrastructure resources communicate with
the management service producers to provide their capabilities, either directly
through their management interfaces or indirectly through the consumption of
other management services through their service end-points [239].
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6.4.1.2 Management Functions
Management functions produce and use management services, which can be
both producer and consumer of the service. If the management function produces
certain capabilities, it is a service producer. On the contrary, it is a service
consumer if it consumes certain management services [240].

6.4.1.3 Management Domains
The administrative responsibilities are classified by the MDs to establish
“separation of concerns” in a given ZSM framework, depending on several imple-
mentation, organizational, governance, and functional constraints. It federates
management services with the capabilities required to control the resources/
resource-facing services in a given domain. For example, some management
services are constrained by approvals when the authorized consumers consume
the MD. In contrast, others remain available to the authorized consumers, both
within and outside the MD, at all times. Management domains manage one or
more entities and provide service capabilities by consuming service end-points.
Sometimes, the consuming service being managed by the MD can also potentially
consume management services [241].

6.4.1.4 The E2E Service Management Domain
It is a unique MD that offers E2E management of customer-facing services, com-
bining resource-facing services from several MDs. However, it does not control
infrastructure resources directly [242].

6.4.1.5 Integration Fabric
It facilitates communication and interoperation between management functions
that include the communication between management functions, discovery,
registration, and invocation of management services. It also offers management
service integration, interoperation, and communication capabilities, and
consumes capabilities [243].

6.4.1.6 Data Services
Registered consumers can access and persist shared management data across
management services using the data services. Data processing and data per-
sistence are enabled by removing management functions to handle their data
persistence [244].

6.4.2 ZSM Interfaces

6.4.2.1 Domain Data Collection
Domain data collection systems track managed entities and consumed managed
services, providing fault data and live output to support closed-loop automation,
requiring checking how the network responds to the changes. Domain data
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collection systems track managed services and managed entities, providing fault
data and live output to support closed-loop automation, which requires the ability
to check how the network responds to changes. Domain intelligence services
interact with the domain data collection services, domain control services,
domain analytics, and domain orchestration services [245].

6.4.2.2 Domain Analytics
Domain analytics services produce domain-specific recommendations based on
the data obtained by several sources, including domain data collection services
[246].

6.4.2.3 Domain Intelligence
These are responsible for driving a domain’s intelligent closed-loop automation
by supporting automated decision-making and variable levels of human oversight
with the help of autonomous management [247]. The following are the differ-
ent types of intelligence services: (i) Decision assistance (ii) Decision-making
(iii) Assistance in the plan of action

6.4.2.4 Domain Orchestration
Domain orchestration is a collection of management services that enable auto-
mate workflows and processes within a MD to control the life-cycle management
of managed customer and resource-facing services. It also monitors the network
services and virtual resources handled by the MD, further governed by policies and
several other sources of information [248].

6.4.2.5 Domain Control
Each entity is controlled individually by the domain controller. The services
are provided in the domain orchestration group by the management functions
to change the configuration or the state of a consumed service and the con-
trolled entity. The domain control category also provides services for managing
virtualized resources [234].

6.4.2.6 E2E Data Collection
The availability and quality of customer-facing services are tracked by the E2E
service data collection services that help monitor the quality of the actual E2E
service and check the experience of the end-user based on updated data. The MDs’
data collection services provide these data that control the services constituting the
E2E service [249].

6.4.2.7 E2E Analytics
The E2E service analytics services provide the root cause analysis and E2E ser-
vice impact and the generation of service-specific predictions. In addition, E2E
service analytics includes testing service-level specifications and monitoring key
performance indicators [250].
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6.4.2.8 E2E Intelligence
The E2E intelligence services provide intelligent closed-loop automation in the
E2E service MD that allows human oversight and variable levels of automated
decision-making [251]. The following are the different types of intelligence ser-
vices: 1) Decision-making assistance 2) Making the decisions 3) Action planning

6.4.2.9 E2E Orchestration
These are responsible for catalog-driven E2E orchestration of several MDs to
modify/create/delete the customer-facing services across the domains. A service
model shows how the different service components are connected and how they
are related to the MDs [214].

6.5 Importance of ZSM for 5G and Beyond

The recent advancements in IoT technology increase the number of connected
devices [252]. As the number of devices increases, there is a need to improve
network infrastructure to ensure good communication or connectivity among
geographically spread devices [253]. These advancements should enable real-time
operations to be performed with minimal latency and improved performance.
To be successful in achieving these goals, a suitable communication medium is
required. 5G and beyond is the promising next-generation network that enables
various enhanced capabilities such as ultralow latency, high reliability, seamless
connection, and mobility support [254]. To meet enterprise requirements, 5G is
built with service-aware globally managed infrastructures, highly programmable.
SDN, NFV, MEC, and NS are critical foundations for 5G and beyond [255].
New business models such as multidomain, multiservice, and multitenancy will
emerge in 5G and beyond due to new technologies, thus bolstering new industry
dynamics. The existing infrastructure will result in a complex 5G architecture in
terms of operations and services [20].

Traditional network management techniques do not fulfill the new paradigm;
hence, the need arises for an efficient end-to-end automated network system capa-
ble of providing faster services to end-users [207]. The goal of automation is to
drive services through an autonomous network governed by a set of high-level
policies and rules. Enabled by the ZSM implementation, 5G and beyond networks
can be operated independently, i.e. without human intervention [256]. Keeping
the requirements in the account, ETSI developed the ZSM ISG in 2017. The ZSM
objective is to create an underlying paradigm that enables fully autonomous solu-
tions for network operation and service management of 5G and beyond networks.
The ZSM comprises operational processes and tasks such as planning, delivery,
deployment, provisioning, monitoring, and optimization that are executed auto-
matically without human intervention [257].
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Edge AI

Edge AI, also known as edge intelligence, combines the capabilities of edge com-
puting with AI to facilitate 6G applications and services. After reading this chapter,
you should be able to

● Understand the benefits of edge AI.
● Explore building blocks for edge AI.
● Learn future challenges in the area of edge AI.

7.1 Introduction

Edge computing promises to decentralize cloud applications while providing
more bandwidth and reducing latency by moving computing resources and infor-
mation technology (IT) functionalities from the centralized to the network edge
[71]. These promises are delivered by moving application-specific computations
between the cloud, the data-producing devices, and the network infrastructure
components at the edges of wireless and fixed networks [258]. Meanwhile, owing
to developments in computing infrastructure, big data, and data science, artificial
intelligence (AI) and machine learning (ML) methods (especially deep learning)
have been recognized as a crucial technology and found many practical appli-
cations, e.g. image and speech recognition, natural language processing, drug
discovery, self-driving vehicles, and mobile communications and networking.
However, the current deep learning methods assume that computations (e.g. deep
model training and inference) are conducted in a powerful computational
infrastructure [259], such as data centers with ample computing and data storage
resources available.

As recent research and development go along, the term “edge” in edge com-
puting itself remains a diffuse term. A commonly accepted definition of what the

6G Frontiers: Towards Future Wireless Systems, First Edition.
Chamitha de Alwis, Quoc-Viet Pham, and Madhusanka Liyanage.
© 2023 The Institute of Electrical and Electronics Engineers, Inc. Published 2023 by John Wiley & Sons, Inc.
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edge is, where it resides, and who provides it is lacking across different research
communities and researchers.1 A common understanding is shared about its
properties: as compared to the cloud, its features are closeness and on-premises
(latency and topology), increased network capacity (effectively achievable data
transmission rate), lower computational power, smaller scale, higher hetero-
geneity of devices, location awareness, and network contextual information [71].
Compared to the end devices (the final hop), it features increased computational
and storage resources. It is an abstract entity to offload computation tasks and
storage without the detour to the centralized cloud.

A rising area of tension arises from current AI and ML methods, which require
powerful computational infrastructure [259] – a demand that is better satisfied in
a data center and centralized cloud with ample available computing and data stor-
age resources. However, sending the necessary raw data to the cloud puts pressure
on the network in terms of network bandwidth and throughput and on the users in
terms of cost, latency, and reliability. Meanwhile, organizations and end-users are
usually less keen on sharing (potentially restricted) data with commercial cloud
providers. It is reasonable since data may include private information, such as
bank account, gender, and blood type. For example, the Self-Diagnosis App helps
manage the COVID-19 self-quarantine situation in South Korea; however, this
application requires users to report personal information, such as location, tem-
perature, and symptoms, to the central server, which may cause privacy issues
[260]. Since the edge is closer to end-users than the centralized cloud, these issues
can be addressed by the fast-evolving domain of edge AI.

Put it simply, the amalgamation of AI and edge computing creates the concept of
edge AI (i.e. edge intelligence). In edge AI, AI models can be learned either locally
on end devices (e.g. internet of thing [IoT] devices, mobile phones, and sensors),
edge nodes (e.g. edge cloud), or the centralized cloud. In other words, edge AI is
not meant to be AI models at the network edge; the devices, edge, and cloud can
work in close cooperation to achieve better performance by sharing the data and
model updates throughout the network. Therefore, edge AI is expected to enable
many potential use-cases, from AI applications, training, and inference at the net-
work edge to AI techniques for optimizing the network edge. An example of this
technology can be seen in the speakers of Google, Alexa, or the Apple Homepod,
which has learned words and phrases through ML and then stored them locally on
the device. When the user communicates something to applications such as Siri or
Google, they send the voice recording to an edge network where it is passed to text
via AI and a response is processed. Without an edge network, the response time
would be seconds; with the edge, the times are reduced to less than 400 ms.

1 We deliberately renounce marketing-driven differentiation of edge vs. fog vs. mist computing
in this work.
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In a nutshell, edge AI refers to the use of AI for optimizing the edge and the
training and deployment of AI services on the network edge. Edge AI takes and
processes the data in close proximity to the edge and users.

7.2 Benefits of Edge AI

Edge AI is the processing of AI algorithms on edge, that is, on users’ devices. It
has several benefits, as follows:

● Reduced Latency/Higher Speeds: Inference is performed locally, eliminating
delays in communicating with the cloud and waiting for the response.

● Further Improvement to Security (Beyond “Edge Computing” Security Advan-
tages): Edge AI processors can learn what normal network traffic patterns
look like and be able to detect malware, attack signatures, and other types
of malicious activity. They can quickly learn new attack patterns to adapt to
next-generation threats that otherwise would not be possible [261].

● Further Improvement to Reliability/Autonomous Technology: The AI
can continue to operate even if the network or cloud service goes down, which
is critical for applications such as autonomous cars and industrial robots. Edge
technology devices do not require specialized maintenance by data scientists
or AI developers. The graphic data flows are automatically delivered for
monitoring; therefore, it is an autonomous technology.

● Further Improvement to Energy Consumption (Beyond “Edge Computing” Energy
Consumption Advantages): The hardware design and “smartness” of edge AI
chips can significantly reduce energy consumption. The data in edge AI chips
are not required to be swapped between memory and processor (unlike tradi-
tional Von Neumann or stored-program chips) as edge AI chips usually rely
on near-memory or in-memory data flow where logic and memory data are
closer together. Additionally, companies that develop edge AI chips usually run
ML algorithms as 8-bit or 16-bit computations, which can sometimes further
reduce energy consumption by orders of magnitude. Qualcomm claims its edge
AI-optimized chips can result in energy savings as much as 25× relative to con-
ventional chips and standard computing approaches [262].

● Further improvement to privacy (beyond “edge computing” privacy
advantages) through distributed or decentralized AI techniques such
as federated learning: Federated learning mainly improves privacy through
avoiding the need to send raw data over large distances and then store it at a
remote centralized server. It makes the distribution of raw data on the clients
(e.g. unmanned aerial vehicles [UAVs]) more feasible through training a shared
model at a nearby server using a combination of locally computed updates.
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Figure 7.1 Use-cases of edge AI.

● Further reduce communication overhead in certain scenarios by
enabling aggregation frequency control: In the case of training a deep
learning model in an edge-computing environment where distributed models
are trained locally first and then updates are aggregated centrally (e.g. federated
learning), the control of updates aggregation frequency has a significant
influence on the communication overhead. In such scenarios, the aggrega-
tion process can be carefully controlled and optimized through “aggregation
frequency control” [263].

As highlighted in Figure 7.1, edge AI has gradually found its way to mainstream
service domains, such as connected vehicles, real-time gaming, smart factories,
and healthcare. From an infrastructure perspective, edge environments provide
a unique layer for AI and also offer opportunities for existing technologies such
as embedded AI or federated learning, which look at minimizing memory con-
sumption on individual devices, increasing privacy by keeping data on the local
device, as well as reducing communication needs between distributed entities.
Those features serve as the foundation for the use-cases shown in Figure 7.1.

7.3 Why Edge AI Is Important?

The list of edge AI applications is long. Current examples include facial recog-
nition and real-time traffic updates on smartphones, as well as semiautonomous
vehicles or smart devices. Other edge AI-enabled devices include video games,
smart speakers, robots, drones, security cameras, and wearable health-monitoring
devices. Below are a few more areas where edge AI is expected to continue to
be used.

● Edge AI will provide intelligence to the security camera detection process. Tra-
ditional surveillance cameras record images for hours and then store and use
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them if necessary. However, with edge AI, the algorithmic processes will be car-
ried out in real-time in the system itself, so the cameras will be able to detect and
process suspicious activities in real time for a more efficient and less-expensive
service.

● The autonomous vehicles will increase their capacity to process data and images
in real-time for the detection of traffic signs, pedestrians, other vehicles, and
roads, improving the levels of security in transportation.

● Edge AI will be possible to be used in image processing and video analysis to
generate responses to audiovisual stimuli, or for real-time recognition of scenes
and spaces, for example in smartphones.

● Edge AI will reduce costs and improve safety in terms of industrial internet of
things (IIoT). The AI will monitor machinery for possible defects or errors in
the production chain, while the ML will recompile data in real time of the whole
process. Edge AI will be used for the analysis of medical images in emergency
medical care.

● The deployment of 6G technology networks will mean greater speed and very
low latency for mobile data transmission, making edge AI more useful. There
are no application limits for edge AI technology. After the crisis of COVID-19,
the ingenuity of the companies has led to deploy solutions based on AI to provide
accurate information in real time. In healthcare, for example AI is helping with
patient monitoring, testing, and treatment.

7.4 Building Blocks for Edge AI

Several building blocks have been identified to fully reap the potential of edge AI:
edge computing, support for advanced edge analytics, edge inference, and edge
training. These blocks are explained in more detail in the following sections.

7.4.1 Edge Computing

As a key building block of edge AI, edge computing offers computing resources
and IT functionalities at the edge network to run AI models. Edge computing has
the means to perform data processing and AI deployment close to the end-user.
Since the edge-computing nodes are closer to the users, the traffic flow is also
reduced. Edge computing also minimizes the bandwidth demands and latency in
data storage and computation in IoT networks. In fact, IoT devices can offload
their data to the edge (ES), located at the base stations and aerial components in
the air (e.g. UAVs, high-altitude platform [HAP], and low earth orbit [LEO] satel-
lites in aerial computing [165]), for further processing. Edge servers are typically
equipped with rich computing and storage resources to handle IoT data tasks, train
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AI models, and provide AI services for end-users, such as video and data analyt-
ics, data prediction and mining, autonomous internet of everything (IoV), edge
hardware for AI, and distributed AI training and inference at the edge.

As information and communications technology (ICT) became affordable,
there has been an enormous surge in the data generated by mobile phones,
IoT devices, and industries. The volume of data generated resulted in the use
of cloud and edge computing for storage and computational purposes. In this
context, edge of things is a promising concept based on the integration of edge
computing with IoT networks [264]. In the edge of things, the data acquired by
several sensors are temporarily stored in the edge node for real-time analytics and
predictions. The general architecture of the edge of things is depicted in Figure 7.2.
Typically, the data generated from sensors in several IoT applications, such as
smart homes/buildings, smart grids, smart healthcare, smart transportation, and
industrial IoT, are stored in the edge nodes at regular time intervals. Once the
data are processed in the edge nodes, they are dissipated to the cloud. Apart from
improved latency, edge of things offers several other benefits, such as reduction
of traffic to the cloud and improved reliability by the installation of applications
in close proximity to edge devices.

7.4.2 Support for Advanced Edge Analytics

Edge AI is expected to enable many vertical applications that require advanced
edge analytics and real-time decision-making. As a result, making use of AI

Industrial IoT Smart transportation

Smart heathcare

Edge

Smart buildings

Edge

Edge Edge

Cloud storage

Analytics Analytics

Analytics

Figure 7.2 Architecture of edge of things.
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algorithms for data processing and data analytics at the network edge is neces-
sary. Edge computing is a means to provide dedicated hardware and learning
frameworks for deploying AI services at the network edge. Moreover, network
security and data privacy are major issues in edge AI. Several applications, such
as connected vehicles, social media apps, and healthcare applications, use edge
computing for less latency and higher inference accuracy through AI algorithms,
especially deep learning with the ability to learn the representational features
from raw data of IoT and mobile devices. These applications that generate sensi-
tive data of the users, such as personal data, health, location, and utility services,
may possess an elevated risk of compromised security. The distinct properties of
blockchain include distributed nature, traceability, and immutability, making it
an ideal solution to overcome security issues of edge AI applications.

The use of blockchain in edge computing and IoT (i.e. edge of things) has
the potential to be the next revolution in ICT and edge AI, where application
providers can provide safe, transparent, immutable, decentralized applications
to users with reduced latency, real-time analytics, and accurate recommen-
dations. For example, Figure 7.3 illustrates a single communication round of
blockchain-enabled federated learning healthcare systems, where individual AI
models are trained completely on local devices and blockchain helps coordinate
the calculation of the global model via the block consensus among participants
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Figure 7.3 Illustration of a learning round of blockchain-enabled federated learning
healthcare systems.
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in a peer-to-peer manner [265]. The procedure in a global communication round
of such a blockchain-enabled federated learning system consists of five main
steps. In the first step of local training, each internet of medical things (IoMT)
device trains the local learning model using its local data. The next step is model
broadcasting and verification when each device adds its digital signature to the
model and broadcasts the model to the other IoMT devices via some gossip
protocols. The transaction of a device is then verified by all other IoMT devices
in the network. Then, upon receiving the local models from the other devices,
each IoMT device tries to mind the current block. After that in the step of block
validation, the current block, if verified, is added to local ledgers of IoMT devices.
Finally, upon receiving the verification, each device updates its local model and
starts a new communication round.

7.4.3 Edge Inference and Edge Training

From the viewpoint of end devices (e.g. sensors, wearables, phones, and IoT
devices), the network edge can provide a powerful platform to collect and process
a large amount of data. Moreover, the issues of data quality and data heterogeneity
can be well addressed through the deployment of advanced deep learning (DL)
techniques at the network edge. For example, convolutional neural network is
one of the most successful deep architectures with great capabilities to process
high-dimensional unstructured data (e.g. images) as well as text, signals, and
other continuous responses. As a result, convolutional neural network has been
leveraged to design data-driven algorithms for improving and optimizing wireless
networks, such as modulation classification of radio signals [131] and waveform
recognition in integrated radar-communication systems [266]. As a result, edge
AI is seen as a key enabler of intelligent and autonomous 6G networks in which
many building blocks and network operations can be optimized via the deploy-
ment of AI-enabled and data-driven algorithms at the network edge. The proven
and potential capabilities of edge inference and training at the network edge will
bring opportunities to enable and improve emerging services and applications
in 6G, such as holographic telepresence, extended reality, smart grid 2.0, and
Industry 5.0. In the meanwhile, the efficient deployment of edge AI is reliant
on many important factors, such as resource limitations of mobile devices, high
communication burdens of edge cloud, and long latency of centralized cloud. For
example, a three-step framework is proposed in [267] to reduce the computation
cost and communication overhead in edge-device cotraining and inference,
which is level 4 in the edge AI five-level architecture presented in Section 7.6.
Experimental results in this work emphasize the importance of the design of deep
neural networks in reducing the computation cost and communication overhead
for edge AI. To further facilitate the deployment and applications of edge AI
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in 6G networks, more and more research efforts into edge inference and edge
training are required to overcome its challenges [268]: hardware design, software
platform, and edge AI architecture, just a few to list.

7.5 Architectures for Edge AI networks

This section will briefly discuss the architectures in edge AI. We will cover a
generic end-to-end architecture, decentralized edge intelligence architecture, and
device-level edge AI architecture.

7.5.1 End-to-End Architecture for Edge AI

For each new generation of networks, new services and capabilities have been
introduced at the architecture level in order to meet more and typically more
stringent demands. The mobile network was originally designed to deliver voice
services. Since then, both the architecture and deployment of mobile networks
have followed a centralized and hierarchical paradigm that reflects the nature
of voice traffic and packet traffic of the mobile Internet. To realize the vision of
“connected intelligence,” 6G will break and shift these traditional paradigms
toward a novel architecture and design that meet new requirements for the
deep integration of communication, AI, computing, and sensing at the network
edge with new integrated capabilities empowered by evolutionary, as well as,
revolutionary enabling technologies. Under this new design philosophy, we
introduce a holistic end-to-end (E2E) architecture for scalable and trustworthy 6G
edge AI systems, as illustrated in Figure 7.4. By providing new wireless network
infrastructures, enabling efficient data governance, integrating communication
and computation at the network edge, as well as performing automated and
scalable edge AI management and orchestration, the proposed E2E architecture
will provide a scalable and flexible platform to support diversified edge AI
applications with heterogeneous service requirements.

7.5.2 Decentralized Edge Intelligence

A 6G-based Internet of everything (and/or 6G-IoE) is an involving network of
interconnected heterogeneous cyber-physical systems or smart objects. A report
reveals that IoE will rise rocket high; for instance more than 125 billion devices
will be connected to the Internet by 2030 or so. Such high-scale interconnected
networks would require mega-corporations that can provide advanced serviceable
AI independently. This has pushed AI intelligence to the extreme edge that will
improve several adaptive parameters, such as efficiency, throughput, latency,
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Figure 7.4 End-to-end Edge-AI architecture. Source: AAEON Technology Inc.

learning, accuracy, and processing, for 6G-based services and applications.
Moreover, to achieve all these adaptive parameters, the real-time distribution of
data and AI workload is required in the fast-changing and large-scale hetero-
geneous networks. Therefore, future 6G networks require a new decentralized
architecture, as shown in Figure 7.5.
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Figure 7.5 Decentralized Edge-AI architecture.
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7.6 Level of Edge AI

With a hierarchy of end devices, edge nodes, and centralized clouds, AI models
can be trained and inferred in various locations. Recent studies showed that the
cooperation between these three layers can significantly improve energy consump-
tion, latency, and data privacy. For example, running AI models on the centralized
cloud can get numerous benefits from powerful computing resources and stor-
age but raise the issue of high communication overhead and data privacy. It is
evident because the data need to be traversed from end devices and edge nodes
to the cloud over mobile access networks with limited bandwidth and communi-
cation resources. Instead, a part of the entire data can be shared with the cloud
for model training, while model inference can be executed on the edge and end
devices. Therefore, edge AI can be classified as multiple levels depending on how
the data is shared, the AI model is trained, and inference is made. As a promising
definition, there are several levels of edge AI [56, 263], as illustrated in Figure 7.6
and explained in the following.

● Level 0 – Cloud AI: The entire data are uploaded to the centralized cloud for
model training and inference. Cloud AI enjoys considerable advantages of pow-
erful resources (i.e. computing, caching, and storage) of the cloud. Cloud AI has
a long history of development and has found many applications in the fields
of engineering. Notable, cloud deep learning has been recognized as a crucial
technology for many practical applications, e.g. image and speech recognition,
natural language processing, drug discovery, self-driving vehicles, and 6G com-
munications and networking [269].

● Level 1 – Cloud-Edge Co-Inference and Cloud Training: The AI model
training takes place in the cloud and inferencing takes place in both the
network edge and in the cloud (in a cooperative manner). The data generated
by end devices and at the edge are shared with the cloud for centralized
learning, and the trained model is then distributed to the edge and devices for
inference.

● Level 2 – In-Edge/On-Device (Co-)Inference and Cloud Training: The AI
model training takes place in the cloud and inferencing takes place within the
network edge or end devices. Similar to level 2, the cloud collects the data gener-
ated by distributed IoT and mobile devices at the edge for centralized learning.
Edge inference is typically preferred to on-device inference as edge nodes usu-
ally have higher computing capabilities, energy, and storage. In fact, edge infer-
ence can be enhanced by optimizing edge processing and transmissions from
the edge to devices. Moreover, edge-device co-inference can achieve better per-
formance than individual ones since massive data and computing capabilities
of both the edge and devices can be exploited.
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Level 0 – Cloud AI

All AI model training and inferencing in the cloud

Level 1 – Cloud-edge co-inference and cloud

 

Model training in the cloud and inferencing in
both cloud and edge

Level 2 – In-edge/on-device (co-)inference and

cloud training  

Model training in the cloud and inferencing in both
edge and devices

Level 3 – Cloud-edge co-training and

inference  

Model training and inferencing  
in both cloud and edge

Level 4 – In-edge/edge-device (co-)training

and inference  

Model training in the cloud and inferencing in both
edge and devices

Level 5 – All on-device  

Model training and inferencing on-device

Less

offloading
data

More

autonomy

Increased data

privacy

training

Figure 7.6 Edge AI five-level categorization.

● Level 3 – Cloud-Edge Co-Training and Inference: The AI model training
and inferencing take place in both the network edge and in the cloud (in a
cooperative manner). This level belongs to hybrid centralized-distributed model
training as only a part of the data must be shared with the centralized cloud.
In this regard, AI models can be either centralized learning with the cloud or
distributed learning with edge computing.

● Level 4 – In-Edge/Edge-Device (Co-)Training and Inference: The AI
model training and inferencing take place on the network edge and on-device
(in a cooperative manner). The distributedness of this edge AI level is, respec-
tively, higher and lower than all-in-edge learning and all-on-device learning
(level 5). Edge-device cooperation helps to diversify AI services and reduce
on-device training costs in all-on-device learning. Meanwhile, data privacy can
be enhanced as most data remain local at end devices.
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● Level 5 – All On-Device: The AI model training and inferencing take place
completely on-device. This level corresponds to distributed AI, where the data
need not be shared with the edge and cloud for further processing and learning.
One example of on-device learning is federated learning, a promising AI con-
cept for collaborative learning across distributed devices without requiring all
data to be stored and processed in the cloud.

7.7 Future Cloud Computing Perspective

The perspective of future cloud computing is shaped by the collaboration between
future clouds and future edge nodes. The main reasons for shifting tasks from the
cloud to the edge are latency, bandwidth, locality of data, scalability, accessibil-
ity, security, and fault tolerance. This collaboration is not only a technical aspect
but also involves business and stakeholder challenges. An important nontechni-
cal challenge is the potential competition between cloud and edge, which need to
work together closely to provide the best possible services to customers. The rest
of the chapter goes into detail about the technological challenges involved from
the cloud perspective. These challenges are the following: (i) resource manage-
ment; (ii) energy constraints and efficiency; (iii) security, trust, and privacy, and
(iv) intermittent connectivity.

7.7.1 Resource Management

Although the total volume of edge servers may provide a large amount of
resources, the necessary locality of edge servers limits the amount of available
resources compared to a cloud environment quite drastically. That limits the
number of different ML tasks that may be executed simultaneously due to
hardware limitations and the execution latency of the tasks. While the number of
ML tasks supported by the edge can be increased through on-demand loading and
execution of the corresponding models, this may increase the latency of tasks that
need to be loaded. Thus, for latency-critical tasks, proactively reserving resources
might be a necessity. As the reservation of resources could drastically limit the
number of supported ML tasks, the necessity of reserving resources should be
determined based on the risk of failure together with the consequences of that
failure. Especially when resources are sparse, the management of these resources
in critical situations might be challenging.

Importantly, AI tasks at the edge are often embedded in larger settings, e.g. as
part of a control workflow. Accordingly, different services hosted on edge resources
have to interact with each other. Not taking into account that data items may have
to be forwarded to services may lead to the fact that these services are not ready
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when receiving data and/or may not possess the computational resources for han-
dling data items. Accordingly, a backpressure of data items might occur. This is
especially the case in stream-processing scenarios, e.g. when new data items need
to be classified and – based on the classification – forwarded to different destina-
tion services. Thus, it might be interesting to observe and analyze the execution of
tasks depending on their priority level given different loads on the edge.

7.7.2 Energy and Operational Constraints

In general, edge nodes are expected to be less efficient (in terms of energy and cost)
than cloud data centers. That is, as the economies of scale might work against edge
data centers, e.g. by allowing for better cooling. Both, edge nodes and cloud data
centers, have the possibility to deploy renewable energy, but it is unclear where
these units are producing energy more efficiently. On the one hand, large data
centers provide more opportunities to not only deploy renewable energy, increas-
ing their sustainability and environment compatibility but also consume a signifi-
cantly higher amount of energy compared to edge nodes. On the other hand, edge
nodes might harvest their own energy easier than cloud data centers due to their
small scale and geographical dispersion, even though their capacity for renewable
energy units is quite limited.

In addition, the data need to be transferred via the Internet, which also con-
sumes energy, increasing the possibility of edge nodes to surpass energy-efficient
cloud data centers: Edge nodes can preprocess data, e.g. can detect anomaly cases
and transmit only relevant data or adapt sensing rates dynamically. However,
energy-saving largely depends on the amount of processing that can be done at
the edge. Another possibility is to move the training process partially to the edge,
utilizing methods such as federated learning (see Chapter 4). In that case, only
learned parameters (e.g. gradients) need to be transmitted rather than raw data,
which are multiple orders of magnitude larger.

Another potential advantage of the edge nodes is the more specially designed
hardware compared to generic cloud server racks, as this specially designed hard-
ware is becoming more popular in the market (e.g. hardware accelerators) and
utilizes limited processing and graphical capacities more efficiently.

7.7.3 Security, Trust, and Privacy

As shown in Figure 7.7, edge AI offers both opportunities for higher trust,
security, and privacy, and also adds additional challenges. The security might be
increased as some attacks might be detected early and countermeasures can be
taken. However, the number of possible targets and attack vectors is much higher,
which leads to a higher potential for attacks.
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Impact of adversarial AI

Increased attack threat
vectors
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Figure 7.7 Trust, security, and privacy of edge AI.

Edge AI might have an issue with trust in the system, which is caused by its dis-
tributed nature and the potential liability issues. However, the trust in edge servers
might be increased through open implementation and specifications. Addition-
ally, it might be necessary to differentiate between devices under the control of
the user and resources provided by providers (e.g. Amazon Web Services [AWS],
Google Cloud Platform [GCP], Azure). One possible solution for increasing trust
is the introduction of a reputation system known from other areas that assess and
manage the trust. However, it will take new players a while to build that reputation.

Another property of edge AI is that the data required to perform the ML tasks
are kept local at the edge servers. This led to the common assumption that the
privacy and trust in edge servers are higher compared to the cloud. In contrast
to the common assumption, the edge does not guarantee privacy but raises new
challenges to ensure privacy. That is, as the trust of edge nodes is harder to keep
and manage compared to a cloud provider, thus also aggravating data security and
privacy, even though the locality of the data will prevent some attacks on the data.

7.7.4 Intermittent Connectivity

In general, we also consider the possibility of poorly connected edge servers, i.e.
edge servers in regions where the connection to the Internet is poor. Also, in those
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areas, edge intelligence has a huge potential and can be a driver toward digitalized
nonurban areas. Some examples of such systems include water and air pollution
monitoring and natural disaster (e.g. wildfire, flood, and volcanic eruption) predic-
tion. For instance, in water pollution monitoring, the identification of substances
in the water could be made using edge resources.

The lack of reliable network connectivity in those areas could be the main driv-
ing factor in environmental monitoring scenarios in which streaming data have to
be processed in near real time. Intermittent connectivity and energy constraints
prevent monitoring systems from continuously transmitting raw data to the cloud
for processing, whereas less data-intensive control signals like the output of ML
algorithms can still be communicated under interruptions and low bandwidth
availability. In addition, the actors which rely on the outcome of ML algorithms
are often close to the data sources. By not sending the data to the cloud, a com-
plete processing step can be saved, e.g. starting countermeasures automatically.
In the previous example of water pollution monitoring, the services running at
the edge can then inform pumps or valves to open or close, depending on the
scenario.

7.8 Role of Edge AI in 6G

The evolution of the fifth-generation networks toward the 6G era shapes the per-
spective of future networking. The developments along this path not only encom-
pass network communication (e.g. speed, coverage, and resilience) but also quality
and delay in computations. To unlock the true potential of future networks with
such a complicated structure, various technologies, at both hardware and software
levels, need to coexist and cooperate. These include, for example the creation of
edge computing and communication fabrics or using self-learning technologies
for dynamic network orchestration.

7.8.1 Communication and Computation with Human-in-the-Loop

With the wide dissemination of smartphones and other personal carry-on devices,
their significant computation, communication, and sensing capabilities become
valuable to solve challenges in networking. The examples include local data
acquisition as in federated learning, reducing the communication overhead as in
device-to-device caching, and cooperating in executing computationally intensive
tasks. In future networks, mobile devices can decide if, when, where, and which
fraction of a specific task to offload to a server at cloud or edge. Besides, they can
take the role of computational worker, form pools of resources, and divide the
tasks based on their preferences to optimize their utility and performance.
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While humans or human-driven devices may significantly contribute to edge
AI, such involvement raises several challenges. To model such challenges, one
can use multiagent systems. Subsequently, to address them, one can use various
mathematical tools such as control and game theory. Furthermore, ML and AI play
significant roles if there is some uncertainty and lack of information. In all of the
abovementioned steps, the specific characteristics of humans should be taken into
account [270]. In particular, humans often act based on heuristics and irrational
influences, taking into account the factors such as social norms and peer pressure.
When dealing with self-interested entities, it is essential to consider mutual trust
and to respect the welfare of each entity [271]. Finally, using humans as a data
source, e.g. using body sensors or GPS, proliferates privacy concerns that strongly
couple with legal and ethical challenges.

7.8.2 Critical but Conflicting Actors and Applications

In the transition from the current systems and networks to 5G beyond, the future
needs of the societies become the driving force that creates use-cases. As such,
building innovative technology to address the society-driven use-cases becomes
imperative [272]. To some extent, it stands opposite to the current use-cases such
as low-latency and reliability that are generated by technological advances rather
than taming directly from the society. Examples include the current vertical
trends, including resource-efficient manufacturing, green energy generation and
distribution, organic agriculture, and optimization of retail logistics.

Heterogeneous actors are expected to build and consequently share the massive
edge-computing infrastructure to serve their wide range of demands. Despite hav-
ing some common goals to achieve, such actors often exhibit conflicting interests;
i.e. more benefit for one attribute may reduce that of the other (here, the utility
can correspond to higher monetary return, sustainability, improved environmen-
tal factors, and the like). Finding a Pareto optimal and stable solution to this prob-
lem is significantly challenging as different utility measures are often conflicting.
The problem becomes aggravated in practice as it involves several decision-makers
instead of a single central authority. That is not only because of self-interest but
also because of information asymmetry and different types/preferences [273]. AI
can be a solution to this problem, as it enables distributed systems to interact,
learn, and make decisions – rendering smart systems inseparable blocks of edge
intelligence.

7.8.3 Edge AI and Emerging Technologies

Next-generation networks beyond 5G encompass several technologies whose effi-
cient deployment depends strongly on reliable cloud infrastructure as well as edge
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intelligence. These include, among others, joint communication and sensing,
campus networks, Open Radio Access Network (O-RAN), intelligent reflecting
surface (IRS), to name just a few. For example, the technology of joint communica-
tion and radar sensing is implementable in two networking architectures, namely
small cell networks, and cloud RAN [274]. While the latter is amenable to the
cloud infrastructure, both implementations greatly benefit from edge intelligence.
That is because joint communication and sensing networks necessitate swift sig-
nal processing and precise pattern recognition, both of which are computationally
complex.

Another example is campus networks which cover a geographically limited
region to cover the communication requirements specific to that area. For
example, a manufacturing company can integrate a campus network in response
to the need for secure, reliable, and persistent industrial communications with
ultralow latency. Other applications of campus networks include agriculture
fields, construction sites, hospitals, and the like. The 5G technology, together
with the edge computing capacity and AI, is the driver of campus networks.
They enable not only secure and stable communication, fast and no-failure
computation, but also reliable and efficient performance, even in the absence
of precise information. The reliable performance of several other technologies
(e.g. IRS) depends on edge intelligence as well. IRS technology relies on the
optimal beam configuration, which might happen repeatedly. As a result, the
required low-delay computation can be handled by the edge.

7.8.4 Technology Meets Business

Recently, the discussion around 5G and beyond has been largely driven by the
potential use-cases and the over-arching goal to build real-time integrated edge
computing, AI, and communication services that respond to the dynamic needs
of the applications. These anticipated solutions, from everyday life to smart traffic
and medical advantages, are significant but need evaluations within the context of
technology and novel business models.

We identified three examples where AI technologies have a role in entirely new
functions; however, hardly any business cases and models are yet defined for
them:

1. Interpreting the results of joint sensing and communication capabilities in
future networks. Future higher-frequency communications allow some level
of “radar-like” recognition of the environment. This represents a significant
change to what current networks do or how they operate, and the security
issues involved are substantial:

2. Optimal link-level communication details discovery through ML. This, in theory,
is possible. However, the usefulness of these technologies is still questionable,
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along with the necessary learning costs offset by the optimization benefits
accrued.

3. Interoperability and collaborative use of data and AI technologies. Current
systems are largely run within single organizations, but we raise the question:
“what can we do to enable more sharing technologies and interoperable
interfaces.” There is a need for various stakeholders to identify and discuss
relevant security, privacy, and ethical issues and tools to respond to them in a
trustworthy manner.
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8

Intelligent Network Softwarization

Network softwarization emerged with the advent of 5G. These functionalities are
expected to evolve toward intelligent network softwarization with the dawn of 6G
networks. After reading this chapter, you should be able to

● Understand the technological development toward intelligent network
softwarization.

● Understand concepts such as Service Function Chaining (SFC), Programmable
Data Planes (PDP), and in-network computing.

8.1 Network Softwarization

The evolution to 5G and future mobile telecommunication networks is character-
ized by a significant surge in demands in terms of performance, flexibility, porta-
bility, and energy efficiency across all network functions. Softwarized network
architecture integrates the principles of Software-Defined Networking (SDN),
Network Function Virtualization (NFV), and cloud computing to mobile com-
munication networks [275]. The softwarized network architecture is designed
to provide a suitable platform for novel network concepts that can meet the
requirements of both evolving and future mobile networks.

The underlying principle of the SDN architecture is the decoupling of the
network control and data planes. Using this principle, network control functions
are logically centralized, and the underlying network infrastructure is abstracted
from the control functions. The introduction of NFV offers a new paradigm to
design, deploy, and manage networking services based on the decoupling of the
network functions from proprietary hardware appliances and providing such ser-
vices on a software platform. However, the separation of control and data planes
as well as the virtualization of network functions and programmability introduce

6G Frontiers: Towards Future Wireless Systems, First Edition.
Chamitha de Alwis, Quoc-Viet Pham, and Madhusanka Liyanage.
© 2023 The Institute of Electrical and Electronics Engineers, Inc. Published 2023 by John Wiley & Sons, Inc.
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a number of novel use cases and functions on the network. This will further usher
in new stakeholders into the networking arena and hence, will obviously alter
the approach to security management in 5G and B5G mobile communication
networks.

Softwarized network architecture integrates the core principles of SDN, NFV,
and cloud computing (CC) into a design of programmable flow-centric mobile
networks providing high flexibility. This is a significant improvement over 4G
LTE networks. Softwarized networks offer many advantages, such as a uniform
approach to Best Effort and Carrier Grade services, centralized control for func-
tions that benefit from a network wide view, improvement in flexibility, and more
efficient segmentation. It also provides an enabling platform for automatic net-
work management, granular network control, elastic resource scaling, and cost
savings for backhaul devices. With softwarized networks, resource provisioning is
done on-demand, hence, allowing elastic resource scaling across the network.

The developments of SDN, NFV, and CC will pave the path for various other
services to be migrated to virtualized platforms. For instance, cloud factories will
combine the resources in multiple physical locations to a virtualized platform and
coordinate their operation to facilitate manufacturing through cloud-based tech-
nologies. It is evident that this type of a virtualized network requires end-to-end
orchestration of network and services. Furthermore, service network automation,
together with network slicing and multiaccess edge computing, leads mobile
networks to be fully softwarized 5G and B5G networks. Network softwarization
facilitates self-organizing, self-configurable, and self-programmable flexible
network infrastructure to facilitate emerging heterogeneous applications and
use-cases [276]. In line with these developments, 6G is expected to facilitate intel-
ligent network softwarization by harnessing the capabilities of AI techniques such
as machine learning and deep learning. The path from traditional nonsoftwarized
networks toward intelligent softwarized networks is illustrated in Figure 8.1.

Traditional

mobile

networks

Intelligent

softwarized

networks

Virtualization

and

cloudification

Service

migration

Orchastration
Service function

chaining

In-network

computing
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5G 6G

Service network

automation

Figure 8.1 Toward intelligent softwarized networks.
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8.2 Intelligent Network Softwarization

6G networks are envisioned to be more complex as it will support more network
nodes, heterogeneous connected devices, and advanced technologies and applica-
tions compared to 5G networks. These include content caching, edge intelligence,
traffic forecasting, wireless power sharing and transfer, THz communication,
large intelligent surfaces, advanced data analytics, and zero-touch network and
service management. To facilitate such developments, 6G is expected to have a
dynamic and intelligent network architecture, which will bank on the recent
developments of AI and move network softwarization toward intelligent network
softwarization [16].

Several technologies are being developed in line of making network soft-
warization more intelligent. These include Service Function Chaining (SFC),
Programmable Data Planes (PDP), and in-network computing.

8.2.1 Service Function Chaining

Network services, which are end-to-end functions used by operators of a soft-
warized network, require virtual network functions (VNFs) to be executed in a
meaningful order. This order is highly dynamic as it depends on factors, such as
user requests, user/traffic classifications, and network policies. Hence, the func-
tionalities of network services are designed as a set of chained VNFs. The process
of automating the order of the VNF executions, allocating the required physical
network resources (e.g. computing and storage to facilitate the VNF execution),
and executing these VNFs by sending network packets through the ordered VNFs
to provide end-to-end network services is known as SFC [277, 278]. Therefore,
each network function or a service function, which is arranged in a meaningful
order, is required to perform a prescribed set of actions to their received packets.
For instance, providing network security and protection requires service func-
tions, such as firewalls, virus, and malware scanning functionality, and deep
packet inspection functionality, which should be ordered in the meaningful order.

The Internet Engineering Task Force (IETF) that provided SFC architecture is
illustrated in Figure 8.2 [279]. Accordingly, the architectural principals of SFC are
also listed below.

● Topology independence: independent of the underlying network topology.
● Plane separation: SFC is independent from packet handling operations.
● Classification: SFC can treat traffic based on the specified traffic classification

rules.
● Shared metadata: Metadata are shared with service functions.
● Service definition independence: SFC architecture is independent of the service

functions.
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Figure 8.2 Service Function Chain (SFC) architecture.

● Service function chain independence: The creation, modification, execution, or
deletion of one SFC does not interfere with the operation of another SFC.

● Heterogeneous control: SFC allows service functions to adapt local policies and
classifications.

8.2.2 Programmable Data Planes

SDN, which enables control-plane programmability can also enable data-plane
programmability [280]. Control-plane programmability offers flexibility to 5G and
beyond networks, while data plane programmability facilitates the customization
of network protocols and functionalities, dynamic packet filtering and process-
ing, and dynamic reconfiguration of run-time processing logic through network
description languages.

The 5G and beyond networks will be highly dynamic, ubiquitous, self-
configurable, and self-managed to provide seamless coverage for future commu-
nication applications. Conventional methods such as sample and probe-based
methods fetch data in a poll-based fashion to report the state of the network.
This can also utilize network resources and adversely affect the performance
of the data transmission network. However, PDPs can use the P4 programming
language [281] and enable In-band Network Telemetry (INT) to collect and report
the state of the network data plane [280].INT can be performed in three methods.

● INT-XD: Metadata is directly exported from the data without performing any
modifications to the packet.

● INT-MX: INT instructions are integrated to the packet header. Network nodes
can comply with the embedded instructions to send metadata for monitoring.

● INT-MD: INT instructions together with metadata are incorporated in the
packet. These are forwarded through each hop until it reaches the network
node located prior to the destination. This node removes the INT instructions
and the metadata from the packet and forward these information to the network
monitoring system.

Many types of data reports can be generated through PDP using the P4 language.
These reports can provide real-time telemetry, which is instrumental toward the
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Zero-touch Network and Service Management (ZSM) functionality of emerging
6G networks. Furthermore, INT is instrumental toward the detection of various
attacks, such as distributed denial-of-service (DDoS) attacks, to the network.

8.2.3 In-Network Computing

In-network computing is able to distribute computing functions to network
nodes and devices [282]. This concept was initially developed as active networks
that can perform the necessary processing of packets while forwarding them.
However, this concept did not see light due to processing limitations of traditional
networks. However, with the emergence of powerful processors in 5G and B5G
network devices, such as routers and firewalls, SDN, the emergence of multiaccess
edge computing, and edge intelligence, the concept of active networking is being
realized through in-network computing. Through this, redundant computational
resources of network equipment are utilized to satisfy the computational require-
ments of network functionalities and applications. The concept of in-network
computing is illustrated in Figure 8.3.

In-network computing is primarily expected to be realized through devices
such as Field Programmable Gate Arrays (FPGAs), Smart Network Inter-
face Cards (SmartNICs), and Switch Application-Specific Integrated Circuit
(Switch-ASICs) [283]. Newly proposed methods, such as NetCache [283], extend
the data transmission functionality of networks and shift toward implementing
application-level functionalities in the network. This can significantly reduce the
latency and improve the throughput of the network. Another method known as
DAIET [284] aggregates application data in network data plane. This is based on
SDN and the P4 programming model [281]. The application data are encapsulated
in UDP packets, whereas network switches that receive these packets parses the
message and aggregates data to the packets. Through the utilization of in-network
computing, data processing delays can be reduced while achieving a high-data

Application services

Cloud end Edge nodes

Figure 8.3 In network computing – Application Services are executed in the network
unlike with traditional cloud computing where application services are performed at the
cloud end.
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reduction rate. SwitchAgg [285] is another in-network computing method that
integrates packet load analysis and data aggregation capabilities to network
switches to reduce network traffic and computational overload of servers.
Similarly, in-network computing can also efficiently handle the processing of
artificial Neural Networks (NNs) by offloading the computational overload to the
processors of network nodes and devices [286]. This can also facilitate many of the
AI-based 6G applications and use-cases. However, methods to efficiently deploy
in-network computing without interfering with the processors of network devices
and their operations remains to be an area for future research and development.
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9

6G Radio Access Networks

In this chapter, we discuss the three key concepts of 6G Radio Access Networks
(RANs), including Aerial Radio Access Network (ARAN), AI-enabled Radio
Access Network (AI-RAN), and Open Radio Access Network (O-RAN). After
reading this chapter, you should be able to:

● Understand the key requirements for the design of RANs in future 6G wireless
systems.

● Understand three 6G RAN concepts: ARAN, AI-RAN, and O-RAN.
● Explore key features and applications of three 6G RAN concepts.

9.1 Key Aspects and Requirements

An RAN is an important part of any wireless communication system that connects
end users with the other components of a network through radio communication
links. RANs have evolved through several network generations: Advanced Mobile
Phone System (AMPS) in 1G, Global System for Mobile Communications (GSM) in
2G, Universal Mobile Telecommunications Service (UMTS)/International Mobile
Telecommunications-2000 (IMT-2000) in 3G, LTE/Worldwide Interoperability for
Microwave Access (WiMAX) in 4G, and New Radio (NR) in 5G [71]. Now, due
to massive Internet of Things (IoT) connection, diverse quality of service (QoS)
requirements, and numerous use cases, 6G RANs are expected to support flexibil-
ity, massive interconnectivity, and energy efficiency:

● Flexibility allows 6G RANs to reconfigure multiple network functions, services,
and resources in order to meet use cases in 6G with diverse QoS requirements,
latency, reliability, and network density.

6G Frontiers: Towards Future Wireless Systems, First Edition.
Chamitha de Alwis, Quoc-Viet Pham, and Madhusanka Liyanage.
© 2023 The Institute of Electrical and Electronics Engineers, Inc. Published 2023 by John Wiley & Sons, Inc.
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● Massive interconnectivity enables 6G RANs to support data transmission and
sharing among a very large number of IoT devices while meeting key require-
ments, such as spectral efficiency, network density, and energy efficiency.

● Energy efficiency promotes more efficient energy use in 6G and increases the
operation time of battery-limited devices (e.g. tiny IoT devices, sensors, aerial
components, and autonomous vehicles), thus achieving cost-effective and sus-
tainable operation.

9.1.1 Flexibility

Several aspects need to be considered to enable flexibility in 6G RANs, including
frame structure, cell size, bandwidth, network virtualization and softwarization,
and resource management.

● Frame Structure: Cyclic Prefix-based Orthogonal Frequency-Division Multiplex-
ing (CP-OFDM) has been investigated in 5G NR to support diverse scenarios and
requirements [287]. In particular, LTE uses CP-OFDM for downlink transmis-
sions only and has only one numerology (i.e. subcarrier spacing of 15 kHz). In
5G NR, subcarrier spacing is given by 15 × 2n, where n = {0,… , 5} is a numerol-
ogy parameter. The adoption of CP-OFDM waveform and numerology, along
with other physical layer technologies, allows flexible RANs for 6G to meet more
stringent requirements. Therefore, it is expected that scalable OFDM will lay
the foundations for the design of the 6G physical layer and the flexibility of
6G RANs.

● Cell Size: 6G RAN flexibility can be achieved by cell sizing via the deployment of
macrocells, small cells, tiny cells in terahertz (THz) communications and aerial
base stations (e.g. UAVs, HAPs, and satellites). For example, the dynamicity of
low-altitude platform (LAP)/high-altitude platform (HAP) topology implemen-
tation and the networking overlay among the LAP, HAP, and Low-Earth Orbit
(LEO) communications systems help 6G ARANs to adapt flexibly to diverse
requirements of terrestrial and aerial users. Moreover, as a key enabler of 6G
where cell boundaries do not exist, cell-free networks help further increase RAN
flexibility in 6G.

● Bandwidth: Bandwidth allocation plays an important role in achieving RAN
flexibility. For example, an overloaded cell can borrow bandwidth resources
from neighbor underloaded cells to increase its capacity to serve a large number
of users. The need for efficient bandwidth allocation is further emphasized
when multiple frequency bands are utilized in 6G, such as sub-6G GHz,
millimeter wave (mmWave), THz, and visible spectrum. For instance, visible
light communications (VLC), also known as Li-Fi, can be used to support
both indoor communication scenarios and user positioning [288]. More-
over, the integration of UAVs and VLC promises to provide communication and
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illumination simultaneously and further improve the network performance
and flexibility [289].

● Network Virtualization and Softwarization: It is envisioned that network
virtualization and softwarization are integral components to improve 6G RAN
flexibility. Network virtualization has been adopted in 5G to enable different ten-
ant networks to coexist in a unified network infrastructure. The authors in [290]
propose a digital twin-based virtualization architecture for flexible network
management. In particular, the framework consists of six layers, including data
collection, abstraction-1, local processing, abstraction-2, slice-level processing,
and digital twin model control. Layer 1 is responsible for collecting data from
physical entities, and layer 2 fuses data from different sources and creates digital
twins for individual users. Next, the output data is processed and aggregated at
the edge network in layer 3. After that, the aggregated data are forwarded to
layer 4 to update the digital twins of slices, which are then processed in layer 5
to create service-specific predictions and slice-level decision controls. Finally,
the digital twin models are updated based on resource availability, network
management, and service provisions and demands. Through this architecture,
6G RANs can combine advantages of network slicing and digital twins to enable
service provisioning and achieve user-centric networking. Moreover, artificial
intelligence (AI) is a promising tool for resource management optimization and
performance improvement in virtual and softwarized 6G RANs.

● Resource Management: 6G RAN flexibility can be realized via efficient man-
agement of network resources. Indeed, resource management has played a
vital role in any new network generations, from 4G to 5G and 6G, so that the
network be adaptive to traffic loads, QoS requirements, and channel condi-
tions. Furthermore, resource management becomes more important for 6G
RANs due to the coexistence of multiple resources in future network systems,
including radio, computation, caching, control, sensing. For example, different
AI techniques (e.g. machine learning, deep learning, federated learning, and
reinforcement learning) can be used to solve optimization problems related to
computing and resource management in edge computing systems, mobility and
handover management in ultradense 6G networks, and spectrum management
in heterogeneous networks [90].

9.1.2 Massive Interconnectivity

The need to provide interconnectivity among end devices in 6G is due to the
emergence of many new services, applications, and a number of exponentially
increasing connected devices. It is expected that the number of connected
devices will be 27 billion by 2024 and the connectivity density will be 10 million
devices per square kilometer [291]. The diversity of IoT applications will also
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expand from simple smart home solutions to more advanced applications such as
mission-critical, smart healthcare systems, fully autonomous driving, and meta-
verse. These application scenarios demand various performance requirements
such as low latency, ultrareliability, high security, and high data rates [292]. In
order to design 6G RANs for future IoT, several promising technologies can be
identified, such as edge intelligence, reconfigurable intelligence surfaces, Aerial
Access Networks (AANs), THz communications, massive ultra reliable low
latency communication (uRLLC), and blockchain. For instance, for intelligent
IoT applications, federated learning can be used to improve the data privacy of
IoT devices. An example of federated learning for smart healthcare is illustrated
in Figure 9.1, where homes integrate the trained global model with their local
health data to have different personalized models.

9.1.3 Energy Efficiency

Due to the massive number of IoT devices and the proliferation of mobile data,
energy efficiency has been an important metric for the design and development of
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Figure 9.1 Edge intelligence with federated learning for personalized healthcare
services in IoT.
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Figure 9.2 Three scenarios of energy refills in aerial access networks. (a) Charging
station. (b) Charging station. (c) Wireless charging.

5G networks as well as future 6G wireless systems. Compared to 5G networks, 6G
is expected to increase energy efficiency at least 10 times [76], and at the same time,
increase multiple times over 5G in terms of peak data rate, user-experienced data
rate, area traffic capacity, connection density, latency, spectrum efficiency, and
mobility. Energy efficiency is further emphasized when 6G is expected to provide
various services of communication, computing, caching, control, and sensing. For
instance, mobile and IoT users in 4G typically have communication services only,
while those in beyond 5G and 6G have many emerging applications, for example
virtual reality (VR), augmented reality (AR), autonomous vehicles, and mobile
blockchain, thus significantly increasing the amount of power and energy con-
sumption. Moreover, energy efficiency is a key metric for new network scenarios,
such as AANs, Internet of Bio-Nano Things (IoBNT), and Internet of Nano-Thing
(IoNT) systems. In particular, aerial components, e.g. UAVs and aircrafts, consume
a large amount of energy for hovering in the air and this amount can be many
times larger than that for communication and computing purposes. In this regard,
energy refilling is a primary issue in order to achieve sustainable solutions for
AANs. As illustrated in Figure 9.2, aerial components can harvest energy at charg-
ing stations and self-recharge through the use of energy harvesting and wireless
charging technologies. Although many studies have been conducted to improve
the energy efficiency of 4G RANs and 5G RANs, there are still many challenges for
the design of energy-efficient 6G RANs due to new services, network deployments,
and massive connectivity and data availability.

9.2 Aerial Radio Access Networks

In the context of comprehensive 6G access infrastructure, ARANs are positioned
in the aerial communication layer to serve high-altitude and terrestrial users.
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Figure 9.3 ARANs in a comprehensive 6G access infrastructure.

As illustrated in Figure 9.3, ARANs encompass three systems, including LAP
communications at an altitude of 0–10 km, HAP communications at an altitude of
20–50 km, and LEO communications at an altitude of 500–1500 km above relative
sea-level [122]. Compared to terrestrial RANs, underground RANs, and water
RANs, ARANs serve a large coverage space with highly dynamic and mobile
users for in-flight infotainment, aerial surveillance, flying vehicular control, and
isolated populations.

The literature review reveals several aerial communication classes that are
closely related to ARANs. Some similar terms to aerial communications that
support mobile networks are summarized as follows:

● Drone/UAV RANs (DA-RANs): DA-RAN stands for a drone/UAV-assisted RAN,
where drones help to extend the coverage area and capacity of terrestrial
access infrastructure. In this context, drones can connect either directly to
terrestrial base stations or via a head node in (multihop) mesh, star, tree, and
chain topologies. Unlicensed/licensed spectrum can be exploited by drones in
DA-RANs [293].

● Flying Radio Access Networks (FlyRANs): FlyRAN stands for FlyRAN, where
aircraft and airships equipped with radio transceivers are utilized as aerial base
stations to provide mobile services in underserved areas. In FlyRAN, the LAP
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tier exploits the unlicensed/licensed spectrum, while the HAP tier typically
exploits the licensed spectrum to avoid unmanaged conflicts with terrestrial
systems [294]. The term “flying ad hoc network (FANET)” is covered by this
definition [295].

● Satellite–Terrestrial Integrated Networks (STINs): STIN represents a STIN by
which satellite communications supplement the terrestrial systems to offer
global seamless and ubiquitous Internet services to users in isolated areas.
STIN utilizes the licensed spectrum for ground–air connections. The airborne
infrastructure includes multiple tiers such as LEO, Medium Earth Orbit (MEO),
and Geostationary Earth Orbit (GEO) satellite constellations [296].

● ARAN: ARAN is a multitier and hierarchical aerial access infrastructure
combining the FlyRAN and LEO communication systems of STIN to provide
radio access medium from the sky to the end users for the Internet services
through aerial base stations equipped with heterogeneous wireless transceivers.
The aerial base stations can be UAVs, drones, balloons, and airplanes. The
definition of ARAN was first introduced in [297] with the original name AAN
at the IEEE International Conference on Communications (ICC) in June 2020.

Briefly, these are DA-RANs focusing on LAP communications [293], FlyRANs
aiming at LAP/HAP communications [294], and STINs involving satellite commu-
nications [296]. Because each of the similar terms represents a partial ARAN tier
that is used for special applications, the interconnection among these systems is
weak and asynchronous. Hence, the introduction of an ARAN definition is a sig-
nificant contribution toward unifying the aforementioned systems into a common
model.

Figure 9.4 shows a wide perspective to demonstrate a detailed ARAN architec-
ture in the context of a complete user-core path. Typically, an ARAN architecture
comprises three segments as follows:

● The main segment is a cross-tier networking infrastructure shared among aerial
base stations at the three platforms, including LAP, HAP, and LEO.

● A front-end interface provides terrestrial and aerial access points that gather
user connections.

● A back-end interface bridges the ARAN infrastructure to the terrestrial core
networks.

Note that LEO communication systems use satellite links to contact the
terrestrial network through ground stations, while LAP and HAP systems use
mobile (wireless) links to contact aerial base stations and terrestrial base stations
(e.g. gNBs in 5G and eNBs in 4G) directly.

In the main segment of an ARAN, LAP systems are at the lowest tier. Drones and
UAVs in LAP systems act as aerial base stations, providing connectivity directly to
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aerial and terrestrial end users or remote base stations using wireless technologies
such as 5G NR and Wi-Fi. Conversely, these aerial base stations may utilize either
satellite technology to connect with LEO communication systems or wireless tech-
nologies to the terrestrial macro base stations for backhaul transmission to the core
networks. LAPs can be classified by size, range, speed, and endurance. According
to the US Department of the Army [298], LAPs are classified into five categories,
i.e. small < medium < large < larger < largest groups. Most LAPs are relatively
lightweight and cost-effective devices that can be deployed quickly and flexibly.
However, they have relatively low endurance with limited energy and networking
resources. To mitigate these issues, tethered technology can be considered a fea-
sible approach to either establish a reliable broadband backhaul through a fiber
cable or energize LAPs by a powerline connection between the LAPs and ter-
restrial stations [299]. Nevertheless, LAPs effectively support time-sensitive and
event-based scenarios such as emergency and rescue, aerial surveillance, traffic
offloading, and mobile hotspots at public gatherings.

In the middle tier of the ARAN main segment, HAPs are defined by the ITU
Radio Regulations (RR) as radio stations located at a specified, nominal, fixed
point relative to the Earth.1 The 2, 6, 27/31, and 47/48 GHz frequency bands were
assigned for HAP communications in bidirectional HAP-terrestrial links [122]
at three world radio communication conferences (WRC-97, WRC-2000, and
WRC-12). HAP systems serve aerial and remote terrestrial end users with wireless
technologies in a wide coverage area from high altitude. For backhaul transmis-
sion to terrestrial core networks, HAP systems mostly utilize satellite technology
via the LEO communication systems. In practical situations, some industries have
implemented trial projects using lightweight solar-powered aircraft and airships
to provide stable broadband services in rural and remote areas [300].

At the top of the ARAN main segment, two-layer LEO communication systems
consist of miniaturized satellites below (i.e. CubeSats) and communication satel-
lites above (i.e. ComSats), orbiting at an altitude of 500–1500 km. CubeSats aim
to provide low latency and high throughput Internet services, while ComSats are
designed for high coverage and service availability. These two LEO layers interact
with each other through interlinks, which provide redundancy, backup, and
collaboration interfaces for dynamic network organization. Compared with other
satellite classes, LEO satellites are characterized by lower latency, cost-efficiency,
and quick production and deployment. Most LEO satellites operate on Ku, Ka,
and V bands to provide Internet connection to aerial and ground stations within
tens of ms latency [301]. Unlike the LAP/HAP systems, LEO communication
systems typically do not provide services to the end users directly. Both fronthaul

1 https://www.itu.int/en/mediacentre/backgrounders/Pages/High-altitude-platform-systems
.aspx

https://www.itu.int/en/mediacentre/backgrounders/Pages/High-altitude-platform-systems.aspx
https://www.itu.int/en/mediacentre/backgrounders/Pages/High-altitude-platform-systems.aspx


�

� �

�

108 9 6G Radio Access Networks

to the end users and backhaul to the core networks are satellite transmissions
through ground stations and very small aperture terminals (VSATs). To orches-
trate intertier networking operations in an ARAN, LEO communication systems
additionally support backhaul tunnels, allowing LAP/HAP systems to connect
to the core networks. Recent years have witnessed several emerging commercial
satellite projects on LEO communication systems such as OneWeb, Telesat,
and Starlink, with hundreds of satellites successfully launched into orbit and
thousands of satellite launches planned for the near future [302].

In ARANs, the front-end interface includes aerial base stations at the LAP/HAP
tiers, remote base stations, and ground stations, enabling the end users to access
the networks. The aerial base stations and remote base stations are ARAN
access points that provide wireless links directly to aerial and terrestrial users.
Meanwhile, the ground stations are end-points of satellite links from LEO
communication systems that deliver traffic to and from the remote base stations.
Depending on prevailing circumstances, the aerial base stations and remote base
stations may cross-serve both aerial and terrestrial services, as illustrated on the
left side of Figure 9.4. Conversely, the back-end interface includes macro base
stations and ground stations to accommodate backhaul traffic toward the core
networks. Typically, the macro base stations help transfer traffic flows from LAP
systems, while the ground stations support traffic forwarding from (HAP systems
to) LEO communication systems; see the right side of Figure 9.4.

9.3 AI-enabled RAN

It is quite challenging for conventional RANs to achieve stringent requirements of
future 6G wireless systems, such as peak data rate of more than 1 Tbps, end-to-end
delay of less than 0.1 ms, reliability of 99.99999%, connection density of more than
107 devices per square kilometer, and mobility of more than 1000 kmph. To tackle
the existing challenges and open more capabilities for future RANs, AI has been
emerged in RANs to create a new concept, namely AI-enabled RANs. At the latest
3GPP RAN plenary meeting, 3GPP reached an agreement on including AI for 5G
NR, which will have a great impact on the development and standardization of
AI-native 6G RANs in the near future (around 2025). In the following, we first
present a three-tier computing architecture that allows AI to be deployed in RANs
in a hierarchical manner. Then, we analyze some promising applications of AI for
future RANs, including data processing and resource allocation.

With the emergence of cloud computing, edge computing, and on-device intelli-
gence, storage resources and computing capabilities can be provided anywhere in
the network. More specifically, the network is typically composed of three layers,
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Figure 9.5 Illustration of a three-tier computing infrastructure, including cloud
computing, edge computing, and IoT device computing. Source: Apple Inc.

including cloud computing layer, edge computing layer, and IoT device layer, as
illustrated in Figure 9.5:

● Cloud Computing Layer: This layer includes cloud computing servers, such
as Amazon Web Services, Google Cloud Platform, and Microsoft Azure, all of
which have powerful computing and memory resources. Thus, this layer can
provide an abundant amount of resources for centralized learning algorithms
with massive data. However, cloud computing suffers from major disadvan-
tages, such as low scalability, high latency, privacy and security issues, and
extreme burden on limited bandwidth. For example, the privacy and security
issues caused by the high concentration of data information leave the cloud
highly susceptible to violent attacks, and data/application offloaded to the
cloud through wireless environments can be overheard by eavesdroppers [71].
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● Edge Computing Layer: It is necessary for computation nodes to perform data
processing near to end users in order to decrease the transmission time. To solve
this issue of cloud computing, edge computing came into existence, which per-
forms data storage and computing tasks in their edge network within a short
distance to end users. As the edge computing nodes are closer to the users, the
traffic flow is alleviated and also reduces the bandwidth demands and latency
in data storage and computation in IoT network. Edge computing paradigms,
e.g. fog computing and multi-access edge computing (MEC), can be character-
ized by some features, namely, on-premises, proximity, lower latency, location
awareness, and network context information. For example, the feature of prox-
imity means that the edge servers are usually positioned in the close vicinity of
mobile users; thus, MEC can capture information from mobile users for further
purposes such as data analytics and big data processing. Moreover, this feature
also indicates that MEC can access mobile users directly, thus providing better
services and specific applications.

● IoT Device Layer: IoT devices, such as sensors and mobile phones, can gener-
ate or gather data from the physical environments and then transmit it to the
nearby edge servers via access points or base stations [264]. IoT devices with
certain computing resources (e.g. smartphones and laptops) can act as an edge
node to process local data and train local learning models. This can be illustrated
by the federated learning concept in Figure 9.1, where IoT devices with comput-
ing resources train local learning models and then share the model updates with
the cloud/edge server for model aggregation. Otherwise, lightweight IoT devices
with little/no computing resources (e.g. tiny sensors and backscatter nodes) can
participate in the learning process by offloading their data and computing work-
load to the edge and cloud computing servers via their representative gateways.

Given the availability of computing resources, ranging from the IoT devices to
the edge network and the centralized cloud, AI mechanisms can be deployed to
optimize the operation, management, and performance of future RANs. Different
AI techniques (e.g. machine learning, deep learning, reinforcement learning, and
federated learning) may have numerous applications, such as network control,
network security, network applications, signal processing, cyber-attack detection,
caching and computation offloading, resource allocation, and network manage-
ment. Due to its learning capabilities, computing resource availability, and massive
data, AI-based solutions have distinct advantages over conventional model-based
schemes in RANs. It is believed that AI has three main use cases in RANs as dis-
cussed below [269].

Algorithmic Approximation: A common limitation preventing algorithms
from finding the optimal solution is the difficulty of real-time executions;
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therefore, they are impractical for real-time implementation. Several approaches,
e.g. heuristics, metaheuristics, and problem decomposition, have been proposed
to optimize the trade-off between computational complexity and performance.
However, the real-time implementation of the underlying algorithms is quite
challenging. For this case, the use of AI techniques appears to be a promis-
ing solution. In particular, the data generation and training phases can be
executed offline while the system operates in real time by using the trained
model. For instance, the work in [131] proposes a DL architecture for auto-
matic modulation classification (AMC), namely, MCNet, which was 93.59%
accurate at a signal-to-noise ratio (SNR) of 20 dB with an inference time of only
0.095 ms.

Unknown Model and Nonlinearities: Many physical phenomena cannot be
accurately modeled. Therefore, conventional model-based algorithms usually fail
to obtain efficient solutions. For instance, fiber nonlinearities (e.g. signal distor-
tion and self-phase modulation) in optical systems together with the adoption
of coherent communication render model-based methods ineffective for network
optimization. To mitigate the nonlinearities and perform signal detection, AI tech-
niques (e.g. an end-to-end learning approach) can be utilized with very low bit
error rates (BERs). The end-to-end learning approach [303] has found many appli-
cations in scenarios in which the channel model is unknown or well-established
mathematical models are unavailable. Another application is the use of DL to
address hardware nonlinearities in multiple-input and multiple-output (MIMO)
systems, such as hardware impairments. Nonlinearity was also observed in MIMO
systems with low-bit analog-to-digital converters. In an attempt to mitigate this
nonlinear effect, the work in [304] proposes a deep neural network model to jointly
optimize the channel estimation and training signal. The model outperformed the
linear channel estimator in various practical settings.

Algorithm Acceleration: Another direction intelligent signal processing has
been taking is to use AI to facilitate and accelerate existing algorithms. This
approach differs markedly from the two scenarios discussed above in that an
existing model-based algorithm is completely replaced by an AI-based algorithm,
i.e. an end-to-end learning paradigm. For instance, many DL-based algorithms
have been proposed to improve and accelerate near-optimal detection schemes.
The work in [305] proposes a DL model, namely, FS-Net, to initialize the highly
reliable solution for the tabu search (TS) detection scheme, and also proposed
an early termination scheme to further accelerate the optimization process.
Compared with the original TS scheme, the DL-aided TS detector can reduce the
computational complexity by approximately 90% at an SNR of 20 dB with similar
performance.
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9.4 Open RAN

Open RANs, also known as O-RANs, have been considered a promising RAN
concept for future 6G wireless systems. O-RAN is centered on the concept of
openness and intelligence of the network elements. Therefore, O-RAN is consid-
ered a promising RAN technology to overcome the limitations of existing RANs,
such as virtual RAN and cloud RAN, as illustrated in Figure 9.6. Many believe that
O-RAN has numerous benefits compared with the existing RAN technologies. In
particular, traditional RANs largely rely on proprietary hardware, software, and
radio interfaces. The feature of openness is to allow the involvement of smaller
and new players in the RAN market to deploy their customized services, while
the feature of intelligence is to increase the automation and performance through
optimizing the RAN elements and network resources. Moreover, O-RAN offers
many RAN solutions and elements to the network operators so that the network
will be more open and flexible. Furthermore, because of the virtualization feature,
the network operators can shorten the time-to-market of new applications and
services so as to maximize the overall revenue.

There are two major O-RAN organizations, including the Telecom Infra Project
(TIP) and the O-RAN alliance. The TIP’s O-RAN program is an initiative that
focuses on developing solutions for future RANs based on disaggregation of
multivendor hardware, open interfaces, and software.2 Besides O-RAN, the TIP
also runs several projects with the main aim of providing Internet and wireless
access over the globe. In particular, the TIP’s product project group divides the
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2 https://telecominfraproject.com/openran/
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end-to-end network into three segments, including access (e.g. fixed broadband
and O-RAN), transport (e.g. nonterrestrial network, optical communication,
and wireless backhaul), and core and services (e.g. end-to-end network slicing
and open core network). The TIP also establishes a solution project group to
codify network elements and technologies so that the network solutions can
be used by different operators, service providers, and stakeholders. Further, the
TIP has a software project group to develop open-source solutions for open and
interoperable 6G RANs. The other O-RAN organization is the TIP, whose purpose
is to develop more competitive RAN solutions, which are characterized by several
principles of openness, intelligence, virtualization, and interoperability.3

The high-level architecture of O-RAN is represented in Figure 9.7. In terms of
the O-RAN interface, there are four main interfaces to connect these elements,
including A1, O1, open fronthaul M-plane, and O2. More specifically, the open
fronthaul M-plane interface is to connect Service Management and Orchestration
Framework (SMO) ad O-RAN radio unit (O-RU). A1 is to connect nonreal-time
RAN intelligent controller (RIC) located in the SMO framework and near real-time
RIC for RAN optimization. O1 is to support all O-RAN network functions when
they are connected with SMO, and O2 is to connect SMO and O-Cloud for pro-
viding cloud computing resource and workflow management. According to [306],
there are different deployment scenarios of the O1 interface, such as flat, hierar-
chical, and hybrid models, by which the SMO framework can provide numerous
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Figure 9.7 The high-level architecture of O-RAN proposed by the O-RAN alliance.

3 https://www.o-ran.org/

https://www.o-ran.org/


�

� �

�

114 9 6G Radio Access Networks

management services, for example provisioning management services, trace man-
agement services, and performance management services.

The main elements of the O-RAN architecture include SMO, RIC, O-Cloud,
O-RAN central unit (O-CU), O-RAN distributed unit (O-DU), and O-RU.

● SMO: The SMO framework is a core component of the O-RAN architecture,
whose main responsibility is to manage the RAN domain, such as the provision
of interfaces with network functions, near-real-time RIC for RAN optimization,
and O-Cloud computing resource and workload management. As mentioned
earlier, these SMO services can be performed through four interfaces, including
A1, O1, O2, and open fronthaul M-plane.

● RIC: This logical function enables O-RAN to perform real-time optimization of
functions and resources through data collected from the network and end users
in real time (between 10 ms and 1 s).

● O-Cloud: This is a physical computing platform that can be used for O-RAN
functions, such as near-real-time RIC, O-CU control plane, O-CU user plane,
and O-DU.

● O-DU: This logical node has functionalities of the physical and MAC layers. This
element terminates the E2 with F1 interfaces.

● O-CU: This is a logical node in the O-RAN architecture and hosts all the func-
tions of both the control plane and data plane. These two O-CU planes connect
with the O-DU logical node via the F1-c interface and F1-u interface, respec-
tively. For low latency services, O-CUs can be collocated with the O-DU at the
same edge node.

● O-RU: This logical node has physical layer and radio signal processing capa-
bilities to connect with the SMO framework via the open fronthaul M-plane
interface and connects with end users via radio interfaces. Therefore, users
can offload their computation tasks/data to the edge node via wireless links to
O-RUs and the fronthaul that connects O-RUs and the edge node.

The benefits of O-RAN come at challenges, e.g. security, deterministic latency,
and physical layer and real-time control. For example, the work in [307] discusses
six security challenges of O-RAN, including disabled over-the-air ciphers, unau-
thorized access, unprotected synchronization, vulnerabilities among O-RAN ele-
ments, lack of security measures for O-RAN openness and disaggregation, and
open-source software security threats. All these challenges demand significant
effort from the research and industry communities toward the standardization and
implementation of O-RAN in future 6G wireless systems. In this regard, O-RAN
has distinct features that bring intelligence to future networks, while AI, partic-
ularly deep learning and machine learning, helps overcome various challenges
of 6G O-RANs via intelligent and data-driven solutions [308], such as resource
management, mobility management, and spectrum management.
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10

Security and Privacy of 6G

6G is envisaged to rely on the advancements of AI and data analytics to provide per-
sonalized and fully automated seamless communication services. However, this
may lead to several security and privacy issues and concerns. After reading this
chapter, you should be able to

● Understand the security threat landscape of future 6G networks.
● Understand key 6G security and privacy requirements.
● Identify the possible security solutions which can be implemented in 6G

network.
● Understand key 6G privacy challenges and possible solutions.

10.1 Introduction

Irrespective of the advancements of networking and communication technologies,
security is always an important feature to consider to ensure the resilience and
reliability of networks. Therefore, it will be helpful for the research community
to identify the security-related research directions in the envisioned 6G networks.
Since the standard functions and specifications of 6G are yet to be defined, there
is still limited literature that provides security and privacy insights beyond 5G net-
works. Furthermore, it is necessary to systematically build on 5G research and
consolidate existing emerging research toward 6G security realization.

The security and privacy considerations in the envisioned 6G networks need
to be addressed in many areas. There are specific security issues that may arise
with the novel 6G architectural framework, as stated above. In addition to that,
there are many hypes on blending novel technologies such as blockchain, visible
light communication (VLC), TeraHertz (THz), and quantum computing features

6G Frontiers: Towards Future Wireless Systems, First Edition.
Chamitha de Alwis, Quoc-Viet Pham, and Madhusanka Liyanage.
© 2023 The Institute of Electrical and Electronics Engineers, Inc. Published 2023 by John Wiley & Sons, Inc.
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in 6G intelligent networking paradigms in such a way to tackle the security and
privacy issues. Therefore, 6G security considerations need to be also discussed
concerning the physical-layer security (PLS), network information security, appli-
cation security, and deep learning-related security [309, 310].

10.2 Evolution of Mobile Security

The early generations of mobile networks (i.e. 1G, 2G, and 3G) encountered
significant security and privacy challenges, including cloning, illegal physical
attacks, eavesdropping, encryption issues, authentication and authorization
problems, and privacy issues [39]. Then, the security threat landscape evolved
with more-advanced attack scenarios and powerful attackers. The evolution
of the security landscape of telecommunication networks, from 4G toward the
envisioned 6G era, is illustrated in Figure 10.1. 4G networks faced security and
privacy threats mainly due to the execution of wireless applications. The typical
examples include media access control (MAC)-layer security threats (e.g. denial
of service (DoS) attacks, eavesdropping, replay attacks), and malware applications
(e.g. viruses, tampering into hardware).

In the 5G architecture, security and privacy threats are caused at access,
backhaul, and core networks [311]. Cyberware and critical infrastructure

– MAC layer threats

e.g. Mobileware,

APT/DDoS

Malicious Apps

Mobile

applications

eMBB

mMTC

Automation

Connected

intelligence

URLLC

Cloud

computing

LTE, LTE advanced NR, SDN, NFV, NS AI/ML, blockchain, VLC, THz,

quantum computing

2010 2020 2030

Richer content

(video)

– Cyberware and critical

infrastructure threats

– SDN/NFV threats

– Cloud computing related

threats

– AI/ML based intelligent

attacks

– Zero day attacks

– Quantum attacks

– PHY layer attacks for VLC,

THz, etc.

Figure 10.1 Evolution of the security landscape in telecommunication networks.
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threats, network functions virtualization (NFV) and software-defined networking
(SDN)-related threats, and cloud computing-related threats are the most common
security issues in 5G [312]. There are numerous occasions that SDN may create
security threats, such as by exposing critical application programming inter-
faces (APIs) to unintended software, the inception of OpenFlow, and centralizing
the network control (i.e. subject to DoS attacks) [201]. Above all, the most
significant driving force in the 6G vision is the added connected intelligence in
the telecommunication networks accompanied by advanced networking and
AI/ML technologies. However, the alliance between AI and 6G may also be a
double-edge sword in many cases while applying for protecting or infringing
security and privacy [313].

10.3 6G Security Requirements

In this section, we discuss the security considerations, 6G security vision, and
the potential security Key Performance Indicators (KPIs). The last subsections
describe the security landscape for the envisioned 6G architecture which is classi-
fied into four key areas such as functional architecture (i.e. intelligent radio (IR)
and radio-core convergence), edge intelligence (EI) and cloudification, specialized
subnetworks, and network management and orchestration.

10.3.1 6G Security Vision and KPIs

The vision of 6G networks is formed with many novelties and advancements in
terms of architecture, applications, technologies, policies, and standardization.
Similar to the generic 6G vision, which has the added intelligence on top of the
cloudified and softwarized 5G networks, 6G security vision also has a close fusion
with AI, which leads to security automation (Figure 10.2). At the same time, the
adversaries also become more powerful and intelligent and capable of creating
new forms of security threats. For instance, detecting zero-day attacks is always
challenging, whereas prevention from their propagation is the most achievable
mechanism. Therefore, the necessity will become more important than ever to
incorporate intelligent and flexible security mechanisms for predicting, detecting,
mitigating, and preventing security attacks and limiting the propagation of such
vulnerabilities in the 6G networks. It is also equally significant to ensure privacy
and trust in the respective domains and stakeholders. Especially, security and pri-
vacy are two closely coupled topics, where security relates the safeguarding of the
actual data, and privacy ensures the covering up of the identities associated with
those data. While security on its own is exclusive from privacy, vice versa is not
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Figure 10.2 6G security vision.

valid: essentially, to assure privacy, there should always be security mechanisms
that protect data. In the coming sections, we discuss how security and privacy com-
plement each other for different aspects of 6G.

To set the scope of 6G, we also think that KPIs and Key Value Indicators (KVI)
will help to take the dimensions of impact that go beyond the scope of determinis-
tic performance measures into full account [19]. It is expected that 6G systems will
incorporate novel aspects, such as integrated sensing, artificial intelligence, local
compute-and-storage, and embedded devices [314]. These aspects will both lead to
enhancements to existing KPIs, as well as require a whole new set of KPIs and KVIs
which have not traditionally been associated with mobile networks, such as sens-
ing accuracy, computational round-trip-time, and AI model convergence time. The
KVIs will quantify the value of the new 6G-related technologies from the perspec-
tive of sustainability, security, inclusiveness, and trustworthiness stemming from
the UN sustainable development goals [315, 316].

Therefore, we believe that the new aspects will have a significant impact on how
security KPIs are designed and measured (as shown in Table 10.1). Various aspects
should be considered for characterizing security, such as PLS, network informa-
tion security, and AI/ML-related security [309].
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Table 10.1 Security KPIs and 6G vision.

KPI Description 6G impact

Protection level The guaranteed level of
protection against certain
threats and attacks

More stringent due to the
pervasive utility of 6G and
burgeoning risk level

Time to respond
(mean, max, etc.)

Time for security functions
to counteract in case of
malicious activity

Much smaller due to compressed
timescale of 6G networks, e.g. an
attack can cause havoc at an
order or faster

Coverage The coverage of security
functions over the 6G
service elements and
functions

More challenging due to diverse
6G technologies and
ultra-distributed functions

Autonomicity
level

A measure of how
autonomic security controls
can act

Expected not only to be easier to
implement with pervasive AI but
also may be counter-beneficial
due to AI security issues

AI robustness The robustness of AI
algorithms in the network
hardened for security

More difficult to maintain
consistently system-wide but
more critical due to AI’s role in
6G

Security AI model
convergence time

Time for learning models
working for security to
converge

Although more advanced AI/ML
models are emerging and
hardware capabilities are
improving, the data availability
and complexity are challenging
factors for this KPI.

Security function
chain
round-trip-time

Time for chained security
functions to process for
ingest, analyze, decide, and
act (related to “Time to
respond” KPI)

Security architecture in 6G
supposed to be more distributed,
leading to challenges. But at the
same time, device-centric and
edge-centric solutions will help.

Cost to deploy
security functions
(mean, max, etc.)

Various cost metrics for
measuring the cost of
deployment

Substantially increases due to
complexity, thus harder to meet
target KPI values

10.4 Security Threat Landscape for 6G Architecture

Undoubtedly, the massive emergence of connections in the future 6G networks
will increase security and privacy vulnerabilities. Considering the foreseen tech-
nological, architectural, and application-specific aspects and their advancements
in the future 6G networks, the threat landscape of 6G security is summarized in
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Figure 10.3 6G security threat landscape.

Figure 10.3. Since the attacks can be generalized based on the architecture rather
than the technologies or the applications, we are taking this step forward to give
the reader an insight into the security threat landscape on top of the envisioned
6G architecture.

Among various visionary 6G architectures proposed by the industrial and aca-
demic research community, We have identified the vision from Nokia Bell Labs as
a realistic yet ambitious proposal to facilitate our security landscape analysis for 6G
architecture [57]. As stated by Ziegler et al. in [57], after investigating the potential
6G architectural innovation, they decompose the data and information architec-
ture into four segments, namely, platform, functions, orchestration, and special-
ization. In the infrastructure “platform” of 6G architecture, heterogeneous clouds
need to create an agnostic, open, and scalable run-time environment to accelerate
the hardware and improve data flow centrality. The “functional” architecture
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component includes the topics such as RAN core convergence and IR. The
“specialized” part represents the architectural enablers of flexible off-load, sub-
networks, and extreme slicing. The “orchestration” component includes the intel-
ligent network management and the cognitive closed-loop and automation of 6G
networks. In the rest of the section, we discuss the security considerations of these
four 6G architectural components and how they are related at the consumer end.

However, in addition to the 6G architectural evolution, the advent and advance-
ments of technologies may also pave the way to generate more powerful attack-
ers who can create sophisticated attacks. For instance, while detecting AI-based
malicious activities, distributed learning-based attack prediction methods offer
promising solutions within the constantly changing environments [309].

10.4.1 Intelligence Radio and RAN-Core Convergence

The recent advances in state-of-the-art circuits, antennas, meta-material-based
structures, and the dramatic evolution of AI techniques, including ML, data min-
ing, and data analysis, have shed light on a novel path for the challenges expected
in radio networks towards 6G. In this sense, providing intelligence beyond
the already known intelligent spectrum access for cognitive radio networks is
interesting for addressing novel radio network challenges. Thus, the envisioned
IR will involve cutting-edge AI/ML techniques to address accurate channel mod-
eling and estimation, modulation, beamforming, resource allocation, optimal
spectrum access, automated network deployment, and management. Hence, the
introduction of IR toward 6G will reduce implementation time and significantly
reduce the cost of new algorithms and hardware [317]. With all these promising
benefits of IR, security and privacy are becoming increasingly critical in wireless
networks, especially for the increasing demands for mission-critical services. For
example AI training can be manipulated in a spectrum access system by inserting
fake signals so that a malicious party can take advantage of a large portion of
the spectrum by denying the spectrum to other users. Also, attacks through
the wireless channel, such as denial-of-service, spoofing, and malicious data
injection, could affect the AI. Therefore, efficient detection of malicious training
is critical for the proper performance of IR [318].

Besides, new network architecture paradigms are expected for 6G by harmo-
nizing RAN and core functions. Given that different core functions are being
distributed and virtualized to be implemented closer to RAN, which benefits
low-latency services. At the same time, higher-layer RAN functions are being
centralized, and RAN-Core functions can be combined (RAN-Core convergence)
to simplify the network and facilitate the implementation of some services [319].
Thus, this convergence’s security and privacy challenges and opportunities should
be addressed toward 6G.
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10.4.2 Edge Intelligence and Cloudification of 6G Era

The union between AI and edge computing is instinctive since there is a close
interaction [320]. In specific 6G wireless applications, it is imperative to shift the
computation toward the edge of the network. Whether AI/ML algorithms are used
to acquire, store, or process data at the network edge, it is referred to as EI [321].
In EI, an edge server aggregates data generated by multiple devices that are associ-
ated with it. Data are shared among numerous edge servers for training models and
later used for analysis and prediction. Thus, devices can benefit from faster feed-
back, reduced latency, and lower costs while enhancing their operation. However,
as data is collected from multiple sources, and the outcome of AI/ML algorithms is
highly data-dependent, EI is highly prone to several security attacks. Under such
circumstances, trust is also required in EI services which are critical to ensure user
authentication and access control, model and data integrity, and mutual platform
verification [20]. In [322], it is demonstrated how Blockchain is used to secure
distributed edge services to prevent resource transactions vulnerable to malicious
nodes. Blockchain ensures the consistency of decomposed tasks and the chunks
of learning data required in AI implementation.

Attackers can exploit the distributed nature and the respective dependencies
on edge computing to launch different attacks such as data poisoning, data
evasion, or a privacy attack, thus affecting the outputs of the AI/ML applications
and undermining the benefits of EI [323]. Moreover, EI may require novel
secure routing schemes and trust network topologies for EI service deliveries.
Security in EI is closely coupled with privacy since the edge devices may collect
privacy-sensitive data which contain user’s location data, health, or activities
records, or manufacturing information, among many others. Federated learn-
ing is one approach for privacy-friendly distributed data training in edge AI
models, enabling local ML models. In addition to that, secure multiparty com-
putation and homomorphic encryption (HE) for designing privacy-preserving
AI model parameter-sharing schemes in EI services are also considered by
researchers.

The fundamental architectural change in 5G, which has a cloud-native and
microservice architecture, is expected to evolve with heterogeneous aspects in
the cloud transformation toward 6G [57]. The heterogeneous clouds related to
numerous service delivery platforms, including public, private, on-premises, and
edge cloud may require proper coordination of communication resources and
distributed computing through orchestration and network control. The security
considerations may also differ based on the nature of each cloud environment and
the stakeholders. Mainly the most common security issues include the violation
of access control policies, data privacy breaches, information security issues,
insecure interfaces and APIs, DoS attacks, and loss of data [324].
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10.4.3 Specialized 6G Networks

As introduced in [57], the trend of having vertical industries in 5G for industrial
automation will continue to 6G as subnetworks. These specialized 6G networks
are expected to operate as stand-alone miniaturized networks for multiple appli-
cation verticals (e.g. in-body, in-car, in-robot, subnetwork of drones). When the
wireless interfaces enable subnetwork owners or infrastructure to use novel appli-
cations, those external communication interfaces may impose security vulnerabil-
ities. To avoid unauthorized persons remotely taking control of the subnetwork
functions, it will be essential to use strong and lightweight authentication and
encryption algorithms together with methods for monitoring network security
employing intrusion detection systems. Hierarchical and dynamic authorization
mechanism will be more suitable to handle trust boundaries between the large
networks and the miniaturized subnetworks. Use of trusted execution environ-
ments (TEE) may also guarantee the confidentiality and integrity of such closed
subnetwork environments.

10.4.4 Intelligence Network Management and Orchestration

The extreme range of 6G requirements such as massive demand for increased
capacity, extremely low latency, extremely high reliability, and support for massive
machine-to-machine communication will demand a radical change in network
service orchestration and management in 6G. With the support of AI, the new 6G
architecture is expected to offer intelligent end-to-end automation of network and
service management. The upcoming ETSI ZSM (Zero-touch network and Service
Management) [325] architecture is paving the path toward such intelligence net-
work management deployment beyond the 5G network. Below we discuss the key
security challenges in such intelligence network management deployments under
three aspects and summarize in Table 10.2.

Open API’s security threats: 6G network is expected to support open
APIs by continuing the trend developed in 5G networks [196, 326]. There are
mainly three variants of open API attacks we identify in the current literature.
(i) Parameter attacks lead to unauthorized exploitation of the data transferred
through the API. The improper validation of API parameters may also lead to
inject attacks on cross-domain data services. (ii) Identity attacks allow the attack-
ers to exploit flaws in the authentication and authorization process. For instance,
extraction of API keys and using them as credentials can result in identity-based
attacks. Moreover, the unencrypted transmission of API messages may lead to
(iii) man-in-the-middle attack. An attacker can intercept the unencrypted API
messages and capture confidential information. In addition, these open APIs can
also be vulnerable to DoS/distributed denial-of-service (DDoS) attacks. Here an

.



Table 10.2 Security challenges in intelligence network management and orchestration of 6G networks.

Aspect Issue Description Solutions

Open API’s
security threats
[196, 326, 327]

Parameter attacks – Improperly validated parameters may lead to
injection attacks on cross-domain data
services.
– Data injection, data manipulation, and logic
corruption.
– Manipulating network topology data to
insert fake links, malicious nodes.
– Continuous injection of false parameters
may lead DoS attack to make the data services
unresponsive.

– Input validation and user
authentication.
– Access control and rate limiting.

Identity attacks – Exploit flaws in authentication and
authorization.
– Extraction of API keys and using them as
credentials.
– Attack insecure E2E domain orchestration
service to change configurations to fail SLAs,
create new instances demanding more
resources to exhaust the network.

– Authentication (signed JWT tokens,
OpenID connect)
– Authorization (Role-based access
control, attribute-based access control,
access control lists)

Man-in-the-middle
attack

– Obtain information from unencrypted
transmission of API messages between the API
consumer and provider.
– Interception of API messages and revealing
confidential information

– Use secure encrypted communication
– Use of VPNs (e.g. IPsec, SSL/TLS, and
HIP)

DoS/DDoS attacks – Make an API out of order by submerging it
with a massive amount of requests

– Throttling/rate limiting the usage of
APIs
– Deployment of API gateways and
microgateways
– AI-based API security for proactive
monitoring



Closed loop
automation [196,
214, 226, 326, 327]

DoS attacks – Fake heavy load on VNFs to increase the
capacity of VM, which may lead to DoS

– Throttling/rate limiting on resources
for VMs
– AI-based resources level prediction

Man-in-the-middle
attacks

– Triggering a fake fault event and intercept
the domain control messages to reroute traffic
via a malicious switch

– Use secure encrypted communication
– Use of VPNs (e.g. IPsec, SSL/TLS, and
HIP)

Deception attacks – Intends to tamper transmitted data – Use integrity validation mechanisms
(e.g. Blockchain)

Intent-based
interfaces [196,
328–330]

Information
exposure

– Intercepting information of intents by an
unauthorized entities to compromise system
security objectives (e.g. privacy,
confidentiality). This may lead to the launch of
other attacks.

– Authenticating between intent
producer and consumer (Signed JWT
tokens, OpenID connect)
– Controlled access via authorization
controls (role-based access control,
OAuth 2.0)
– Secure communication via transport
protocols (TLS 1.2)

Undesirable
configuration

– Changing the mapping from intent to action.
Setting the security level from “High” to “Low”

– Input validation via user
authentication.

Abnormal
behaviors

– Malformed intent could change the behavior,
causing network outage

– AI-based proactive monitoring for
abnormality detection

Malinformed intent – Changing the intent reduce the service
quality.

– Intent format validation
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attacker or a group of attackers can manipulate an API out of order by submerging
it with many requests.

Closed-loop network automation: 6G networks may allow closed-loop
network automation for the network’s zero-touch management capabilities,
such as monitoring the network to identify the fault and congestion occurrence.
Then, it analyzes the data and acts accordingly to eliminate the identified
issues. Thus, it creates a feedback loop of communication between monitoring,
identifying, adjusting, and optimizing the network’s performance to enable self-
optimization. Closed-loop network automation in 6G will create security threats
such as DoS, man-in-the-middle, and deception attacks [196].

Intent-based interfaces: Intent-based networking (IBN) is a novel concept
which is proposed initially to introduce AI into the 6G mobile networks. The main
idea of IBNs is to directly transform users’ business intent into a network config-
uration, operation, and maintenance strategies using AI technologies. Using IBN
concepts, 6G can effectively mitigate the typical limitations in the traditional net-
works in terms of efficiency, flexibility, and security. The critical security vulner-
abilities with IBN may include information exposure, undesirable configuration,
and abnormal behaviors.

10.4.5 Consumer End (Terminals and Users)

From the beginning of the advanced portable communication in early generations
of wireless systems, they are dependent on a physical placing of symmetric keys
in a subscriber identity module, also known as subscriber identity module (SIM)
card. Although the encryption computations are moved from undisclosed to uni-
versal guidelines, the alternative cryptographic instruments are introduced for the
shared verification process [331]. In accordance with the general standards, the
5G security model is still dependent on the SIM cards [332]. Although the SIM
cards are getting smaller into the nanoscale, they still need to be inserted into
devices/gadgets. This may limit the appropriateness of foreseen IoE paradigm in
6G. In a way, this challenge can be tackled by using embedded subscriber identity
module (eSIMs) but introducing some physical measures issues. Another solu-
tion will be integrated subscriber identity module (iSIMs) which will be a part of
system-on-chip in future gadgets. This will also face challenges due to the possible
resistance coming from the telecom operators due to potential loss of control.

Typically, SIM cards rely on proven symmetric key encryption, which scaled
well up to millions to billions of users. However, it has severe user privacy
issues, Internet of Things (IoT), network authentication, and fake base stations.
Therefore, 6G needs to consider a significant shift from symmetric crypto to asym-
metric public/private keys and even to the postquantum keying mechanisms.
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Already 5G plans to support authentication through a public-key infrastructure
(PKI) and a set of microservices communicating over HTTPS. The authentication,
confidentiality, and integrity for such communication are provided by transport
layer security (TLS) using elliptic curve cryptography (ECC). Experiences that
come from using these technologies in 5G, will shape the user and device
authentication approaches in 6G.

10.5 Security Challenges with 6G Applications

6G is emerging as the network facilitator to a wide range of new applications which
will drastically reshape the human society of the 2030s and beyond. However,
these applications and services come with challenging performance requirements
and extremely stringent security levels due to their critical nature and the need
for a high-trust level. The interplay between the general performance expectations
and security requirements becomes even more complicated with the emergence of
skillful and ubiquitous attackers and nefarious activities. The envisaged capabili-
ties of 6G could enable a myriad of possible novel applications and use cases. We
extensively select the widely discussed ones and identify them as the most influ-
ential 6G applications (i.e. summarized in Figure 10.4) to elaborate on the security
considerations. This set of applications is regarded as early deployment use cases,
and applications of 6G within the current research literature [2, 12, 56, 333].
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Figure 10.4 Key security requirements of prominent 6G applications. Sources: Arise Tech
India; cutewallpaper.org; Srivatsan Sridhar/Fone Arena; Comau S.p.A.
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10.5.1 UAV-based Mobility

Since 5G, Unmanned Arial Vehicles (UAVs) are popular in various application
domains. With the support of 6G and AI-based services, UAV technologies will
be used in new use cases such as passenger taxi, automated logistics, and mili-
tary operations [334, 335]. Due to the limited available resources (i.e. processing
and power) and latency-critical applications in UAVs, they should use lightweight
security mechanisms to satisfy the low-latency requirements. Moreover, factors
such as high scalability, diversity of devices, and high mobility have to be consid-
ered while developing the security mechanisms for UAVs. Since 6G will support
AI and Edge-AI-based UAV functions such as collision avoidance, path planning,
route optimization, and swarm control, it is essential to deploy mechanisms to
mitigate AI-related attacks as well. Especially, protected integrity of control data
is a vital requirement for proper operation. Due to the unmanned nature of UAVs,
they are highly vulnerable to physical attacks. An adversary can physically capture
the UAVs by jamming control signals or using physical equipment, then steal the
important data contained within the UAVs.

Moreover, UAVs will have advanced computational and communication capa-
bilities compared to other smart devices. Thus, a swarm of drones can be used to
perform organized attacks. Such attacks can range from cyber-attacks to physical
terrorist attacks [336, 337].

10.5.2 Holographic Telepresence

Holographic telepresence is a 6G application that can project realistic, full-motion,
real-time, three-dimensional (3D) images of distant people and objects with a high
level of realism rivaling the physical presence [17] (e.g. 3D video conferencing
and news broadcasting [338]). A considerable bandwidth is required to enable
holographic communication. When the number of holographic communication
devices increases, the bandwidth requirements also increase proportionally.
Thus, the security mechanisms used for holographic communication should not
bring an extra burden on already overwhelmed bandwidths. Moreover, factors
such as reduced operational cost and diversity of devices have to be considered
while developing the security mechanisms for holographic communication.
However, the most critical challenge related to holographic telepresence is the
protection of privacy [339]. Especially, providing the required level of privacy
when a holographic image is projected to a remote location is also an essential
aspect to consider. Since the remote presenter cannot control the environmental
settings of the projected location, additional privacy protection mechanisms
should be implemented so that users can ensure privacy.
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10.5.3 Extended Reality

XR is a term used to refer to all real and virtual combined environments which
cover augmented reality (AR), virtual reality (VR), mixed reality (MR), and every-
thing in between [59, 340]. 6G will support the advancements of XR by providing
an opportunity to use it in various use cases, including virtual tourism, online gam-
ing, entertainment, online teaching, healthcare, and robot control. Managing per-
sonal data is an important security aspect of XR, which will include people’s credit
card numbers or purchase histories and more personal information such as feel-
ings, behaviors, judgments, and physical appearance. Thus, offering the required
level of data responsibility is a critical requirement of 6G networks in terms of col-
lection, storage, protection, and also sharing of personal data. Moreover, if fake or
forged data are used in XR applications, the quality of user experience (QoE) in XR
will fail. The factors such as high scalability, low overhead, and diversity of devices
should be considered while developing the security mechanisms for XR. The secu-
rity level or enforced security methods in XR applications can fluctuate signifi-
cantly depending on the application. For instance, military applications may need
the highest level of security (i.e. multifactor solid authentication, data encryption,
user access control). In contrast, entertainment applications may require a lower
level of security.

Another critical security issue explicitly related to XR is the fake experiences.
If counterfeit or forged data is used in XR applications, the total XR experience
will fail. Such incidents can even cause fatal results. For instance, fake experi-
ences in critical XR environments such as surgery or military operation may lead
to life-or-death consequences.

10.5.4 Connected Autonomous Vehicles (CAV)

Nearly 50 leading automotive and technological companies heavily invest in
autonomous vehicle technology. The world moves forward to experience truly
autonomous, reliable, safe, and commercially viable driver-less cars in the near
future [341]. With the advent of connected autonomous vehicles (CAV) technolo-
gies, a new service ecosystem will emerge, such as driver-less taxi and driver-less
public transport [56, 342]. The security issues in a complex CAV ecosystem can
be categorized into three categories as vehicle level, CAV supply chain, and
data collecting. Vehicle-level attacks can happen by hijacking vehicle sensors,
vehicle-to-everything (V2X) communications, and taking over physical controls.
Similar to UAVs, autonomous nature without human involvement will lead to
the possibility of physical hijacking. However, autonomous vehicles have more
advanced capabilities than UAVs. Therefore, emergency security measures can
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be integrated within a car. For instance, an automatic car stop during a terrorist
attack is possible. 6G network can analyze the situation and deliver emergency
signals to vehicles.

Moreover, new types of cyberattacks are possible due to V2X communications in
the CAV ecosystem. Advance CAVs have a communication link with the car man-
ufacturer. They can constantly monitor and instantly transmit software-related
patches to mitigate any foreseen troubles over the air. However, vulnerabilities in
the communication channels or forging the data downloaded from manufacturer
cloud services can compromise the safety and security of the vehicles and their
passengers.

The CAV ecosystem has a complex supply chain with different third-party
service providers such as communication service providers (CSPs), road side
equipment (RSE), and cloud service providers and regulators. Enabling a common
standard of security requirements and enabling inter-operability is challenging.
Privacy issues may arise when CAVs collect data about travel routes, control
sensor data, and their owners and passengers. Such data become a honeypot
for malicious attackers. According to the National Institute of Standards and
Technology (NIST), the CAV security framework should provide device security,
data security, and individuals’ privacy.

Especially when public transport modes such as trains, flights, and buses are
used, protecting individual privacy while delivering 6G services such as XR holo-
graphic telepresence will be challenging. Therefore, the 6G security framework
for CAVs has to consider security convergence by combining physical security and
cybersecurity and the concept of privacy by design.

10.5.5 Smart Grid 2.0

With the development of smart devices and advanced data analytical techniques,
the grid networks are getting smarter and evolving from Smart grid 1.0 to Smart
grid 2.0. Smart grid 2.0 may offer features such as automated meter data anal-
ysis, intelligent dynamic pricing, intelligent line loss analysis, distribution grid
management automation, and reliable electric power delivery with self-healing
capabilities [343]. In smart grid 2.0, it is crucial to offer network information and
cybersecurity to ensure confidentiality, integrity, and availability of the energy net-
work. The most common security vulnerabilities may include different type of
attacks such as physical attacks, software-related threats, threats targeting control
elements, network-based attacks, and AI/ML-related attacks [344]. The critical
components and services such as data access points, control elements (supervisory
control and data acquisition [SCADA]) [345], and the EMS of the cyber physical
system [346], metering, billing, and information exchange are heavily targeted in
these attacks.
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Moreover, the improvement of trust management of trading mechanisms is
a critical requirement of smart grid 2.0. One of the key features envisaged by
Smart grid 2.0 is trading energy between unknown parties in a peer-to-peer (P2P)
manner. Such trading could occur in variations of prosumer-to-prosumer and
prosumer-to-consumer due to the popularity of solar photovoltaic (PV)-based,
small-scale energy production and electrical cars [347]. Due to the scale of number
of such occurrences, the trust should be established with minimal intervention
of an intermediary. Moreover, the radical shift in smart grid management from
centralized to distributed mode has also created the necessity of instating trust
between the buyer and the seller, which has been the role of the third-party inter-
mediary (i.e. distribution systems Operator) in a vertical grid arrangement [348].

10.5.6 Industry 5.0

Industry 5.0 is identified as the next innovation in the industrial revolution, which
means people working alongside robots and smart machines need to add a per-
sonal human touch to the Industry 4.0 pillars of automation and efficiency [349].
6G plays a vital role in enabling the advancements of an automated industrial
environment. Similar to other 6G-enabled applications, Industry 5.0 will also face
critical security threats and also they may need to provide basic security needs
such as integrity, availability, authentication, and audit aspects. Factors such as
reduced operational cost, diversity of devices, high scalability have to be consid-
ered while developing the security mechanisms for Industry 5.0. 6G will mainly
be responsible for the data security, and integrity protection [350] in Industry 5.0
as controlling commands and monitoring data will be transferred over the 6G net-
works. Therefore, 6G era should also provide highly scalable and automated access
control mechanisms and audit systems to restrict access to sensitive resources such
as intellectual properties related to Industry 5.0.

10.5.7 Digital Twin

The digital twin is a novel industrial control and automation systems concept iden-
tified as a key 6G application. A digital twin is defined as a digital or virtual copy of
a physical object, an asset, or a product [351, 352]. Digital twin interconnects vir-
tual and physical worlds by collecting real-time data using IoT devices connected
to the physical system. These collected data will be stored in locally decentralized
servers or centralized cloud servers, and then, the collected data will be analyzed
and evaluated in the virtual copy of the assets. After obtaining the results from the
simulations, the parameters are applied to the real systems. The integration of data
in real and virtual representations will help in optimizing the performance of the
physical assets. The digital twin can be used in other use cases such as Industry
5.0, Automation, healthcare, utility management, and contractions.
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The biggest security challenge in the digital twin system is that an attacker can
intercept, modify, and replay all communication messages between the physical
and digital domains. With the popularity of digital twin systems in future, 6G
should support highly scalable secure communication channels. Another issue in
digital twin systems is that the attacker can modify or alter the IoT data and make
privacy attacks. When 6G is used to enable digital twin system, IoT data integrity
and privacy protection mechanisms should be utilized. For instance, blockchain
can be a candidate technology to enable such features in 6G networks.

10.6 Security Impact on New 6G Technologies

Considering the security requirements and application-specific aspects of the
future 6G networks presented in the previous sections, we discuss the threat land-
scape and possible security solutions related to a few 6G technologies that have
already gained the most attention. Although many other emerging technologies
show their potential of relevance to 6G, their security and privacy considerations
are not yet discovered in the state-of-the-art. In contrast, specific topics such as
network softwarization and cloudification are already discussed with respect to
5G security. Based on the current literature, we identified that technologies such
as Distributed Ledger Technology (DLT), distributed, and scalable AI/ML and
quantum computing, and some PLS-related topics (THz, VLC, reconfigurable
intelligent surface [RIS], MC) are quite relevant and have a substantial amount of
work and new research directions related to security and privacy in 6G. Therefore,
we extensively discuss those listed topics in the remainder of the section. In
brief, we discuss the possible security solutions for the key security issues in
6G networks, how the available and evolving technologies can mitigate such
security threats, state-of-the-art of security mitigation techniques for the given
technologies, and beyond the state-of-the-art vision.

10.6.1 Distributed Ledger Technology (DLT)

Today, among DLTs, blockchain technology has gained the most attention in
the telecommunication industry. The advantages of blockchain such as disin-
termediation, immutability, nonrepudiation, proof of provenance, integrity, and
pseudonymity are significant to enable different services in trusted and secure
manner in the 6G networks [353].

In addition to the advantages of AI in 6G, AI/ML and other data analytic tech-
nologies can be a source for new attack vectors in 6G. It has been proven that ML
techniques are vulnerable to several attacks [354] targeting both the training phase
(i.e. poisoning attacks) and the testing phase (i.e. evasion attacks). Since data are
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the fuel for AI algorithms, it is crucial to ensure their integrity and their prove-
nance from trusted sources [355]. DLT can achieve the trust dimensions, such
as protecting the integrity of AI data via immutable records and distributed trust
between different stakeholders, which will enable confidence in AI-driven systems
in a multitenant/multidomain environment.

Furthermore, DLT/blockchain shows the potential of using as a facilitating tech-
nology to evolve the 5G service models to support 6G. These services may include,
however not limited to, secure VNF management, secure slice brokering, auto-
mated Security SLA management, scalable IoT PKI management, secure roaming
and offloading handling, and user privacy protection to comply with 6G require-
ments [356].

10.6.1.1 Threat Landscape
Due to the foreseen alliance of DLT and 6G, the security vulnerabilities of
blockchain and smart contracts may also implicitly impact the 6G networks [357].
Most of these attacks occurred due to the reasons such as software programming
errors, restrictions in the programming languages, and security loopholes in
network connectivity [358]. Moreover, these security issues can occur in both
public and private blockchain platforms. They lead to complications such as
loss of accuracy, financial losses in terms of cryptocurrency, and reduced system
availability. Some of the critical security attacks in blockchain and smart contract
systems are listed in Figure 10.5.

Majority attack/51% attack: If malicious users capture the 51% or more nodes
in the blockchain, they could take over the control of the blockchain. In a majority
attack, the attackers could alter the transaction history and prevent the confirma-
tion of new legitimate transactions from confirming [359]. Blockchain systems
which use majority voting consensus [360] are usually vulnerable for majority
attacks.

Double Spending Attacks: The spending of the cryptographic token is a key fea-
ture of most of the blockchain platforms [361]. However, there is a risk that a
user can spend a single token multiple times [362] due to lack of physical notes.
Such attacks are called the double-spending attacks [363] and blockchain sys-
tems should have a mechanism to prevent such double-spending attacks.

Re-Entrency Attack: The re-entrancy vulnerability can occurred when a smart
contract invokes another smart contract iterative. Here, the secondary smart
contract which has been invoked can be malicious. For instance such attacks
were performed to hack Decentralized Autonomous Organization (DAO) in
2016 [364]. An anonymous hacker stole USD50M worth Ethers.

Sybil Attacks: Here, an attacker or a group of attackers are trying to hijack the
blockchain peer network by conceiving fake identities [365]. The blockchain
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Key security vulnerabilities of
blockchanized 6G services

1
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Re-entrency attack
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A smart contract invokes another iteratively and the
invocation of the secondary contract is malicious.

An attacker attempts to take over the peer network by

conceiving fake identites explicitly.

A group of malicious users could capture the 51% or more
nodes and take over the control of the blockchain.

A user spends a single token multiple times.2
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Other vulnerabilities

Other security threats such as destroyable contracts,
exception disorder, call stack vulnerability, bad
randomness, underflow/ overflow errors and unbounded
computational power intensive operations. 

Privacy leakages 

Vulnerable to leakage privacy of transaction data, smart
contract logics and user privacy. 

Security misconfiguration

Broken authentication and access control
Potential vulnerabilities and issues in the implementation of
authentication and access control mechanisms.

Use of insecure security configurations or outdated
configurations that make the system vulnerable to attack.

Figure 10.5 Key security vulnerabilities of blockchanized 6G services.
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systems which have minimal and automated member addition systems are typ-
ically prone to sybil attacks [366].

Privacy Leakages: Blockchains and smart contracts are vulnerable to several pri-
vacy threats such as leakage of transaction data privacy [367], leakage of smart
contract logic privacy [368], leakage of user privacy [369], and privacy leakages
while execution of smart contracts [370]. Some of the blockchain nodes may fol-
low the strict privacy roles and support too much transparency which may lead
to reveal some sensitive information such as trade secrets and pricing informa-
tion [367]. Moreover, business logic of the organization needs required to be
incorporated in the blockchain. The sensitive business logic information such
as commissions and bonuses may need be included smart contracts and these
information can be revealed to the competitors [368].

Other Attacks: Apart from the above, blockchains and smart contracts are vul-
nerable to several other security threats such as destroyable contracts [371],
exception disorder [372], call stack vulnerability [373], bad randomness [374],
underflow/overflow errors [375, 376], broken authentication [377], bro-
ken access control [378], security misconfiguration [379], and unbounded
computational power intensive operations [380].

10.6.1.2 Possible Solutions
When the DLT/blockchain solutions are adopted in 6G networks, they should
always comply with possible mechanisms to mitigate the above security attacks.
However, the deployment of some of the security mechanisms can be more
momentous in public blockchains than in private blockchains. For instance,
the debugging or correcting smart contracts might be a cumbersome process
[381] since all the nodes adopt the smart contracts in a blockchain network.
Since smart contracts play a vital role in DLT/blockchain systems to enable
automation, ensuring the accuracy of the smart contract is necessary. Moreover,
the proper validation of correct functionality of the smart contract is required
before deploying it in thousands of blockchain nodes. The accurate functionality
of smart contacts can be checked by identifying semantic flaws [382, 383], using
security check tools [384–386] and performing formal verification [387–390].

Moreover, proper access control and authentication mechanisms should
be utilized to identify the malicious bots and AI-agent-based blockchain
nodes. Such mechanisms can prevent the majority and sybil attacks. The addi-
tional privacy preservation mechanisms such as privacy by design [391] and
TEE [392, 393] can be integrated to prevent privacy leakages in blockchain-based
6G services [394, 395].

Moreover, blockchain/DLT support different architecture types such as (i) pub-
lic, (ii) private, (iii) consortium, and (iv) hybrid blockchain [396]. The impact of the
above security attacks naturally varies for different architectures, for example the
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51% attacks are highly impacting on public blockchains. In such cases, a consor-
tium of private blockchains can be suitable for certain 6G services (e.g. spectrum
management, roaming), which has less number of miners [356]. Therefore, select-
ing the proper blockchain/DLT type according to the 6G application and services
can eliminate the impact of certain attacks.

10.6.2 Quantum Computing

In the next couple of years, it is expected that quantum computing will be com-
mercially available and will impose a significant threat on the current crypto-
graphic schemes. As stated in the current state-of-the-art, quantum computing
is envisioned to be used in 6G communication networks to detect, mitigate, and
prevent security vulnerabilities. Quantum computing-assisted communication is
a novel research area that investigates the possibilities of replacing quantum chan-
nels with noiseless classical communication channels to achieve extremely high
reliability in 6G. Moreover, with the advancements of quantum computing, it is
foreseen by security researchers that quantum-safe cryptography should be intro-
duced in the postquantum world. The discrete logarithmic problem, which is the
basis of current asymmetric cryptography, may become solvable in polynomial
time with the development of quantum algorithms (e.g. Shor) [397].

Since quantum computing tends to use the quantum nature of information,
it may intrinsically provide absolute randomness and security to improve the
transmission quality [51]. Integrating postquantum cryptography schemes with
physical-layer security schemes may ensure secure 6G communication links [398].
Moreover, new eras may open up by introducing ML-based cyber-security and
quantum encryption in communication links in 6G networks. Quantum ML
algorithms may enhance security and privacy in communication networks with
quantum improvements in unsupervised and supervised learning for classifica-
tion and clustering tasks. There are promising 6G applications with the potential
to apply quantum security mechanisms. For instance, many 6G applications
such as ocean communication, satellite communication, terrestrial wireless
networks, and THz communications systems have the potential of using quantum
communication protocols such as quantum key distribution (QKD) [399]. QKD
is applicable in conventional key distribution schemes by providing quantum
mechanics to establish a secret key between two legitimate parties. Figure 10.6
demonstrates the envisioned roles of quantum computing and quantum security
in the 6G era.

10.6.2.1 Threat Landscape
Within the threat landscape in quantum-based attacks, the adversaries are also
considered to have quantum powers. Although quantum computers are yet to
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Figure 10.6 Role of quantum computing in 6G.

evolve in the long run, the threat they may generate on IoT devices needs to be
carefully considered. Since cryptography is the key security factor in IoT networks
and IoT devices, they require light-weight cryptographic solutions. It is always
challenging to incorporate postquantum crypto solutions resisting quantum-based
attacks in IoT devices. Therefore, device-independent quantum cryptography is a
challenge in the postquantum era in the 6G paradigm.

The oblivious transfer (OT) in classical information sharing allows the sender
to transfer one of the potentially many pieces of information to a receiver while
remaining oblivious as to which piece has been transferred. However, this feature
is unable to maintain quantum information since any leakage may create huge
damage to whole two-party communication.

As a fundamental law, quantum computers have no-cloning property, which
makes it impossible to maintain the exact copy of the quantum state (i.e. rewinding
is not achievable). In quantum cloning attacks, an adversary has to take a ran-
dom quantum state of information and make an exact copy without altering the
original state of the data. Although perfect quantum state copies are prohibited,
in [400], it is proven that a quantum state can be copied with maximal accuracy
via various optimal cloning schemes. Quantum cloning attacks may even occur in
high-dimensional QKD schemes as quantum hacking in a secure quantum chan-
nel. Moreover, quantum collision attacks can also occur when two different inputs
of a hash function provide the same output in a quantum setting.

10.6.2.2 Possible Solutions
Scientists have already started investigating quantum-resistant hardware and
encryption solutions to be ready for the threat due to quantum computing in the
future 6G era. There are a few postquantum cryptographic primitives identified as
lattice-based, code-based, hash-based, and multivariate-based cryptography [401].
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In the current context, computational lattice problems show better performance
in IoT devices. Due to the smaller key length, they fit better in 32-bit architecture.
However, these categories are yet to evolve and are recommended for IoT devices
concerning their performance, memory constraints, and communication capabil-
ities. As postquantum cryptography will no longer be protected with the classical
random oracle model, it may need to verify security in the quantum-accessible
random oracle model where the adversary can query the random oracle with
quantum state [402].

10.6.3 Distributed and Scalable AI/ML

6G envisions autonomous networks that can perform Self-X functions
(self-monitoring, self-configuration, self-optimization, and self-healing) without
any human involvement [247]. The ongoing ZSM architecture specifications
entailing intent-based interfaces, closed-loop operation, and AI/ML techniques to
empower full-automation of network management operations including security
are steps toward that goal. Since the pervasive use of AI/ML will be realized
in a distributed and large-scale system for various use cases including network
management, distributed AI/ML techniques are supposed to enforce rapid control
and analytics on the extremely large amount of generated data in these networks.
As demonstrated in Figure 10.7, 6G security is mainly revolving around AI in two
aspects “AI for security” and “Security for AI.”

Distributed AI/ML can be used for security for different phases of cybersecu-
rity protection and defense in 6G. The utility of AI/ML-driven cybersecurity lies

Security 
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Model and data
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Deep learning
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Figure 10.7 6G security and AI.
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in the advantages of autonomy, higher accuracy, and predictive capabilities for
security analytics. Following are some of the challenges relating to the AI/ML in
6G systems as defined in [403]:

– Trustworthiness: Are ML components trustworthy? This is a more important
question when critical network functions including security are AI-controlled.

– Visibility: For controllability and accountability, visibility is crucial. A research
question is how to monitor timely for security-violating AI incidents.

– AI Ethics and Liability: Could some AI-based optimization starve some users or
applications? Do AI-driven security solutions protect all users the same? Who
is liable if AI controlled security functions fail?

– Scalability and Feasibility: For federated learning, data transmissions should be
secured and preserve privacy. For AI/ML controlled security functions, scalabil-
ity in terms of required computation, communication, and storage resources is
challenging. For instance, further enhanced mobile broadband (FeMMB) leads
to huge data flows. Integrated with AI/ML, these flows may cause significant
overhead.

– Model and Data Resilience: Models should be secured and robust in the learning
and inference phases (e.g. against poisoning attacks). However, more attacks are
being developed with increasing variety and proficiency in recent years [404],
e.g. on federated learning [405].

10.6.3.1 Threat Landscape
It is expected that 6G will heavily rely on AI and ML technologies. However, AI
and ML will lead to the 6G intelligence network management system to become
a victim of AI/ML-related attacks. Such attacks can target the training phase
(poisoning attacks) as well as the test phase (evasion attacks) [406, 407]. During a
poisoning attack on the training phase, the attacker can tamper the training data
by injecting carefully crafted malicious samples, to influence the outcome of the
learning method [408]. Such injection of crafted samples may lead to intelligence
services supporting the E2E services to mispredict the resource requirements and
misclassify the services. Evasion attacks during the test phases attempts to circum-
vent the learned model by introducing disorders to the test data. Moreover, model
inversion aims to derive the training data, utilizing the outputs of the targeted
ML model while model extraction attacks steal the model parameters to replicate
(near-)equivalent models. Infrastructure-targeting physical attacks essentially
strive for communication tampering, and intentional outages and impairments in
the communication and computational infrastructure for decision-making/data
processing impairments and may even put entire AI systems offline.

At the AI middleware layer, a significant threat is the compromise of AI frame-
works to exploit vulnerabilities in those artifacts or traditional attack vectors
toward their software, firmware, and hardware elements. For another type of
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attack, API-based attacks, an adversary queries and attacks an API of an ML
model to obtain predictions on input feature vectors. This may lead to model
inversion (recover training data), model extraction (reveal model architecture
compromising model confidentiality), and membership inference (exploit model
output to predict on training data and ML model) attacks.

10.6.3.2 Possible Solutions
There are different solutions against these threats for AI/ML. Adversarial training
injects perturbed examples similar to attacks into training data to increase robust-
ness [409]. Defensive distillation is another defensive strategy that is based on the
concept of knowledge transfer from one neural network to another via soft labels,
which are the output of a previously trained network and represent the probability
of different classes. They are used for the training instead of using hard labels map-
ping every data to exactly one class) [410]. These two solutions are both effective
ones against evasion attacks and adversarial attacks.

Against poisoning attacks in the training phase, protection of data integrity
and authentication of the data origin is instrumental. In that regard, blockchain
provides a distributed, transparent, and secure data sharing framework perspec-
tive [151]. Similarly, moving target defense [411, 412] and input validation [413]
are used. The latter is also beneficial against adversarial attacks. To mitigate model
inversion attacks, an effective defense is to control the information provided by
ML APIs to the algorithms to prevent them. This approach is also effective against
adversarial attacks. Another countermeasure against model inversion attacks is
to add noise to ML prediction [414]. Noise injection, but to the execution time of
the ML model, is also used against model extraction attacks.

10.6.4 Physical-Layer Security

Physical-layer security (PLS) mechanisms rely on the unique physical properties
of the random and noisy wireless channels to enhance confidentiality and per-
form lightweight authentication and key exchange. The flexibility and adaptability
of PLS mechanisms, specially for resource-constrained scenarios, joint with the
opportunities provided by disruptive 6G technologies may open a new horizon
for PLS in the time frame of 6G. Figure 10.8 shows illustrative scenarios for PLS
regarding key technologies expected for 6G, which are described next.

10.6.4.1 TeraHertz Technology
In 6G, it is expected to move further to higher carrier frequencies, in the THz
range (1 GHz to 10 THz), to improve spectral efficiency and capacity of future wire-
less networks as well as provide ubiquitous, high-speed Internet access. In those
frequencies, the transmitted signals are highly directional, and the propagation
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Figure 10.8 Illustrative PLS scenarios in 6G era: (a) THz communications in the presence
of eavesdroppers, (b) secure MIMO VLC systems with artificial noise, (c) RIS-aided secure
wireless communication, (d) eavesdropping in molecular communications.

environment is harsh, thus the interception of signals is mostly limited to illegiti-
mate users that are located in the same narrow beam of the legitimate user.

10.6.4.2 Threat Landscape
Even with the use of extremely narrow beams, an illegitimate receiver can inter-
cept signals in line-of-sight (LoS) transmissions. Thus, THz communications are
prone to data transmission exposure, eavesdropping, and access control attacks.

10.6.4.3 Possible Solutions
In [415], the authors prove that an illegitimate user can intercept signals by placing
an object in the path of the transmission so that the radiation is scattered toward
him. In that paper, it is proposed to perform a characterization of the backscatter
of the channel to detect some, although not all, eavesdroppers. Moreover, in [416],
the authors proposed to explore the multipath nature of THz propagation links
to enhance the information-theoretic security. By sharing data transmission over
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multiple paths, the authors showed that the message eavesdropping probability
can be significantly reduced, even when several eavesdroppers are cooperating, at
a cost of a slight decrease in link capacity. That solution can be explored for trans-
mitting sensitive data or performing secure key exchange in THz networks.
Moreover, in [417], a study is conducted for performing authentication
at the physical layer in vivo nanonetworks at THz frequencies, where a
distance-dependent-path loss based authentication is performed. The authors
showed that pathloss can be used as a device fingerprint from a THz time-domain
spectroscopy setup. All in all, new PLS solutions, as electromagnetic signature of
THz frequencies for performing authentication at the physical layer [39], would
benefit THz wireless joint with the incorporation of new countermeasures on the
transceiver designs.

10.6.4.4 Visible Light Communication Technology
VLC is an optical wireless technology that has gained significant attention due
to its advantages compared with radio frequency (RF) systems, such as high-data
rates, large available spectrum, robustness against interference, and low-cost for
deployment. VLC also has great potential to complement RF systems in order to
exploit the benefits of both networks [418].

10.6.4.5 Threat Landscape
VLC systems are intrinsically more secure than RF systems because light cannot
penetrate walls. However, due to the broadcast nature of VLC systems (as in RF),
when communication takes place on public zones or with large windows in the
coverage, VLC systems are prone to eavesdropping attacks, thus confidentiality
may be potentially compromised [419]. Moreover, VLC systems present different
characteristics than RF systems that should be considered for the design of PLS
mechanisms. For instance, VLC channels are quasistatic and real-valued chan-
nels, and VLC systems present a peak-power constraint that impedes unbounded
inputs, e.g. Gaussian inputs. Therefore, these operating constraints should be
revisited for the performance evaluation and the optimization of PLS strategies
in VLC systems [420]. Besides, according to the study conducted in [421], VLC
systems are more vulnerable at locations that present strong reflections.

10.6.4.6 Possible Solutions
In [419], the enhancement of the secrecy performance, in terms of the achievable
secrecy rate, of a multiple-input multiple-output (MIMO) VLC system is demon-
strated by using linear precoding. Therein, the peak-power constraint is consid-
ered for the transmitted signal, and only discrete input signaling schemes are used.
Also, in [422], a scheme of watermark-based blind PLS was investigated, where
red, green, and blue LEDs and three color-tuned photo-diodes are employed to
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enhance the secrecy of a VLC system by implementing a jamming receiver joint
with the spread spectrum watermarking technique.

10.6.4.7 Reconfigurable Intelligent Surface
With the evolution of metamaterials and micro-electro-mechanical systems, RIS
has emerged as a promising option to tackle the challenges of intelligent envi-
ronments regarding security, energy, and spectral efficiency. RIS is a software-
controlled metasurface composed of a planar array of a large number of passive
and low-cost reflecting elements capable of dynamically adjusting their reflective
coefficients, thus controlling the amplitude and/or phase shift of reflected signals
to enhance the wireless propagation performance.

10.6.4.8 Threat Landscape
Traditional PLS techniques, such as deploying active relays or friendly jammers
that use artificial noise (AN) for security provisioning, may incur increased hard-
ware costs and energy consumption. Moreover, in adverse wireless propagation
environments, an adequate secrecy performance cannot be permanently guaran-
teed even with AN’s use. Therefore, it would be desirable to adaptively control
the propagation properties of wireless channels to ensure secure wireless com-
munications, which is impossible to be attained with traditional communication
technologies.

10.6.4.9 Possible Solutions
By controlling the phase shifts of RIS intelligently, the reflected signals can either
be added coherently at the intended receiver to enhance the quality of the received
signal or be added destructively at a nondesired receiver to enhance security [423].
In this sense, RIS-assisted PLS has become a promising technology for secure and
low-cost 6G networks. For instance, in [424], it is shown that the importance of
RIS technology for enhancing security, even if the eavesdropping link is in better
conditions than the legitimate link. Moreover, the secret key generation problem
for RIS-assisted wireless networks has also been investigated, where each element
of the RIS is an individual scatter to enhance the secret key capacity [425].

10.6.4.10 Molecular Communication (MC)
In MC, bionanomachines communicate using chemical signals or molecules in an
aqueous environment [426]. This technology is appealing for enabling important
applications and use cases related to healthcare innovations in the context of 6G.

10.6.4.11 Threat Landscape
This kind of communication will handle highly sensitive information with sev-
eral security and privacy challenges on the communication, authentication, and
encryption process.
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10.6.4.12 Possible Solutions
It is extremely important to tackle security issues in MC from the very early stages
of its practical development in order to guarantee the promising benefits of this
technology, thus PLS mechanisms would have an impact on providing security
for MC. For instance, the notion of biochemical cryptography was introduced
in [427], where a biological macromolecule composition and structure are used as
a medium to achieve information integrity. Moreover, in [428], the fundamental
benefits and limits of PLS are investigated for diffusion-based channels, where
the secrecy capacity is derived to obtain insights on the number of secure symbols
that can be transmitted over a diffusion-based channel.

10.7 Privacy

The faster the world is moving toward a digital reality, the higher the risk people
may put their privacy, which is more precisely called digital privacy. The data is
collected for many applications to improve their service performance. Such pro-
cessed data or information leakage always create huge privacy issues requiring
well-balanced privacy-preserving techniques. When more and more end devices
tend to share local data with centralized entities, the storage and processing of
this data pile with the added privacy protection mechanisms will be difficult. As
6G systems may have simultaneous connectivity up to about 1000 times greater
than in 5G, privacy protection should be considered an important performance
requirement and a key feature in wireless communication in the envisioned era of
6G [39]. However, in the current data collection and analysis process, privacy pro-
tection has not received enough attention and priority level. Therefore, there are
many research opportunities for finding the correct balance between increasing
data privacy and maintaining them with a lower computation load, which may
reduce the speed and accuracy of the computation. In Figure 10.9, we describe
illustrating a summary of 6G privacy with respect to privacy types, privacy viola-
tion, privacy protection, and related technologies.

The issue in 6G with data privacy will be more challenging when the num-
ber of smart devices is increasing and tracking every move of a person with a
lack of transparency about what is exactly collected. Especially, in the big data
era of decentralized systems, adding privacy protection mechanisms will further
increase the communication and computational costs which already show a rapid
growth [429].The current European Union’s General Data Protection Regulation
(GDPR) for privacy assurance should also be subject to change with the evolv-
ing 6G applications and specifications. Mainly, there are three key challenges that
encounter while protecting privacy in 6G:

● The extremely large amounts of data exchange required in 6G may impose
a greater threat on peoples’ privacy with extensive attention attracted by the
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Figure 10.9 Summary of 6G privacy.

governmental and other business entities. This may occur as a large number
of small chunks of data accumulation. The easier the data is accessible and
collectible in the 6G era, the greater risk they may impose on protecting user
privacy and causing regulatory difficulties.

● When the intelligence is moving to the edge of the network, more sophisti-
cated applications will run on mobile devices and there is an increase in the
threats of attacks. However, incorporating privacy-protecting mechanisms
in resource-constrained devices at the edge of the network will be again
challenging. This gives rise to the requirement of introducing lightweight
privacy-preserving mechanisms.

● Keeping the correct balance between maintaining the performance of
high-accurate services and the protection of user privacy is also noteworthy.
Location information and identities are required to realize many smart appli-
cations. Therefore, it is necessary to carefully consider data access rights and
ownership, supervision, and regulations for protecting privacy.

Considering privacy in the context of statistical and machine learning analysis,
differential privacy (DP) is another budding privacy-preserving technology that is
also likely to appear in future 6G wireless applications [331, 430]. DP may provide
mathematically provable privacy protection against certain privacy attacks such
as differencing, linkage, and reconstruction attacks. As stated in [430], DP has
interesting properties to enhance privacy protection while analyzing personal
information: quantification of privacy loss permits comparisons among different
computation techniques; composition allows the design and analysis of complex
privacy-enhancing algorithms starting from simple building blocks; allow group
privacy; immunity to postprocessing of the privacy concerning algorithms. Rather
than using conventional data encryption methods, novel mechanisms can be
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incorporated with the development of lightweight privacy-preserving techniques
such as using HE [431].

The role of blockchain in 6G may have pros and cons in terms of privacy
aspects. On the one hand, data privacy in 6G will likely involve blockchain for
the ultra-massive and ultra-dense networks. For instance, blockchain technology
can be used as a key candidate for privacy preservation in content-centric 6G
networks. Having a common communication channel in blockchain may allow
network users to be identified by pseudo names instead of direct personal
identities or location information. Moreover, blockchain can be improved by
introducing new block header structures to protect privacy in high sensitive tasks
and actors. On the other hand, since blockchain is a DLT that is intrinsically
transparent, it may disclose private information to all participants by creating
privacy violations. When the 6G is expected to host a zero-trust architecture that
assures embedded trust in the devices and the network, Blockchain is gaining
a higher reputation to ensure trust among highly decentralized and distributed
applications, and it also brings the biggest issue on data privacy and advanced
connectivity. As pointed out in [432], such privacy risks can be addressed by
solutions including risk signatures, zero-knowledge augments, and coin mixing.

The fast-growing AI technology in the 6G vision has a close associative with ML
technology where privacy is showing a greater impact in two ways [433]. In one
way, the correct application of AI/ML can protect privacy in 6G. In another way,
privacy violations may occur as AI/ML attacks. Different ML types (e.g. neural
network, deep learning, supervised learning) can be applied for privacy protection
in terms of data, image, location, and communication (e.g. Android, intelligent
vehicles, IoT). As summarized in [433], privacy attacks can occur in ML models
during training (e.g. poisoning attack) and testing phases (e.g. reverse, member-
ship interference, adversarial attacks). When AI is used to emulate human brain
capability with collaborative/cooperative robots (cobots), they use learning tools
to train those digital entities. However, the question is whether the cobots will
be ethical, transparent, and accountable for preserving privacy concerns while
using data sets during this constant learning and real-time, decision-making
process.

While developing more robust and efficient privacy preservation solutions, the
properties of quantum mechanics can also be exploited for high security and
high-efficiency levels. Such approaches will be very much useful in a postquan-
tum era of 6G networks in the long run. For instance, in [434] the authors
propose an encryption mechanism based on controlled alternate quantum walks
for privacy-preserving of healthcare images in IoT. Moreover, the work in [435]
presents a lattice-based conditional privacy-preserving authentication mechanism
for postquantum vehicular communication. Adding quantum noise to protect
quantum data will lead the security concept of DP toward quantum. In [436] the
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author demonstrates this by including depolarization noise in quantum circuits
for classification.

On the other hand, critical applications and massive scenarios expected in
5G/6G have raised the importance of novel privacy-related requirements, such as
anonymity, unlinkability, and unobservability of the nodes in a network. Thus,
from the information-theoretic point of view, a common approach to guarantee
privacy is based on the perturbation of data attained by means of a privacy
mechanism that performs a randomized mapping to control private information
leakage. Quantifying this information leakage is important in order to limit this.
Different notions of privacy leakage have been proposed to capture the capacity
of adversaries to estimate private information, for example, Shannon’s mutual
information DP, among others [437], as well as different leakage measures. In
that sense, under careful control, privacy can tolerate some leakage to get some
utility. There is no a general privacy vs. utility trade-off. Thus, the amount of
leakage required to get some utility depends on the application [438].
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11

Resource Efficient Networks

6G networks are envisaged to have greater energy efficiency and green computing
capabilities compared to its predecessors. After reading this chapter, you should
be able to

● Understand energy-efficient network management with 6G.
● Understand energy-efficient security.
● Understand energy-efficient resource management.

The 6G networks will not only improve the way we live or work today but will
also impact how we take care of our planet. In this regard, researchers (i.e. from
academia and industries) envisioned that the 6G will put significant pressure on
energy efficient or green computing (also known as environment sustainable net-
works) paradigm.

In contrast, currently we are on the verge of 5G that has been rolling out world-
wide in an unprecedented way to provide users with high quality of experiences
(QoEs). The main objectives of 5G communication towers are to make radical
advances, for instance high bandwidth, super high data rate, through put, latency,
reliability, and massive connectivity, as shown in Figure 11.1.

To achieve all these objectives, a 5G new radio (NR) is proposed and designed
that will enable dense network in cities, as shown in Figure 11.1. The NR is inte-
grated with the new microwave band radio at 3.3–4.2 GHz, and with millimeter-
wave for first ever time to greatly improve the data rates up to 10 GPs. In addition,
it is integrated with several new network access technologies, such as Beam
Division Multiple Access (BDMA) and Filter Bank Multi Carrier (FBMC), Mas-
sive Multi-Input Multi-Output (MIMO) for capacity increase, Software-Defined
Networks (SDN), and so on, to achieve the fullest network flexibility. Though, the
5G will bring a plethora of features, it will also bring various challenges. Recent
research pointed out that 5G base-station (can be attributed to NR) consumes up
to twice or more the power than of a 4G base-station. More precisely, in a typical

6G Frontiers: Towards Future Wireless Systems, First Edition.
Chamitha de Alwis, Quoc-Viet Pham, and Madhusanka Liyanage.
© 2023 The Institute of Electrical and Electronics Engineers, Inc. Published 2023 by John Wiley & Sons, Inc.
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Figure 11.1 5G communication tower in cities. Source: Pål Frenger/Richard
Tano/Telefonaktiebolaget LM Ericsson.

setting, the 5G base-station with higher frequencies need MIMO antennas
may have the energy consumption of more than 11 KW, whereas a typical
4G base-station requires less than 7 KW of energy. There may by many more
unexplored 5G scenarios, use-cases, or components, where energy consumption
demands will be high, such as dense network deployments, faster data converters.
Moreover, it is worth to note that in the recent years, the Information and
Communication Technology industry is nearly consuming 20% of total power
consumption.

11.1 Energy-Efficient 6G Network Management

Exploiting machine-learning algorithm, an energy-efficient mechanism, is
suggested for 6G-based industrial network. The main objective of this research is
to use the concept of Network in Box (NIB) and to achieve the quality of service
(QoS) and QoE for multimedia contents, while reducing the energy-consumption
at portable devices. Here, the NIB is a key technology that will reshape the remote
industrial automation networking via enabling self-organization, seamless
connection for mobility management with less overhead, fast content delivery,
and energy-efficient computation. A novel ML-driven mechanism is being used
for the mobility management to achieve the efficient and fast communication
in industrial 6G-NIB settings, as shown in Figure 11.2. This model allocates the
resources in a more efficient way in NIB using wireless links. In the experimental
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settings, real-time industrial dataset is being used and selected parameters are
passed through the ML-based algorithm to analyze the 6G-enabled NIB for
mobility management. The authors claimed that their algorithm has achieved
best performance results in 6G-based NIB system.

Similarly, in [1], the authors have proposed another energy-efficient commu-
nication architecture for IoT-assisted smart automation systems. In the automa-
tion networks, the IoT systems monitor the extensive mechanical systems those
exchange complex and sensitive data (i.e. multimedia contents) and request the
desired and useful information from other systems. As the multimedia contents
broadcast over AI-enabled 6G networks, the QoE is restricted over the end-user
equipment which is running of battery power. However, how to achieve the QoE
and efficiency at end user’s level are big concerns – especially when multimedia
contents are being transmitted in a smart automation network. To enhance the
QoE, (i) a QoS-based joint energy and entropy optimization approach (also called
QJEEO) is suggested. Three layers have been used, mainly intelligent radio net-
work, data receiving model QoS mapping, and QoE to enable energy efficiency in
smart automation. (ii) QoE structure model is suggested that will transmit mul-
timedia contents in automation network via AI-enabled 6G network. A layered
architecture is suggested that include multimedia IoT devices, 6G-assisted vision-
ary layers, and automation systems layer, as shown in Figure 11.3. Multimedia
data are fed/received to/from video encoder to reduce the redundancy. Then the
encoder data is transmitted over AI-enabled 6G base-station. Finally, the server
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Figure 11.3 Automation layer architecture. Source: Scanrail/Adobe Stock,
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will analyze the contents, manage data traffic and allocate resources (in terms of
QoE) to the users.

However, to realize the energy-efficiency with QoE in 6G network – the
authors have simulated their network in MATLAB with following parameters,
such as variable data rate, 250 m radio range, 15 m/s speed, simulated area
1000 m × 1000 m. Nevertheless, their result show that the proposed AI-based
algorithm is an efficient-aware, but more work needs to be done to achieve the
big vision on 6G green communication.

Energy-consumption in radio network is one of most promising research
areas. A sleep mode integrated with machine learning mechanism for radio
traffic forecast has been investigated in [4]. In this research, a radio network
(i.e. base-station) is being connected with the photo-voltaic cell (i.e. green energy)
with energy storage unit, and connected to the power-grid (i.e. brown energy), as
shown in Figure 11.4.

Each LTE-A RAN offer various services to an area, and it consists of one
macrobase-station and few small cells. The energy is supplied through various
resources (such as PV, battery storage) to the cluster. The authors examined
various prediction models on energy using the machine learning algorithms. The
proposed solution includes real data modeling to forecast the future traffic load
and renewable energy sources. The model is consisting of two phases (training
phase and run-time phase), as shown in Figure 11.5. Training phase forecasts
the renewable energy projection and the energy demand. Based on the training
model, in run-time phase, the RAN network is operated and saved the energy.
The results discussed that many ML algorithms may succeed in achieving a
best trade-off between energy-consumption and QoS, for the details please
refer to [4].
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In summary, the NIB would be able to reshape industrial automation through
self-organization, seamless mobility, and fast computation. Likewise, several
other architectures that are focusing on energy-efficient QoSs are a good start of
rethinking of energy-efficient management. However, these solutions are at very
early stage, need more testing, prototyping, and validations. Moving forward,
more research needs to be done how a mathematical model would fit to the 6G
applications.
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11.2 Energy-efficient Security

As the 6G systems and networks will be growing in real-world dynamic applica-
tions, they would require different security mechanisms to be implemented in
several devices in the universal settings. Many of these heterogeneous devices
(including base stations) have different energy sources, some may run on batteries
and others may run on the solar, or other source of energies. However, one
security solution can fit to all strategy will no longer be practical in 6G due to the
heterogeneity of the devices, dynamic services, energy constraints, threat vulner-
abilities, and so on. This may lead to challenge how to implement bulky security
solutions (e.g. symmetric or asymmetric cryptography, protocols, quantum-based
security solutions) to the devices, in particular resource-constrained devices,
in energy-efficient manner. For instance, smart devices in the setting of 6G
network may have different hardware capabilities and those may be distributed
or deployed in more adverse environments, which may not be covered by 5G, and
security requirement must be tailored accordingly. Another example, as shown
in Figure 11.6 undersea communication equipment usually are battery-powered
devices than devices on land, power/energy must be preferred for many months
or years. In this respect or many others, energy efficient security solutions are
another challenging area.

Figure 11.6 Under water wireless communication.
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A security-energy optimization framework has been suggested in [5]. The frame-
work uses nonadditive measure to select the various attribute and then applies
function approximation for model training. The nonadditive modeling can reduce
the computational complexity significantly while providing model accuracy.
A supervised learning is being used to generate the optimization model. Several
attributes (e.g. application, AI utilization, battery capacity) in model belong to
the subset those have largest interaction with the AI-driven optimization model
training – so that the complexity of model can be significantly reduced.

Another research proposed a virtual mobile smart cell framework with high
efficiency [6]. The proposed framework supports several services, efficient
software-defined networking (SDN) virtualization, energy-aware wireless secu-
rity, and energy-efficient handover control mechanisms to enhance the power
consumption trade-off. AS shown in Figure 11.7 several data centers are deployed
to support the mobile small cells through the L2 Link. Such framework offers a
practical cell offloading solution that reduces the holistic energy consumption,
where mobile cell head (MCH) offload and distribute data with the MSC. Such
offloading can also exploit the intercell cooperation among different MCHs. In
addition, the framework also supports efficient and secure key management, and
all of these entities may use their self-signed certificates that would provide high
level of trust among the mobile nodes in a MSC or on the move. A high-level key
management diagram is shown in Figure 11.8.
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Network coding mobile edge computing servers
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Figure 11.7 Network-coded cooperative mobile edge computing in mobile small cell
management.



�

� �

�

158 11 Resource Efficient Networks

Server node

Requester node

(join or update)

Communication

link

Key management

service request

Key management

service reply

Key management
service fails

Key management
service successful

Key management
service successful

Figure 11.8 Secure and energy-efficient key management [6].

In the network initialization phase, a Trusted third party (TTP) initiates an ini-
tial set of network users by providing them with a share of the master private key.
This enables a threshold amount of them to provide KM services during network
operation:

● Providing a requester node with its proxy key pair, enables it to sign its
self-generated certificates as if this was signed by the TTP.

● Providing a requester node with its unique share of the master private key and
joining the MSC.

During network operation, mobile nodes can join the network, self-generate
certificates on demand, and exchange these self-generated certificates to establish
secure communications channels.

11.3 Efficient Resource Management

G mobile network is at the forefront and already being deployed in some parts of
the world. It is anticipated that current 5G infrastructure will provide ultrahigh
reliability, latency as low as 1 ms, and increased network capacity and data rates
using several technologies, millimeter wave radio, utilization of higher frequency
bands, multiple-input-multiple-output, etc. Nevertheless, the vision of 5G net-
work has shifted to the 6G network. Some key trends that are envisioned to emerge
in 6G are the following: virtual and augmented reality (or mixed reality), 8K high
definition videos, holograms, remote surgery, the industry 4.0, super intelligent
homes, artificial intelligence integrated services, mobile edge AI, Unmanned
Aerial Vehicles (UAV), and autonomous vehicles, to name a few. However, all
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abovementioned trends will demand much more from mobile networks in terms
of reliability, latency, and data rates than 5G. It is widely known that resource man-
agement is one of the major challenges in 5G, and due to the ever-growing scale
of devices, ubiquitous connectivity and communication, future applications and
many more, the resource management will be more challenging in 6G networks.
Several proposals have been suggested in the literature, and each proposal has its
own advantages and disadvantages. Most of them are deployed as a centralized
system. Therefore, the centralized system may not be practical where diverse coop-
eration and coordination required among several data hungry applications in 6G.

A blockchain-enabled resource management (i.e. spectrum, computation, and
energy sharing) framework is suggested in [7]. All these resources are dynam-
ically allocated via network slicing and virtualization and are controlled by the
blockchain. As shown in Figure 11.9, the dynamics of blockchain can be deployed
to manage resources in a distributed manner that can organize customers and
producers in energy market, and transparent information flow can accelerate
the transactions. In summary, the spectrum auction or trading and computing
platforms are incorporated in this resource bucket, where spectrum is efficiently
distributed, and network slices are controlled and managed by the network
operators. Consequently, the blockchain can enable efficient and secure resource
management in 6G networks.

Achieving energy-efficiency in full-spectrum sharing from sub-6 GHz to THz
is a big challenge. One solution fit-to-all is not practical in diverse 6G domain.
Several challenges has been discussed in various research, but most of them point

Energy sharing

Distributed users

Blockchain

Broker #1 

Blockchain 
Broker #2

Blockchain
broker #n

Operator 1 Operator 2

Spectrum sharing

Energy generation

and transmission 

mMTC URLC
Network slicing Blockchain 

transactions 

Blockchain 

transactions 

Computation sharing

ComputingCommunication

Applications:

energy grid, etc.

Blockchain transactions 

Computing

Energy

Communication flow

Distributed storage

Cloud computing

Figure 11.9 Resource management using blockchain.
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toward the self-sustainability using self-powered, green-powered, etc. However,
the research proposed in [8] studied the intelligent reflecting surfaces, visible
light communication, and proposed an architecture self-sustainable architecture
for Internet of everything (IoE), as shown in Figure 11.10. In this, the traditional
base station is broken into two units: central unit (CU) – it is analogous but
super intelligent; and distributed unit (DU) – it is a cell-free network that resides
very close to the end devices. Here, the DU is an employment of much higher
frequency in 6G. The authors have divided their architecture into three layers:
CUs, for example, AI-empowered mobile cores; DUs, for example, self-organized
attocells; and zero-energy IoE devices. As shown in Figure 11.10, CU decides
the spectrum as well as which DU will be used to cater the IoE devices. It is
worth to mention that through the IoE devices and surrounding environments,
few DUs setup the exact cell to cater to these IoE devices, which are supported
by the wireless energy provision. These surrounding could be cell-free access,
airborne access, IRS, etc. In addition, on-demand wireless information and
energy provision (WIEP) services are provided by the CU and DU to the IoE
devices. The authors claimed that each layer of their proposed architecture can
be attributed to energy self-sustainability in 6G applications considering various
dimensions. Indeed, the proposed architecture is one of earliest work that focuses
on energy-efficiency in full-spectrum sharing, but more research needs to be
done, for instance what if Wireless Energy provision (WEP) energy remains low
due to various environmental reasons that may cause path loss due to channel
attenuation, etc.
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It is apparent that 6G will pave the way for deploying several billions of
devices and handing them intelligently using advanced solutions (e.g. Edge
AI, blockchain) in smart future applications. These applications will be facing
a lot of technical and environmental challenges, including energy-efficiency.
The dynamic nature of 6G will undoubtedly lead to an increase in power
consumption in various devices, particularly the resource-constrained devices
those will be using ML or AI complex algorithms. From the perspective of
energy-efficiency, several energy-efficiency techniques in network management
[1–4], energy-efficient security solutions [5, 6] and energy-efficient resource
management [7–9] architectures have been proposed.
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12

Harmonized Mobile Networks and Extreme Global
Network Coverage

Harmonized mobile networks refer to the smooth interconnection of multiple
communication technologies, data storage, and processing platforms at different
scales. Extreme global network coverage refers to the digital inclusion through
seamless global service coverage by connecting remote, rural, deep-sea, and even
space locations. After reading this chapter, you should be able to

● Understand harmonized mobile networks in 6G.
● Understand extreme global coverage supported by 6G wireless systems.
● Explore limitations and research questions that need to be addressed in the

future to enable network harmonization and extreme global coverage.

12.1 Harmonized Mobile Networks

Similar to 5G networks, future 6G networks will need to utilize both stand-alone
and nonstand-alone deployments by leveraging both legacy networks and future
new radio to enable new use-cases, satisfy new network requirements, provide
extreme global network coverage, and support flexible deployments of network
resources. Thus, future 6G networks will interconnect the different types of
networks ranging from visible light communication to conventional terrestrial
communications and satellite communications by aggregating various resources
and technologies from Internet of Things (IoT) devices to core-network/cloud
infrastructures. In terms of bandwidth, various frequency bands are adopted in
6G for different network deployments and purposes, ranging from sub-6G GHz
to THz, free-space optics (FSO), and visible light communication (VLC). THz
signals have many distinct features, for example THz radiation can penetrate
many materials (e.g. clothing, glass, plastic, masonry, and wood) and are strongly

6G Frontiers: Towards Future Wireless Systems, First Edition.
Chamitha de Alwis, Quoc-Viet Pham, and Madhusanka Liyanage.
© 2023 The Institute of Electrical and Electronics Engineers, Inc. Published 2023 by John Wiley & Sons, Inc.
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reflected by metals. Thus, THz bands have been used in many popular sensing,
imaging, and localization applications. In addition, THz bands have found many
promising use-cases in future 6G wireless systems, such as vehicular and drone
communications, wireless data centers, and space communication networks. For
illustration, we present three scenarios of 6G enabled by THz communications in
Section 4.1, which include high speed transmissions, integrated backhaul and
access networks, and high speed satellite communications.

The use of FSO is critical in beyond 5G and 6G, especially when high speed
fronthaul and backhaul links in the range of multi-Gbps are needed to be
implemented for remote and isolated areas. Generally, FSO systems are promising
for many applications, e.g. campus connectivity, video surveillance and monitor-
ing, disaster recovery, backhaul/fronthaul for wireless networks, security, and
broadcasting. For example FSO backhaul links are implemented between the
satellite and ground station and between the satellites located at the highest tier
in aerial radio access network (ARAN) systems, as presented in Section 9.2 and
illustrated in Figure 12.1. In addition, VLC using light-emitting diodes (LEDs) has
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Figure 12.1 Network convergence of different frequency bands, including, Sub-6 GHz,
FSO, VLC, and Wi-Fi, in future 6G wireless networks.
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emerged as a promising technology in optical wireless communications. VLC has
recently received much attention from both industry and academia due to lots of
offered advantages, such as easy installation, high data rate communication, low
cost and power consumption, and high security. Because of these features, VLC
is considered a key-enabling technology in 6G networks and can be integrated
with the other technologies to bring significant improvements. For instance,
the integration of NOMA (non-orthogonal multiple access)-VLC is promising
and has attracted significant attention. In fact, NOMA performs well at a high
signal-to-noise ratio (SNR), which can be guaranteed in VLC systems thanks
to the short distance from the LED transmitter to users and Line of Sight (LoS)
propagation. Moreover, the channels stay almost constant in VLC systems,
which is vital to NOMA functionalities in performing successive interference
cancellation operation. Besides, each LED as a small access point in VLC systems
and can provide services to a few users, while NOMA typically multiplexes a
few number of users in a cluster. In aerial access networks, UAVs using radio
frequency (RF) resources for communications are energy consuming, which is
opposed to the fact that UAVs typically have a finite battery. This challenge can
be addressed by equipping UAVs with VLC capabilities. Many experiments show
that VLC systems, also known as light fidelity (LiFi), can achieve the peak data
rate on the order of tens of Gbps. Moreover, many research centers and tech
companies focus on developing commercial products using VLC. For example,
LiFi-based access points can be deployed through the integration with existing
light infrastructure, and thus they can be used for both simultaneous illumination
and communication purposes. For the purposes of illustration, a 6G wireless
system using THz, VLC, and FSO is shown in Figure 12.1.

In harmonized networks, it is important to consider heterogeneous networks,
which utilize both licensed bands, such as sub-6 GHz, mmWave, and THz, and
unlicensed bands, such as FSO, VLC, and Wi-Fi. Hybrid RF and VLC systems
are promising for the implementation of VLC networks, where the downlink and
uplink transmissions are carried over VLC and RF links, respectively. By capital-
izing on the advantages of the two technologies, hybrid VLC-RF networks can
achieve high capacity in VLC spectrum while ensuring network coverage in the RF
spectrum. The coexistence of FSO and RF is necessary to overcome critical chal-
lenges of pure FSO systems in which FSO links are severely affected by turbulence
channels and strong winds [118]. As RF links are more robust to turbulence and
point errors than FSO links, they reserve backup transmission channels once FSO
links become outage or unavailable. As an example of mixed RF-FSO networks,
the work in [439] considers the use of RF spectrum for transmissions between mas-
sive ground users and a HAP through spatial division multiple access, and FSO is
adopted between the HAP and satellite.
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Due to the limited spectrum in RF networks, various Wi-Fi standards have been
developed so far, for example 802.11ax for dense deployments, 802.11az for indoor
location, 802.11ah for IoT, 802.11p for automotive, and 802.11ba for lower-power
applications. In this regard, the coexistence of Wi-Fi and RF networks has the
potential to bring significant improvements in terms of throughput, latency,
security, coverage, and positioning. An illustration of a heterogeneous LiFi–Wi-Fi
network is shown in Figure 12.2, adapted from [440]. In such scenarios, data traf-
fic can be offloaded from Wi-Fi to local LiFi networks. As a result, Wi-Fi resources
can be saved and used by users who are outside of the coverage of LiFi net-
works. In the network, illustrated in Figure 12.2, the software dened networking
(SDN)-based switch can collect context and quality of service (QoS) information
from both networks before being forwarded to the SDN controller, which is
responsible for making control decisions based on the global view of the network.
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Figure 12.2 Network convergence of Sub-6 GHz, FSO, VLC, and Wi-Fi in 6G.
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Because many applications and services will be available in 6G, it is expected that
these technologies, along with many potential ones as presented in Chapter 4,
will be efficiently harmonized in future 6G wireless networks. It is noted that
since optimizing these heterogeneous networks leads to complex problems and
requires a huge amount of data for learning models, AI and ML have found many
applications in improving network performance. In Wi-Fi networks, a recent
survey in [441] shows that numerous ML approaches have been developed for
optimizing Wi-Fi features, e.g. channel access and sharing, traffic prediction,
beamforming, spatial reuse, resource management, and signal classification.

The previous network generations (i.e. from 1G to 4G) focus mainly on provid-
ing wireless communications, while advanced services are mostly ignored. The 5G
networks and beyond 5G are responsible for performing four major functions that
are communication, computation, control, and content delivery (4C), as illustrated
in Figure 12.3. One example of control functions is MEC coordination and collab-
oration. In other words, multiple nearby MEC servers can coordinate and collab-
orate with each other to tackle the limited resource limitation of each individual
MEC server. This is similar to the concept of cloud radio access network (C-RAN),
where a resource pool is created by virtually grouping resources from individ-
ual servers within the collaboration space. Due to the fact that (i) joint 4C opti-
mization is needed for improving the network performance, and (ii) conventional
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Figure 12.3 Illustration of 4C functions provided in edge computing systems. Source:
Scanrail/Adobe Stock, Indo-Asian News Service/Red Pixels Ventures Limited, Techyuga.
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approaches cannot efficiently solve complex problems with large action and state
spaces, recent studies have addressed various problems pertaining to joint 4C opti-
mization. For example, the work in [442] investigates two deep Q-learning models
for mobile edge caching and computing in vehicular networks. To reduce the com-
putational complexity of the original problem and circumvent the high mobility
constraint of vehicles, the authors further proposed deploying two deep Q-network
(DQN) models at two distinct timescales. In particular, each epoch is divided into
several time slots and then the large timescale deep Q-learning model is executed
at every epoch while the small timescale model is performed at every time slot.
The work in [443] observes that existing works on deep reinforcement learning
(DRL)-based offloading for edge networks consider discretized channel gains as
the input data, thus suffering from the curse of dimensionality and slow conver-
gence in the case of high quantization accuracy. Therefore, a continuous control
with a DRL-based framework of computation offloading and resource allocation
in wireless-powered MEC systems is proposed. The proposed algorithm is com-
posed of two alternating phases: offloading action generation and offloading pol-
icy update. In particular, relaxed actions are quantized into a number of binary
offloading actions in the former, while the best offloading action among quantized
ones is used to update the deep neural network. Besides the integration of edge
computing, in-network caching, and device-to-device (D2D) communications, the
work in [444] also takes into consideration the social relationships among mobile
users to improve the reliability and efficiency of resource sharing and delivery in
mobile social networks.

In addition to 4C functions, many believe that many more functions and
services will be converged in 6G networks, e.g. sensing and localization. It is
since massive IoT and mobile devices are equipped with advanced sensors and
navigation capabilities that facilitate the deployment of sensing and localization
services in future networks, these devices may collect a huge amount of data but
may not have enough storage and computing resources to perform the collected
data successfully. As an attempt, the work in [445] investigates two problems
in MEC systems, and the sum throughput is maximized by optimizing the time
allocation for sensing, offloading, and computing and the resource allocation at
the edge server. The two multiple access schemes, time-division multiple access
(TDMA) and NOMA, show their superiority under different conditions, e.g.
TDMA (NOMA) offers higher sum throughput under heterogeneous (homo-
geneous) sensing rates, while better fairness can be achieved by NOMA at the
sacrifice of the throughput performance.

More recently, joint communication and radar sensing (JCAS) is an emerging
research theme, which integrates the functionalities of the two individual systems,
communications and radar, into one system only, as illustrated in Figure 12.4.
Along with the emergence of remote sensing applications, radar has been recently
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Figure 12.4 An example of JCAS systems, where a JCAS node transmits a single signal
for both communication and sensing purposes.

used in a number of civil applications, such as traffic control, autonomous driv-
ing, and activity recognition. Therefore, JCAS makes existing mobile networks
evolve into perceptive mobile networks, i.e. future 6G networks have eyes to see
and understand the network environments. In the meanwhile, JCAS systems also
expose some issues relating to spectrum management, and waveform recognition
plays a key functionality in the physical layer of JCAS systems. More recent stud-
ies using deep learning have been investigated for JCAS waveform recognition due
to the capability of processing high-dimensional, unstructured, and massive data.
For instance, the work in [266] proposes a novel network with deep convolutional
neural network architecture to learn radar-communication waveform patterns in
the training stage and to classify the waveform of incoming signals in the infer-
ence (also known as prediction) stage precisely. Experimental results show that
the accuracy improves further as the SNR increases, where all the eight waveforms
attain over 90% at 30 dB SNR.

To enable harmonized networks, 6G should utilize new, advanced network-
ing technologies, such as autonomous mesh networks [446], IoBNT, IoNT,
and Internet of Space Things [447], scalable D2D communications [448] in
addition to legacy wireless technologies. New 6G applications with enhanced
human–machine interaction and human cyber–physical interaction will be
needed through the exploitation of biosensors and brain-computer inter-
faces. Moreover, novel and alternative computing paradigms, e.g. serverless
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computing [449], in conjunction with the ultraflexible splitting of functionality
between end devices and edge nodes, are also needed to satisfy the demands and
requirements of new 6G applications. Moreover, 6G harmonized networks should
be utilized for both AI and network programmability concepts to automate the
harmonization. In this regard, there are limitations related to the 5G system
architecture. For instance, the 5G architecture is not optimally designed for
integrating new features, such as managing network nodes operating at above
100 GHz frequencies, interconnecting millions of (sub-) mesh networks, and
network procedures exploitation by using AI. Therefore, it is needed in 6G to
integrate and leverage these trends at the 6G concept development phase to offer
significant improvements in flexibility, cost efficiency, and complexity. More-
over, 6G network harmonization will cover various new environments, such as
modular flexible production cells, zero-energy sensors, solutions for on-demand
connectivity in remote areas with different stakeholders. Since different networks
have different network characteristics, network harmonization in 6G will allow
to provide the required coverage, connectivity, and dependability and also
satisfy the requirement of heterogeneous networking environments. AI-enabled
network harmonization will allow 6G to deploy ultraflexible resource allocation
procedures in challenging environments, such as those populated by mobile
devices with special requirements (e.g. reliability, energy efficiency, and security)
and in need of coverage (e.g. emergency scenarios and remote areas).

To realize harmonized mobile networks in 6G, a key enabler is the enhancement
of radio access virtualization and softwarized methods, e.g. network function vir-
tualization (NFV), SDN, network slicing (NS), and Zero touch network and Service
Management (ZSM). As presented in Chapter 6, SDN offers the ability to control
the network traffic routing centrally and intelligently using software applications,
and NFV is a concept that is used for packaging network functions so that they
can run on commodity and general hardware devices. NS is a technology that
divides the physical network into separate logical networks known as slices, each
of which can be configured to offer specific network capabilities and network char-
acteristics. Meanwhile, ZSM allows the accommodation of new services and the
modules to be scaled and deployed independently. As an example, key features of
SDN, e.g. centralized control, network programmability, and abstraction, can be
exploited to decide which one of the networks should be selected in case a mobile
device is under the coverage of both LiFi and Wi-Fi as in Figure 12.2. SDN can
be used in conjunction with NFV to provide flexibility, security, and scalability to
the dynamic design of 6G networks with heterogeneous resources and technolo-
gies. In fact, facilitating heterogeneous QoS requirements of 6G IoT applications
through the same network infrastructure is challenging. NS ensures facilitating
QoS requirements of different 6G IoT applications through dedicated slices for
each use case and dynamic resource allocation between slices.
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12.2 Extreme Global Network Coverage

Connectivities vary among different regions and can be divided into four levels,
including not connected, underconnected, connected, and hyperconnected. On
the one hand, the connectivity can be connected/hyperconnected in urban areas,
where various networks are deployed to serve a large number of populations. On
the other hand, people living in underconnected/not connected areas may have no
Internet access or have limited access with very low data rates and discontinuous
services. Since the first deployment in South Korea in April 2019, 5G networks
have been deployed in many areas and countries in the world. However, more
than 50% of the world population (i.e. more than four billion people) are still not
connected or underconnected. The digital divide issue is further emphasized by
the percentage difference between developed countries (22%) and less-developed
countries (85%) [450]. 6G has been conceptualized to go much beyond the
maximum coverage that can be achieved by the full-fledged deployment of 5G.
By 2030, 6G energized telecommunication industry is expected to offer global
services encompassing remote places (e.g. rural and underconnected areas),
oceans, vast-land masses with low inhabitants, air, and space [53]. The obvious
advantages of connecting the unconnected will be the minimization of the digital
divide by connecting everyone and everything, higher business opportunities in
every part of the world supported by the continuous growth in local operators,
and easy roll-out of essential services like safety and basic governmental benefits.
6G shall put digital inclusion as one of the top priorities and encompass efficient
and affordable solutions for global service coverage, connecting remote places,
e.g. in rural areas, transport over oceans or vast landmasses, enabling new
services and businesses that will promote economic growth and reduce digital
divide as well as improving safety and operation efficiency in those currently
under-/uncovered areas.

5G networks were originally conceived as terrestrial networks and presumed
that a large population of the world would not be connected [333]. The uncon-
nected areas mostly include oceans, deserts, deep forests, rural areas, mountains,
and airspace. There are many critical challenges in providing Internet access to
unconnected areas, such as low potential returns, inaccessibility, spectrum avail-
ability, maintenance, infrastructure, and power grid. However, 6G is believed to
overcome this shortfall of predecessor generations and emerge as universal com-
munication systems offering ubiquitous global coverage. Potential technological
solutions that have been identified to play a vital role in driving the extreme global
network coverage are UAVs as mobile and agile aerial base stations, satellites, in
particular, low earth orbit (LEO) and very low earth orbit (VLEO) for broader cov-
erage, cell-free architecture based on distributed multiinput-multioutput (MIMO)
for multiple simultaneous connectivities to access points, THz and VLC for new
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resources to boost capacity, blockchain-integrated AI for efficient spectrum man-
agement, and decentralized business ecosystem for incentivizing smaller players
to participate in extending the radio footprints. Thus, 6G, with its extreme global
coverage, is envisaged to be a key enabler for never-seen-before types of applica-
tions and will also minimize the digital divide. The latter is especially important in
an emergency or global pandemic situation like Coronavirus disease (COVID-19).
Besides technological factors, providing global network coverage requires consid-
ering the other important factors (e.g. politics, economics, societies, environments,
and legalities) and needs the involvement of multiple stakeholders (e.g. govern-
ments, mobile network operators, and infrastructure providers).

Among potential technological solutions, nonterrestrial networks are needed in
6G to achieve global service coverage by offering full digital inclusion in the areas,
such as the deep sea and space. To be more specific, a nonterrestrial network
is composed of different platforms, from low-altitude platform (e.g. UAVs and
drones) and high-altitude platform (e.g. aircraft) to satellites (e.g. LEO satellites).
This network architecture has some distinct features, which make it distinguished
from other architectures:

● Ubiquity: The LEO communication platform guarantees service continuity
across the globe with three advantages, including wide coverage, networking
backup/resilience, and emergency broadcast, for which existing terrestrial
communication systems have limited capacity and cannot provide ubiquitous
wireless connectivity.

● Mobility: The dynamicity of aerial low-altitude platform (LAP)/high-altitude
platform (HAP) topology implementation and the networking overlay among
the LAP, HAP, and LEO communication systems help ARANs to adapt flexibly
to the requirements of end users anywhere on the ground and in the air.

● Availability: Operating in the air at various altitudes, ARANs are not commonly
affected by natural and man-made disasters capable of rendering terrestrial com-
munication infrastructures vulnerable and interrupting service. In other words,
better service availability is provided regardless of the recipient’s terrain, such
as mountains, seas, and deserts.

● Simultaneity: Multitier LAP/HAP/LEO communication systems can adaptively
self-organize to forward information-centric services effectively across discrete
(aerial and terrestrial) locations on simultaneous multicast and broadcast
streams using various wireless access technologies.

● Scalability: Because aerial base stations interlink to each other using aerial wire-
less ad hoc technologies and there are hierarchical networking overlays among
LAP, HAP, and LEO communication platforms, ARANs can quickly establish
scalable topologies for local sites without service interruptions.
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This nonterrestrial network, referred to as ARAN, is presented in Section 9.2,
when we explain different RAN concepts for future 6G wireless networks. ARAN,
along with terrestrial communication systems, can provide extreme global
network coverage and has full support for emerging applications with various
applications and diverse deployment scenarios. More details of the ARAN archi-
tecture and its network analyses and enabling technologies can be found in [122].

The hierarchical architecture of 6G ARANs provides heterogeneous commu-
nication capabilities from multiple platforms with distinct functionality and
features. As a result, ARAN can support a broad range of emerging applications
and services, such as wireless coverage expansion, aerial surveillance, precision
agriculture, and commercial delivery. Based on the networking requirements,
applications of 6G ARANs can be divided into three categories, including
event-based communications, scheduled communications, and permanent com-
munications. The first category, event-based communications, defines application
scenarios in which networking infrastructures are temporarily required to provide
and boost communication services for short-duration events, for example disaster
and search and rescue scenarios. An example of the first category is [451, 452],
where HAP stations are considered as super macrobase stations to provide various
wireless and computing services for not only disaster and remote applications but
also advanced network scenarios. The second category is scheduled communi-
cations in which ARAN components are deployed to fly on a predefined path to
provide users with networking services of a given duration. Aerial surveillance
and smart agriculture are two well-known examples of this category. For example,
the work [453] reviews many kinds of UAVs equipped with suitable sensors for
smart farming scenarios, such as weed management, crop health monitoring,
plant counting and numbering, pest management, and assessing plant quality.
The third category, permanent communications, involves application scenarios
where networking services are required continuously over a long period, e.g.
urban monitoring, healthcare, intelligent transportation systems, and networking
in underserved areas. For example UAVs are assigned as intermediate aerial nodes
to improve coverage as well as boost the system capacity in [454]. This work can
improve the efficiency by up to 38% and reduce the delays by up to 37.5% when it
is compared with the systems without UAV assistance. Therefore, such a network
model is suitable for areas with high demand for connections.

Besides the above application scenarios, each platform in the ARAN network
has distinct applications and carries its complement to the other platforms and
terrestrial communications. From the architectural viewpoint, HAPs are located
in the middle tier of ARAN systems and have considerable advantages when
compared with other platforms, including large-area coverage with the sell size
up to 10–20 km, adaptability to traffic demands, rapid deployment compared to
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terrestrial and satellite systems, high endurance compared with LAP platforms,
and green operation with solar power [122]. HAP stations have the potential for
various application domains, such as IoT applications, backhauling for small
and isolated base stations, temporary unpredicted events, agile computation
offloading, flying data centers, coverage holes, massive UAVs and aerial users,
and intelligent vertical domain applications [454]. In the following, we explain
the two representative use cases of LAP/HAP systems for IoT applications and
wireless backhauling. More details on the applications of ARAN and HAP systems
can be found in [122, 451, 452].

The basic concept of IoT is that anything can be interconnected with the
global information and communication infrastructure at any time and any place.
Although IoT can potentially benefit modern society, many technical issues and
requirements remain to be addressed, such as automatic networking, massive
connectivity, manageability, interoperability, and autonomic services provisioning
[71]. Thanks to the quasi-stationary feature and wide footprint, HAP stations have
the potential to enable IoT applications. For example, IoT devices with limited
computing resources can offload their computation tasks to the HAP-based edge
servers for remote computation. Moreover, to support a large number of IoT
devices, HAP stations can be deployed to form a collaborative edge computing
server with more powerful capabilities and higher time-endurance, which helps
to execute the computation tasks offloaded from IoT devices on the ground and
aerial components (e.g. UAVs and LEO satellites). An illustration of collaborative
computation between the LAP and HAP platforms in a two-tier computing
system is shown in Figure 12.5. In this scenario, the HAP station is empowered
with powerful computing capabilities to perform computation tasks offloaded
from UAVs, which are mainly responsible for data collection from ground
IoT users.

It is noted that the HAP/LAP can also be considered as aerial users in edge
computing systems and thus offload their computational tasks to terrestrial
computing servers for remote processing. There are challenges that need to be
considered before HAP stations can be used for IoT applications in practice. The
first challenge is the power consumption of IoT devices required to transmit over
a long distance (i.e. 10–20 km). Since IoT applications typically have low data
rates, e.g. around 50 kbps for LoRa and 1–10 Mbps for NB-IoT, IoT devices of
these applications may only need to spend a low amount of transmit power in
order to communicate with HAP stations. Moreover, due to large coverage, HAP
stations may receive simultaneous transmissions and computation requests from
massive IoT devices. This is a new challenge, namely mx-MTC (machine type
communication) with x ≫ 1, which needs to handle many more IoT connections
than that of the massive MTC (mMTC) use-case in 5G networks [452]. Therefore,
a significant challenge is how HAP systems can keep a balance between packet
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Figure 12.5 A collaborative computation system, where HAP-edge servers execute
computation tasks received from UAVs and IoT devices. Source: Adapted from Pham
et al. [165].

collision and reliability requirements of mission-critical IoT applications. HAPs
in 6G networks are expected to address these challenges in order to enable future
IoT applications.

To fulfill the key requirements of future beyond 5G and 6G networks, network
densification will be one of the key solutions. A fundamental question is how
to design efficient backhaul solutions with the capability to forward and receive
massive traffic from/to small cell users [455]. With the increasing network den-
sification, implementing wired backhaul for a great number of small cells would
not be affordable or even feasible. The reasons for this are as follows:

● It is costly and time-consuming to implement wired backhaul for a large num-
ber of small cells [455]. In addition, deployment of wired backhaul depends
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on various factors, such as the location of small cells, quality of service (QoS)
requirements of mobile/IoT users.

● Different frequency bands have been proposed for wireless backhaul [455, 456],
such as cellular frequency band, mmWave band, sub-6 GHz band, satellite fre-
quency band, FSO, and TV white space band. Therefore, wireless backhauling
provides a practical solution for dense small cells in the emerging 5G networks.

● Providing wireless access to rural/remote areas and some urban areas requires
carefully considering the deployment cost. In such scenarios, wireless backhaul
is a practical and affordable solution, which can simplify the deployment and
drive down the maintenance cost.

● In heterogeneous networks with all wired backhaul links, broken links may not
be recovered instantly, and thus emergency services can be severely impacted
due to the slow network recovery and low reliability. Deployment of wireless
backhaul can enable to mitigate the aforementioned issue.

Due to many advantages, wireless backhauling has been considered a
well-accepted and cost-effective solution and received enormous attention
from the communication community. Motivated by recent advancements in
aerial access communications, HAP/LAP stations can be exploited to provide
backhauling solutions for small cells, as illustrated in Figure 12.6. One option
for wireless backhauling in HAP systems is using FSO links. Although FSO
communication links are much affected by unfavorable weather conditions (e.g.
cloudy, rainy, and foggy), many studies have shown that the data rate of FSO
links can be very high and in the range of (multi-)Gbps in favorable conditions
(e.g. clear sky and foggy) [451]. Another solution candidate is using mmWave
communications. To compensate for high signal attenuation and absorption losses
of mmWave communications, several promising approaches have been proposed,
such as mmWave-MIMO combination, hybrid mmWave/THz/FSO network,
intelligent surfaces, resource management, and reflectarrays [80]. In addition to
the above merits, HAP stations are quasistationary and have a large footprint;
therefore, backhauling small cells in metropolitan areas and megacities can be
realized via the deployment of HAP/LAP stations. Deploying HAP/LAP stations
becomes more appealing when one needs to implement the backhaul links for
base stations in hard-to-reach or isolated areas (e.g. deep seas and deserts).

There are a number of enabling technologies to realize ARANs and extreme
global coverage in 6G networks, including energy refills, operational manage-
ment, and data delivery. Energy refilling technologies (e.g. energy harvesting
and wireless power transfer) are necessary as many IoT devices and typical
aerial components in the ARAN architecture face battery storage capacity
limitations. On the operational management plane, key enablers are network
softwarization, mobile cloudization, and data mining. For example, SDN, as a
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Figure 12.6 Illustration of HAP/LAP deployment for backhauling solutions in beyond
5G/6G networks, where HAP stations can provide direct access to users and backhaul
links with terrestrial base stations.

network softwarization technology, empowers ARANs with enhanced control,
situational awareness, and flexibility, coordinates interference avoidance, and
facilitates interoperability between network nodes. Mobile cloudization dis-
tributes computing resources at all the tiers of the ARAN and thus enables the
deployment of compute-intensive applications and facilities via the flexibility of
network resource allocation. Moreover, data mining techniques can be applied
to extract useful patterns from collected data and context information, thus
reducing energy consumption, improving network security, sharing the workload
across an entire network, increasing bandwidth, self-organizing networking
configurations, achieving autonomous training operations, handling mobile
big data, and analyzing mobility [122]. Further, by exploiting the value of data
mining, AI and ML can provide solutions for simultaneous massive numbers
of user connections in a dynamic, heterogeneous, and unpredictable network
resource such as ARANs in the context of 6G. Finally, various frequency bands,
as presented in Section 12.1, and multiple access technologies, such as cell-free
massive MIMO, NOMA, and intelligent surfaces, can be used to support extreme
global coverage in 6G networks.



�

� �

�

178 12 Harmonized Mobile Networks and Extreme Global Network Coverage

12.3 Limitations and Challenges

In Section 12.1, we present the vision of harmonized mobile networks in 6G. The
above discussions reveal the following limitations and research questions that are
required to be addressed to enable harmonized networks in 6G.

● What is the new 6G architecture in which harmonized networks enable flexible
network typologies and backward compatibility for legacy networks?

● How to harmonize different networks to achieve the convergence of the biolog-
ical, digital, and physical world?

● What are the architectural options to enable the allocation, instantiation, and
operation of AI functions over harmonized network deployments?

● How to tackle the large variations of available capacity at short timescales in 6G
applications at architecture level?

● What are the possible global-level optimization mechanism to increase the
collaborative utilization of available resources at different networks?

● How to enable the network harmonization in a trustworthy manner?
● How to create new services, such as dynamic function placement, network

programmability, and processing of offloading at a global level in harmonized
networks?

● What are the possible supporting protocols which can enable integrated and
distributed AI to automate the network harmonization?

● How to design an automated and intelligent harmonized network equipped with
distributed computing capabilities?

● How to develop technologies for new harmonized network requirements, such
as network function refactoring, run-time scheduling of network resources and
predictive orchestration?

● How to enable the integration in wireless networks closely interacting with
brain-computer interfaces and human-machine interfaces?

Based on the above discussions, limitations, and challenges, the future 6G
research should focus on network harmonization by focusing on the integration
of nodes using above 100 GHz spectrum (including THz, FSO, and VLC), nonter-
restrial networks, nanoscale networks, autonomous D2D communications. One
of the key enablers for such harmonization in the 6G era will be the enhancement
of radio access virtualization methods. It will enable abstraction and programma-
bility, which are essential to develop harmonized networks in 6G. Moreover, 6G
should evolve as new service-based networks which can be enabled via network
harmonization. Service-based networks have optimal service independency,
flexibility, and re-usability. In fact, 6G can achieve this by evolving from fully
cloud-native network functions in 5G to alternative computing paradigms, such
as edge AI and serverless computing. This approach will need to redesign the
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signaling procedures and interfaces in legacy mobile architectures. For a better
realization, network harmonization should support crucial factors, such as high
reliability, accountability, availability, and liability. The cross-layer technologies,
such as communication-control co-design and spatiotemporal network design
[457] and also novel computing techniques, such as blockchain [264] can be used
to achieve the above requirements. Moreover, the end results of the network
harmonization can be further improved by the optimization of multifunction
resources, such as 4C, sensing, and localization.

There are also interesting research questions that need to be answered to realize
the vision of extreme global network coverage for 6G wireless systems.

● How to intelligently manage the seamless three-dimensional mobility while
moving vertically up (in air or space) or down the ground level?

● How to efficiently manage and control a swarm of LEO and very-LEO satellites
as well as enable secure and cost-efficient intercommunications?

● What could be the time-efficient solutions that can help overcome Doppler shift
and Doppler variation issues that occur due to the relative motion of the earth
and LEO satellite [333]?

● How to optimize power radiation and improve system efficiency while achieving
extreme global network coverage?

● What are the channel models that can be used for heterogeneous scenarios (e.g.
UAV, maritime, satellite, and vehicle-to-X) that will use different frequency
bands such as sub-6 GHz, mmWave, and THz bands?

● How to develop an automated, open, and decentralized wireless market that
motivates business entities of all sizes to participate in realizing extreme global
network coverage?

Considering these limitations and challenges, some of the important areas need
dedicated research inputs for the vision of extreme global network coverage in
6G. In the context of flying relays and aerial base stations, we need to optimize
three-dimensional localization and network planning [458]. These areas of
research become even more important since UAVs have resource constraints
and are characterized by heterogeneous processing and storage capacities.
Another area of future work concerning global network coverage would be secure
interoperability among various operators and smart three-dimensional roaming
mechanisms applicable for heterogeneous networks utilizing different technolo-
gies. Federated learning has the potential to globally optimize the 6G ecosystem
while ensuring data privacy and ubiquitous network coverage. Despite being a
key enabler of extreme global coverage, security and privacy are critical issues in
6G ARANs due to LoS communication links, high mobility, and limited resources
of aerial components. Therefore, designing secure and privacy-preserving com-
munication protocols for 6G ARANs that consider limited resources and mobility
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features of aerial components is crucial and worth further investigation. Yet
another area of future work that can drive extreme global coverage is channel
estimation and dynamic link optimization. Advanced techniques, such as data
mining and AI, are necessary to provide efficient and cost-effective solutions for
ubiquitous coverage. Finally, it would be highly beneficial to design simulation
tools for 6G networks that can fully characterize design features, constraints,
environmental factors, allowing precise simulations of various 6G technologies,
protocols, and network deployments.
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13

Legal Aspects and Standardization of 6G Networks

6G introduces a new landscape for mobile communication. This requires new legal
framework and standardization efforts. This chapter focuses on 6G legal aspects
and standardization approaches. After reading this chapter, you should be able to

● Understand the improvements needed in legal framework to fit the 6G era.
● Understand the key standardization efforts related 6G networks.

13.1 Legal Aspects

The evolving 6G landscape will also demand changes in legal and regulatory
domains. For instance, 6G mobile networks will heavily depend on artificial
intelligence (AI) technologies such as machine learning and deep learning, to
optimize network performance while enhancing efficient resource utilization
and user experience. These AI technologies will utilize the data obtained through
numerous network and user equipment. The data obtained through numerous
connected devices may be sensitive, obtained in such a way that users are not per-
fectly aware of and cause privacy attacks. Hence, legal frameworks should evolve
to identify who has the ownership of data and who will decide the technologies,
rules, and regulations on how the data will be processed and used.

In addition, spectrum management in THz frequency range and different
rights in the context of spectrum sharing are areas that need to be thoroughly
explored [272]. Furthermore, 6G will require denser network architectures with
small cells. However, existing regulatory barriers may hinder the deployment
of small cells. Also, there can be regulatory challenges when 6G evolves as a
network-of-networks, as different networks may be considered under the purview
of various regulatory and legal frameworks.

6G Frontiers: Towards Future Wireless Systems, First Edition.
Chamitha de Alwis, Quoc-Viet Pham, and Madhusanka Liyanage.
© 2023 The Institute of Electrical and Electronics Engineers, Inc. Published 2023 by John Wiley & Sons, Inc.
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Furthermore, emerging technologies, such as Explainable AI (XAI), which
interprets the outcomes of AI models, may increase privacy concerns of users
[459, 460]. XAI models are able to discover strong nonlinear mappings using data.
Thus, XAI models can understand the following:

● Data types and features vital to make decisions.
● Data that is required to make better predictions.
● How to improve algorithms to improve the accuracy of predictions.
● Unravel hidden bias between data and algorithms.
● How to assist and train humans to discover new patterns.

However, the existing legal framework needs to be updated considering the
advancements of AI technologies. Also, it should be noted that humans have the
capability of explaining their decisions, if required, in the eyes of law. Similarly,
machines that utilize AI techniques, such as ML and DL, are also required to
explain their decisions to ensure their accuracy and reliability.

13.1.1 Recent Developments of Legal Frameworks

Considering the growing challenges to govern and regulate AI and other 6G tech-
nologies, legal frameworks are being developed to be more suitable for the future
society. Some of the recent developments of legal frameworks to accommodate the
advancements of AI and other 6G technologies are briefed below.

● General Data Protection Regulation (GDPR) [461]: The GDPR is an European
Union (EU) regulation law to ensure data protection and privacy in the EU and
the European Economic Area (EEA). The GDPR came into effect from May
2018. Under GDPR, businesses require data protection compliance to ensure
user privacy. GDPR also protects the fair usage of data collection, processing, and
usage and also maintains an accurate an updated reflection of data. GDPR also
declares that a data subject should have the right to not be a part of a decision
taken by automated evaluations and processing that may lead to legal effects.
This also includes user profiling, which makes decisions or performs actions
considering personal aspects, in situations having legal concerns. For instance,
companies are required to obtain permission from the user prior to installing a
cookie in the user device to track user behavior. However, in exceptional circum-
stances, such data processing can be used with provisions for right to human
intervention, right to obtain human intervention to challenge the predictions
and opportunity to obtain an explanation on how the predictions were made.

● French Digital Republic Act [462]: This act amends the French Data Protection
Act and modifies French law concerning several areas, such as intellectual prop-
erty, medical research, and consumer protection. This also marks the initia-
tive to implement the GDPR in all EU member states. This act empowers the
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French data protection authority while providing new rights for individuals.
These new rights include right of self-determination (right to control use of his
personal data), right of access rectification (individuals can make a request when
accessing and using their personal data), right of self-determination (decide and
control the use of his or her personal data).

● Equal Credit Opportunity Act (Regulation B) [463]: This ensures that credit scores
of applicants are not affected by factors, such as their race, color, religion, or
sex. Creditors should also notify applicants on actions taken including collecting
information of spouses, applicant’s race, and other personal characteristics.

● Algorithmic Accountability Act of 2019 [464]: Similar to GDPR, this man-
dates companies to provide a detailed description on how their automated
decision-making works. For instance, companies should justify when particular
adverts are displayed to avoid any bias or discrimination.

● Other approaches [459]: The United States has also chosen to implement spe-
cific privacy and data protection policies in various sectors including healthcare,
finance, consumer rights, and federal agencies.
Many countries in the world have also started implementing laws and regula-
tions to secure user privacy. One such example is the Personal Data Privacy law
in China [465]. This law mandates tech companies to ensure that user data is
neither misused nor mismanaged while user data is stored securely to avoid any
privacy violations. In addition, Russian Federal Law No. 152-FZ also regulates
the processing of personal data [466]. Additionally, Brazil’s Lei Geral de Proteção
de Dados (LGPD), Australia’s Privacy Amendment (Notifiable Data Breaches),
and Japan’s Act on Protection of Personal Information are also important steps
toward improving legal frameworks, such that it protect user privacy, in the
AI-based landscape facilitated by 6G communication networks.

13.2 6G Standardization Efforts

Standardization is important to define the technological requirements of 6G net-
works and also to select the suitable technologies to deploy 6G network. Thus,
the global telecommunication markets are shaped by standards. Many Standards
Developing Organizations (SDOs) are working or at least planning to work on 6G
standardization (Figure 13.1).

13.2.1 European Telecommunications Standards Institute

European Telecommunications Standards Institute (ETSI) [467] is a large telecom-
munication SDO with over 900 member organizations from 65 different countries.
Since 6G-related research are still is at very early stages, ESTI is currently focusing
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on 5G and 5G advanced standardization activities. ETSI is also expecting the
first 6G services only appearing after 2030. Moreover, ETSI supports the 6G
corresponding European Funding program, i.e. (Horizon Europe 2020–2027)
which could generate impact research on standards. Preliminary funding suggests
that technologies such as beyond mmW or THz Communications, smart surfaces,
large intelligent surfaces, AI, SSN, energy harvesting/transfer and nanophononics
(glass to radio) will be interested in 6G standardization.

13.2.2 Next Generation Mobile Networks (NGMN) Alliance

Next Generation Mobile Networks (NGMN) [468] is an association which is
focusing on mobile telecommunications standard development. It has mem-
bers from different telecommunication stakeholders such as mobile operators,
vendors, manufacturers, and research institutes.

The NGMN alliance kicked off a new project called “6G Vision and Drivers.”
This project is focusing on providing early and timely direction for global 6G
research and development activities. NGMN will work with all NGMN partners,
i.e. Mobile Network Operators, Vendors/Manufacturers and Research/Academia
across the globe on development of the mobile network technologies for the
NGMNs beyond 5G.

13.2.3 Alliance for Telecommunications Industry Solutions (ATIS)

Alliance for Telecommunications Industry Solutions (ATIS) [469] is a leading ICT
solution development organization with 150 member companies globally. AITS is
focusing on different technologies including 6G, 5G, IoT, Smart Cities, AI-enabled
networks, DLT/blockchain technology, and cybersecurity.

ATIS launched a call to action promoting US leadership on the path to 6G. It
promotes innovative research and relies on 6G to position the United States as the
global leader in 6G services and technologies during the next decade and beyond.
This call to action has later outgrown as the Next G Alliance.

13.2.4 Next G Alliance

Next G Alliance [470] is an organization under AITS which is focusing on the
supporting 5G evolutionary paths and 6G development in North American region.
This is private sector-led novel initiative which is focusing on rapid commercial-
ization of 6G technologies by supporting the complete 6G commercialization
life-cycle including research and development, manufacturing, standardization,
and market readiness.
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13.2.5 5G Automotive Association

The 5G Automotive Association (5GAA) [471] is a global alliance which is
working on better utilization of 5G for automotive industry. 5GAA is developing
concepts called the Cooperative Intelligent Transportation Systems (C-ITS). The
key enabling technology of C-ITS is wireless communication which is collectively
referred to as Cellular vehicle-to-everything (C-V2X) communication.

The 5GAA is working on identifying the superior standards-based cost-effective
and scalable 5G era and beyond wireless communication technologies for C-ITS
and Connected Vehicle applications.

13.2.6 Association of Radio Industries and Businesses (ARIB)

The Association of Radio Industries and Businesses (ARIB) [472] is a SDO based
in Japan. ARIB promotes R&D of new radio systems to achieve the efficient use of
the radio spectrum.

ARIB is currently working on early nationwide deployment of 5G, promotion of
Post-5G networks, and promotion of 6G R&D activities. ARIB is also supporting
the Japanese government’s vision on “Society 5.0,” by developing wireless
technologies which are expected to be the infrastructure to enable the Society 5.0
services.

13.2.7 5G Alliance for Connected Industries and Automation
(5G-ACIA)

5G Alliance for Connected Industries and Automation (5G-ACIA) [473] is an
alliance which is mainly focusing on applying 5G technologies within industries.
It supports and guides the development of 5G technology to address the industrial
requirements.

5G will managed to address many important aspects of Industrial Internet such
as uRLLC, native support for LAN services, time-sensitive communication, and
nonpublic networks. Therefore, 5G-ACIA believes that next level of research
should increasingly focus on the further evolution of 5G toward 6G.

13.2.8 Third-Generation Partnership Project (3GPP)

3-Generation Partnership Project (3GPP) [474] is united alliance of seven telecom-
munication SDOs, i.e. ARIB, ATIS, CCSA, ETSI, TSDSI, TTA, TTC. These SDOs
are known as “Organizational Partners” of 3GPP. The main objective of 3GPP is to
offer a platform for its organizational partners to define specifications and report
that define 3GPP telecommunication technologies.



�

� �

�

13.2 6G Standardization Efforts 187

3GPP is continuously working toward the standardization of beyond 5G net-
work and 3GPP Technical Specification Groups (TSG) are currently working on
Release 17. From a standardization point of view, 3GPP will focus on concrete 6G
standardization work from Release 20 onward. This is expected to happen around
2025.

13.2.9 International Telecommunication Union-Telecommunication
(ITU-T)

International Telecommunication Union-Telecommunication (ITU-T) [475]
standardization sector assemble telecommunication experts across the globe to
develop telecommunication standards. ITU-T has launched a Focus Group on
Technologies for Network 2030 (FG NET-2030) which will be studying about the
networks for the year 2030 and beyond. It will be focusing on different types of
networks including 6G. FG-NET-2030 is also organizing a series of workshops to
highlight the requirements for future networks (FN).

13.2.10 Institute of Electrical and Electronics Engineers

Institute of Electrical and Electronics Engineers (IEEE) [476] is the largest pro-
fessional association for electronic engineering and electrical engineering. IEEE
FN initiative is specially focusing on the development and deployment of 5G and
beyond networks. It is working on establishing a 5G and beyond technology road
map to highlight the short term (1–3 years), midterm (4–5 years), and long-term
(6–10 years) research and technological trends. FN also organizes technical con-
ferences and workshops to promote beyond 5G research activities. Moreover, FN
will work in collaboration with IEEE Standards Association to contribute IEEE
standards related to beyond 5G networks.

13.2.11 Other SDOs

13.2.11.1 Inter-American Telecommunication Commission (CITEL)
is an entity of the Organization of American States (OAS) which is focusing
on the development of telecommunication and ICT solution in the American
region [477]. CITEL is working together with ATIS and Next G Alliance on 6G
development.

13.2.11.2 Canadian Communication Systems Alliance (CCSA)
CCSA is a SDO in Canada which is focusing on Internet, television, and telephone
technologies [478]. CCSA promotes the beyond 5G activities within Canada and
participates the standardization activities with 3GPP.
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13.2.11.3 Telecommunications Standards Development Society, India
(TSDSI)
TSDSI is a SDO in India [479]. It is developing standards for telecommunication
systems to satisfy the India-specific needs.

TSDSI is developing Roadmap 2.0 of India’s National Digital Communications
Policy (NDCP) with telecommunication companies, mobile operators, academic
partners, government R&D agencies, and vertical operators. Roadmap 2.0 is
mainly targeting beyond 5G and 6G networks by focusing on spectral efficiency,
new air interface technologies, and new radio architectures.

13.2.11.4 Telecommunications Technology Association (TTA)
TTA is the South Korean SDO which is focusing on the advancement of
telecommunication technologies and ICT services. TTA launched a “Mobile
Communication Technical Committee (TC11)” which will be focusing on the
standard development for beyond 5G and 6G networks together with other global
SDOs [480].

13.2.11.5 Telecommunication Technology Committee (TTC)
TTC is a nonprofit SDO in Japan. TTC is contributing to the standardization activ-
ities related to the ICT domain. Together with other SDOs, TTC contributes to the
3GPP’s beyond 5G standardization efforts [481].



�

� �

�

189

Part IV

Applications



�

� �

�



�

� �

�

191

14

6G for Healthcare

6G is envisaged to play a key role in emerging healthcare applications. After
reading this chapter, you should be able to

● Understand the evolution of telehealth toward intelligent healthcare
applications.

● Emerging trends of intelligent healthcare applications.
● Security and privacy aspects of future healthcare applications.

14.1 Evolution of Telehealth

The emergence of 5G networks have boosted the development of telehealth and
smart healthcare applications. For instance, remote patient monitoring allows
healthcare professionals to monitor conditions of patients at their residence or in
a remote facility. Data gathered from different sources such as wearable devices
attached to the patient’s body [482], patient’s own smart mobile device, and
sensors placed in the patient’s room can be used for monitoring. The aggregated
data from different sources are examined by the healthcare professional to make
a judgment on the patient’s condition to take necessary actions. In a similar
vein, telemedicine provides remote clinical services to patients with the use of
high-quality audio and video streams. Remote surgery is extremely useful in
a pandemic which enables a surgeon to perform surgical procedures from a
remote facility with his surgical console. Actions of the surgeon are replicated
on a patient residing in a different location. A robotic mechanism executes the
surgical procedure on the patient and proper haptic feedback is sent back to the
surgeon. The feedback can be enhanced by integrating the data from different
sensors at the operating theater to ensure the accuracy. Augmented Reality (AR)
technology is useful in telesurgery where experienced surgeons guide other

6G Frontiers: Towards Future Wireless Systems, First Edition.
Chamitha de Alwis, Quoc-Viet Pham, and Madhusanka Liyanage.
© 2023 The Institute of Electrical and Electronics Engineers, Inc. Published 2023 by John Wiley & Sons, Inc.



�

� �

�

192 14 6G for Healthcare

surgeons who perform the surgery next to the patient. Robots deployed at the
hospitals minimize the human involvement in treating the hospitalized patients,
distributing essential items, performing periodic monitoring. AR technology
can be utilized to increase the productivity of the service by providing remote
guidance.

5G enables direct integration of heterogeneous Internet of Things (IoT) devices
into the network via massive Machine Type Communication (mMTC) service,
without Wi-Fi or additional IoT gateways. It also supports 10× longer battery life
for devices in mMTC and 100× higher device density. Since the remote monitoring
of patients requires integration of various low power devices, 5G services can be
effectively utilized to build a proper remote monitoring infrastructure for patients.
A remote clinical service (telemedicine) which requires 4K video streaming at
25 fps (frames per second) needs a data rate of 8–16 Mbps. This is realizable
with 5G networks via eMBB which supports an average data rate of 100 Mbps.
A Local 5G Operator (L5GO) deployment at the healthcare premise is suitable
for catering ultra Reliable Low Latency Communication (URLLC) use case like
remote surgery. The ultralow End-to-End (E2E) latency requirement of a use-case
like remote surgery [483] is achievable with 5G networks making the application
viable. An AR-assisted telesurgery require both high bandwidth and ultralow
latency. To avoid cyber-sickness of AR communication, E2E latency should
be less than 50 ms [484]. Defining a network slice for AR ensures the service
levels and adds extra privacy and security to the data stream. Utilizing robots to
assist the patients in hospitals requires precise coordination with a controlling
server and between robots, calling for mMTC services of 5G. The coordination
and communication between robots happen locally and exact details are mostly
irrelevant beyond the premises. This is established through a multi-access edge
computing (MEC) server to manage the robots and guarantee the service levels,
provide ultralow latency, add extra security and privacy, and reduce congestion in
the infrastructure network beyond the MEC server.

14.2 Toward Intelligent Healthcare with 6G

Recent developments in healthcare systems have given rise to Healthcare 5.0
with the emergence of digital wellness. AI-driven intelligent healthcare will
be developed based on various new methodologies including Quality of Life
(QoL), Intelligent Wearable Devices (IWD), Intelligent Internet of Medical Things
(IIoMT), Hospital-to-Home (H2H), and new business models [21, 70]. Thanks
to recent advances in wearable sensors and computing devices, it is possible to
monitor and measure the health data in real time. The sensing data collected
from wearable devices can be preproceeded by the nearby edge node and then
sent to the doctors for remote diagnosis. Also, with the realization of holographic
communications, tactile Internet, and intelligent robots in 6G, the doctor can
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remotely do the surgery. Such a telesurgery would remove the need of on-site
operations and avoid the risks caused by virus spreading, especially ones, such as,
COVID-19 and any other transmissible diseases.

Many studies have considered 6G as a key enabler of intelligent healthcare (i.e.
Healthcare 5.0). In particular, promising technologies such as edge intelligence
(i.e. cloud/edge computing + AI), holographic communications, tactile Inter-
net, and Internet of Bio-Nano-Things (IoBNT) are expected to play a key role.
For example, since mission-critical healthcare applications would have different
QoS requirements (e.g. latency and computing resources), an approach, named as
ACTION, is investigated in [485] by jointly employed tactile Internet and network
function virtualization techniques. Considering that passive optical network has
the potential to support bandwidth-hungry healthcare applications, the work in
[486] developed a joint dynamic wavelength and bandwidth allocation frame-
work. The experimental results show that the proposed framework can provide
better performance than the benchmarks in terms of packet loss and delay.

As the healthcare data are huge in volume and increase significantly, exploiting
AI (e.g. deep learning) to develop data-driven healthcare solutions has become
one important trend in healthcare research and development [487]. Meanwhile,
since most patients do not want to share their personal health data, if not manda-
torily requested by the governments and medical staffs, effectively overcoming
the security and privacy challenges of healthcare data usage is of great impor-
tance. Among many solutions, FL and blockchain are promising. In particular,
in FL-based healthcare solutions, the users need not share their raw data, instead
they just need to share information of the local model [488]. With its decentraliza-
tion and security nature, blockchain is also identified as a promising technology
toward providing security and privacy for transferring and acquiring of healthcare
data [489].

14.3 Personalized Body Area Networks

Body Area Networks (BANs) with integrated mobile Health (mHealth) systems
are advancing toward the personalized health monitoring and management.
Such personalized BANs can collect health information from multiple sensors,
dynamically exchange the such information with the environment and interact
with networking services including social networks [490]. Personalized BANs
has a wide range of applications, covering both medical to nonmedical domains.
For example, personalized BANs can be used to avoid the need of cable wiring
in polysomnography tests (also known as sleep disorder diagnosis). Personalized
BANs has also found in nonmedical applications such as emotion detection,
entertainment, and secure authentication applications [491]. More recently,
the Internet of Nano-Things (IoNT) and the IoBNT have been developed as the
next generation of IoT for healthcare services. The concept of IoBNT engineers
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information communication within the biochemical domain, while connecting
to the Internet via the electrical domain is a recent development [492].

Despite various applications, IoBNT is still in the infant stage of research
and development. In order to realize IoBNT, some efforts have been devoted
to the design of nanosensors. Graphene membranes are utilized to develop
highly sensitive capacitive nanomechanical sensors which are shown to have a
superior responsivity over the commercial nanosensors [493]. From the wireless
communication perspective, Akyildiz et al. [447] pointed out several significant
challenges in IoNT and IoBNT such as energy consumption, interference control,
network and routing protocols, coding scheme and modulation technique,
experimental validation, and data management. The features of 6G such as high
data rate, reliability, new spectrum (visible light and THz) communications, and
ultralow latency will help to address these challenges, along with other efforts
from existing studies for IoNT and IoBNT.

In [494], the human insulin–glucose system is analyzed in terms of the data rate,
channel capacity, and propagation delay, and from the communication perspec-
tive. Several characteristics of the correlation between insulin rate/resistance and
the derived models are illustrated via the experimental results. Due to the diffusion
and attenuation properties of molecular communications in IoBNT, extending the
coverage range is of importance. To address this issue, Wang et al. [495] proposed
to deploy an intermediate nanomachine to relay, amplify, and then forward the
received signals between the transmitter and receiver. Various performance met-
rics such as mean square error, minimum error probability, and maximum proba-
bility detection are derived, and more interestingly the performance gain can reach
35 dB when the number of released molecules is 500. For the architecture designs
of transmitters and receivers in IoBNT molecular communications, the interested
readers are invited to read the review article [496].

14.4 XR for Healthcare Applications

XR is an emerging immersive technology with the fusion of physical and virtual
worlds where wearables and computers generate human–machine interactions
[59, 340]. XR utilizes different sensors to collect data regarding the location,
orientation, and acceleration. This requires strong connectivity, extreme data
rates, high resolution, and extreme low latency, that is envisioned to be facilitated
6G. For instance, utilizing XR technologies in Brain-Computing Interfaces will
require over 1 Tbps data rates [12]. XR will be instrumental in a wide array of
healthcare applications. These applications range from virtual medical visits,
rehabilitation therapies, remote medical tests and scans, remote surgeries, and
training of healthcare professionals.
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14.5 Role of Blockchain in Medical Applications

Blockchain, as explained Chapter, is expected to harness the capabilities of 6G
and enable emerging medical applications and services. For instance, blockchain
will enable the coordinated operation of large numbers of IIoMT devices. This
is due to the distributed nature of blockchain and its inherent support for smart
contracts. Smart contracts can perform tasks, such as the decentralized valida-
tion of IIoMT devices, facilitating large-scale decentralized healthcare platforms.
Furthermore, the decentralized operation also minimizes the operational costs of
such medical applications by eliminating the requirement of centralized comput-
ing and storage resources, and minimizing transmission overheads in B5G and
6G networks [497].

In addition, the operation of widespread decentralized medical applications
will also require to perform a large number of transactions. This can also be
facilitated through blockchain-enabled cryptocurrencies. Through the utilization
of lightweight and scalable security mechanisms and encrypted data transmis-
sions, blockchain can be utilized as a secure and efficient platform to store
medical records and medical history. Blockchain can also facilitate the sharing
of such sensitive data with healthcare services and medical research, in a secure,
transparent, and accountable fashion. Additionally, blockchain can be efficiently
utilized to facilitate seamless supply chain management and operation [498]
(Figure 14.1).
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Figure 14.1 Blockchain for 6G medical applications. Source: Tamás Haidegger/Zoltán
Benyó/IntechOpen, V. B. Chernetsov/Zhuravlev Yu.Yu, macrovector/Adobe stock.



�

� �

�

196 14 6G for Healthcare

14.6 Security and Privacy Aspects of 6G Healthcare
Applications

Digital healthcare or e-health care services are evolving for new dimensions.
Within few years, AI-driven intelligent healthcare will be developed based on var-
ious new methodologies including QoL, IWD, and novel business models [21, 70].
The growth of elderly population may create an increase in the importance
of e-health than ever before. BANs with the integrated intelligent health sys-
tems are advancing toward personalized health monitoring and management.
Such personalized BANs can collect health information from multiple sensors,
dynamically exchange the collected information with the environment and
interact with networking services including social networks [490].

6G will be the main communication platform to interconnect the intelligent
healthcare services in the future. Thus, enabling the secure communication,
device authentication, and access control for billions of IoMT and wearable
devices will be critical security challenges to solve in 6G era.

Privacy protection and ensuring of the ethical aspects of user data or electronic
health records will be a critical issue in future healthcare system. As explained
above, the utilization of AI is mandatory to manage billions of IoMT devices and
process the health-related information. However, current AI model are mainly
focused on performance optimization rather than the ethical aspects. Specially,
AI models should follow strict ethical rules on data collection and use of user data
for the model training [499]. Moreover, AI models should comply with privacy
rules and regulations enforced by the regulation bodies. As the main communica-
tion infrastructure for future healthcare systems, 6G networks should protect both
privacy and integrity aspects of the patient information and records.
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Smart Cities and Society 5.0

In recent years, the rising urbanization of the world population, the proliferation of
Internet of Things (IoT), and the use of artificial intelligence (AI) and big data have
substantially impacted our living environments, conditions, and quality of life. In
this context, the concept of the “smart city” provides an opportunity to address
these urban issues. As the future of wireless and communication networks, 6G is
expected to help create various smart city services and facilitate the deployment of
smart cities. After reading this chapter, you should be able to

● Understand the fundamentals of smart cities and society 5.0, which will help
you explore the role of future 6G networks more fully.

● Understand how future 6G networks help improve the performance and services
on offer by smart cities and society 5.0.

● Explore potential applications of 6G for smart citizens, smart transportation,
smart grid, supply chain management, and miscellaneous scenarios.

15.1 Preliminaries of Smart Cities

In a smart city, the administration/government uses Information and Commu-
nications Technology (ICTs) for efficient administration and governance to pro-
vide quality and better services to the urban citizens [500]. Digital technologies,
social capital, and infrastructure are combined in a smart city that can stimu-
late sustainable economic development and offer an environment that is attrac-
tive for all the residents in a smart city. Some of the key enabling technologies
of smart cities are communication infrastructure, edge computing, AI, big data
analytics, and IoT. Several services can be provided in a smart city by combining

6G Frontiers: Towards Future Wireless Systems, First Edition.
Chamitha de Alwis, Quoc-Viet Pham, and Madhusanka Liyanage.
© 2023 The Institute of Electrical and Electronics Engineers, Inc. Published 2023 by John Wiley & Sons, Inc.
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the technologies mentioned above. For example, smart parking, smart garbage
collection, traffic prediction, accident prevention, smart healthcare, smart energy
distribution through smart grid, and crime detection and prevention can improve
the quality of life of the residents [501]. The real-time data collected through sen-
sors, citizens, assets, and buildings in a smart city can be fed to AI-based algo-
rithms and big data analytics to understand the changing demand patterns and
requirements. They would help governments/administrations make better deci-
sions and respond quickly with better and lost cost solutions. In a smart city, the
officials can interact directly with the infrastructure providers and the communi-
ties to monitor the events and their evolution. Cities will become more responsive
and more livable when they get smarter. A smart city enables the citizens to par-
ticipate in the planning/improvements of cities. The citizens can provide their
thoughts/feedback on projects, such as road and traffic conditions. Citizens also
can help the governments in constantly mentoring the facilities/infrastructure.
For example the citizens can take a photograph of potholes and bad roads and
send them to the municipality officials for their immediate actions.

Recent advances and innovations in technologies and devices, such as smart
phones, cloud computing, edge computing, AI and allied technologies, and ICT
convergence, are driving the development of smart cities. For example sensors can
be placed in several key locations in the city, such as streetlights, electricity poles,
traffic lights, vehicles, bins, wastewater management systems, to collect the data
in real time through which the status of the assets in a city can be monitored regu-
larly. Moreover, AI techniques (e.g. deep learning and federated learning) and big
data analytics can be applied on the real-time data to uncover the patterns that
help in making predictions. These predictions help the governing bodies or con-
cerned authorities to make decisions in real time to improve the quality of life of
the residents in smart cities.

The key enabling technologies for smart cities are discussed as follows:

● Internet of Things: Several IoT devices use sensors to collect and analyze the
data that can be used to provide better services and enhance public utilities and
infrastructure. As a result, the cost of operations can be reduced, and the quality
of life of citizens can be enhanced by IoT [502].

● Artificial Intelligence: AI plays a key role in extracting useful information from
the data collected from several sensors that can be used to make predictions
that the governments/concerned authorities can use to make decisions
to enhance the quality of life of the citizens in a smart city. Some of the
applications that AI can benefit are controlling traffic congestion, disaster
management, intelligent transportation systems, and meeting the requirements
of power by industries [503].
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● Communication Infrastructure: Communication infrastructure is one of the
important technologies that help create interconnected and modern cities
that provide fast, reliable, and comprehensive Internet connections to several
applications. The communication infrastructure will allow the acquiring,
sharing, and processing of big data generated from several devices in a smart
city [504].

● Big Data Analytics: In a smart city, millions of IoT devices generate data every
second from several applications, such as smart grid, smart transportation,
smart homes, and smart buildings. Therefore, big data analytics is an essential
technology that can help in processing the big data generated in smart cities for
real-time analytics [505].

● Cloud Computing: Cloud computing is another key enabling technology for
smart cities. It is essential to meet the dynamic storage requirements of the big
data generated from the smart city applications [506].

Communication infrastructure plays a vital role in the realization of a smart
city. As more and more data are generated from several sources, communication
technology has to process and transfer the data to the storage infrastructure
so that meaningful insights from the data generated from different smart city
applications can be extracted in real-time. The existing 5G infrastructure faces
several challenges in addressing issues, such as reducing latency, providing
the required bandwidth, and handling big data in real time for applications
embedded with augmented and virtual reality, upcoming metaverse-based
applications [507]. Some of the applications, such as environment monitoring,
virtual navigation, smart traffic, full high definition video transmissions in
connected robots and drones, require very high bandwidth and ultrareliable
and low latency communications [508]. 6G is a potential solution for several
applications of smart cities. 6G can meet the bandwidth, ultrareliable and low
latency, fully autonomous network management requirements of several smart
city applications [59]. The rest of this chapter discusses the need of 6G for several
smart city applications, such as smart citizens, smart transportation, smart grid,
supply chain management, and other applications.

15.2 6G for Smart Citizen

Smart citizens develop and use information using various advanced systems to
ensure efficiency and sustainability in a smart city. The role of smart citizens in
smart cities is enormous, especially in the development of various solutions that
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are tailored to fulfill the needs of its residents and other visitors. The primary goal
and objective of any effort contributed to a smart city setup is to increase the qual-
ity of life and ensure prosperity for all its dwellers. Therefore, the residents play
an immensely significant role in the implementation of the most appropriate pro-
cesses and solutions. The key enablers in this regard are technology and data, the
absence of which makes people un-smart and hinders the ability to engage in any
smart city project leading to failures.

A smart city setup utilizes humans for leveraging information to develop a more
advanced smart city setup and makes humans empowered. Hence, smart citizens
are individuals who use the technologies of smart cities and help in leveraging
information to the smart devices, which enable the devices to provide better out-
put. The role of 6G in enhancing the life of smart citizens is discussed in the
section. Some applications of 6G for smart citizens in smart cities, such as smart
communication, smart safety security, smart resource and waste management,
and tracing during pandemic, are depicted in Figure 15.1.

The role of 6G wireless networks is much more promising in supporting smart
city architecture and infrastructure [509]. For example, in the case of security in a
smart city setup, any information needs to be sent at the earliest so that the mitiga-
tion measures can be implemented at an accelerated rate. During the pandemic,
6G technologies can be used to track human movement and transmit information
using the 6G wireless spectrum, which enables faster data transmission. Even in
extremely high-populated setups, the use of 6G enables higher performance in
delivering a huge amount of data relevant to mass human movement from var-
ious city locations with minimum air latency. This helps immensely in curbing
human movement and identifying potential COVID-19 patients at a much faster
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Figure 15.1 6G for smart citizen.
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speed. In countries like India, where awareness of safety during a pandemic is still
a concern, such technologies help identify individuals not abiding by COVID-19
protocols, capture their information, detect their identity, and transfer the infor-
mation to the administration at accelerated speed for necessary action. This would
ensure health care safety and containment of the diseases [504]. On the other
hand, the incidence of theft and sexual harassment could be curbed by the use
of data collection and transmission using 6G technology. The faster data trans-
mission enables administrations to immediately provide the required support and
save human lives and assets. Since the past few years, citizens have witnessed var-
ious natural disasters costing millions of lives. In such scenarios, tracing victims
and rescuing them at the earliest possible time is the most difficult challenge. The
faster the rescue, the higher are the chances of saving precious lives.

In the present smart city infrastructure, drones and unmanned aerial vehicles
(UAVs) are used to trace humans, cattle, or animals who are victims in such
situations. The use of 6G technology enables coverage of larger areas in tracing
and help in faster transmission of information if the search process identifies
a victim. This enables rescue groups to reach faster and provides the necessary
support to restore human lives [510]. On another note, it is a known fact that
waste management is an essential service in a smart city setup. But despite the
use of IoT and various other advanced technologies, waste management systems
often become resource-intensive, inefficient, and extremely outdated. The use
of IoT has immensely contributed to optimizing garbage collection services and
transforming waste management into a data-driven collection system.

With the growth in population and urbanization, waste generation has increased
immensely. Although IoT technologies are used, the transmission delay leads to
a lag in garbage collection by the necessary authorities, making bins overflow
with trash. 6G technologies have huge potential to help in this regard by keep-
ing up with this fast pace of filling garbage cans and transmitting information
faster, enabling garbage collection on time. Furthermore, the performance of 6G
enables larger location coverage and provides information from all nooks and cor-
ners ensuring the entire city is kept clean and hygiene.

15.3 6G for Smart Transportation

Smart transportation is one of the major applications of IoT, which involves the
integration of modern technologies and management strategies into the trans-
portation system. These technologies cater innovative services to various aspects
of traffic and transportation management, ensuring that the users are more
informed on the smarter usages of transportation networks. Various technologies
are used to implement smart transportation, namely in the navigation of cars,
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controlling the traffic signals, automated number plate recognition, camera-
based speed monitoring systems integrating live data, and feedback from various
sources. The use of intelligent transportation systems plays a major role here,
enabling improvised use of such transportation networks and leading to the
development of smart infrastructure capable of meeting the future needs of smart
cities in future 6G networks. Some applications of 6G for smart transportation in
smart cities are depicted in Figure 15.2.

Intelligent transportation systems in smart transportation ensure commu-
nicating and traveling in a city more convenient and safer and at the same
time immensely cost-effective. This is achieved by integrating IoT devices and
5G/6G communication technologies wherein IoT devices are equipped with
inexpensive sensors that are embedded into physical devices that are managed
and controlled remotely without human intervention. 5G technology enables
high-speed communication for accurate maneuvering and controlling the trans-
ports in real-time with minimum latency. Smart transportation can be categorized
into two major types–public infrastructure-oriented smart transportation and
automotive industry-based smart transportation. For example, in traditional city
life, when pedestrians intend to cross the road while waiting drivers get busy in
finding their destinations; the street traffic lights get activated either through
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timers, pressure plates located under the road, or based on the buttons pressed
by the pedestrians. Hence, in such circumstances, it becomes important for
both the driver and the pedestrian to concentrate and pay attention, or else the
consequences pertaining to safety lags become inevitable. On the contrary, in
the case of a smart transportation system, vehicles use a combination of blue
tooth and Light Detection and Ranging (LIDAR) system to detect any pedestrians
leading to the generation of automobile brakes.

The street traffic lights function based on signals received from the vehicle
informing on the number of cars waiting. Moreover, the communication of street
lights with vehicles even triggers starting of the car engine and stopping of the
same. The use of IoT and 5G communication ensures controlling of all such
real-time actions and remote sensing with utmost accuracy and efficiency [511].

ICTs have evolved rapidly since the past decades and have revolutionized tradi-
tional domains, such as agriculture, education, health, energy, and transportation.
The advent of 5G technologies has further accelerated such advancements as
various countries across the globe have taken the initiative to implement 5G infras-
tructures ensuring processing of high data volume in low latency. This change has
been prominent even in the transportation sector, wherein a significant growth in
connected and autonomous vehicles has been observed. An increase in logistics
efficiency, urban transportation implementing Mobility-as-a-Service (MaaS) plat-
form has also been visualized [512]. The use of 5G technologies has enhanced the
efficiency of the operation of autonomous vehicles on land, sea, and water. It has
simplified the traditional communication and signaling processes, reducing opera-
tion costs. It has further enhanced the capabilities of connected freight, enhancing
the ability to track goods through streamlined logistics and supply chain manage-
ment systems. 5G technologies have paved the way to implement dynamic trans-
port planning, which reduces traffic congestion allocating ample space for cyclists
and pedestrians. 5G would also help in the monitoring of smart cards and control
systems that would benefit the transport planning by a better understanding of
mobility patterns of the different population groups. The real-time monitoring of
public transport vehicles and demand management allows coordination between
supply and demand. This is achieved by developing origin-destination matrix
proxies that help transport drivers manage empty or overloaded vehicles, ensuring
the quality of services among users. The increase in multimodal connectivity
among different modes of transport integrates varied mobility options under one
platform – MaaS. Thus, users can choose among multiple options intelligently
and further as part of better transportation, they experience different onboard
entertainment and hospitality services. The safety and security aspect is main-
tained through enhanced video connectivity between the center and police that
helps avoid incidents of violence and sexual harassment in the public transport
network.



�

� �

�

204 15 Smart Cities and Society 5.0

Although 5G networks provide user-based and application-specific QoS and
quality of experience (QoE), the future conditions of ultrasmart cities require
comparatively much higher data rate, 3D connectivity, localization within 1 cm,
and optimized reliability for automated transportation systems. The mobility
requirement of smart transportation using 6G generally vary between 240 and
1200 km/h. For example a self-driving car may need to communicate and coordi-
nate with roadside sensors and vehicles moving in the adjacent lanes while both
move at extremely high speeds. The delivery drone may need to communicate
with the ambulance to collect medical supplies and deliver them to a remote rural
setting. These are examples wherein 6G technology has the potential to play a
significant role in supporting low latency in autonomous driving, enabling intelli-
gent decision-making. In the case of brain–vehicle interfacing, a brain-controlled
vehicle is used, which is controlled by the human mind rather than physical
intervention. Although this type of vehicle is a futuristic idea, it has huge potential
to make people with disabilities more independent. Here the brain activity signals
are converted to motion commands further transported to the vehicle using
brain–computer interface [90]. Some of the other applications in transportation
systems, such as object detection, need the processing of images/videos captured
through vehicles’ cameras in real-time. These applications need high bandwidth
and ultrareliable and low latency communication mechanisms to make decisions
in real time. If the decisions are not taken in real time, it may lead to loss of lives or
property [513]. Vehicle-to-vehicle (V2V) communications can play an important
role in handling several prevalent issues in cities. In V2V communications, several
vehicles will be interconnected, and they can communicate with each other.
In case of traffic congestion or accidents, the vehicles in proximity to the locations
of the incidents can pass on this information to the other vehicles in the network
so that they can take alternate routes to avoid traffic congestion. The vehicles can
also pass on the information regarding the accidents to the nearby hospitals and
police stations for their necessary actions [514]. 6G plays a very important role
in the realization of the full potential of V2V communications, which can help
improve the traffic management and immediate response of emergency teams in
case of accidents.

15.4 6G for Smart Grid

The smart grid is one of the key technologies that can play a vital role in the
sustainable development of a smart city. A smart grid can be used to balance the
electricity distribution among household and industrial sectors, effective demand
response management, faulty lane detentions, load prediction can be managed



�

� �

�

15.4 6G for Smart Grid 205

effectively in a smart grid. A smart grid uses artificial intelligence and big data
analytics that can analyze electricity data generated from household appliances
and industrial sectors to extract the patterns that can be used for predictions.
Electricity blackouts also can be predicted and necessary preventive measures
can be taken by the electricity companies in a smart grid. A smart grid can also be
used to detect and prevent electricity thefts, address security issues, and predict
and prevent power outages [515]. Furthermore, a smart grid enables two-way
communication between the utility and the customers that can be used to sense
throughout the transmission lines. The smart grid comprises new equipment,
automation, controls, sensors, computers, and new technologies that collaborate
to effectively respond to the electricity demands of household and industry
customers [516].

The smart grid provides quality and diverse power supply, characterized by
interaction, automation, and informatization, to the customers in a secured and
efficient manner. IoT provides the core infrastructure for the smart grid. To enable
peer-to-peer energy trading, real-time asset supervision, sharing of data, manage-
ment of the electricity load, and other services in a smart grid, a robust, automated,
reliable, secured communication infrastructure is required [517]. To make the
smart grid more sustainable, the key is to manage and connect the remote devices
through smart meters [518]. The automated, high bandwidth, ultrareliable, and
low latency communication services provided by 6G networks can significantly
improve several real-time services provided by the smart grid, such as remote mon-
itoring and controlling of the energy sources and demand response automation. 6G
networks can also help in the wide deployment and coverage of smart meters in the
distributed network, which can help prevent blackouts and enable the self-healing
capabilities of smart grids. Some of the applications that require high-speed con-
nectivity such as video surveillance during natural calamities in real time,
predictive maintenance will also be benefited by future 6G networks [519].

The massive amount of data generated through constant connectivity and com-
munication in a smart grid can be dealt with by sophisticated AI/machine learning
(ML) techniques that can help in the decision-making process. These ML-based
techniques can assist in data collection and analyze the existing patterns in the
data that can be used to effectively and efficiently run the smart grid operations.
An ML-assisted 6G can solve some real-time issues in smart grids, such as pre-
dicting electricity consumption price, detecting the intruders in a smart grid, lane
maintenance, meeting the electricity demand requirements, and predicting stabil-
ity in a smart grid [520]. Another key enabling technology for a smart grid is IoT
sensors that can monitor, distribute, and control the flow of electricity. Some of
the use-cases for 6G-enabled smart grid are discussed below and summarized in
Figure 15.3.
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Figure 15.3 Illustration of 6G use-cases for smart grid.

● Stability Prediction for a Smart Grid: One of the key challenges in a smart grid
is maintaining the stability of the smart grid. The two important criteria in the
maintenance of stability in the smart grid are the following:
– having a reserve of battery storage for meeting the ever-changing electricity

demands,
– providing sufficient capacity for the stability of the voltage at each location

throughout the distribution lines.
Several issues, such as blackouts and power outages, may emerge due to the
instability of a smart grid, which may, in turn, lead to huge revenue losses in
various industries [521]. To predict the stability of a smart grid, the data gener-
ated from several sensors can be analyzed by ML algorithms. Early prediction of
smart grid stability enables the smart grid operators to take necessary preventive
actions [522].

● Energy Theft Detection in Smart Grid: The utilities are losing a great amount of
money every year because of energy thefts, which result in the increase of energy
prices for the consumers. Several approaches, such as tapping a line between
transformer and house and hacking/tampering of meters, are used by energy
thieves [523]. 6G-enabled smart grid can be effectively used to monitor the data
from the smart meters to enable effective training of AI/ML algorithms to mon-
itor and predict the energy thefts in real time [524].

● Line Maintenance in Smart Grid: Properly maintaining the infrastructure
improves the reliability of the smart grid. To prevent blackouts due to several
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issues, e.g. weather conditions and equipment failures, aging/deterioration
of power lines and transformers, have to be detected at early stages [525].
6G-enabled smart grids can effectively monitor and predict the aging of the
lines based on the real-time data and prediction.

15.5 6G for Supply Chain Management

Supply chain management plays a very important role in every industry. It
directly impacts the success and customer satisfaction of any organization. In the
past few years, international trade disputes and various natural disasters have
immensely disrupted supply chain management, wherein the consequences have
been expensive and catastrophic. These unwanted circumstances have largely
affected various company’s ability to deliver its product on time leading to poor
revenue generation and loss of brand name. To add to this, COVID-19 has further
added fuel to this unexpected setback in supply chain management wherein
all the major companies are experiencing supply chain disruptions. The supply
chain process, in general, is quite complex, and it involves active coordination
among various disbursed and commonly connected stakeholders in the supply
chain, namely the producers, the brokers, the transporters, the wholesalers, the
retailers, the consumers, and many more. Monitoring and controlling all the
people, processes, parts, and products in this supply chain management’s lifecycle
is extremely important to ensure efficiency and the establish a strong reputation.
The pandemic situation has tested the efficiency, resilience, and flexibility of all
the leading supply chain management systems across the globe and highlighted
the need for a transparent, agile, sustainable, robust, and digitally enabled
system.

The role of ICTs and 6G is huge in this regard which enables continuous
monitoring, assessment, and optimization of real-time data on all stakeholders
and products involved providing unprecedented visibility in the entire supply
chain process. Some applications of 6G for supply chain management in smart
cities (e.g. synchronized planning, data integration, dynamic fulfillment, data
analytics, faster delivery, and shipping management) are depicted in Figure 15.4.
For example, in the case of on-road asset tracking, the implementation of curbside
pickup, Buy Online, Pick in Store (BOPIS), smart lockers, and Direct to Consumer
(D2C) deliveries has become highly popular. In the case of perishable goods and
pharmaceutical items, the demand has risen due to the use of advanced cold
chain technologies. But all of these systems require on-road asset management
to ensure the quality of the devices. IoT in association with 6G technologies
has a huge role in this regard. The connected sensors collect a coherent stream
of real-time data providing information on the exact location of the item and
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Figure 15.4 Applications of 6G for supply chain management.

the time it would take to move between different locations in the supply chain
management’s life cycle, including the movement of the trucks.

6G wireless networks have huge potential to help faster data transmission and
ensure coverage of large locations during product tracking and data transmis-
sion on the same. The bottlenecks will be identified faster, allowing enough time
for contingency measures and planning an alternative route for expedited deliv-
ery. With the use of 6G-based IoT technology, supplier, manufacturers, and dis-
tribution centers would be able to send and receive goods much faster, reducing
handling time ensuring efficient processing of materials. With such huge data
collection being transmitted at high speed, delivery forecasts will become more
accurate for the vendors and consumers.

Moreover, 6G wireless networks also have the potential to contribute immensely
to cold chain monitoring. Goods such as pharmaceuticals and food items are often
perishable and need to be stored in ideal conditions. The use of smart cold chain
enables monitoring, locating, and addressing any issues much faster using IoT. To
be more specific, the environment sensors can track suitable conditions relevant
to temperature, humidity, air quality, light intensity, and various other factors that
impact the quality of such products inside the storage facility, cargo containers,
or the delivery vehicle. In case a threshold breach is identified, an alert is gener-
ated in real time for prompt mitigation to ensure the integrity of the product is
unharmed. 6G technology can help in this regard in transmitting the data faster
from various locations to ensure much more accelerated services are rendered in
minimum time. Warehouse errors are often expensive in case of the absence of an
effective inventory management system. Indoor wireless IoT solutions have been
extremely instrumental in the management of activities in warehouse manage-
ment systems [526].
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IoT in association with 6G technology can help in reducing manual labor and
human errors and increasing the processing speed to improve overall warehouse
efficiency. Moreover, connected sensors can help monitor the movement and use
of materials, products, and assets inside various facilities to ensure effective use of
materials, prevention of thefts reduction in search time, and avoid out-of-stock sit-
uations. Furthermore, the 6G technology can enable the connected sensors placed
on shelves to communicate stock levels much faster in real time to identify the
consumers’ usage patterns. This accelerated yet continuous transmission and feed-
back of data will streamline coordination between the logistics providers and ware-
house operations, ensuring space utility with utmost efficiency [527]. In the case
of fleet management, IoT sensor networks enabled with 6G can collect data rele-
vant to vehicle usage, speed, location, emission, and various others. The sensors
using 6G can transmit the key health and operational parameters pertinent to
tires, hydraulics, engine, and other components to ensure on-time or predictive
maintenance of the same. Telematic sensors can use 6G technology and transmit
information pinpointing underutilized machinery time and idle time to prevent
wastage of fuel allowing operators to make accurate and faster-informed decisions.
Similarly, unauthorized usage can also be detected to avoid thefts. 6G-enabled sen-
sors can also provide more accurate estimations pertinent to delivery time, thus
reducing unnecessary waiting time at destinations and enhancing the workflow
in the supply chain.

15.6 6G for Other Smart Scenarios

Communication infrastructure plays a vital role in some of the other smart city
applications, such as disaster management, smart healthcare, smart governance,
monitoring the movement of citizens during pandemics/epidemics, monitoring
citizens/sensitive structures/locations using drones/unmanned aerial vehicles, as
discussed below.

● Disaster Management: Disaster management includes taking necessary actions
during disasters, such as clearing the citizens in low-lying areas during
floods, tracking and monitoring the spread of fire in forests, providing the
necessary services to the people affected by cyclones/tornadoes. The govern-
ments/administration has to access the data in real time to take the necessary
actions/decisions to help the citizens who are affected by the disasters. Future
6G networks can help in drastically improving the disaster management in
smart cities.

● Smart Healthcare: Due to traffic conditions, several citizens avoid going to
the hospitals for their regular checkups. Transportation of the patients to the
hospitals in time during emergencies is also a challenge. Smart healthcare
can provide solutions to the problems mentioned above. In smart healthcare,
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doctors and other healthcare officials can regularly monitor the conditions of
patients through wearable devices. The patients also can be treated through
telemedicine/remote monitoring. 6G networks can tremendously improve
smart healthcare through its high bandwidth and ultrareliable and low latency
characteristics [76].

● Smart Governance: Smart governance is the process of utilizing modern
digital technologies and communication infrastructure by the governments/
administrations to provide sustainable and transparent services to the citizens.
Through smart governance, the citizens can effectively participate in admin-
istrating cities. Citizens can provide their feedback on several policies and
planning of cities. Even the industries can participate in the framing of policies
regarding the industries, and the government can continuously monitor the
industries to check whether they are adhering to several regulations like
pollution and waste disposal. 6G networks can play a vital role in providing the
required communication infrastructure to fully realize the potential of smart
governance.

● Tracing the Citizens During Pandemics: During pandemics and epidemics like
recent COVID-19, it is very important to continuously monitor and trace the cit-
izens to contain the spread of the virus. Technologies like IoT and drones can be
used to continuously monitor the citizens. To get real-time information regard-
ing the movement of citizens in real time so that the administration can take
necessary actions, 6G can play a vital role [528].

● Monitoring the Infrastructures Through Drones: Drones/Unmanned Aerial
Vehicles can be used effectively to monitor several key infrastructures and
locations to prevent crimes and terrorism by monitoring the movement of
citizens in sensitive areas. 6G communication infrastructure can play an
effective role in safeguarding the sensitive areas and protecting the citizens by
preventing burglaries [37].

In all the applications mentioned above, huge bandwidth requirements, along
with ultrareliable and low-latency communications, necessitates the need of 6G
for seamless smart services for making the life of the citizens comfortable, making
the cities more livable for its citizens, containing the spread of pandemics, limiting
the loss of lives and properties during disasters, and containing criminal activities.
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Industrial Automation

Industrial automation together with the advent of Industry 5.0 is envisaged to be
one of the key emerging 6G applications in the coming decade. After reading this
chapter, you should be able to

● Understand the network-level requirements to enable Industry 5.0, Collabora-
tive Robots, and Digital Twin.

● Understand the relevance of 6G networks for realization of Industrial
Automation.

● Understand the importance of 6G technologies for Industry 5.0.

16.1 Introduction

Vehicles, clothing, houses, and weapons have been designed and manufactured
by humans and/or with the help of animals in the past centuries. With the
emergence of Industry 1.0 in 1974, industrial production began to change signif-
icantly. Figure 16.1 shows an overview of the evolution of Industrial X .0 [529].
The development time for the first three revolutions was around 100 years, and
it took only 40 years to reach the fourth from the third. In 1800s, Industry 1.0
evolved through the development of mechanical production infrastructures for
water and steam-powered machines. There is a massive gain in the economy as
production capacity has increased. Industry 2.0 evolved in the year of 1870 with
the concept of electric power and assembly line production. Industry 2.0 focused
primarily on mass production and distribution of workloads, which increased
the productivity of manufacturing companies. Industry 3.0 evolved in 1969 with
the concept of electronics, partial automation, and information technologies.

6G Frontiers: Towards Future Wireless Systems, First Edition.
Chamitha de Alwis, Quoc-Viet Pham, and Madhusanka Liyanage.
© 2023 The Institute of Electrical and Electronics Engineers, Inc. Published 2023 by John Wiley & Sons, Inc.
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Figure 16.1 Illustration of industrial evolution.

Industry 4.0 evolved in 2011 with the concept of smart manufacturing for
the future. The main objective is to maximize productivity and achieve mass
production using emerging technologies [530, 531]. Industry 5.0 is a future
evolution designed to use the creativity of human experts working together with
efficient, intelligent, and accurate machines [532].

16.1.1.1 Motivations Behind the Evolution of Industry 5.0
Industry 4.0 standard has revolutionized the manufacturing sector by integrating
several technologies, such as artificial intelligence (AI), the Internet of Things
(IoT), cloud computing, cyber physical systems (CPSs), and cognitive computing.
The main principle behind Industry 4.0 is to make the manufacturing industry
“smart” by interconnecting machines, devices that can control each other
throughout the life cycle [129, 533–535]. In Industry 4.0, the main priority is
process automation, thereby reducing the intervention of humans in the manu-
facturing process [536, 537]. Industry 4.0 focuses on improving mass productivity
and performance through the provision of intelligence between devices and
applications using Machine Learning (ML) [538–540]. Industry 5.0 is currently
conceptualized to leverage the unique creativity of human experts to collaborate
with powerful, smart, and accurate machinery. Many technical visionaries
believe that Industry 5.0 will bring back the human touch to the manufacturing
industry [349]. It is expected that Industry 5.0 merges the high speed and accurate
machines and critical, cognitive thinking of humans. Mass personalization is
another important contribution of Industry 5.0, wherein the customers can
prefer personalized and customized products according to their taste and needs.
Industry 5.0 will significantly increase manufacturing efficiency and create
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versatility between humans and machines, enabling responsibility for interaction
and constant monitoring. The collaboration between humans and machines aims
to increase production at a rapid pace. Industry 5.0 can enhance the quality of the
production by assigning repetitive and monotonous tasks to the robots/machines
and the tasks which need critical thinking to the humans (Figure 16.2).

Industry 5.0 promotes more skilled jobs compared to Industry 4.0 since intel-
lectual professionals work with machines. Industry 5.0 focuses mainly on mass
customization, where humans will be guiding robots. In Industry 4.0, robots
are already actively engaged in large-scale production, whereas Industry 5.0
is primarily designed to enhance customer satisfaction. Industry 4.0 focuses
on CPS connectivity, while Industry 5.0 links to Industry 4.0 applications and
establishes a relationship between collaborative robots (cobots). Another inter-
esting benefit of Industry 5.0 is the provision of greener solutions compared to
the existing industrial transformations, neither of which focuses on protecting
the natural environment [541]. Industry 5.0 uses predictive analytics and oper-
ating intelligence to create models that aim at making more accurate and less
unstable decisions. In Industry 5.0, the majority of the production process will
be automated, as real-time data will be obtained from machines in combination
with highly equipped specialists.
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16.2 Background of Industry 5.0

The first industrial revolution has started in 1780 by generating mechanical
power from different sources, followed by electrical energy utilization for
assembly lines. Information technology has been employed to automate activ-
ities in the production industry. For example, the fourth industrial revolution
utilized IoT and cloud to connect the virtual and physical space, later named
CPS [542, 543]. Though standard 4.0 changed the manufacturing industry, the
process optimization ignored the human resources resulting in unemployment.
Therefore, the industry pioneers are looking forward to the next revolution where
both human intelligence and machines will be integrated for a better solution.
The fourth industrial revolution aimed at transforming the manufacturing
agents into CPS from complete physical systems through effective integration of
business processes and production. This includes integrating all the entities in the
manufacturing industry’s supply chain, right from suppliers to production lines
to end-users using IoT [544]. Industry 4.0 uses CPS to communicate with all the
entities through the IoT network. As a result, the significant data accumulation is
stored in a cloud environment for effective processing. Industry 4.0 uses technol-
ogy concepts such as CPS, IoT, AI, Robotics, cloud computing, edge computing,
big data analytics, ambient intelligence, virtual reality, and cybersecurity to
achieve its central theme of Smart Manufacturing [545, 546]. Industry 4.0 has
reduced production, logistics, and quality management costs with increased mass
production. Although Industry 4.0 has improved the manufacturing cost, it has
ignored the human cost through process optimization. This inadvertently leads
to the backward push of employment and will raise resistance from labor unions
thereby affecting the full adoption of Industry 4.0 [541]. Industry 5.0 is expected
to solve this issue through increased participation of humans.

With the rapid increase in environmental pollution from Industry 2.0, the
manufacturing industry is focused on taking adverse effects to manage waste
effectively and reduce its impacts on the ecosystem. Industry 4.0 does not ensure
any environmental protection. So the need for a technological solution to provide
pollution-free manufacturing processes has led to the next industrial revolu-
tion [547, 548]. Industry 5.0 ensures the sustainability of civilization by reducing
waste generation through bioeconomy leading to a pollution-free environment.
The fifth industrial revolution has focused on intelligent manufacturing by
bringing back human intelligence to the production floor by enabling the robots
to share and collaborate with humans. The Industry 5.0 has brought back the
humans to cowork with machines (robots) on factory floors, thus utilizing human
intelligence and creativity for intelligent processes [349]. Humans will share
and collaborate with the cobots without fear of job insecurity, thus resulting in
value-added services. This section provides definitions, features, and state of arts
of Industry 5.0.
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16.2.1 Definitions

As Industry 5.0 is yet to evolve to the fullest, and various industry practitioners
and researchers have provided various definitions. Some of the definitions are
discussed here.

Definition 1: Industry 5.0 is a first industrial evolution led by the human
based on the 6R (Recognize, Reconsider, Realize, Reduce, Reuse, and Recycle)
principles of industrial upcycling, a systematic waste prevention technique and
logistics efficiency design to valuate life standard, innovative creations, and pro-
duce high-quality custom products [549] by Michael Rada, founder and Leader,
Industry 5.0.

Definition 2: Industry 5.0 brings back the human workforce to the factory,
where human and machine are paired to increase the process efficiency by utiliz-
ing the human brainpower and creativity through the integration of workflows
with intelligent systems [349].

Definition 3: European Economic and Social committee states that the new
revolutionary wave, Industry 5.0, integrates the swerving strengths of cyber-
physical production systems (CPPS) and human intelligence to create synergetic
factories [550]. Furthermore, to address the manpower weakening by Indus-
try 4.0, the policymakers are looking for innovative, ethical, and human-centred
design.

Definition 4: Friedman and Hendry suggest that Industry 5.0 compels the var-
ious industry practitioners, information technologists, and philosophers to focus
on the consideration of human factors with the technologies in the industrial
systems [551].

Definition 5: Industry 5.0 is the age of Social Smart factory where cobots
communicate with the humans [552]. Social Smart Factory uses enterprise social
networks for enabling seamless communication between human and CPPS
components.

Definition 6: Industry 5.0, a symmetrical innovation and the next-generation
global governance, is an incremental advancement of Industry 4.0 (asymmetrical
innovation). It aims to design orthogonal safe exits by segregating the hypercon-
nected automation systems for manufacturing and production [553].

Definition 7: Industry 5.0 is a human-centric design solution where the ideal
human companion and cobots collaborate with human resources to enable per-
sonalizable autonomous manufacturing through enterprise social networks. This,
in turn, enables human and machine to work hand in hand. Cobots are not pro-
grammable machines, but they can sense and understand the human presence. In
this context, the cobots will be used for repetitive tasks and labor-intensive work,
whereas human will take care of customization and critical thinking (thinking out
of the box).
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16.2.2 Additional Features of Industry 5.0

Industry 5.0 is the enhanced version of the fourth industrial revolution. The added
features of Industry 5.0 are discussed in this subsection.

16.2.2.1 Smart Additive Manufacturing
The most popular cost-effective approach for current manufacturing industries,
which support producers to execute development plans, reduce pollution and
resource utilization throughout the development lifecyle, is sustainable man-
ufacturing [554]. Additive manufacturing is the sustainable approach adopted
for industrial production, which builds the product part layer by layer instead
of a solid block, thereby developing lighter but more robust parts one layer
by layer. It adds up material layer by layer on the 3D objects. Smart additive
manufacturing (SAM) applies AI algorithms, computer vision to add more
accuracy and better graphical representation of product design in 3D printing.
Now, 5D printing, a new subset of additive manufacturing, is employed for better
compositions. The recent enterprises and researchers are focusing on deploying
smart manufacturing products in their research and industrial domains. With
the recent advancement of technologies such as AI, IoT, Cloud computing, Big
Data, CPS, 5G, digital twin (DT), edge computing (EC), and manufacturing,
smart empowering technologies are becoming popular and remarkably strength-
ened the development of smart manufacturing. Sustainability, profitability, and
productivity are the main advantages of smart manufacturing industry. From
the last decade, SAM has become emerging technology in smart manufacturing
domain [555]. One of the prominent features of Industry 5.0 is additive man-
ufacturing referred to as 3D printing which is applied to make manufacturing
products more sustainable. Additive manufacturing in Industry 4.0 focused
on customer satisfaction by including benefits in products and other services.
It also facilitates transparency, interoperability, automation, and practicable
insights [556]. SAM defines the various processes in which the component to
be manufactured is developed by adding materials, and the development is
executed in various layers. SAM has capability to save energy resources, helps
to reduce material and resource consumption which leads to pollution-free
environmental production. To obtain the complete benefits of Industry 5.0, SAM
is merged with integrated automation capability to streamline the processes
involved in supply chain management (SCM) and reduces the delivery time of the
products.

16.2.2.2 Predictive Maintenance
As the economy of the world is moving toward globalization, the industries
are facing many challenges. This is forcing the manufacturing units move to
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upcoming transformation such as predictive maintenance (PdM). To enhance
the productivity and efficiency, the manufacturers started utilizing evolving
technologies, such as CPS approaches and advanced analytical methods [557].
Transparency is the capability of industry to uncover and assess the uncertainties
in order to estimate the manufacturing ability and availability. Basically, most of
the manufacturing schemes assume the availability of equipment continuously.
However, it never practically happens in the real industries. Thus, the manufac-
turing units should transform themselves to the PdM to acquire transparency.
This transformation needs application of state-of-the-art prediction tools in which
the data are processed to information systematically and defines the uncertainties
to allow the manpower in taking smart decisions. The implementation of IoT
provides the basic framework for PdM with the utilization of smart machines
and smart sensor networks. Enabling self-conscious capability for systems
and machines is the main goal of PdM. Smart computational agent is the key
technology for PdM which includes smart software to provide functionalities for
predictive modeling. In Industry 5.0, PdM helps to perform maintenance activity
for avoiding problems instead of performing planned and scheduled maintenance
and when a problem arises [558].

16.2.2.3 Hyper-Customization
Industry 4.0 targeted linking machines, created intelligent supply chains,
promoted the production of smart products, and isolated the manpower from
automated industries. But Industry 4.0 has failed to manage the growing demand
for customization, whereas Industry 5.0 does it using hyper-customization. Hyper-
customization is a personalized marketing strategy which applies cutting-edge
technologies such as AI, ML, cognitive systems, and computer vision to real-time
data in order to provide more specific product, service, and content to every
customer. The integration of human intelligence with robots helps manufacturers
to customize the products in bulk. In order to achieve this, many variants of the
functional material is shared with other personnel with the motive of customizing
the product with different variants for customers choice. Industry 4.0 aimed at
huge production with low wastage and maximum efficiency, whereas Industry 5.0
aims at mass customization with minimum cost and maximum accuracy. The col-
laboration between manpower and robots along with cognitive systems enable
the industries to coordinate the processes in the manufacturing to implement
the customer needs and market changes. The first step in hyper-personalization
is transition to agile manufacturing process and supply chain. This also needs
human intervention, production team, and customer preferences. Also, the
applicability of hyper-customization depends strongly on the cost-effectiveness of
the developed products [559].
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16.2.2.4 Cyber Physical Cognitive Systems
Due to the advancement of technologies such as smart wearable devices, IoT,
cloud computing and big data analytics, CPS has become popular nowadays.
The fourth industrial revolution has transformed the manufacturing process
from complete manual systems to CPS [560, 561]. The framework for Industry
4.0 is established on the communication between CPS with the help of IoT.
Cloud technology is used for huge amount of efficient, secure data storage and
exchange [562]. Also, cognitive methods are used in several applications such as
surveillance, industrial automation, smart grid, vehicular networks, and envi-
ronment monitoring to increase the performance of the system and thus called
as cyber physical cognitive system (CPCS) [563, 564]. Cognitive capabilities such
as observe/study the environment and take actions accordingly are contained
in the nodes of CPCS. Learning and knowledge are the primary components
of decision-making in CPCS. The CPCS has been introduced for human robot
collaborative (HRC) manufacturing. The HRC executes the assembly of com-
ponents in manufacturing division in collaboration with a robot and human.
The integration of machine–human cognition is modeled and applied for this
collaboration work in real time. The fifth industrial revolution confined the merits
of fourth industrial revolution and brings back the human labor for production.
The fifth revolution facilitates the robots and skilled labor to work together in
order to produce customized products and services in Industry 5.0 [565].

16.3 Applications in Industry 5.0

This section discusses some of the potential applications of Industry 5.0.

16.3.1 Cloud Manufacturing

Cloud manufacturing is a novel way to revolutionize the traditional manufac-
turing paradigm in to an advanced manufacturing process by integrating latest
technologies such as cloud and EC, IoT, virtualization, and service-oriented
technologies. In a cloud manufacturing process, multinational stakeholders will
collaborate together to operate efficient and low-cost manufacturing process.
The distinguishing features of cloud manufacturing include reliability, high
quality, cost-effectiveness, and on-demand capabilities. In addition, it has pos-
itive impact on environment as cloud manufacturing can eliminate the long
haul delivery requirements of raw materials for the manufacturing process.
Moreover, cloud manufacturing is leading advanced manufacturing models
such as additive manufacturing and manufacturing grid as well. Figure 16.3
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Figure 16.3 The cloud manufacturing ecosystem.

illustrates the multinational collaborative nature of typical cloud manufacturing
ecosystem.

Cloud manufacturing allows the designers to protect their intellectual compo-
nents such as design files of manufacturing items by storing in the cloud with
robust access control and utilize the manufacturing resources dispersed across
different geographical regions [566]. In this manner, the designers are allowed
to place their manufacturing plants closer to the raw material and also countries
where manufacturing cost is cheaper. Here, the control of the machines in the
plant and the operations of the manufacturing life cycle, such as service composi-
tion [567] and scheduling [568] are handled by the cloud. The working condition
information of the manufacturing process can be collected via IoT sensors and
analyzed in the cloud [569]. Li et al. [570] and Tao et al. [571] presented how
cloud manufacturing can be deployed as a service-oriented manufacturing model.
Xu et al. [350] explained the potential business models in cloud manufacturing,
including pay-as-you-go business model.

With Industry 5.0, the next generation of cloud manufacturing systems is
expected to cater to different and complex requirements in the engineering,
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production, and logistics contexts. The technological evolution of AI/ML
technologies, EC features, and 5G-based telecommunication networks open
up different avenues to expand the capabilities of future cloud manufacturing
systems exponentially.

16.3.2 Digital Twins

A digital replication of a physical system or an object is called a DT. Real-world
objects such as wind farms, factories, jet engines, buildings, or even larger systems
such as smart cities can be represented digitally through DT [572]. Even though
the concept of DT has been proposed in 2002, it has become a reality only in the last
few years due to the surge of IoT. IoT made DT cost-effective thus making it acces-
sible and affordable for many industries [573]. Through IoT devices, the data from
the physical objects are fed to their digital counterpart for simulation. This map-
ping of real-time objects/systems digitally through DT makes it possible to analyze,
monitor the digital version, and prevent the problems before they occur in the real
world. The rapid advancement of AI, ML, and big data analytics has enabled DT
to reduce maintenance costs and improve performance of system [574].

In Industry 5.0, DT can offer significant value for the development of cus-
tomized products on the market, enhanced business functions, reduced defects,
and rapidly growing innovative business models to achieve profits. The DT
can enable Industry 5.0 to overcome technical issues by identifying them at a
faster speed, identifying items that can be reconfigured or renewed on the basis
of their productivity, making predictions at a higher accuracy rate, predicting
future errors, and avoiding huge financial losses. This type of smart architecture
design enables organizations to realize economic advantages successively and
more quickly than ever before. In Industry 5.0, DT can be used to generate
simulation models, access real-time computational data so that companies can
remotely modify and update physical objects [575]. In Industry 5.0, DT is used
for customization that can improve the user’s experience of their product needs,
a purchasing process that enables clients to build virtual environments to see the
results.

16.3.3 Cobots (Collaborative Robots)

Recent trends in automation and robotics have made it increasingly important
for people to work with robots. Due to the massive rapid changes in AI, smart
technology, it is clear that all devices with computational capabilities have
become more intelligent and have introduced a new technology called cobots.
Collaborative robots are robots designed to work collaboratively with humans,
and this collaboration helps to make human capabilities more efficient, extremely
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easy to automate for individuals and small businesses than ever before. The
first cobots were developed by professor Edward Colgate and Michael Peshkin
of Northwestern University in 1996 [576]. The first generation of cobots did
not have motors and was also very passive in operation and had brakes during
operation. Although today’s cobots are very different from traditional industrial
robots that have the ability to work with humans without enclosures. Cobots
are usually embedded with sensors and are highly responsive to the detection of
unpredictable impact, which gives them the ability to stop spontaneously when
human workers detect any misplaced objects in their path. This tends to make
them extremely reliable when it comes to safety at work compared to standard
industrial robots [577].

Robots are extremely good in the manufacturing process of high-volume
products and are much more compatible than humans. In comparison to human
beings, robots are inefficient in critical thinking. Customization or personalizing
of products may be a major challenge where robots require guidance. Managing
human connections within production processes is therefore crucial. Cobots
can offer significant value in Industry 5.0. Working with humans, robots can
achieve their intended goal, thereby helping to deliver mass customized and
personalized products to customers with high speed and accuracy. Personalizing
of cobots can take many forms throughout Industry 5.0 by providing medical
treatments, smart applications that efficiently summarize a patient’s healthy life,
and medical requirements to create a fully customized health fitness routine
[577]. Surgery is one of the applications of cobots where a highly qualified doctor
and a robotic assistant work together to perform surgery. Medical centers already
enjoy the medical benefits of collaborative robotic-supported industrial processes.
The Davinci surgical system is an innovation in cobot technology as it enhances
the operating capability of surgeons in the operation theater. Davinci cobot is
widely used in urology and gynecology surgeries, as well as in other surgeries. The
role of cobots in Industry 5.0 is used to increase productivity and helps to build a
new relationship between humans and machines. In Industry 5.0 applications,
cobots help to improve safety and performance while at the same time facilitating
more interesting responsibilities for human workers and increasing productivity
growth [578]. Industries must realize that cobots offer not only the ability to
improve business performance but also the potential to reduce rising labor costs
in highly competitive markets.

16.3.4 Supply Chain Management

Disruptive technologies that enable Industry 5.0 such as DT, cobots, 5G, and
beyond, ML, IoT, EC, are aligned with the smartness, and innovation of humans
can help the industries in meeting the demand and delivering the personalized
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and customized products at a faster pace [579]. This helps SCM in integrating
mass customization, which is a key concept in Industry 5.0, into their production
systems.

DT can be used to create a digital replica of the SCM that consists of ware-
houses, inventory positions, assets, and logistics. The DT encapsulates factories,
suppliers, contract manufacturers, factories, transportation lanes, distribution
facilities, and customer locations. DT supports in the entire life cycle of the
SCM, right from the design phase, to the construction and commissioning, to
the operations [580, 581]. Through simulating the real-time SCM systems, DT
can sense the real-world data through IoT sensors. ML, big data, etc., and can
use these data to predict the difficulties faced during several phases of SCM. The
industries can hence take preemptive corrective measures to minimize the losses
and errors during several phases of SCM and can help in delivering customized
products to the customers in quick amount of time [582]. With DT, businesses can
evaluate the complex interconnected trade-offs in capacity, service, inventory, and
total landed cost. DT can also help industries in increasing their margins, reduce
operational costs during several phases of the SCM. Some of the state-of-the-art
works that present DT as a solution for SCM are discussed below.

Cobots can play a very important role in SCM. Tasks which are routine/
dangerous, such as packaging, routine quality checks, carrying of heavy goods,
that humans hesitate to do can be performed by robots, whereas the expertise
of the humans can be used in more complex jobs in the SCM life cycle [577].
Cobots can be used in applications throughout the life cylce of SCM, such as
material handling, assembly of the materials, packing, performing quality checks,
transportation, delivery of the products to the customers, and picking the return
of the products from the customers. Through cobots, the SCM industries can
reduce their total cost of ownership. Hence, cobots streamline all the processes
in SCM, such as systematic inventory management, tracking of stocks, order
fulfillment, and return of the products [583].

16.3.5 Manufacturing/Production

It is generally acknowledged that in past technological revolutions, the intro-
duction of robotics and automation brought about paradigm changes in
the manufacturing industry globally. Robots have historically done risky,
monotonous, or physically demanding work in manufacturing settings, such
as welding and painting in car factories and loading and unloading heavy
consignments in warehouses [584]. Industry 5.0 is aimed at combining these
cognitive computing skills with human intelligence and resourcefulness in
collaborative operations as machines in the workplace grow smarter and more
connected. It is therefore conceivable that the fifth industrial revolution will bring
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Figure 16.4 Industry 5.0 Technologies.

shifts in norms and make fundamental changes in our approach to industry and
manufacturing (Figure 16.4).

16.4 Role of 6G in Industry 5.0

In the future, 6G can offer significant value-added services to Industry 5.0.
Radio infrastructure with a very dense chain of thousands or millions of sen-
sors, hardware elements, and robots is a challenge. With the vigorous growth
of smart infrastructure and potential applications with current networks (e.g.
4G and 5G networks), it will not be possible to meet rapidly increasing band-
width requirements. The use of 6G and beyond in the Industry 5.0 revolution
makes it possible to deliver better latency, support high-quality services, as well
as extensive IoT infrastructure, and integrated AI capabilities [25]. In Industry
5.0 applications, 6G networks help improve application performance efficiently
and effectively by providing smart spectrum management, AI-powered mobile
EC, and smart mobility [14, 59]. For Industry 5.0 applications, 6G networks are
expected to meet the standards of an intelligent information society that can
deliver ultra-high data rates, ultra-low latency, ultra-high reliability, high-energy
efficiency, traffic capacity, etc. Mobility and handover management are the most
significant challenges for 6G networks in Industry 5.0. The 6G networks will be
large-scale, highly dynamic, multilayer networks that lead to frequent handovers
[76, 585]. AI techniques can be used to obtain optimal mobility predictions
and optimal handover solutions to ensure efficient connectivity [90]. The greatest
challenge for Industry 5.0 applications is to provide a high data rate for different
applications. Quantum communication and free-space optical communication
in 6G can fix these issues. In Industry 5.0 applications, a large number of smart
devices are connected and an excess amount of energy is consumed therefore
energy management is a critical challenge in Industry 5.0. 6G networks optimize
energy management through the use of advanced energy consumption strategies
and energy harvesting methods.
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16.4.1 Internet of Everything

Internet of Everything (IoE) is an interconnected link between people, processes,
information, and things [586, 587]. IoE can provide significant value for the
establishment of new opportunities for Industry 5.0 applications [588]. IoE’s
advancements in Industry 5.0 can create new functionalities, provide better
experience, and expected benefits for industries and nations. The role of IoE in
Industry 5.0 enhancing customer loyalty and delight, building customization
experience based on IoE-generated data. The use of IoE in Industry 5.0 provides
an opportunity to minimize operating costs by eliminating bottlenecks on com-
munication channels and reduces latency. Supply Chain and Logistics Efficiency
is a challenging issue for Industry 5.0. IoE to minimize supply chain waste
and optimize production processes. Due to the immense development of IoE,
information sharing between humans takes place in wireless mode, essentially
with the help of wireless sensors. For example, in the Internet of medical things,
sensors are fixed to the patient. These sensors detect abnormalities in patients
and transmit the sensed data to the doctor or nurse concerned. The physicians
will take appropriate steps on the basis of the information obtained.

16.4.1.1 Big Data Analytics
Big data have recently become a major focus of discussion in both industry and
academia [589–591]. It represents a large and diverse set of data collected from all
types of sources. Many data analysis techniques include Big Data technologies,
such as ML, AI, social networking, data mining, data fusion, and so on [592, 593].
Big Data Analytics tends to play an important role in the field of Industry 5.0.
In Industry 5.0, some companies can use Big Data Analytics to better understand
consumer behavior in order to optimize product prices, focus on improving
production efficiency, and help reduce overhead costs [594]. Understanding the
current behavior of the user, social relations and human behavior rules are a criti-
cal challenge. Big Data Analytics is used by certain companies, such as Facebook,
Twitter, and Linkedin, which can help to promote products and increase sales on
the basis of consumer satisfaction. Data infusion, massive customized manufac-
turing processes, and smart automation in the production process are essential
for the resolution of the Industry 5.0 ecosystem. Big Data Analytics can be used to
make real-time decisions to enhance the competitive advantage of industries, with
a focus on providing recommendations on predictive discoveries for major events
in Industry 5.0 applications. In Industry 5.0, Big Data Analytics helps with mass
customization processes with zero-fail integration with the available resources
[595]. Real-time analytical data shared with smart systems and data centers helps
manufacturers to produce and handle high-data volumes. Continuous process
improvement is another critical challenge in Industry 5.0, which often requires
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the collection of detailed information on the entire manufacturing cycle. Big Data
Analytics techniques are used to recognize and eliminate nonessentialities to
maximize predictability and explore new possibilities.

16.4.1.2 Blockchain
Blockchain technology can offer significant value additions in future Industry
5.0. Centralized management of a large number of heterogeneous connected
devices in Industry 5.0 is a critical challenge. Blockchain can be used to design
decentralized and distributed management platforms by enabling distributed
trust [596]. Blockchain-enabled secure peer-to-peer communications offer an
immutable ledger to keep records [489, 597, 598]. Moreover, the immutable ledger
supports operational transparency and accountability for the significant events
in Industry 5.0 applications. Especially, transparency is important for the dispute
resolution in Industry 5.0 ecosystem [599]. The smart contracts can be used
for security enforcement, such as authentication as well as automated service-
oriented actions of the future Industry 5.0 applications. Also, a higher level of
protection for data and transactions can be offered by using a compartmentalized
and distributed approach using blockchains [600, 601]. Data receiving and
gathering [602] can also be enabled via blockchain.

Blockchain can be used to create digital identities for different people and enti-
ties in Industry 5.0 for efficient subscriber management. It is needed for access
control and authenticating the stakeholders in any industrial activities over a pub-
lic network [600]. Moreover, these digital identities can be further expanded to
manage properties, possessions, objects, and also services. Blockchain technol-
ogy can also be used to register intellectual property (IP) rights and to catalog
and store original work [603]. Blockchains and smart contracts can also help to
automate the contracting process by automating the agreement processes between
different stakeholders. Moreover, blockchain-powered cloud manufacturing facil-
itates machine-level connection and data sharing based on blockchain technology
[604, 605].

16.4.2 Edge Computing

The rapid growth of the IoT and the provision of numerous cloud services have
introduced a new conceptualization, EC, which enables data processing at the
network edge. EC can offer significant value not only in the future Industry 5.0
but also in the transition to Industry 4.0. EC is capable of meeting expectations
related to latency costs, battery life constraints, response time requirements, data
protection, and privacy [71, 606]. EC minimizes communication overhead and
guarantees that applications are productive in remote areas. Additionally, EC has
the ability to process data without passing it to the public cloud, thus helping to
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minimize security issues for the significant events in Industry 5.0. EC can perform
some useful operations such as data processing, cache coherency, computing
offloading, transferring, and delivering requests [489]. With all these network
operations, the edge must be designed efficiently to ensure security, reliability,
and privacy. For Industry 5.0 applications, EC ensures low latency, data security
and privacy and delivers efficient services to the end users [71]. EC provides
real-time communications for next-generation Industrial 5.0 applications such
as UAVs, autonomous vehicles [607], and remote patient monitoring. EC enables
Industry 5.0 to use more accessible, standard hardware and software resources
to access and exchange information related to their industrial sectors. In order
to manage huge data, industries are trying to access data from local servers on a
regular basis. One of the challenges of analyzing all these machines is that the
amount of raw data is too large to be assessed efficiently. EC enables Industry
5.0 to filter data by minimizing the volume of data sent to a centralized server.
In Industry 5.0, EC allows preventive analytics, which enable the preemptive
detection of machine failure and mitigates this by enabling the manpower to
make wise decisions.

16.4.2.1 Other Enabling Technologies
In addition, some of the existing technologies such as Network Slicing (NS),
eXtended Reality (XR), and Private Mobile Network (PMN) play a vital role in
enabling Industry 5.0 and its applications.

NS concept allows enabling multiple virtualized networks on top of a single
physical network infrastructure. It slices physical network resources across these
virtualized networks [213]. Each virtualized network can be optimized and tai-
lored to satisfy the requirements of different vertical applications. In this aspect,
NS plays a vital role in enabling different Industry 4.0 applications [10, 292] and
will be important in Industry 5.0 as well. Since Industry 5.0 supports a diverse set
of applications, one physical infrastructure will not be capable of fulfilling het-
erogeneous network requirements. NS can offer different virtualized networks
cost-effectively. In [608, 609] and [610], authors present a way of using NS for
self-organization, flexibility, and optimal network resources utilization for net-
work monitoring in industrial internet of things (IIoT) networks. In the future,
advanced slicing techniques such as federated slicing, hierarchical slicing, and
zero-touch slice automation can play an effective role in the realization of Industry
5.0 applications [292, 611].

XR is an another emerging technology which is used in many application
domains [340]. XR can improve human–machine interactions by combining
virtual and physical worlds [59]. XR is representing a mixture of Virtual Reality
(VR), Augmented Reality, and Mixed Reality (MR) technologies [612]. XR
technologies will play a vital role in enabling different Industry 5.0 applications.
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XR technologies are already being used in Industry 5.0-related applications
such as remote assistance [484, 613], assembly line monitoring [614], health
education/training [615], remote healthcare [616], indoor and localized out-
door navigation [617–619], driver/pilot training [620, 621], maintenance
[622], drone/UAV pilot training [623], and education [624]. Zero touch net-
working, edge computing, high capable devices, enhanced communication
technologies, and high precision computation capabilities will be important for
the further development of XR technologies toward Industry 5.0 applications
[625, 626].

The introduction of the network softwarization concept in 5G has elimi-
nated the requirement of dedicated, expensive, and vendor-specific hardware
equipment to build mobile networks. Thus, network softwarization enables
the possibility to deploy local or private mobile networks [627]. Contrary to
the traditional country-wide Mobile Network Operators (MNOs), PMNs are
deployed to deliver localized, use case-specific network services. With 5G, Local
5G Operators (L5GOs) can be used in several Industry 5.0 applications such as
factories [628, 629], hospitals [630, 631], schools, and universities [632] to deliver
location-specific connectivity solutions. The integration of NS, AI, and blockchain
technologies would optimize the deployment of PMNs for Industry 5.0 realization
[356, 633]. Moreover, regulation, management, and leasing of spectrum for PMNs
should also be studied further for cost-efficient deployment and wide adaptation
for Industry 5.0 deployments [634].
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Wild Applications

The advent of 6G is also expected to give rise to a number of futuristic applications,
which are referred to as wild applications in this chapter. After reading this
chapter, you should be able to

● Understand the nature of futuristic 6G applications.
● Understand the research challenges in future 6G applications.

17.1 Introduction

Communication is vitally paramount to everyone or things, while they are
dispersed. The 6G communication is not just the evolutionary advancement of
past generations of communication, but it is setting a big steppingstone for the
futuristic applications that will go beyond the imaginations. 6G has a tremendous
potential and vision that can push new industries, applications, and businesses
through connecting earth-to-space, space-to-space (or deep space network),
space-to-deep sea, and so on. Hence, in next two decade or so, 6G will not
only provide global seamless connectivity, but it will also establish the vision to
connect the whole universe. This chapter explores three visionary applications of
6G, namely, metaverse, space communication, and deep-sea tourism.

17.2 Metaverse

Present developments of mobile communication networks have enabled many
mixed reality applications ranging from video conferencing to remote-operations
[635]. However, metaverse aims to be much more immersive and interactive to
enable users experience their presence in a “metaverse” in real-time. The concept

6G Frontiers: Towards Future Wireless Systems, First Edition.
Chamitha de Alwis, Quoc-Viet Pham, and Madhusanka Liyanage.
© 2023 The Institute of Electrical and Electronics Engineers, Inc. Published 2023 by John Wiley & Sons, Inc.
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Figure 17.1 The Metaverse Concept.

of the “metaverse” is illustrated in Figure 17.1. Emerging technologies, such
as natural language processing, machine vision, blockchain, ultrareliable and
ultralow latency communication, digital twins, brain–computer interfaces,
and edge artificial intelligence (AI) are considered to be the key enablers of
metaverse [636].

The concept of metaverse refers to a universal virtual environment parallel to
the physical world to facilitate realistic interactions. This concept was initially
discussed in 1992 from the book “Snow Crash” [637]. The metaverse consists of
characters named as “Avatars.” These avatars can act as real human beings and
sometimes go even beyond the capacity of humans in the physical world. In the
present context, metaverse is considered to be a blend of real and virtual worlds,
enabled through the advents of extended reality (XR), telecommunication, and AI
technologies [638].

6G is expected to accelerate the growth of metaverse. The ultrahigh data rates in
the Tbps range, extremely low latency, and extreme reliability and availability will
enabled through 6G communication networks will facilitate the communication
requirements of metaverse applications. Edge AI facilitates powerful processing
capabilities with extremely low latency for AI-based XR applications to render
graphics with ultrahigh resolution.

These technologies will enable the rendering of realistic 3D environments uti-
lizing large number of sensors connected through the 6G network. Furthermore,
the 6G network will handle billions of real-time connections to facilitate a smooth
user experience in the virtual world.
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The metaverse development is expected to have three development stages [638]:

● Development of digital twins of physical entities and infrastructure, matching
the ones in the physical world.

● Moving people in the digital world as digital natives in the form of avatars.
● The dawn of a virtual world that will coexist with the physical world in a sus-

tainable fashion.

The metaverse is expected to be sustainable through having its own ecosystem
with many products and services, ownership, trading, and its own economy with
metaverse commerce and economic governance [638]. This will pave the path for a
new way of interactions between human beings in new dimensions. For instance,
XR together with gestures, haptics, and brain–computer interface (BCI) will bring
human emotions, sensations, and actions to the virtual world while also facilitat-
ing novel means of content creation [639].

17.3 Deep-Sea Explorations

Deep-sea explorations involve the investigating the bed of the ocean for research,
commercial, or entertainment purposes. Until now, mankind has amply discov-
ered a small portion of the world’s deep oceans. However, ocean depths remain
to be largely undiscovered and unexplored, where endless species are also yet
to be discovered. Hence, the popularity of exploring the seabeds is on the rise.
Furthermore, a new era of deep-sea explorations is dawning where industries are
already interested in exploring business opportunities. Few of underwater tour
companies (e.g. Blue Marble Private, OceanGate), have started deep dives tour,
i.e. the Titanic, to explore the shipwreck [640, 641]. It will open several futuristic
use-cases, exploring the twilight zone under the seabed, tracking sea creature, etc.
To this end, with the increasing number of activities, there is need for maritime
ultra-reliable and high-speed communications to connect devices, ships, and indi-
viduals on the water and/or underwater. These devices or vessels would exchange
huge amount of digital data including voices, texts, and video streaming, from ship
to ship and to shore. Maritime communication still depends on heterogeneous
devices such as sensors and drones, and traditional communication technologies,
including 2G/3G and satellite networks.

Maritime communication networks utilize Global Maritime Distress and Safety
System (GMDSS). This works with high frequency and low bandwidth with lim-
ited data rates. Legacy networks also cannot establish communication between
underwater nodes and on-shore nodes due to the significant signal attenuation in
water. On the other hand, sonar signals transmitted by underwater devices reflect
away from the surface without being able to break through. Therefore, existing
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communication technologies, on their own, cannot provide long-haul and stable
channels between off-shore nodes, such as maritime vessels and maritime sensors
and on-shore nodes. Satellite communication technologies too are not capable of
connecting the growing numbers of maritime communication nodes.

The under-sea network targets on providing Internet facility under the seas and
oceans. But it still remains a very controversial topic whether or not it would be a
part of 6G networks. This network system involves optical and acoustic communi-
cation and radio frequency. But the difficulty remains due to the unpredictability
of the underwater environment, challenges that are to be faced, and the risk fac-
tors as water exhibits different propagation properties which are different from
that of aerial or terrestrial terrains. Therefore, a lot of issues are yet to be resolved
for under-water 6G networks.

The recent developments of unmanned aerial vehicles (UAVs) have enabled
UAV-assisted mobile relay communication to facilitate maritime communication
applications [642]. These systems also utilize UAV-assisted decode-and-forward
relay communication for caching to overcome the performance constraints
caused by the limited capacity of wireless backhaul links between base stations
and UAVs. Furthermore, the optimal UAV placement is calculated to maximize
the achievable data rates. In addition, multiaccess edge computing and edge AI
technologies are being developed to facilitate ultra-low latency communication
and low-computing latency to facilitate AI-based applications through performing
computing and caching functions at the edge of the network [643].

In addition, highly accurate communication, positioning, navigation, and tim-
ing technologies for deep-sea vehicles, such as deep-sea human-occupied vehicles,
remote-operated underwater vehicles, and autonomous underwater vehicles, are
also being developed to facilitate deep sea explorations in the 6G era [644].

17.4 Space Tourism

The advancement of science and technologies made humans want to explore what
is up on space. This gave rise to the development of rockets and other technologies
to communicate and control these space vehicles. Yuri Alekseyevich Gagarin,
who was a Soviet pilot became the first ever human to visit space. He traveled one
orbit of earth in Vostok 1 capsule in 1961. In 1969, Apollo 11 took humans safely to
the moon and back to earth. The legacy continued by putting many men on space
and many unmanned rockets on plants. Furthermore, the International Space
Station, which is an artificial satellite that humans can occupy, is also placed in
space as a joint multinational project between five space agencies, namely, NASA
(United States), Roscosmos (Russia), JAXA (Japan), ESA (Europe), and CSA
(Canada).
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Figure 17.2 6G Communication for Space Tourism.

However, these visits to space were limited to academic and research purposes.
Yet, it is envisaged that space tourism will become a blooming industry and
enable humans to travel to space in the near future. One such initiative toward
space tourism is SpaceX, which is an American aerospace manufacturer that
also provides space transportation services [645]. They have already launched
Falcon 9 series of rockets over a hundred times and have send space crafts to the
International Space Station.

The growth of space tourism will also require communication technologies to
evolve to cover extensive ranges to facilitate space communication, as illustrated
in Figure 17.2.

In large-dimension networks, Long Distance and High Mobility Communica-
tions (LDHMC) are indispensable requirements in 6G to facilitate applications
such as space tourism [89]. In 5G, LDHMC services are undeniable as they can
support up to 500 km/h. However, future applications, such as space tourism will
require seamless mobility and long-distance communication for many thousands
of km. However, node mobility is highly challenging in different environments,
such as space [90]. Therefore, 6G must require long-distance and high mobility
communication (e.g. >1000 km/h) based seamless space communication ser-
vices. The development of communication technologies are envisaged to enable
LDMHC in future networks. For instance, there are several enabling technologies
such as accurate channel estimation. Due to severe time and frequency spreading
in high mobility wireless communications, channel estimation is very challeng-
ing. Filter-based alternative waveforms [94] (alternatives to orthogonal frequency
division multiplexing), such as filter-bank multicarrier and universal filtered
multicarrier are good candidates for 6G high mobility communications.
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Furthermore, recent 6G research also focuses on the growth of Terrestrial
Networks (TN) and NTNs. Accordingly, terrestrial-satellites networks are envis-
aged to play a key role in future mobile networks [121]. One emerging solution,
developed by the same SpaceX initiative is known as Starlink [646]. Starlink is a
NTN with low-orbit satellite network operated by SpaceX intending to provide
satellite Internet access globally and even beyond. Presently, Starlink delivers
satellite broadband services with high data rates (>100 Mbps) and low latency
(<30 ms) while extending their coverage to unreachable areas with at least two
new monthly Starlink launches [121].

6G is expected to operate in both lower-frequency bands and high frequency
bands in the THz range. However, higher frequencies experience higher atten-
uation. This makes it challenging to utilize higher frequencies in high mobility
and high attenuation applications, such as space communication. Therefore,
massive MIMO and beamforming technologies are expected to evolve toward
facilitating space tourism applications. Furthermore, Supplementary Uplinks
(SULs), which can associate with a conventional downlink and uplink carrier
with a low-frequency SUL carrier can extend the uplink coverage and thereby
improve uplink data rates owing to the low-path loss in low-frequency bands.
Furthermore, providing reliable line-of-sight links to ground users and stations
also require the optimized positioning of NTNs and proper beam management
techniques. However, efficient usage of the THz band for space-to-earth and
inter-satellite communications requires to be explored further toward facilitating
space tourism applications.

Optical Wireless Communication (OWC) is another 6G technology that is
envisaged to facilitate space tourism. OWC is capable of providing Tbps capacity
with high-energy efficiency compared to RF communication for demanding
applications of space tourists. OWC mainly consists of Visible Light Communica-
tion (VLC) and Free Space Optics (FSO). Thus, OWC can facilitate intersatellite
communication, interspace station communication, and space-to-earth commu-
nication. However, many challenges including overcoming the solar background
radiation interference and managing line-of-sight in high mobility applications
are yet to be solved.

Usage of smart steerable high gain, multiband and multibeam antennas, intel-
ligent surfaces, better error correction mechanisms, and proper path planning for
satellites and other space objects are some of the solutions under development.
Furthermore, edge AI technologies in 6G and beyond NTN will facilitate the
processing of demanding AI-based space applications. Additionally, NTN nodes,
satellites, and nano-satellites can be operated and maintained through their
digital twins and orchestrated with a multitenant Ground Station Network (GSN),
where Ground Stations are the edge nodes of a widespread terrestrial-satellite
network. On the other hand, Blockchain can ensure the data security of AI
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applications that span across distributed 6G nodes and users. However, further
research and development work are required to develop these technologies, while
ensuring user security and privacy, toward realizing space tourism applications
in the 6G era.
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Conclusion

Societal and technological trends envisaged by the 2030 society highlight the
limitations of existing 5G mobile networks. Driven by the heterogeneous demands
of the hyperconnected 2030 world, a new network paradigm is envisioned to
facilitate emerging applications. These applications require 6G networks to pro-
vide extreme data rates, extremely low delays, extreme reliability and availability,
massive scalability, extreme power efficiency, and extreme mobility. Realizing this
6G vision requires utilizing new network architectures, network intelligence, and
other technologies that are envisaged to act as enablers of 6G. These technologies,
which are still in the development stage, are required to be fully developed and
standardized toward realizing 6G in 2030.

This book provides a visionary insight in to the present and future developments
of 6G. The book covers a multitude of 6G aspects, including, what will be the 6G
requirements, and how to build different architectures to play together. This is
a first book on 6G that will touch upon many exciting technical aspects such as
intelligent network softwarization, Open radio access network (RAN), security,
privacy and trust, harmonized mobile network, and legal views including stan-
dards initiatives. The book provides reference material to design intelligent, smart,
and autonomous telecommunication networks. It offers an intelligent insight into
the ongoing and future research treads, use-cases, and key technologies toward
the 6G networks. The book also discusses 6G applications, including, smart cities
and Society 5.0, future healthcare, and Industry 5.0 while it also thrusts on the
exciting wild 6G applications such as metaverse, deep-sea explorations, and space
tourism.

6G Frontiers: Towards Future Wireless Systems, First Edition.
Chamitha de Alwis, Quoc-Viet Pham, and Madhusanka Liyanage.
© 2023 The Institute of Electrical and Electronics Engineers, Inc. Published 2023 by John Wiley & Sons, Inc.



�

� �

�



�

� �

�

241

Bibliography

1 “Focus Group on Technologies for Network 2030,” International Telecommu-
nication Union, 2019, [Accessed on 29.03.2021]. [Online]. Available: https://
www.itu.int/en/ITU-T/focusgroups/net2030/Pages/default.aspx.

2 “6G Flagship,” University of Oulu, 2020, [Accessed on 29.03.2021]. [Online].
Available: https://www.oulu.fi/6gflagship/.

3 M. R. Bhalla and A. V. Bhalla, “Generations of mobile wireless technology:
A survey,” International Journal of Computer Applications, vol. 5, no. 4,
pp. 26–32, 2010.

4 V. Pereira and T. Sousa, “Evolution of mobile communications: From 1G
to 4G,” Department of Informatics Engineering of the University of Coimbra,
Portugal, 2004.

5 J. R. Churi, T. S. Surendran, S. A. Tigdi, and S. Yewale, “Evolution
of networks (2G-5G),” in International Conference on Advances in
Communication and Computing Technologies (ICACACT), vol. 51, no. 4,
Citeseer, 2012, pp. 8–13.

6 S. Won and S. W. Choi, “Three decades of 3GPP target cell search through
3G, 4G, and 5G,” IEEE Access, vol. 8, pp. 116 914–116 960, 2020.

7 P. Datta and S. Kaushal, “Exploration and comparison of different 4G
technologies implementations: A survey,” in 2014 Recent Advances
in Engineering and Computational Sciences (RAECS) IEEE, 2014,
pp. 1–6.

8 P. Popovski, K. F. Trillingsgaard, O. Simeone, and G. Durisi, “5G wireless
network slicing for eMBB, URLLC, and mMTC: A communication-theoretic
view,” IEEE Access, vol. 6, pp. 55 765–55 779, 2018.

9 M. Liyanage, A. Gurtov, and M. Ylianttila, Software Defined Mobile Networks
(SDMN): Beyond LTE Network Architecture. John Wiley & Sons, 2015.

10 S. Wijethilaka and M. Liyanage, “Realizing Internet of Things with network
slicing: Opportunities and challenges,” in 2021 IEEE 18th Annual Consumer
Communications & Networking Conference (CCNC) IEEE, 2021, pp. 1–6.

6G Frontiers: Towards Future Wireless Systems, First Edition.
Chamitha de Alwis, Quoc-Viet Pham, and Madhusanka Liyanage.
© 2023 The Institute of Electrical and Electronics Engineers, Inc. Published 2023 by John Wiley & Sons, Inc.

https://www.itu.int/en/ITU-T/focusgroups/net2030/Pages/default.aspx
https://www.itu.int/en/ITU-T/focusgroups/net2030/Pages/default.aspx
https://www.oulu.fi/6gflagship/


�

� �

�

242 Bibliography

11 Y. Siriwardhana, C. De Alwis, G. Gür, M. Ylianttila, and M. Liyanage,
“The fight against the COVID-19 pandemic with 5G technologies,” IEEE
Engineering Management Review, vol. 48, no. 3, pp. 72–84, 2020.

12 W. Saad, M. Bennis, and M. Chen, “A vision of 6G wireless systems:
Applications, trends, technologies, and open research problems,” IEEE
Network, vol. 34, no. 3, pp. 134–142, 2019.

13 F. Fang, Y. Xu, Q.-V. Pham, and Z. Ding, “Energy-efficient design of
IRS-NOMA networks,” IEEE Transactions on Vehicular Technology, vol. 69,
no. 11, pp. 14 088–14 092, 2020.

14 Y. Lu and X. Zheng, “6G: A survey on technologies, scenarios, challenges,
and the related issues,” Journal of Industrial Information Integration, vol. 19,
p. 100158, 2020.

15 Y. Liu, X. Yuan, Z. Xiong, J. Kang, X. Wang, and D. Niyato, “Federated
learning for 6G communications: Challenges, methods, and future
directions,” China Communications, vol. 17, no. 9, pp. 105–118, 2020.

16 K. B. Letaief, W. Chen, Y. Shi, J. Zhang, and Y.-J. A. Zhang, “The roadmap
to 6G: AI empowered wireless networks,” IEEE Communications Magazine,
vol. 57, no. 8, pp. 84–90, 2019.

17 M. Giordani, M. Polese, M. Mezzavilla, S. Rangan, and M. Zorzi, “Toward
6G networks: Use cases and technologies,” IEEE Communications Magazine,
vol. 58, no. 3, pp. 55–61, 2020.

18 S. Dang, O. Amin, B. Shihada, and M.-S. Alouini, “What should 6G be?”
Nature Electronics, vol. 3, no. 1, pp. 20–29, 2020.

19 M. Latva-Aho and K. Leppänen, “Key drivers and research challenges for 6G
ubiquitous wireless intelligence (white paper),” Oulu, Finland: 6G Flagship,
2019.

20 Z. Zhang, Y. Xiao, Z. Ma, M. Xiao, Z. Ding, X. Lei, G. K. Karagiannidis, and
P. Fan, “6G wireless networks: Vision, requirements, architecture, and key
technologies,” IEEE Vehicular Technology Magazine, vol. 14, no. 3, pp. 28–41,
2019.

21 L. Mucchi, S. Jayousi, S. Caputo, E. Paoletti, P. Zoppi, S. Geli, and P. Dioniso,
“How 6G technology can change the future wireless healthcare,” in 2020 2nd
6G Wireless Summit (6G SUMMIT) IEEE, 2020, pp. 1–6.

22 W. He, D. Goodkind, P. R. Kowal et al., “An Aging World: 2015,” 2016.
23 “Global IoT Market will Grow to 24.1 Billion Devices in 2030, Generating

$1.5 Trillion Annual Revenue,” Transforma Insights research, May, 2020,
[Accessed on 29.03.2021]. [Online]. Available: https://transformainsights.com/
news/iot-market-24-billion-usd15-trillion-revenue-2030.

24 T.-Y. Chan, Y. Ren, Y.-C. Tseng, and J.-C. Chen, “Multi-slot allocation
protocols for massive IoT devices with small-size uploading data,” IEEE
Wireless Communications Letters, vol. 8, no. 2, pp. 448–451, 2018.

https://transformainsights.com/news/iot-market-24-billion-usd15-trillion-revenue-2030
https://transformainsights.com/news/iot-market-24-billion-usd15-trillion-revenue-2030


�

� �

�

Bibliography 243

25 M. Z. Chowdhury, M. Shahjalal, S. Ahmed, and Y. M. Jang, “6G wireless
communication systems: Applications, requirements, technologies, challenges,
and research directions,” IEEE Open Journal of the Communications Society,
vol. 1, pp. 957–975, 2020.

26 J. Hu, Q. Wang, and K. Yang, “Energy self-sustainability in full-spectrum 6G,”
IEEE Wireless Communications, vol. 28, pp. 104–111, 2020.

27 S. Wang, X. Zhang, Y. Zhang, L. Wang, J. Yang, and W. Wang, “A survey
on mobile edge networks: Convergence of computing, caching and
communications,” IEEE Access, vol. 5, pp. 6757–6779, 2017.

28 A. Bourdoux, A. N. Barreto, B. van Liempd, C. de Lima, D. Dardari, D. Belot,
E.-S. Lohan, G. Seco-Granados, H. Sarieddeen, H. Wymeersch et al., “6G
White Paper on Localization and Sensing,” arXiv preprint arXiv:2006.01779,
2020.

29 T. Higashino, A. Uchiyama, S. Saruwatari, H. Yamaguchi, and T. Watanabe,
“Context recognition of humans and objects by distributed zero-energy
IoT devices,” in 2019 IEEE 39th International Conference on Distributed
Computing Systems (ICDCS) IEEE, 2019, pp. 1787–1796.

30 T. Kumar, P. Porambage, I. Ahmad, M. Liyanage, E. Harjula, and
M. Ylianttila, “Securing gadget-free digital services,” Computer, vol. 51,
no. 11, pp. 66–77, 2018.

31 I. Ahmad, T. Kumar, M. Liyanage, M. Ylianttila, T. Koskela, T. Braysy,
A. Anttonen, V. Pentikinen, J.-P. Soininen, and J. Huusko, “Towards
gadget-free internet services: A roadmap of the naked world,” Telematics
and Informatics, vol. 35, no. 1, pp. 82–92, 2018.

32 M. Liyanage, A. Braeken, and M. Ylianttila, “Gadget free authentication,”
in IoT Security: Advances in Authentication, M. Liyanage, A. Braeken,
P. Kumar and M. Ylianttila, Eds, 2020, pp. 143–157. https://doi.org/10.1002/
9781119527978.ch8.

33 I. Lee and K. Lee, “The Internet of Things (IoT): Applications, investments,
and challenges for enterprises,” Business Horizons, vol. 58, no. 4, pp. 431–440,
2015.

34 M. H. Miraz, M. Ali, P. S. Excell, and R. Picking, “A review on Internet
of Things (IoT), internet of everything (IoE) and internet of nano things
(IoNT),” in 2015 Internet Technologies and Applications (ITA) IEEE, 2015,
pp. 219–224.

35 N. Janbi, I. Katib, A. Albeshri, and R. Mehmood, “Distributed artificial
intelligence-as-a-service (DAIaaS) for smarter IoE and 6G environments,”
Sensors, vol. 20, no. 20, p. 5796, 2020.

36 Q. Qi, X. Chen, C. Zhong, and Z. Zhang, “Integration of energy, computation
and communication in 6G cellular Internet of Things,” IEEE Communications
Letters, vol. 24, pp. 1333–1337, 2020.

https://doi.org/10.1002/9781119527978.ch8
https://doi.org/10.1002/9781119527978.ch8


�

� �

�

244 Bibliography

37 Z. Na, Y. Liu, J. Shi, C. Liu, and Z. Gao, “UAV-supported clustered NOMA
for 6G-enabled Internet of Things: Trajectory planning and resource
allocation,” IEEE Internet of Things Journal, vol. 8, no. 20, pp. 15 041–15 048,
2021.

38 B. Sliwa, N. Piatkowski, and C. Wietfeld, “LIMITS: Lightweight machine
learning for IoT systems with resource limitations,” in ICC 2020-2020 IEEE
International Conference on Communications (ICC), IEEE, 2020, pp. 1–7.

39 M. Wang, T. Zhu, T. Zhang, J. Zhang, S. Yu, and W. Zhou, “Security
and privacy in 6G networks: New areas and new challenges,” Digital
Communications and Networks, vol. 6, pp. 281–291, 2020.

40 B. Mao, Y. Kawamoto, and N. Kato, “AI-based joint optimization of QoS and
security for 6G energy harvesting Internet of Things,” IEEE Internet of Things
Journal, vol. 7, pp. 7032–7042, 2020.

41 R. Sekaran, R. Patan, A. Raveendran, F. Al-Turjman, M. Ramachandran, and
L. Mostarda, “Survival study on blockchain based 6G-enabled mobile edge
computation for IoT automation,” IEEE Access, vol. 8, pp. 143 453–143 463,
2020.

42 C. Liu, W. Feng, Y. Chen, C.-X. Wang, and N. Ge, “Cell-free satellite-UAV
networks for 6G wide-area Internet of Things,” IEEE Journal on Selected
Areas in Communications, vol. 39, pp. 1116–1131, 2020.

43 S. Sen, “Context-aware energy-efficient communication for IoT sensor nodes,”
in 2016 53nd ACM/EDAC/IEEE Design Automation Conference (DAC) IEEE,
2016, pp. 1–6.

44 S. B. Azmy, R. A. Sneineh, N. Zorba, and H. S. Hassanein, “Small data in
IoT: An MCS perspective,” in Performability in Internet of Things. Springer,
2019, pp. 209–229.

45 M. Radhakrishnan, S. Sen, S. Vigneshwaran, A. Misra, and R. Balan, “IoT
+ Small data: Transforming in-store shopping analytics & services,” in
2016 8th international conference on communication systems and networks
(COMSNETS) IEEE, 2016, pp. 1–6.

46 X. Tao and C. Ji, “Clustering massive small data for IoT,” in The 2014 2nd
International Conference on Systems and Informatics (ICSAI 2014) IEEE, 2014,
pp. 974–978.

47 B. Liu, C. Liu, and M. Peng, “Resource allocation for energy-efficient MEC
in NOMA-enabled massive IoT networks,” IEEE Journal on Selected Areas in
Communications, vol. 39, pp. 1015–1027, 2020.

48 C. de Alwis, H. K. Arachchi, A. Fernando, and A. Kondoz, “Towards
minimising the coefficient vector overhead in random linear network
coding,” in 2013 IEEE International Conference on Acoustics, Speech and
Signal Processing IEEE, 2013, pp. 5127–5131.



�

� �

�

Bibliography 245

49 C. de Alwis, H. K. Arachchi, A. Fernando, and M. Pourazad, “Content and
network-aware multicast over wireless networks,” in 10th International
Conference on Heterogeneous Networking for Quality, Reliability, Security and
Robustness IEEE, 2014, pp. 122–128.

50 L. U. Khan, I. Yaqoob, M. Imran, Z. Han, and C. S. Hong, “6G wireless
systems: A vision, architectural elements, and future directions,” IEEE Access,
vol. 8, pp. 147 029–147 044, 2020.

51 S. J. Nawaz, S. K. Sharma, S. Wyne, M. N. Patwary, and M. Asaduzzaman,
“Quantum machine learning for 6G communication networks: state-of-the-art
and vision for the future,” IEEE Access, vol. 7, pp. 46 317–46 350, 2019.

52 K. K. Munasinghe, M. N. Dharmaweera, U. L. Wijewardhana, C. De Alwis,
and R. Parthiban, “Joint minimization of spectrum and power in impairment-
aware elastic optical networks,” IEEE Access, vol. 9, pp. 43 349–43 363, 2021.

53 E. Yaacoub and M.-S. Alouini, “A key 6G challenge and opportunity–
connecting the base of the pyramid: A survey on rural connectivity,”
Proceedings of the IEEE, vol. 108, no. 4, pp. 533–582, 2020.

54 A. Mihovska and M. Sarkar, “Cooperative human-centric sensing
connectivity,” in Internet of Things-Technology, Applications and
Standardization IntechOpen, 2018.

55 Y. Xiao, G. Shi, Y. Li, W. Saad, and H. V. Poor, “Toward self-learning
edge intelligence in 6G,” IEEE Communications Magazine, vol. 58, no. 12,
pp. 34–40, 2020.

56 E. Peltonen, M. Bennis, M. Capobianco, M. Debbah, A. Ding,
F. Gil-Casti neira, M. Jurmu, T. Karvonen, M. Kelanti, A. Kliks et al.,
“6G White Paper on Edge Intelligence,” arXiv preprint arXiv:2004.14850,
2020.

57 V. Ziegler, H. Viswanathan, H. Flinck, M. Hoffmann, V. Räisänen, and
K. Hätönen, “6G architecture to connect the worlds,” IEEE Access, vol. 8,
pp. 173 508–173 520, 2020.

58 H. Li, K. Ota, and M. Dong, “Energy cooperation in battery-free wireless
communications with radio frequency energy harvesting,” ACM Transactions
on Embedded Computing Systems (TECS), vol. 17, no. 2, pp. 1–17, 2018.

59 F. Tariq, M. R. Khandaker, K.-K. Wong, M. A. Imran, M. Bennis, and
M. Debbah, “A speculative study on 6G,” IEEE Wireless Communications,
vol. 27, no. 4, pp. 118–125, 2020.

60 S. Hu, F. Rusek, and O. Edfors, “Beyond massive MIMO: The potential of
data transmission with large intelligent surfaces,” IEEE Transactions on
Signal Processing, vol. 66, no. 10, pp. 2746–2758, 2018.

61 Y. Xing and T. S. Rappaport, “Propagation measurement system and
approach at 140 GHz-moving to 6G and above 100 GHz,” in 2018 IEEE Global
Communications Conference (GLOBECOM) IEEE, 2018, pp. 1–6.



�

� �

�

246 Bibliography

62 W. U. Khan, F. Jameel, M. A. Jamshed, H. Pervaiz, S. Khan, and J. Liu,
“Efficient power allocation for NOMA-enabled IoT networks in 6G era,”
Physical Communication, vol. 39, p. 101043, 2020.

63 A. Taha, M. Alrabeiah, and A. Alkhateeb, “Enabling large intelligent
surfaces with compressive sensing and deep learning,” IEEE Access, vol. 9,
pp. 44 304–44 321, 2021.

64 C. de Alwis, H. K. Arachchi, V. De Silva, A. Fernando, and A. Kondoz,
“Robust video communication using random linear network coding with
pre-coding and interleaving,” in 2012 19th IEEE International Conference on
Image Processing IEEE, 2012, pp. 2269–2272.

65 “The Naked Approach,” [Accessed on 29.01.2022]. [Online]. Available: http://
nakedapproach.fi/.

66 E. C. Strinati, S. Barbarossa, J. L. Gonzalez-Jimenez, D. Ktenas, N. Cassiau,
L. Maret, and C. Dehos, “6G: The next frontier: From holographic messaging
to artificial intelligence using subterahertz and visible light communication,”
IEEE Vehicular Technology Magazine, vol. 14, no. 3, pp. 42–50, 2019.

67 T. Kumar, A. Braeken, A. D. Jurcut, M. Liyanage, and M. Ylianttila, “AGE:
Authentication in gadget-free healthcare environments,” Information
Technology and Management, vol. 21, pp. 95–114, 2019.

68 S. Kekade, C.-H. Hseieh, M. M. Islam, S. Atique, A. M. Khalfan, Y.-C. Li,
and S. S. Abdul, “The usefulness and actual use of wearable devices among
the elderly population,” Computer Methods and Programs in Biomedicine,
vol. 153, pp. 137–159, 2018.

69 S. Malwade, S. S. Abdul, M. Uddin, A. A. Nursetyo, L. Fernandez-Luque,
X. K. Zhu, L. Cilliers, C.-P. Wong, P. Bamidis, and Y.-C. J. Li, “Mobile and
wearable technologies in healthcare for the ageing population,” Computer
methods and Programs in Biomedicine, vol. 161, pp. 233–237, 2018.

70 S. Nayak and R. Patgiri, “6G communication technology: A vision on
intelligent healthcare,” in Health Informatics: A Computational Perspective
in Healthcare. Springer, 2021, pp. 1–18.

71 Q.-V. Pham, F. Fang, V. N. Ha, M. J. Piran, M. Le, L. B. Le, W.-J. Hwang,
and Z. Ding, “A survey of multi-access edge computing in 5G and beyond:
Fundamentals, technology integration, and state-of-the-art,” IEEE Access,
vol. 8, pp. 116 974–117 017, 2020.

72 E. Markoval, D. Moltchanov, R. Pirmagomedov, D. Ivanova, Y. Koucheryavy,
and K. Samouylov, “Priority-based coexistence of eMBB and URLLC traffic in
industrial 5G NR deployments,” in 2020 12th International Congress on Ultra
Modern Telecommunications and Control Systems and Workshops (ICUMT)
IEEE, 2020, pp. 1–6.

73 H. E. Melcherts, The Internet of Everything and Beyond. Wiley Online Library,
2017.

http://nakedapproach.fi/
http://nakedapproach.fi/


�

� �

�

Bibliography 247

74 M. A. Siddiqi, H. Yu, and J. Joung, “5G ultra-reliable low-latency
communication implementation challenges and operational issues with IoT
devices,” Electronics, vol. 8, no. 9, p. 981, 2019.

75 J. Zhao, “A Survey of Intelligent Reflecting Surfaces (IRSs): Towards 6G
Wireless Communication Networks with Massive MIMO 2.0,” arXiv preprint
arXiv:1907.04789, 2019.

76 C. De Alwis, Kalla, A., Pham, Q.-V., Kumar, P., Dev, K., Hwang, W.-J., and
Liyanage, M., “Survey on 6G frontiers: Trends, applications, requirements,
technologies and future research,” IEEE Open Journal of the Communications
Society, vol. 2, pp. 836–886, 2021.

77 F. Jameel, U. Javaid, B. Sikdar, I. Khan, G. Mastorakis, and
C. X. Mavromoustakis, “Optimizing Blockchain Networks with Artificial
Intelligence: Towards Efficient and Reliable IoT Applications,” in Convergence
of Artificial Intelligence and the Internet of Things. Springer, 2020,
pp. 299–321.

78 M. Naresh, “Towards 6G: Wireless Communication,” Tathapi with ISSN
2320-0693 is an UGC CARE Journal, vol. 19, no. 9, pp. 335–341, 2020.

79 M. Alsenwi, N. H. Tran, M. Bennis, S. R. Pandey, A. K. Bairagi, and
C. S. Hong, “Intelligent resource slicing for eMBB and URLLC coexistence
in 5G and beyond: A deep reinforcement learning based approach,” IEEE
Transactions on Wireless Communications, vol. 20, pp. 4585–4600, 2021.

80 I. F. Akyildiz, C. Han, and S. Nie, “Combating the distance problem in the
millimeter wave and Terahertz frequency bands,” IEEE Communications
Magazine, vol. 56, no. 6, pp. 102–108, 2018.

81 H. Sarieddeen, N. Saeed, T. Y. Al-Naffouri, and M.-S. Alouini, “Next
generation terahertz communications: A rendezvous of sensing, imaging,
and localization,” IEEE Communications Magazine, vol. 58, no. 5, pp. 69–75,
2020.

82 G. Gür, “Expansive networks: Exploiting spectrum sharing for capacity boost
and 6G vision,” Journal of Communications and Networks, vol. 22, no. 6,
pp. 444–454, 2020.

83 N. Mahmood, A. Munari, F. Clazzer, and H. Bartz, “Critical and massive
machine type communication towards 6G,” 2020.

84 N. H. Mahmood, S. Böcker, A. Munari, F. Clazzer, I. Moerman,
K. Mikhaylov, O. Lopez, O.-S. Park, E. Mercier, H. Bartz et al., “White Paper
on Critical and Massive Machine Type Communication towards 6G,” arXiv
preprint arXiv:2004.14146, 2020.

85 K. Mikhaylov, V. Petrov, R. Gupta, M. A. Lema, O. Galinina, S. Andreev,
Y. Koucheryavy, M. Valkama, A. Pouttu, and M. Dohler, “Energy efficiency of
multi-radio massive machine-type communication (MR-MMTC): Applications,



�

� �

�

248 Bibliography

challenges, and solutions,” IEEE Communications Magazine, vol. 57, no. 6,
pp. 100–106, 2019.

86 F. A. De Figueiredo, F. A. Cardoso, I. Moerman, and G. Fraidenraich, “On
the application of massive MIMO systems to machine type communications,”
IEEE Access, vol. 7, pp. 2589–2611, 2018.

87 “Robotic Surgery,” https://www.womencentre.com.au/robotic-surgery.html.,
2019, [Accessed on 29.03.2021].

88 C. Huang, A. Zappone, G. C. Alexandropoulos, M. Debbah, and C. Yuen,
“Reconfigurable intelligent surfaces for energy efficiency in wireless
communication,” IEEE Transactions on Wireless Communications, vol. 18,
no. 8, pp. 4157–4170, 2019.

89 C.-X. Wang, J. Huang, H. Wang, X. Gao, X. You, and Y. Hao, “6G wireless
channel measurements and models: Trends and challenges,” IEEE Vehicular
Technology Magazine, vol. 15, no. 4, pp. 22–32, 2020.

90 H. Yang, A. Alphones, Z. Xiong, D. Niyato, J. Zhao, and K. Wu, “Artificial
intelligence-enabled intelligent 6G networks,” IEEE Network, vol. 34, no. 6,
pp. 272–280, 2020.

91 “Space Tourism May Mean One Giant Leap for Researchers,” https://www
.nytimes.com/2011/03/01/science/space/01orbit.html, [Online; Accessed
25.03.2021].

92 “How to visit the deep sea for around,” https://www.telegraph.co.uk/travel/
activity-and-adventure/how-to-dive-to-the-deep-sea/, [Online; Accessed
25.03.2021].

93 “high speed rail,” https://www.iconfinder.com/icons/2539308/bullet_high_
speed_rail_railway_train_icon, [Online; Accessed 25.03.2021].

94 P. Fan, J. Zhao, and I. Chih-Lin, “5G high mobility wireless communications:
Challenges and solutions,” China Communications, vol. 13, no. 2, pp. 1–13,
2016.

95 J. Chen, S. Li, J. Tao, S. Fu, and G. E. Sobelman, “Wireless beam modulation:
An energy-and spectrum-efficient communication technology for future
massive iot systems,” IEEE Wireless Communications, vol. 27, no. 5,
pp. 60–66, 2020.

96 H. A. B. Salameh, S. Al-Masri, E. Benkhelifa, and J. Lloret, “Spectrum
assignment in hardware-constrained cognitive radio iot networks under
varying channel-quality conditions,” IEEE Access, vol. 7, pp. 42 816–42 825,
2019.

97 S. P. Rout, “6G wireless communication: Its vision, viability, application,
requirement, technologies, encounters and research,” in 2020 11th
International Conference on Computing, Communication and Networking
Technologies (ICCCNT) IEEE, 2020, pp. 1–8.

https://www.womencentre.com.au/robotic-surgery.html
https://www.nytimes.com/2011/03/01/science/space/01orbit.html
https://www.nytimes.com/2011/03/01/science/space/01orbit.html
https://www.telegraph.co.uk/travel/activity-and-adventure/how-to-dive-to-the-deep-sea/
https://www.telegraph.co.uk/travel/activity-and-adventure/how-to-dive-to-the-deep-sea/
https://www.iconfinder.com/icons/2539308/bullet_high_speed_rail_railway_train_icon
https://www.iconfinder.com/icons/2539308/bullet_high_speed_rail_railway_train_icon


�

� �

�

Bibliography 249

98 S. Han, I. Chih-Lin, T. Xie, S. Wang, Y. Huang, L. Dai, Q. Sun, and C. Cui,
“Achieving high spectrum efficiency on high speed train for 5G new radio
and beyond,” IEEE Wireless Communications, vol. 26, no. 5, pp. 62–69, 2019.

99 J. Navarro-Ortiz, P. Romero-Diaz, S. Sendra, P. Ameigeiras, J. J.
Ramos-Munoz, and J. M. Lopez-Soler, “A survey on 5G usage scenarios and
traffic models,” IEEE Communication Surveys and Tutorials, vol. 22, no. 2,
pp. 905–929, 2020.

100 P. Fernandes and U. Nunes, “Multiplatooning leaders positioning and
cooperative behavior algorithms of communicant automated vehicles for
high traffic capacity,” IEEE Transactions on Intelligent Transportation Systems,
vol. 16, no. 3, pp. 1172–1187, 2015.

101 M. Ergen, F. Inan, O. Ergen, I. Shayea, M. F. Tuysuz, A. Azizan, N. K. Ure,
and M. Nekovee, “Edge on wheels with OMNIBUS networking for 6G
technology,” IEEE Access, vol. 8, pp. 215 928–215 942, 2020.

102 M. S. Elbamby, C. Perfecto, M. Bennis, and K. Doppler, “Toward low-latency
and ultra-reliable virtual reality,” IEEE Network, vol. 32, no. 2, pp. 78–84,
2018.

103 A. Alshahrani, I. A. Elgendy, A. Muthanna, A. M. Alghamdi, and
A. Alshamrani, “Efficient multi-player computation offloading for VR
edge-cloud computing systems,” Applied Sciences, vol. 10, no. 16, p. 5515,
2020.

104 T. Park and W. Saad, “Distributed learning for low latency machine type
communication in a massive Internet of Things,” IEEE Internet of Things
Journal, vol. 6, no. 3, pp. 5562–5576, 2019.

105 F. Tang, Y. Kawamoto, N. Kato, and J. Liu, “Future intelligent and secure
vehicular network toward 6G: Machine-learning approaches,” Proceedings of
the IEEE, vol. 108, no. 2, pp. 292–307, 2020.

106 H. Elayan, O. Amin, R. M. Shubair, and M.-S. Alouini, “Terahertz
communication: The opportunities of wireless technology beyond 5G,” in
2018 International Conference on Advanced Communication Technologies and
Networking (CommNet) IEEE, 2018, pp. 1–5.

107 C. Han, Y. Wu, Z. Chen, and X. Wang, “Terahertz Communications
(TeraCom): Challenges and Impact on 6G Wireless Systems,” arXiv preprint
arXiv:1912.06040, 2019.

108 T. Nagatsuma, “Terahertz technologies: Present and future,” IEICE Electronics
Express, vol. 8, no. 14, pp. 1127–1142, 2011.

109 X. Wu and K. Sengupta, “Dynamic waveform shaping with picosecond time
widths,” IEEE Journal of Solid-State Circuits, vol. 52, no. 2, pp. 389–405, 2016.

110 J. M. Jornet and I. F. Akyildiz, “Graphene-based plasmonic nano-transceiver
for terahertz band communication,” in The 8th European conference on
antennas and propagation (EuCAP 2014) IEEE, 2014, pp. 492–496.



�

� �

�

250 Bibliography

111 C. J. Docherty and M. B. Johnston, “Terahertz properties of graphene,”
Journal of Infrared, Millimeter, and Terahertz Waves, vol. 33, no. 8,
pp. 797–815, 2012.

112 M. Hasan, S. Arezoomandan, H. Condori, and B. Sensale-Rodriguez,
“Graphene terahertz devices for communications applications,” Nano
Communication Networks, vol. 10, pp. 68–78, 2016.

113 I. F. Akyildiz and J. M. Jornet, “Realizing ultra-massive MIMO (1024 × 1024)
communication in the (0.06–10) terahertz band,” Nano Communication
Networks, vol. 8, pp. 46–54, 2016.

114 J. M. Jornet and I. F. Akyildiz, “Channel modeling and capacity analysis
for electromagnetic wireless nanonetworks in the terahertz band,” IEEE
Transactions on Wireless Communications, vol. 10, no. 10, pp. 3211–3221,
2011.

115 S. Priebe and T. Kurner, “Stochastic modeling of THz indoor radio channels,”
IEEE Transactions on Wireless Communications, vol. 12, no. 9, pp. 4445–4455,
2013.
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