
Lecture Notes in Computer Science 5412
Commenced Publication in 1973
Founding and Former Series Editors:
Gerhard Goos, Juris Hartmanis, and Jan van Leeuwen

Editorial Board

David Hutchison
Lancaster University, UK

Takeo Kanade
Carnegie Mellon University, Pittsburgh, PA, USA

Josef Kittler
University of Surrey, Guildford, UK

Jon M. Kleinberg
Cornell University, Ithaca, NY, USA

Alfred Kobsa
University of California, Irvine, CA, USA

Friedemann Mattern
ETH Zurich, Switzerland

John C. Mitchell
Stanford University, CA, USA

Moni Naor
Weizmann Institute of Science, Rehovot, Israel

Oscar Nierstrasz
University of Bern, Switzerland

C. Pandu Rangan
Indian Institute of Technology, Madras, India

Bernhard Steffen
University of Dortmund, Germany

Madhu Sudan
Massachusetts Institute of Technology, MA, USA

Demetri Terzopoulos
University of California, Los Angeles, CA, USA

Doug Tygar
University of California, Berkeley, CA, USA

Gerhard Weikum
Max-Planck Institute of Computer Science, Saarbruecken, Germany



Ioannis Tomkos Maria Spyropoulou
Karin Ennser Martin Köhn
Branko Mikac (Eds.)

Towards Digital
Optical Networks

COST Action 291 Final Report

13



Volume Editors

Ioannis Tomkos
Maria Spyropoulou
Athens Information Technology Centre
19002 Peania-Attica, Greece
E-mail: {itom,mspi}@ait.edu.gr

Karin Ennser
Swansea University
Institute of Advanced Telecommunications
SA2 8PP, Swansea, UK
E-mail: k.ennser@swansea.ac.uk

Martin Köhn
University of Stuttgart
IKR
70569 Stuttgart, Germany
E-mail: martin.koehn@ikr.uni-stuttgart.de

Branko Mikac
University of Zagreb
Faculty of Electrical Engineering and Computing (FER)
Department of Telecommunications
10000 Zagreb, Croatia
E-mail: branko.mikac@fer.hr

Library of Congress Control Number: Applied for

CR Subject Classification (1998): C.2, B.4.3, H.3.4

LNCS Sublibrary: SL 5 – Computer Communication Networks and
Telecommunications

ISSN 0302-9743
ISBN-10 3-642-01523-9 Springer Berlin Heidelberg New York
ISBN-13 978-3-642-01523-6 Springer Berlin Heidelberg New York

©COST Office 2009
Printed in Germany

No permission to reproduce or utilize the contents of this book by any means is necessary, other than in the
case of images, diagrammes or other material from other copyright holders. In such cases, permission of the
copyright holders is required. This book may be cited as COST 291 – Towards Digital Optical Networks.

springer.com

Typesetting: Camera-ready by author, data conversion by Markus Richter, Heidelberg
Printed on acid-free paper SPIN: 12627301 06/3180 5 4 3 2 1 0



Foreword 

COST – the acronym for European COoperation in Science and Technology – is 
the oldest and widest European intergovernmental network for cooperation in re-
search. Established by the Ministerial Conference in November 1971, COST is 
presently used by the scientific communities of 35 European countries to cooper-
ate in common research projects supported by national funds. 

The funds provided by COST – less than 1% of the total value of the projects – 
support the COST cooperation networks (COST Actions) through which, with 
€ 30 million per year, more than 30,000 European scientists are involved in re-
search having a total value which exceeds € 2 billion per year. This is the financial 
worth of the European added value which COST achieves. 

A “bottom up approach” (the initiative of launching a COST Action comes 
from the European scientists themselves), “à la carte participation” (only countries 
interested in the Action participate), “equality of access” (participation is open 
also to the scientific communities of countries not belonging to the European Un-
ion) and “flexible structure” (easy implementation and light management of the 
research initiatives) are the main characteristics of COST. 

As a precursor of advanced multidisciplinary research, COST has a very impor-
tant role in the realization of the European Research Area (ERA) anticipating and 
complementing the activities of the Framework Programmes, constituting a 
“bridge” towards the scientific communities of emerging countries, increasing the 
mobility of researchers across Europe and fostering the establishment of “Net-
works of Excellence” in many key scientific domains such as: biomedicine and 
molecular biosciences; food and agriculture; forests, their products and services; 
materials, physical and nanosciences; chemistry and molecular sciences and tech-
nologies; earth system science and environmental management; information and 
communication technologies; transport and urban development; individuals, socie-
ties, cultures and health. It covers basic and more applied research and also ad-
dresses issues of pre-normative nature or of societal importance. 

More information is available at: http://www.cost.esf.org/. 

 

ESF provides the COST Office through an EC contract. COST is
supported by the EU RTD Framework programme. 
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Introduction 

I. Tomkos and M. Spyropoulou 

The explosive growth of data, particularly internet traffic has led to a dramatic in-
crease in demand for transmission bandwidth imposing an immediate requirement 
for broadband networks. An additional driving force for higher capacity, enhanced 
functionality and flexibility networks is the increased trend for interactive ex-
change of data and multimedia communications. Due to the unpredictable and 
ever growing size of data files and messages exchanged over global distances the 
future communication network must be able to react rapidly to support end-to-end 
bandwidth requirements for transmission of messages and data files of any con-
ceivable size encountered in real-life communications.  

This publication is supported by COST. The primary objective of the COST 291 
Action “Towards Digital Optical Networks” was to focus on novel network con-
cepts, subsystems and architectures to enable future telecommunication networks, 
exploiting the features and properties of photonic technologies. These need to be 
very flexible and rapidly reactive to efficiently accommodate the abrupt and unpre-
dictable changes in traffic statistics introduced by current and future applications 
with low end-to-end latency. They will enable advanced features such as efficient 
and simple multicasting and broadcasting of broadband signals. They need to sup-
port a future proof, flexible, efficient and bandwidth-abundant fiber-optic network 
infrastructure capable of supporting ubiquitous services in a resilient manner offer-
ing protection and restoration capabilities as well as secure services to the users.  

Three Working Groups (WGs) were set up from the start of the Action to deal 
with the above research objectives: 

• WG1: “Optical processing for digital network performance”. This WG aimed to 
deal with the physical layer and implementation related issues of transparent 
optical networks such as optical signal per bit processing, optical switch archi-
tecture designs and implementations as well as transmission related issues.  

• WG2: “Novel network architectures”. This WG aimed to focus on the evolu-
tion of network scenarios including novel network architectures. Also differ-
ent node architectures and technologies in terms of network performance and 
functionality were investigated. Three different architectures were studied 
and compared: circuit (wavelength, waveband etc), optical burst and optical 
packet switched networks. 

• WG3: “Unified control plane, network resilience and service security”. This 
WG focused on two directions. The former dealt with the impact of transpar-
ency on photonic network architectures and the associated control and protocol 
issues and the latter focused on network survivability and security issues, cov-
ering topics such as protection and restoration, its impact on routing and wave-
length assignment algorithms, fault isolation, disaster recovery, etc. 



2 I. Tomkos and M. Spyropoulou 

The results obtained within the three working groups (WGs) are collected and re-
ported in three Parts, each organized in individual Chapters.  

Part I covers advanced modulation formats for transmission in future optical 
networks, all-optical channel equalization and regeneration techniques, novel 
switch buffer architectures, architectures/protocols for access optical networks in-
cluding FTTX developments, 100Gbp/s Ethernet, radio over fibre and dynamic 
bandwidth allocation. 

Part II covers transparent wavelength routed networks, optical burst switching 
(OBS) and optical packet switching (OPS) architectures, multi-layer network en-
gineering, network resilience and storage area networks.  

Part III covers software tools and methods for modelling physical layer and 
network layer issues. 
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1 Novel Transponder Interfaces: 
Novel Modulation Formats 

W. Rosenkranz (chapter editor), S. Aleksic, and T. Tokle 

1.1 Introduction 

For a long period of time, the modulation format in optical communications tech-
nology was based on intensity modulation with an on/off - keying signalling, us-
ing NRZ and sometimes RZ pulse-shapes. However with today’s requirements for 
very high capacity networks with constraints on cost efficiency, more advanced 
solutions are required. Advanced modulation formats are considered as one of the 
key issue in the networks of the future. 

With novel modulation formats we have the general options to modulate the am-
plitude or the phase or both of the optical carrier signal of a coherent laser. An addi-
tional degree of flexibility can be achieved by using polarization (division) multi-
plexing (PDM). The table gives an overview of the currently discussed options. 

Intensity Modulation

Binary
Pseudo-
MultilevelMultilevel

Partial
Response

(C)NRZ
(C)RZ
SSB
VSB

M-ASK CSRZ
VSB-CSRZ

Duobinary
AMI

Phase Modulation

Binary Multilevel

NRZ-
RZ-

Hybrid Modulation

Multilevel

ASK-DPSK
ASK-DQPSK
MASK-MPSK
QAM

PSK NRZ-
RZ- QPSK

NRZ-
RZ- MPSK

} }
}

 
Fig. 1.1. Overview of possible modulation formats 

Generally one has to distinguish between binary and multilevel modulation for-
mats. Using binary formats, only two different levels are encoded onto the ampli-
tude or phase of the optical carrier. Using multilevel modulation, log2(M) data bits 
are encoded on M symbol levels. The data is therefore transmitted at a reduced 
symbol rate of R/log2(M), R being the initial data rate.  

At the receiver side the information can be retrieved from the carrier by either 
coherent or non-coherent (auto-correlating) approaches, where the coherent re-
ceiver generally is more complex as a local laser source is required at the receiver 
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as well as some means for carrier synchronization. With PDM additional effort for 
polarization control is required. 

Another approach to generate, process and transmit very high data rates beyond 
limitation of electronics is to use optical signal processing. There are several tech-
niques that can be used for conversion of low bit rate data streams into high bit 
rate (up-conversion) and vice versa (down-conversion) directly in the optical do-
main. For example, up-conversion can be accomplished easily in the optical do-
main by using a technique similar to the bit-interleaved optical time-division mul-
tiplexing (OTDM). Here, it is important to generate sufficiently short optical 
pulses and to use precisely adjusted optical delay elements in order to meet strong 
timing requirements associated with the short bit-period of the high-speed signal. 
If low bit rate packets are acquired from a transmitting buffer in parallel, the same 
structure such as those used in OTDM multiplexer can be used for up-conversion 
(see Fig. 1.2). The only difference to OTDM multiplexing, where N completely 
separated electrical signals at the basic bit rate that represent N OTDM channels, 
the structure shown in Fig. 1.2 uses parallel electrical signals read out from a sin-
gle transmitting buffer that represent a single parallelized low-speed packet. The 
number of branches, N, has to be the same as the conversion rate K = T0/τ0, where 
T0 is the bit-period of the low-speed data and τ0is the bit-period of the high-speed 
signal (H-S Out). In principle, the up-conversion scheme is similar to the elec-
tronic serializers, which transform N-bit wide parallel data into a serial signal with 
an N-times higher bit rate. Therefore, this scheme can be referred to as optical se-
rializing method. 

 
Fig. 1.2. Optical serializer/parallelizer (MOD: modulator, FOS: fast optical switch, Rx: re-
ceiver, H-S: high-speed). 
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Down conversion is more complex because single bits have to be separated from 
the incoming high-speed signal. For down-conversion of high bit-rate optical sig-
nal, a number of high-speed all-optical switches are required. These fast optical 
switches (FOSs) must be able to switch between two consecutive bits of the high-
speed optical signal. Different technologies and structures that have already been 
proposed for OTDM demultiplexers can also directly be used for this purpose. In 
the optical parallelizer as illustrated in Fig. 1.1, the high-speed data pulses (H-S 
In) are split into N branches and selected by all-optical switches such that the first 
pulse is selected by the first FOS, the second pulse by the second FOS and so on. 
The selected pulses are then delayed by the delay lines in order to ensure that all 
pulses arrive concurrently at the receivers. Thus, the high-speed data packet 
dropped by the node is down-converted and can be processed electronically in a 
bit-parallel manner at an N-times lower bit rate.  

In the following sections, we report on results that have been achieved with 
substantial support by the COST 291 action.  

1.2 Transmission of 8-Level 240 Gb/s RZ-DQPSK-ASK 

During an STSM in July 2005, researcher Murat Serbay from Lehrstuhl für 
Nachrichten- und Übertragungstechnik (LNT), University of Kiel, Germany was 
hosted by Technical University of Denmark (COM), Copenhagen.  

The main goal of the STSM mission was to investigate a high spectral efficient 
multilevel modulation format which combines an amplitude modulation (ASK) 
together with a differential quaternary phase modulation (DQPSK). In order to in-
crease the receiver sensitivity we combined the modulation format with additional 
return-to-zero (RZ) -pulse carving. We call this modulation format RZ-DQPSK-
ASK. In order to investigate this, we had to combine equipment from COM and 
the University of Kiel. 

Together we managed to set-up a 240Gb/s RZ-DQPSK-ASK transmission in 
combination with polarisation multiplexing. This was at that time the highest 
achieved data rate for a single channel transmission, if optical time division multi-
plex is not considered. Our results were accepted for the post deadline session of 
the European Conference on Optical Communication (ECOC 2005). The ac-
cepted paper is attached to this report and describes the main results obtained 
during the STSM. In addition to that we also determined the receiver sensitivity 
of RZ-DPSK, RZ-DQPSK and RZ-ASK-DPSK with the setup described in the 
post deadline paper.  

The experimental setup uses a first Mach-Zehnder (MZ) modulator driven with 
the 40GHz clock signal as a pulse carver with a pulse width equal to 50% of the 
symbol period. This pulse train was then phase modulated using a second MZ 
modulator biased at a null point and driven with a differential 27–1 bit pseudo-  
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33 km
SMF

40 Gbit/s
PRBS 27-1

4:1 DMUX

10 Gbit/s
Error Detector

3 dB3 dBPWR

40 Gbit/s
Error Detector

17 km
IDF3 dB3 dB

40 Gbit/s
PRBS 27-1

40 Gbit/s
PRBS 27-1

40 GHz
Clock

ττ ττ ττ

Clock Recovery

RZ DBPSK DQPSK ASK

 
Fig. 1.3. Simplified experimental setup showing the transmitter (top), transmission span 
with polarisation multiplexing (middle) and the receiver (bottom). 

random bit sequence (PRBS) data signal. Then, an 80 Gbit/s RZ-DQPSK signal 
was generated by a successive phase modulator driven by an inverted 27–1 bit 
PRBS signal. Finally, amplitude modulation was added in a third MZ modulator 
driven with a 27–1 bit PRBS data signal, where the modulator bias and drive sig-
nal amplitude were adjusted to obtain the desired extinction ratio on the ASK sig-
nal. The resulting signal was thus RZ-DQPSK- ASK with a bit rate of 120 Gbit/s, 
which was polarisation multiplexed to 240 Gbit/s. 

At the receiver input, the signal was polarisation demultiplexed using a polar-
iser. Then the signal was split into two branches, one for DQPSK detection and 
one for ASK detection. In the ASK branch, the signal was directly detected using 
a 50 GHz photodetector and errors detected using a 40 Gbit/s error detector. The 
DQPSK signal was demodulated using a one-bit delay demodulator and received 
by a 45 GHz balanced photodetector.  

We measured the BER curves after transmission, and the results are pre-
sented below. Measurements for all ASK and DQPSK tributaries and both 
states of polarisation are shown, in addition to the average value. There was 
almost no degradation of the signal quality after polarisation multiplexing, 
transmission and polarisation demultiplexing, as the receiver sensitivity was 
found to be –16.5 dBm. The inset shows the optical power spectrum of 
40 Gbit/s RZ-DBPSK and 120 Gbit/s RZ-DQPSK-ASK. As the symbol rate is 
the same for both formats, the spectral width is the same. Thus, even if the bit 
rate is three times higher (six with polarisation multiplexing), the spectral 
width and thus many of the transmission impairments such as chromatic disper-
sion are almost identical. 
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Fig. 1.4. BER measurements for the back-to-back case and after transmission. The inset 
shows the optical power spectrum of 40 Gbit/s RZ-DBPSK and 120 Gbit/s RZ-DQPSK-ASK. 

1.3 Four Bits per Symbol 16-ary Transmission Experiments  

Using multiple bits per symbol is a key technology for achieving high spectral 
efficiency modulation formats. After the first STSM there was a continuing con-
tact established between LNT and COM. During this work, the inverse RZ for-
mat with both 4-ary ASKS and 4-ary PSK based on non-coherent detection was 
investigated by joint experiments. Thus we call this novel format IRZ-QASK-
DQPSK.  

The experimental setup with transmitter and receiver is shown below. Light 
from a distributed feedback (DFB) laser is first modulated by a Mach-Zehnder 
modulator (MZM), driven with a 10.7 Gbaud electrical quaternary RZ signal to 
generate an optical 21.4 Gbit/s Inverse-RZ-QASK signal with an Inverse-RZ 
pulse width equal to 40% of the symbol period. DQPSK information is added to 
the signal using two phase modulators, each driven with a 10.7 Gbit/s NRZ elec-
trical drive signal, that added π and π /2 phase modulation, respectively. Decor-
relation of all signals is ensured by different path lengths. Thus, at the transmit-
ter output a 42.8 Gbit/s (10.7 Gbaud) an Inverse-RZ-QASK-DQPSK signal is 
generated. 

Transmission over a 75 km fibre span with only minor degradations has been 
demonstrated. 
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Fig. 1.5. The experimental setup for 42.8 Gb/s IRZ-QASK-QPSK modulation without polari-
zation multiplexing. 

Fig. 1.6 shows the measured BER performance for back-to-back as well as for 
75 km transmission for both the QASK and the DQPSK parts. A 21.4 Gbit/s RZ-
DQPSK system (by omitting the QASK part of the transmitter), was used as a ref-
erence in the figure. 

With this approach, considering the 42.8 Gbit/s Inverse-RZ-QASK-DQPSK 
signal, the additional amplitude modulation degrades the optical signal-to-noise 
ratio (OSNR) performance of the DQPSK part by less than 2 dB, whereas the 
QASK tributary determines the overall system performance with a substantial 
OSNR degradation due to the reduced distance of the amplitude levels in the 
QASK modulator. We think that the performance of the QASK tributaries can be 
significantly increased by using further developments like high speed digital sig-
nal processing units and special QASK modulators. 

 
Fig. 1.6. BER curves for 16-ary Inverse RZ-QASK-DQPSK modulation in the back-to-
back case and after transmission of 75 km standard fibre. 
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1.4 Optical Rate Conversion Units 

The rate conversion scheme depicted in Fig. 1.2 allows up conversion and down 
conversion of optical packets not limited in length if the level of parallelism is 
high enough, i.e., if the number of branches equals the conversion rate (N = K). 
For N < K, only short packets with a maximum length of N bits can be handled. In 
practical systems, conversion rates of ten, hundred or even several hundreds are 
required. For example, a possible application could be conversion of parallel data 
clocked at several hundreds of MHz into a data stream at 100 Gbit/s or above, 
which is then transmitted through a high capacity optical network. Thus, applica-
tions requiring conversion rates of several tens to several hundreds are likely to be 
the most relevant. To reach such high conversion rates, a very large number of fast 
optical switches need to be used, which results in a quite complex arrangement 
and difficult stabilization. Furthermore, the incoming optical signal has to be split 
in a large number of branches, thereby causing large splitting losses. Therefore, 
the optical serializer/parallelizer shown Fig. 1.2 may be an impractical solution 
when large packets and high conversion rates are required, which is the case in 
most practical applications. 

1.4.1 Optical Packet Compression and Expansion 

Another possibility to convert the data rate directly in the optical domain is to use 
the so called optical packet conversion/expansion technique. Several methods for 
optical packet compression and expansion have been proposed [8,9,10]. Most of 
these methods are based on an optical buffer (optical recirculation loop) and a 
sampling technique. However, there are some restrictions concerning bit rate and 
packet size when optical recirculation loop is used. Those restrictions are caused 
by difficulties in buffering of optical packets for a longer period because of the 
impairments caused by dispersion in optical fibres and amplified spontaneous 
emission (ASE) noise accumulation during amplification. A further technique for 
optical packet compression is a feed-forward delay-line structure consisting of q = 
log2(N) stages reported in [10]. This technique allows simultaneous compression 
and expansion of N-bit large optical packets using the same device. However, the 
maximal packet size, Nmax, is limited by the compression rate, K, as follows  

 
0

2 gate
max

t
N K

⎡ ⎤
= − ⋅ ⎢ ⎥τ⎢ ⎥

  (1.1) 

where K = T0/τ0 is the compression rate and tgate denotes the response time of the 
optical gate. Consequently, for K = 100, τ0 = 10 ps, and tgate = 40 ps, Nmax is limited 
to 91 bits. Such short packets are usually impractical in many applications. The 
rate conversion time increases linearly with increasing packet length (N) and con-
version rate (K) accordingly to Tprc = K·N·τ0. In case of high conversion rates and 
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large packet lengths, the resulting large processing latency can significantly impair 
the network performance. 

In this section, several basic methods for optical packet compression/expansion 
are described. Some results of an analytical analysis concerning power budget and 
ASE noise accumulation are shown. Furthermore, the scheme using the feed-
forward delay-line structure (optical delay line structure, ODLS) is modelled by 
means of numerical simulations. Main simulation results are shown and discussed. 

1.4.2 Optical Compression/Expansion Loop 

The optical packet rate conversion scheme based on a recirculation loop [8,9] is 
shown in Fig. 1.7. The loop length is chosen to be T0 - τ0 in order to allow a com-
pression rate of K = T0/τ0. The principal operation of an optical packet compressor 
based on the recirculating loop scheme is shown in Fig. 1.7(a). Low-speed input 
packets (1) enter the loop through the coupler. The switch (SW) is set to be in the 
”bar” state during the compression operation. After the first pulse has finished a 
round-trip and passed the coupler (t = T0 seconds), the second pulse enters the 
loop. It follows the first pulse by the bit-period of the compressed packet τ0. After 
N·T0 seconds (N is the packet length in bits), N bits spaced by τ0 are circulating in 
the loop (2). The switch is then set into the ”cross” state, whereby the whole com-
pressed packet is coupled at the output (3). Note that the pulses, from which the 
packets are generated, must be sufficiently short to produce high-speed output 
packets with the bit-period τ0 without inter-bit interferences, i.e., τp < τ0. 

Fig. 1.7(b) shows an optical packet expander using the recirculating loop 
scheme. High-speed optical packets (1) enter the recirculating loop through the 
switch (SW), which is initially set to be in the ”cross” state. After the whole high-
speed packet has entered the loop, the switch is set to the ”bar” state and remains 
in this state up to the end of the expansion operation. The packet circulates in the 
loop N-times (2), while in each round-trip a fraction of the high-speed packet is 

 
Fig. 1.7. Optical packet (a) compressor and (b) expander using recirculation loop; α0 de-
notes the overall loss in traversing the loop once (FOS: fast optical switch, SW: switch). 
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coupled at the output of the loop. Consequently, N copies of the packet are pro-
duced (3). Because the round-trip propagation time in the loop is adjusted to be T0 
- τ0, each copy of the packet is delayed with respect to the next copy by T0 - τ0. A 
fast optical switch (FOS) selects bits spaced at the bit-period T0, thereby expand-
ing the whole high-speed input packet (4). However, this method leads to some re-
strictions concerning bit rate and packet size. To prevent bit overlapping in the 
loop, the number of bits in a packet (N) must be smaller than the compression rate, 
i.e., N < K - 1. Additionally, the switch must change its state arbitrarily quickly, 
namely in the time gap between the last bit and the first bit of the packet in the 
loop. Since the recirculation loop length is chosen to be T0 - τ0 and the length of 
the high-speed packet is N·τ0, the switching time can be calculated from tsw = T0 - 
τ0 - N·τ0= τ0·(K – 1- N). For example, assuming a compression rate K = 100, a 
switching time tsw = 200 ps, and τ0= 10 ps, the maximal packet length, Nmax, is lim-
ited to 79 bits. 

1.4.3 Optical Delay Line Structure 

The optical packet compressor/expander comprising an optical delay line struc-
ture (ODLS), an optical gate, and a FOS for the expansion operation is shown in 
Fig. 1.8. It allows compression of packets to be transmitted simultaneously with 
expansion of the received packets using the same device. The number of stages 
increases logarithmically with the number of bits to be processed. Because of 
the fact that the complete compressed packet occurs in the gap between two bits 
of the low-speed signal, the number of bits in the packet is, similar to the recir-
culating loop scheme, limited by the compression rate as follows N < K - 1. If 
the response time of the gate (tgate) is taken into account, the limitation of the 
packet size is given by Nmax < K – 1 - 2· (tgate/ τ0). If larger packet sizes are 
needed, a larger compression rate or a parallel arrangement of optical delay line 
structures (ODLS) can be used. 

 
Fig. 1.8. Packet compressor/expander using an optical delay line structure (ODLS). 
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The principal operation of an optical packet rate conversion unit based on an opti-
cal delay line structure is as follows. For the compression operation, a low-speed 
input packet is split into the two arms by the 3 dB couplers in every stage. The 
signal in the upper arm of the delayed by 2(q-1)·(T0 - τ0) and combined with the un-
delayed packet by the next coupler. At the output, each input pulse is copied N-
times and spaced from its neighbour by T0 - τ0. An optical gate at the output of the 
delay line structure selects the complete compressed packet, which occurs in the 
middle of the output sequence. 

By adding an additional fast optical switch, the high-speed packets can be ex-
panded using the same device in the inverse direction. The high-speed optical 
packet enters the device at the high-speed input port. In each stage, it is delayed by 
an appropriate delay line in the upper arm and combined by a 3 dB coupler with 
the undelayed signal, thereby making N copies of the high-speed input packet at 
the output of the ODLS. Each copy of the input packet is delayed with respect to 
the next copy by T0 - τ0. A fast all-optical switch selects bits spaced at the bit-
period T0 by a very narrow switching window. Thus, the expanded low-speed 
output signal has the same bit pattern sequence as the compressed packet. 

 
Fig. 1.9. Compressor/expander using an active optical delay line structure (aODLS). 

Optical losses in the compressor/expander can limit the maximum achievable 
packet length. Therefore, optical signal amplification during compression/expansion 
operation needs to be applied in order to compensate these losses. However, the 
added amplifiers induce additional noise caused by amplified spontaneous emis-
sion (ASE). The impact of the optical signal-to-noise ratio (OSNR) degradation 
caused by the ASE noise accumulation and by insufficient loss compensation on the 
maximal achievable packet length has been investigated in [11]. The gain of the am-
plifiers should be selected such that the optical losses in the compressor/expander 
are completely compensated. Thus, the losses can be compensated by adding addi-
tional amplifiers after each ith ODLS stage as shown in Fig. 1.9. For example, the 
overall gain in a segment consisting of four ODLS stages and an amplifying stage 
is given by δ= αc

5·G when the losses in the delay lines are neglected because of αd 
<< αc. The total number of these segments in a compressor-expander constellation 
is 2·|q/4|, where the symbol ”| |” denotes the rounding down operation. 
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1.4.4 Scalable Packet Compression/Expansion Units 

A scalable optical packet rate conversion scheme based on a parallel arrangement 
of optical delay line structures is shown in Fig. 1.10. This scheme allows high 
compression rates and large packet sizes, thereby reducing the impact of the ”time 
out” phenomenon by processing packets in a parallel manner. The ”time out” phe-
nomenon [12] prevents receiving or transmitting of two successive packets by a 
node within a time period equal to the packet processing time (Tprc = K·N· τ0). For 
example, for a conversion rate of K = 100, the receiver can access only each 100-
th packet. The remaining 99 packets arriving at the node in the meantime can not 
be processed because the rate conversion unit is occupied with processing a single 
packet. This hard restriction leads to inefficient bandwidth utilization. The scalable 
optical packet compression/expansion unit [13] consists of M bidirectional optical 
gates, M fast optical switches (FOSs), and M parallel active ODLSs, each of them 
responsible for the rate conversion of a part (an N-bit sequence) of the optical 
packet. Thus, the packet length is N·M, where M = 1,2,…K, while the packet proc-
essing time remains the same as for one N-bit sequence. An active ODLS that proc-
esses an N-bit sequence is composed of q delay stages and an amplifier stage placed 
after each i-th delay stage to compensate for the optical losses (see Fig. 1.9). 

The operation of the device can be described as follows. In the compression di-
rection, the parallel data acquired from the transmitting queue can be used to modu-
late M parallel short pulse trains, thereby generating low-speed optical sequences.  

 
Fig. 1.10. Scalable optical packet compression/expansion unit (SOA: semiconductor optical 
amplifier). 
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In the compression/expansion unit, M low-speed sequences are first compressed in 
the ODLSs. The fully compressed sequences are then selected by the gates and de-
layed by the delay lines to meet the timing requirements for combining the com-
pressed sequences at the output. The compressed sequences are finally combined 
by an M × 1 coupler. The resulting signal at H-S Out represents an M·N-bit com-
pressed packet. 

High-speed packets can be expanded using the same device in the reverse di-
rection. A high-speed input packet is divided into M separate N-bit sequences us-
ing a splitter, M optical delay lines, and M bi-directional optical gates. Those se-
quences are then copied N times within the ODLSs. Each copy is delayed by T0 - 
τ0 with respect to the next copy of the packet. A fast optical switch selects bits 
separated by the bit period T0 within a very narrow switching window, thereby ex-
panding the high-speed sequence. Thus, the whole high-speed input packet is 
down-converted and divided into M low-speed sequences, which can be received 
in a parallel manner by M receivers. 

Numerical simulations were carried out in order to investigate the feasibility of 
the proposed scheme. In our simulation set-up, 2.5 ps full width at half maximum 
(FWHM) optical pulses were generated at 1.55 µm wavelength with a repetition 
frequency of fL-S = 1/T0, and split into M ways. The M pulse trains were then 
modulated in a parallel manner using pseudo random bit sequences (PRBS) to 
generate M N-bit optical sequences. The low-speed optical sequences were first 
compressed using the proposed scheme, then transmitted over a transmission line 
composed of 300 m standard single mode fibre (SSMF), an optical amplifier 
(EDFA) and an optical band-pass filter (OBPF), and finally expanded using the 
same compression/expansion scheme in reverse direction. LiNbO3 modulators 
were used for implementing the gating functionality, while Mach-Zehnder inter-
ferometers with semiconductor optical amplifiers in its arms (SOA-based symmet-
ric MZI) were used as fast optical switches 

First, we investigated the maximum number of aODLS stages. It is mainly lim-
ited by the chromatic dispersion in the fibre delay lines and additionally by the op-
tical signal-to-noise ratio degradation caused by the amplified spontaneous emis-
sion (ASE) noise accumulation. The amplifier model used in the simulations 
represents an ideal amplifier with frequency-dependent gain and noise figure. The 
output signal is obtained as Eout = Ein√G(f) and then corrupted by ASE noise that is 
modelled by a Gaussian white noise. The fibre delay lines were modelled employ-
ing the split-step Fourier method and using the parameters of commercially avail-
able standard single mode fibres (SSMFs). The small-signal gain and noise figure 
of the amplifiers were assumed to be 20 dB and 5 dB, respectively. As it can be 
seen from Fig. 1.11, nine stages (capable to process 512-bit packets) induce a 
power penalty of approximately 0.8 dB and 1.2 dB for 80 Gbit/s and 100 Gbit/s 
data rates at the H-S Out, respectively. That is, M·512-bit packets can be provided 
using the proposed scheme without any dispersion compensation. Because the 
number of employed amplifiers is q/i, the OSNR degradation has less influence on 
the scalability than the chromatic dispersion. 
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Fig. 1.11. Power penalty vs. number of ODLS stages (ODLS: optical delay line structure). 

Second, impact of the gate-control signal synchronization has been investigated. It 
must be well-synchronized with the incoming/outgoing high-speed optical pack-
ets. The impact of the gate-control signal adjustment and broadening was investi-
gated recently [13, 14]. The obtained power penalties (see Fig. 1.12(a)) have 
shown that a gate-control signal detuning between −7.5 ps and +1.9 ps (an interval 
of 9.4 ps) as well as a pulse broadening between −1.65 ps and +2.8 ps (in total 
4.45 ps) results in a power penalty lower than 3 dB for a 100 Gbit/s signal. These 
results show that the proposed scheme is sensitive to the gate-control signal syn-
chronization; hence very fast and well-synchronized gates should be used or a 
separation gap between the sequences has to be added. 

 
Fig. 1.12. Impact of the gate-control signal (a) adjustment and (b) broadening. 
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1.4.5 Transmission Efficiency 

In the following, we will address the impact of the packet processing time on 
transmission efficiency in a time-slotted single-ring metro network. A simple 
TDMA scheme with the frame length of Ns = K – 1 slots is assumed, where the 
slot length equals the packet length. Then, we consider an overloaded network 
with uniform traffic and calculate the rate of successful deliveries in the network. 
Since the frame length is chosen to be large enough to guarantee completion of 
packet compression in the time period between two slots dedicated to a particular 
transmitting node, the transmission inefficiency is caused only by the rate conver-
sion latency of the receiving node. 

The calculated transmission efficiencies for different compression rates (K) and 
different number of parallel processing units (M) versus total number of ports in 
the network are shown in Fig. 1.13. It can be seen that the transmission efficiency 
can be greatly improved by using a larger number of parallel aODLSs; thus by si-
multaneous increasing the slot size and reducing the packet processing time [14]. 
Reduced transmission efficiency can be expected for very large compression rates 
and a high number of ports. Because the total number of ports in system is ex-
pected to be large enough (several tens to few hundreds), a transmission efficiency 
higher than 90 % can be achieved by using packet processing units with more than 
10 parallel aODLSs.  
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Fig. 1.13. Transmission efficiency vs. total no. of ports a) for different compression rates 
when M=8 and b) for different number of parallel processing units when K=100. 
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2 Electronic Channel Equalization Techniques 

I. Papagiannakis (chapter editor), G. Bosco, D. Fonseca, D. Klonidis, 
P. Poggiolini, W. Rosenkranz, A. Teixeira, I. Tomkos, and C. Xia 

Abstract. This paper presents the key design approaches and results in the 
field of optical impairment distortion compensation by electronic means, as 
an outcome of the studies and research innovations developed within the 
COST 291 action. The research topics addressed are related with chromatic 
dispersion and nonlinearities, with particular reference on FFE/DFE and 
MLSE-based equalizers as well as with the assistance of different modula-
tion formats. Additionally, the use of electronic compensation in metro-
access applications is examined with reference on studies related with the 
performance enhancement of DML transmitters. 

2.1 Introduction 

Driven by the rapidly increasing traffic demands, stemming from the broadband 
applications in the access networks, optical transmission technologies are widely 
used in today’s telecommunications networks, providing link connections closer 
to the end user at higher data rates and with larger number of multiplexed channels 
per fibre. However, optical networks are analogue in nature and suffering from a 
variety of linear and nonlinear transmission impairments. These effects have a di-
rect impact on the bit-error-rate performance of the system and most importantly, 
this impact increases in systems supporting higher data rates and larger number of 
channels. 

A variety of techniques have been proposed and implemented in order to re-
duce the effect of physical impairments present in optical transmission system. 
These techniques can be classified as a) purely optical and b) optoelectronic based 
solutions. Typical purely optical solutions are the dispersion compensating mod-
ules used to reduce signal broadening due to dispersion effects and the optical re-
generators proposed to cope with signal distortion effects like additive noise and 
nonlinear impairments. However, the complexity and the cost of these implemen-
tations (especially in the case of regenerators) reduce their usefulness in the net-
work. On the other hand, electronic-based solutions can be applied in order to 
mitigate transmission impairments and enhance either the transmission distance or 
the span budget. These end node solutions relax the network operators from strict 
network design rules and allow in many cases the use of already installed non-
optimized infrastructures to be operated at higher data rates, accommodating more 
users per link. 
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For core network applications, where the filtering characteristics of the trans-
mission medium (dispersion, polarization) impose significant constrains on the 
shape of the transmitted signal, electronic based solutions are expected to increase 
the transparency distance and simultaneously reduce the equipment count per sig-
nal path, resulting in significant cost advantage in applications like submarine 
links where the cost of undersea repeaters is higher. Additionally, ease of applica-
bility of adaptive schemes is particularly important in order to compensate for 
time varying effects like polarization mode dispersion (PMD). Electronic equaliz-
ers may significantly improve the limited reach of these systems, allowing their 
applicability in core networks. 

For Metro and Access network applications the role of electronic equalizers is 
to enhance the performance and reach of low cost transmitters according to modu-
lation properties and the transmitted medium. In this case, when the electronic 
equalization process is combined with certain limited performance components 
and media, like direct modulated lasers (DMLs), enhanced transmission capabili-
ties and extended reach can be achieved. This allows the implementation of ex-
tended access networks (i.e. more users and/or longer distances) and the transpar-
ency in metro networks in a cost effective way. 

Advanced solutions for the research topics presented in the last two paragraphs 
have been studied and implemented within the COST 291. These solutions are ad-
dressed next in this paper which is organized as follows: First, section 2 presents 
an overview on the most relevant types of equalizers used in the applications that 
follow. Section 3 focuses on the performance of maximum likelihood sequence es-
timator equalizer (MLSE), whereas section 4 shows the performance of nonlinear 
electrical equalizer for different modulation formats. Section 5 presents the impact 
of equalization for optical single sideband systems. Finally, section 6 shows the 
enhancement of the system performance in metro, access and local area network 
applications with the use of equalizers, focusing on the performance improvement 
of DML type of transmitters. 

2.2 Electronic Equalizers 

Equalization techniques have been widely used in digital communications over 
microwave wireless links, as well as in modem designs. The idea behind the 
equalizer is to create the inverse transfer function of the optical communication 
channel, implementing the proper filter shape in order to compensate for the intro-
duced impairments (chromatic dispersion (CD) and PMD), cancelling out the fil-
tering effects of the channel.  

There are three main architectures for electrical channel equalizer (ECE). The 
most basic scheme is the feed-forward equalizer (FFE) (Fig. 2.1(a)). In this set-up, 
a finite-impulse-response (FIR) filter is added to the transmission line after the op-
tical-to-electrical conversion. The filter has several stages, each consisting of a de-
lay element, a multiplier and an adder. After every delay element, an image of the  



2 Electronic Channel Equalization Techniques 25 

 
Fig. 2.1. The structure of: (a) FFE and (b) DFE. {CDR: Clock and data recovery module, ISI: 
Intersymbol Interference}. 

non-delayed input is multiplied with a coefficient and added to the signal. The 
number of filter stages used and the coefficients chosen are crucial parameters for 
effective dispersion cancellation. A second approach is the decision-feedback 
equalizer (DFE) (Fig. 2.1(b)). This structure is an FFE with a second FIR filter 
added to form a feedback loop. The coefficients of both filters require active con-
trol, in order the filter to be adapted to time-varying changes. Today's integration 
levels permit either FFE or DFE to be built into a clock and data recovery or de-
multiplexer chip with an extra power requirement of about 500 mW.  

The tap coefficients of the filter are calculated and are always adjusted in an 
adaptive operation according to an algorithm that runs in parallel with the purpose 
to minimize the error. The type of the algorithm and more significantly the way 
that this algorithm is optimized are particularly important in order to minimize the 
error and enhance the transmission properties of the system. The general operating 
modes of the adaptive equalizer include training and decision mode. During the 
training mode the algorithm adjusts to the channel characteristics and calculates 
the filter taps to compensate for the introduced impairments. In the decision mode, 
small variations in the taps allows for the compensation of the time varying effects 
of the channel. The most common algorithm that is used in order to calculate the 
taps is the least mean square (LMS). The goal of that algorithm is to minimize the 
mean squared error (MSE) between the desired equalizer output and the actual 
equalizer output. It is controlled by the error signal which is derived by the output 
of the equalizer with some other signal which is the replica of transmitted signal.  

The DFE version of the equalizer is a non-linear process that uses the same al-
gorithm but it subtracts the interference by the already detected data offering ad-
vanced performance characteristics [1], [2].The most sophisticated structure is the 
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maximum-likelihood (sequence) detector (MLD/MLSD) (Fig. 2.2). This is effec-
tively a digital signal processor that performs the necessary mathematical opera-
tions on the incoming data stream to reconstruct the transmitted signal. More spe-
cifically, an MLSE receiver compares a long section of the noisy received signal 
with all the possible waveforms of the same length that could be received and 
chooses the one that is “closer” to the received. The drawback of this method is 
that it needs the signal to be in digitized form at the input, which requires an ana-
logue-to-digital converter running at full line rate and at a high resolution. ECE 
can improve system performance in a significant way. MLSE estimates the chan-
nel and decides the most likely sequence sent at the transmitter based on the re-
ceived signal. MLSE is a Viterbi decoder. It has two parts: channel estimation (ISI 
estimation) and decoding. Decoding complexity of MLSE is the same as the 
Viterbi decoders. Channel estimation can be thought as the encoder that encodes 
the original signal with the weighted neighbouring bit values. Due to encoders' na-
ture, the channel is assumed to be linear. If the channel is time varying, then the 
estimation should be able to track the changes. MLSE also requires soft decisions 
for decoding to maximize the gain. This is analogous to hard and soft decision 
Viterbi decoding performance difference. The effectiveness of MLSE in the com-
pensation of the CD may extend into several hundred kilometres range, but at such 
long range, the complexity of the MLSE processor is very large. It is important to 
examine and optimize the effectiveness of MLSE equalization and provide tech-
niques to reduce complexity without impacting performance [1], [2]. 

 
Fig. 2.2. Digital implementation of MLSE. (ADC: Analog–to-digital converter). 

An alternative technique to mitigate optical impairments by means of an electrical 
process consists of the association of optical single sideband (OSSB) modulations 
to electrical dispersive components [3]. This technique has the advantage of using 
simple electrical components (e.g. microstrip lines or FFE) to mitigate the accu-
mulated optical dispersion (in the form of group velocity dispersion). Fig. 2.3 pre-
sents an example of a transmission system using OSSB modulation and electrical 
dispersion compensation. Contrary to the other cases of equalizer, phase preserva-
tion is observed after direct detection due to the absence of spectrum back folding 
(valid in the case of carrier-unsuppressed formats such as the conventional on-off  
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Fig. 2.3. Transmission system using OSSB modulation and electrical dispersion compensa-
tion (at the transmitter and receiver sides). SG – Signal Generator; OSSB – OSSB transmitter. 

keying). As a consequence, placing an electrical dispersive component after the 
photodetector, almost complete optical dispersion mitigation is observed and large 
distances of standard single mode fibre (SSMF) can be achieved without optical 
dispersion compensation. Moreover, placing the same type of electrical dispersive 
component at the transmitter side, optical dispersion mitigation is also observed. 
As the compensation is done prior to the direct detection, optical dispersion can be 
mitigated with enhanced efficiency compared to the case using electrical disper-
sion compensation at the receiver side. Additionally, in the case of electrical dis-
persion compensation at the transmitter side, carrier unsuppressed modulation 
(such as alternate mark inversion (AMI)) can be used. 

2.3 Fundamental Limits of MLSE Performance with Large 
Number of States 

The theoretical possibility of long-haul uncompensated IMDD transmission at 
10 Gb/s using an MLSE processor has been investigated up to 700 km of SSMF 
(11,700 ps/nm) in [4],[5]. Simulations predicted that, provided that enough 
complexity was allowed for the MLSE processor, the OSNR penalty with re-
spect to back-to-back would saturate at about 2 to 3 dB, depending on system 
set-up, at a distance between 300 and 400 km, and would not further grow for 
longer link lengths. We show here the results of a thorough transmitter (TX) and 
receiver (RX) filter optimization study, carried out in order to identify the best 
operating set-up and the corresponding OSNR-penalty with respect to back-to-
back, under severe CD distortion. A minimum asymptotic penalty of about 2 dB 
for large CD values was found (up to about 11,200 ps/nm, or 700 km of SSMF), 
in good agreement with recent results based on Information Rate estimates [6]. 

The analyzed system setup is shown in Fig. 2.4. The electrical filters (at TX and 
RX) were 5-pole Bessel with bandwidth BTX,elt and BPD, respectively, and the op-
tical RX filter was second-order super Gaussian with bandwidth Bo. The MLSE 
processor used the (square root) SQRT metric [4]. For all simulations, the trans-
mitted sequence was a full PRBS cycle of length 220-1 bits (about 1 million). 

We considered four different system set-up configurations: 
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Fig. 2.4. System schematics. 

• No PD-filter, 8 samples/bit. No electrical post-detection (PD) filter is present in 
the RX. The use of substantial over-sampling (8 samples/bit) enables the 
MLSE processor to perform a sort of ‘digital’ PD (non-linear) filtering. The op-
tical filter bandwidth is variable. 

• With PD-filter, 2 samples/bit. The sampling rate is reduced to the customary 2 
samples/bit. An electrical PD filter is present in the RX, with variable band-
width. The optical filter bandwidth is variable as well.  

• Wide optical filter, PD-filter, 2 samples/bit. The PD filter is present in the RX, 
with variable bandwidth. The processor uses 2 samples/bit. The optical filter 
bandwidth is set at the relatively large value of 35 GHz. 

• Wide optical filter, PD-filter, 1 sample/bit. This configuration is the same as the 
previous one, but the sampling rate is reduced to only 1 sample/bit. 

2.3.1 No PD-Filter, 8 Samples/Bit 

In this system configuration the role of the PD filter is taken over by the MLSE 
processor itself. Thanks to the substantial over-sampling (8 samples/bit), the MLSE 
processor can effectively perform a sort of ‘digital’ PD filtering on each branch.  

The optimum filter bandwidth values at 400 km are shown in Table 1. We se-
lected this length because it is a value for which the OSNR versus system length 
curve has already reached its ‘saturated’ flat region. We then evaluated the system 
performance from 0 to 700 km of SSMF using the optimum filter values found 
above.  

Fig. 2.5 (solid line with triangles) shows the OSNR required to obtain a 
BER=10-3 versus link length. The number of trellis states was dynamically adapted 
as necessary for best performance and ranged from 2 (at 0 km) to 2048 (at 700 km). 
In Fig. 2.5, the star-shaped marker represents the performance of a non-MLSE  
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Table 2.1. Optimum filter bandwidth values at 400 km for the four analyzed system configu-
rations. 

System BTX,elt (GHz) Bo (GHz) BPD (GHz) nsamp 
A 18 12.5 - 8 
B 18 12.5 14 2 
C 8 35 8 2 
D 4.5 35 3.5 1 

 
Fig. 2.5. OSNR values needed to obtain a BER equal to 10-3 vs. fibre length for the four 
analyzed system configurations (A) through (D), with the optimum filter bandwidths shown 
in Table 1. 

benchmark system, obtained with standard filter bandwidths (BTX,elt=BPD=7.5 GHz, 
Bo=35 GHz) using optimized-threshold hard decision. 

The plot clearly shows penalty saturation upward of 200 km. The saturated 
penalty with respect to back-to-back is 2 dB, in agreement with the results of [6], 
that were obtained with a different system set-up. A remarkable result is that, if we 
compare the saturated OSNR performance of the optimized set-up (A) with the 
back-to-back performance of the benchmark system w/o MLSE in Fig. 2.5, the 
penalty is 0.5 dB only, up to 700 km. 

2.3.2 With PD-Filter, 2 Samples/Bit 

In this configuration, the burden of PD filtering is shared between the electrical 
PD filter and the 2 samples/bit MLSE processor. As for System (A), an optimiza-
tion of the filter bandwidths was performed at 400 km. This time, three band-
widths had to be varied, rather than just two: the TX and the PD electrical filter 
bandwidths BTX,elt, BPD, and the RX optical filter bandwidth Bo. The resulting 
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optimum bandwidth values are shown in Table 1, set-up (B). Using these values, 
the performance shown in Fig. 2.5 (dashed line with diamonds) is obtained, which 
is virtually coincident with the one of set-up (A). 

As we remarked for (A), we point out that the saturated OSNR performance of 
the optimized set-up (B) is only 0.5 dB away from the non-MLSE back-to-back 
benchmark. This result is even more significant for (B) because, as opposed to 
(A), (B) is a more ‘realistic’ and practically implementable configuration. 

2.3.3 Large Optical Filter, 2 Samples/Bit 

The optimum value of Bo for set-up (B) was very narrow, so we decided to con-
sider a configuration in which the optical filter bandwidth is set to a more standard 
and easier to implement Bo = 35 GHz. The resulting optimum electrical filters 
bandwidths at 400 km were BTX,elt = BPD = 8 GHz (see Table 1, set-up (C)). Using 
these values, the performance shown in Fig. 2.5 (solid line with circles) is ob-
tained. An OSNR penalty of about 1.1 dB with respect to set-ups (A) and (B) is 
found. The number of required states needed for best performance at 700 km was 
8192, as opposed to the 2048 needed by set-ups (A) and (B). The smaller number 
of states for (A) and (B) can be explained by the fact that their narrow optical filter 
curtails the signal spectral width and thus somewhat mitigates the impact of dis-
persion. This reduces system memory in agreement to what was found in [7]. 

The saturated penalty of set-up (C) relative to its own back-to-back is still 2 dB, 
as it was for (A) and (B) relative to their own back-to-back. However, the satu-
rated penalty with respect to the non-MLSE back-to-back benchmark (the star 
marker) increases, reaching about 1.6 dB. 

2.3.4 Large Optical Filter, 1 Sample/Bit 

Set-up (D) is the same as set-up (C), except the MLSE processor uses only 1 sam-
ple/bit. The resulting optimum electrical filters bandwidths at 400 km, shown in 
Table 1, set-up (D), are much smaller than the ones for 2 samples/bit. In particular, 
the optimum PD filter bandwidth is only 3.5 GHz. The PD filter must be so nar-
row because it has to make up for the lack of PD-filtering by the MLSE processor, 
which now operates with only 1 sample/bit. 

The optimum performance is plotted in Fig. 2.5 (dashed line with squares), 
showing an OSNR penalty of 1.2 dB with respect to set-up (C), and of 2.3 dB with 
respect to (A) and (B). This result shows that the narrow electrical PD filter is not 
as effective as over-sampled MLSE in performing PD filtering. The number of re-
quired states at 700 km is 4096, vs. the 8192 needed when 2 samples/bit are used. 
The system memory is lower than in (C) because of the narrower TX electrical fil-
ter of (D), that curtails the TX signal spectral width and thus somewhat mitigates 
the impact of dispersion.  
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2.3.5 Compensation of SPM Using MLSE  

We investigated experimentally the effectiveness of MLSE-EDC for application 
with signals distorted by self-phase modulation, and compare the results with 
those obtained using a variety of optical dispersion compensation maps. 

We analyzed a system scenario in which, as in [8], high power is launched. In 
contrast with [8], neither optical dispersion compensation nor management is 
used. We carried out the experiment using IMDD at 10Gb/s over 800 km (10x80 
km) of standard fibre (SMF). MLSE processing was done off-line on the samples 
of the received signal to assess the capability of MLSE to deal with the challeng-
ing distortion caused by significant SPM-induced chirp interacting with the over-
all-link uncompensated dispersion. The experimental results, confirmed by nu-
merical simulations, show that a 1024-state MLSE processor allowed to keep the 
BER below the FEC threshold of 10-3 up to 10 dBm of launched power into each 
span. The results are also compared with simulations using optimized optical dis-
persion management, taken as an ideal benchmark. 

The experiment setup is shown in Fig. 2.6. A pulse pattern generator (Anritsu 
MP1763B) was employed to generate a 10 Gb/s, 220-1 PRBS. The tunable laser 
(Agilent 8164A) was set at 1551.65nm. A conventional chirpless LiNbO3 Mach-
Zehnder modulator, biased at the -3dB point, was used to generate the NRZ-OOK 
format signal. A 4 GHz low-pass Bessel filter (LPF) was placed between the 
driver and the modulator. The bandwidth of this filter was optimized through 
computer simulations of the experiment. No optical filter was present at the 
transmitter (TX). The signal was then input to a re-circulating loop with 80-km 
span length. The fibre was SMF G.652 (17 ps/nm·km). The signal was re-circulated 
10 times, for a total distance of 800 km (13,360 ps/nm). The average power 

 
Fig. 2.6. System set-up. 
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launched into the loop was varied from -3 dBm to 12 dBm. No DCF was installed 
in the loop. The receiver (RX) consisted of an EDFA pre-amplifier, followed by a 
50 GHz Gaussian optical filter, a photo-detector and a 6.2 GHz Bessel LPF. The 
optical power input to the detector was kept constant at -3dBm. 

A noise-loading stage was placed immediately before the pre-amplifier to set 
the desired optical signal-to-noise ratio (OSNR). The electrical RX signal was 
sampled using a Tektronix TDS6154C real-time oscilloscope. The OSNR, over a 
0.1 nm noise bandwidth, was set at 16 dB. 

Two full 220-1 PRBS instances were sampled and stored to disk for each trans-
mitted power value. An MLSE processor using 2 samples per bit was then run off-
line. The algorithm employed the SQRT branch metric proposed in [4] and a re-
duced-state algorithm was used to minimize the number of MLSE states [9]. The 
trellis was first instructed on one PRBS instance of the sampled signal and then 
run on the other. The number of trellis states was at first set to 210 (1024), yielding 
the results shown in Fig. 2.7 (solid line). We then simulated the same link. To get 
a good agreement at low power, the simulation OSNR was set to 14.5 dB (solid 
line with circles in Fig. 2.8). Such OSNR discrepancy was also found in back-to-
back operation and therefore could seemingly be ascribed to TX and RX imperfec-
tions. By increasing the number of MLSE states, the BER could be significantly 
improved both in the experiment (Fig. 2.7) and the simulations, though this was 
much more effective in the simulations (not shown for clarity) where BER=10-3 
could be reached even at 12 dBm launch power, with 16384 states. 

To obtain a suitable benchmark, a 10 Gb/s IMDD optically dispersion-
compensated (ODC) system was simulated, next. The analyzed system is similar 
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Fig. 2.7. BER versus TX power, 800 km uncompensated SMF transmission experiment, 
OSNR=16 dB (0.1nm), MLSE RX with variable number of states. 
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Fig. 2.8. BER versus TX power, 800 km SMF, optical vs. electrical compensation; OSNR 
(0.1 nm) at RX: 16 dB (MLSE experiment), 14.5 dB (MLSE simulations), 11.2 dB (ODC 
simulations). 

to the experiment, except the TX and RX electrical filters were replaced by 7.5 
GHz Bessel and the OSNR was reduced to obtain the same BER as the MLSE-
based system at low launch powers. Three different configurations were analyzed: 
(i) dispersion compensation performed all at the RX, optimized vs. TX power; (ii) 
100% compensation span-by-span; (iii) optimized dispersion map for each value 
of TX power. The obtained results are shown in Fig. 2.8. Despite the fact that the 
MLSE system operates under conditions that are similar to configuration (i), i.e., 
all compensation at the receiver, it greatly outperforms it and achieves perform-
ance midway between (ii) and (iii). In fact, for higher number of states, MLSE 
simulation results improved to almost coincide with (iii). On the other hand, it 
must be mentioned that, as observed in other papers [10], there is an approxi-
mately 3 dB OSNR penalty between ODC and MLSE even in the linear case (here 
11.2 dB OSNR for ODC vs. 14.5 MLSE). 

2.4 Nonlinear Electrical Equalization for Different Modulation 
Formats 

Based on bit error ratio (BER) simulations, we investigate electrical dispersion 
compensation (EDC) performance by using a nonlinear electrical equalizer based 
on nonlinear Volterra theory for different modulation formats: On-off keying 
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(OOK), differential-phase-shift-keying (DPSK), optical duobinary (ODB) and op-
tical single sideband (OSSB). This nonlinear equalizer is compared to conven-
tional feedforward equalizer (FFE), decision feedback equalizer (DFE) as well as 
to maximum-likelihood sequence estimation (MLSE). First of all, nonlinear equal-
izer NL-FFE-DFE and simulation system setups will be introduced. Secondly, 
NL-FFE-DFE performance will be examined and compared to conventional FFE, 
FFE-DFE as well as to MLSE for different modulation formats. 

2.4.1 Introduction of NL-FFE-DFE 

We call this kind of nonlinear equalizer as NL[x,y]-FFE[m]-DFE[n]. This desig-
nation means FFE of order m, DFE of order n and nonlinear order x for FFE and y 
for DFE. The case for x=1 and y=1 is equivalent to normal FFE[m]-DFE[n]. As an 
example, the signal outputs from FFE and DFE part of an equalizer NL[3,2]-
FFE[4]-DFE[2] can be expressed as equation (2.1) and (2.2), respectively. Where, 

ry t( )  and d  are defined in Fig. 2.1T :bit period, e  and b  are the coefficients for 
FFE and DFE, respectively. 
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(2.2) 

We can see that the first terms on the right in equation (2.1) and (2.2) corre-
spond to the conventional FFE-DFE. Nonlinear systems including optical chan-
nels together with some distortions such as chromatic dispersion and narrow-
band optical filtering result in not only linear distortions but also nonlinear 
distortions, namely, the nonlinear interactions between neighbouring bits. Con-
ventional FFE-DFE does not consider the interactions of the signals with differ-
ent delay. However, NL-FFE-DFE takes into account these interactions of sig-
nals, as the second and third terms shown in (2.1) and the second term shown in 
(2.2). Therefore, the other terms can be considered as nonlinear terms, which 
take into account the nonlinear distortion mitigation. For illustration, we show 
this kind of equalizer setup with the simplest structure NL[2,2]-FFE[1]-DFE[2] 
in Fig. 2.9. It turns into normal FFE[1]-DFE[2] without the nonlinear parts in 
the dotted line boxes. 
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Fig. 2.9. NL[2,2]-FFE[1]-DFE[2] setup. Nonlinear parts with dot line boxes. 

2.4.2 System Setups and Parameters 

We assume a 10 Gb/s optically pre-amplified system with a NRZ pulse shape. The 
system setups (transmitter, receiver and channel) for different modulation formats 
are shown in Fig. 2.10. All modulation formats are generated based on Mach-
Zehnder modulator (MZM). ODB is based on a fifth-order Bessel electrical low-
pass filter (ELF) with a 3dB-bandwidth of 2.5GHz. A differential encoder is used 
for both ODB and DPSK to avoid the error propagation. The OSSB signal is gen-
erated in two steps. First, the conventional double sideband (DSB) signal is gener-
ated (similar to OOK). Then the DSB signal is phase modulated by the Hilbert 
transformed electrical data signal [24]. The Hilbert transformer (HT) is approxi-
mated by a FIR filter [24]. ODB and OSSB share the same receiver with OOK, 
while DPSK is based on balanced detection by using a Mach-Zehnder delay-
interferometer (MZDI). A third-order Butterworth ELF (3dB cut-off frequency 
7GHz) is applied after detection for all receivers. ASE noise from EDFA is as-
sumed to be dominant and other noises are omitted. Two Gaussian optical band-
pass filter (OBF1 and OBF2) with a same bandwidth of 50GHz are assumed at the 
transmitter and receiver sides, respectively. The fibre is the standard single mode 
fibre (SSMF) with only considering chromatic dispersion (dispersion coefficient 
D=17ps/nm/km). 

For the equalizers, we assume the following structures: FFE[6] (6-delay tap 
FFE), FFE[4]-DFE[2] (4-delay tap FFE and 2-delay tap DFE), NL[3,2]-FFE[4]-
DFE[2](4-delay tap FFE and 2-delay tap DFE, nonlinear order 3 and 2 for FFE 
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and DFE, respectively), MLSE[2], MLSE[3] and MLSE[4] (memory of 2, 3, and 
4, respectively). The orders of analog equalizers are assumed on the trade off be-
tween performance and complexity. Importantly, our additional simulations have 
demonstrated that further increased order does not result in significant improve-
ment, especially for FFE and FFE-DFE. Memory of 2 is chosen for MLSE be-
cause it is already commercial available, on one hand, and it will be compared to 
MLSE[3] and MLSE[4] (which are expected to be available in the near future), on 
the other hand. The equalizer coefficients are optimized based on minimum-mean-
square-error (MMSE) for analogy equalizers (FFE, FFE-DFE and NL-FFE-DFE). 
Adaptive algorithms such as least-mean-square (LMS) [19, 20] and recursive-
least-square (RLS) [19,20] can be used to optimize the coefficients. Infinitive 
resolution is assumed for MLSE, which is based on lookup table method by using 
Viterbi algorithm. The probability density functions (PDF) are obtained by using 
Monte-Carlo simulations with a training bit sequence of length. Two samples per 
bit are assumed for all equalizers. Our simulations assume a pseudo-bit-random-
sequence (PRBS) of length 210-1. Monte-Carlo simulations are carried out to ob-
tain an error count of more than 200 errors at each optical signal-to-noise-ratio 
(OSNR) for all cases. 
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Fig. 2.10. System setups in considering different modulation formats. 
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2.4.3 EDC Performance for Different Modulation Formats 

Based on bit error ratio (BER) simulations with the Monte-Carlo method, we 
compare the required optical signal-to-noise ratio (OSNR in 0.1nm bandwidth) to 
achieve a BER of 5x10-4, which is sufficient for error-free operation with forward 
error correction (FEC). 

The results for OOK are shown in Fig. 2.11. The transmission distance is limited 
to less than 70km at a target OSNR penalty of 3dB and can be extended to about 
100km by using either FFE[6] or FFE[4]-DFE[2]. However, both FFE and DFE 
show negligible performance improvement even with larger delay tap numbers. This  

 
Fig. 2.11. Required OSNR at BER=5*10-4 versus length of SSMF with and without using 
equalization for OOK. 

 
Fig. 2.12. Required OSNR at BER=5*10-4 versus length of SSMF with and without using 
equalization for DPSK. 
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Fig. 2.13. Required OSNR at BER=5*10-4 versus length of SSMF with and without using 
equalization for ODB. 

 
Fig. 2.14. Required OSNR at BER=5*10-4 versus length of SSMF with and without using 
equalization for OSSB. 

shows the fundamental limit imposed by the nonlinear square-law detection of the 
photodiode. The NL-FFE-DFE accounts partially for this nonlinearity and can 
thus achieve much better performance compared to FFE-DFE. Moreover, we gain 
here by increasing the number of delay taps. Both NL-FFE-DFE and MLSE take 
into account the nonlinear ISI mitigation and hence they are less influenced by 
nonlinearity of photo detection. In addition, more improvement can be achieved 
for a MLSE with a larger memory at a cost of more complexity. 

For DPSK and for ODB the results are given in Fig. 2.12 and Fig. 2.13 re-
spectively. We confirm that DPSK based on balanced detection can achieve 
about 3dB sensitivity improvement compared to OOK for back-to-back (b2b) 
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operation. As expected, ODB exhibits larger OSNR penalty for b2b. The opti-
mum system performance is reached at transmission distance of around 100km. 
For DPSK and ODB, all EDC show relatively poor performance, especially at 
short transmission distances. Both FFE and DFE exhibit nearly no performance 
improvement. The main reason is the absence of the carrier [21] and thus en-
hanced nonlinearity of the whole system in ODB and DPSK system further de-
grade conventional equalization performance. Nevertheless, NL-FFE-DFE and 
MLSE both outperform FFE-DFE.  

For OSSB, results are shown in Fig. 2.14. In order to obtain a good SSB signal, 
the extinction ratio should be chosen as a trade off between the single side band 
suppression and the b2b performance. For OSSB, chromatic dispersion results in 
basically linear distortions after detection and hence EDC performance is gener-
ally much less influenced by the square-law detection of photodiode. A simple 
linear FFE[6] can achieve good performance and extends the transmission dis-
tance from about 140km without equalization to about 300km at target of 3dB 
OSNR penalty. However, due to the non-ideal sideband suppression, the nonlinear 
distortions resulting from the interference between two sidebands in the presence 
of chromatic dispersion can not be mitigated efficiently by using linear equalizers. 
Therefore, best performance can only be achieved by using nonlinear equalizers 
including NL-FFE-DFE and MLSE. 

We have investigated and compared NL-FFE-DFE performance for different 
modulation formats, respectively. We know that different equalizers show differ-
ent EDC performance and the equalization performance is also strongly dependent 
on the modulation format. In order to show clearly these properties, we show in 
Fig. 2.15 the improved dispersion tolerance due to equalization at an OSNR of 
16dB by using different equalizers for the four considered formats.  

First of all, for each format, all equalizers show the similar trend: FFE<FFE-
DFE<NL-FFE-DFE<MLSE (< means worse). That is to say, MLSE shows always 
the best performance if only a sufficient memory is assumed. NL-FFE-DFE, 
which takes into account nonlinear distortion, achieves sub-optimum performance 
and outperforms conventional FFE and FFE-DFE. FFE and FFE-DFE, which can 
only mitigate efficiently the linear distortion, shows worst performance, especially 
for carrier suppressed formats with enhanced nonlinearity such as DPSK and 
ODB. Secondly, for each equalizer, EDC performance shows the similar trend for 
the four formats: OSSB>OOK>DPSK>ODB (> means better). In the presence of 
chromatic dispersion, linear distortions dominate in OSSB while more nonlinear 
distortions occur for the other three formats, especially for carrier suppressed for-
mat DPSK and ODB. That is to say, enhanced nonlinear distortion in DPSK and 
ODB degrade EDC performance for all the equalizers. 

On the one hand, different modulation formats have different dispersion toler-
ance as well as different receiver sensitivity without equalization. On the other 
hand, EDC shows different performance improvement for different formats. 
Therefore, we show in Fig. 2.16 the overall transmission distance at an OSNR of  
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Fig. 2.15. The improvement of the dispersion tolerance due to the equalization for different 
modulation formats at an OSNR=16dB to achieve a BER of 5*10-4. 

 
Fig. 2.16. The achievable transmission distance with and without using equalization for dif-
ferent modulation formats at an OSNR=16dB to achieve a BER of 5*10-4, SSMF-based 
10Gb/s transmission. 

16dB with equalization for the four formats. Fig. 2.16 shows that relatively, OSSB 
and ODB can achieve larger transmission distance compared to DPSK and ODB. 
This can be understood as follows: OSSB has large dispersion tolerance and EDC 
shows the largest performance improvement for OSSB. ODB has the largest dis-
persion tolerance without EDC despite of the worst EDC performance. DPSK and 
OOK have the comparable spectral width and hence the similar dispersion toler-
ance. DPSK has an advantage of 3dB receiver sensitivity compared to OOK. 
However, worse EDC performance is observed for DPSK than OOK. Based on 
these three aspects, OOK and DPSK shows the similar overall transmission dis-
tance at a same OSNR. 
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2.5 Optical Single Sideband Modulation 

2.5.1 Compensation of Optical Dispersion 

Optical single sideband modulation consists in the suppression of one sideband of 
any double sideband signal. However, such suppression leads to intensity distor-
tion in the case of direct detection systems. As a consequence, not all modulation 
formats are suitable to be used together with OSSB. Two modulation formats 
(unipolar binary and AMI) are considered with nonreturn-to-zero and return-to-
zero pulses. For simplicity, modulation formats using OSSB modulation with uni-
polar binary format and NRZ or RZ pulses are named OSSB-NRZ or OSSB-RZ, 
respectively. In the case of OSSB modulation with AMI format and RZ pulses, 
OSSB-AMI-RZ is used to identify such modulation format. Fig. 2.17 presents the 
eye opening penalty (EOP) as a function of the accumulated fibre dispersion con-
sidering OSSB signals with different signaling formats and EDC at the transmitter 
or receiver sides [25]. As can be seen from Fig. 2.17, using EDC at the transmitter 
side has a higher efficiency in the mitigation of the dispersion impairment com-
pared to EDC at the receiver side as low increase of EOP is observed in the cases 
using EDC at the transmitter. It should be point out that EDC at the receiver side 
is not possible using the AMI format as it is a carrier-suppressed format. However, 
considering the AMI associated with OSSB modulation and RZ pulses (OSSB-
AMI-RZ format), fibre dispersion can be efficiently mitigated after more than 
1000 km of SSMF (equivalent to an accumulated dispersion of 17000 ps/nm) with 
less than 0.5 dB of increase of EOP compared to the back-to-back value.  
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Fig. 2.17. EOP as a function of the accumulated dispersion at 10 Gb/s using electrical dis-
persion compensation at the transmitter (pre-EDC) or receiver side (post-EDC). 
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2.5.2 Reduction of Nonlinear Transmission Effects 

Besides optical dispersion, optical modulations must also be robust to nonlinear 
transmission to avoid distortions due to SPM, XPM and FWM. Moreover, using 
signals with re-distortion leads to an increase of distortion due to nonlinear transmis-
sion. To reduce such impairments, OSSB signals using EDC at the transmitter side 
and concentrated optical dispersion compensation at the receiver side (either EDC 
after direct detection or a dispersion compensation fibre before direct detection) 
have been proposed to reduce the impact of the nonlinear effects [26], [27]. The ba-
sic ideal is to distribute the compensation of dispersion between the transmitter and 
receiver sides instead of compensating the accumulated dispersion only at the 
transmitter or receiver side. In the case of OSSB-AMI-RZ format, it has been found 
that 50% of the accumulated dispersion of the link should be compensated at the 
transmitter side (either using EDC or a DCF) whereas the remaining 50% of disper-
sion should be compensated at the receiver side (using DCF). Fig. 2.18 shows the Q-
factor improvements using concentrated EDC at the transmitter side or distributing 
the dispersion compensation at the transmitter and receiver sides for a transmission 
system with 9 and 12 sections at 10 Gb/s and no inline dispersion compensation.  

As can be seen from Fig. 2.18, the Q-factor obtained considering a distribution of 
dispersion compensation between the transmitter and receiver sides is always higher 
than the Q-factor obtained considering the compensation of dispersion concentrated 
at the transmitter side. In the case of the OSSB-RZ, the analysis has been done in the 
form of required OSNR to guarantee a specific bit-error-rate at the decision circuit. 
Fig. 2.19 presents the required OSNR for a transmission system with 8 sections and 
optimized distribution of dispersion compensation between the transmitter and re-
ceiver sides. As with the case of the OSSB-AMI-RZ, a significant improvement 
(around 3 dB of required OSNR) is observed between the values obtained with con-
centrated dispersion compensation at the transmitter side and the result obtained us-
ing compensation of dispersion at the transmitter and receiver sides. 
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Fig. 2.18. Q-factor as a function of the input power at each section for OSSB-AMI-RZ. 
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Fig. 2.19. Required OSNR as a function of the input power at each section for OSSB-RZ. 

2.6 Enhancing the Performance DML Transmitters 

As it was mentioned, in metro/access networks, the cost of transmission systems is 
a critical factor, closely related with the cost of terminal equipment. In this con-
cept, directly modulated lasers (DMLs) are low cost transmitters that additionally 
offer low driving voltage, small size and high output power, compared to exter-
nally modulated lasers (EML). However, the frequency chirp characteristics of 
DMLs significantly limit the uncompensated transmission distance over SSMF to 
less than 10 Km at 10 Gb/s [28], and about 100 Km at 2.5 Gb/s. One of the pro-
posed solutions for the mitigation of the chirp problem was the use of special fibre 
with negative characteristics [28]. However when SSMF is already deployed, 
other means of improving the transmission performance of DMLs should be used. 
Another promising approach was based on the development of special laser mod-
ules able even to reach 560 Km at 2.5 Gb/s by using either special DML designs, 
e.g. buried heterostructure gain coupled DFB semiconductor laser [29], or new 
techniques, e.g. chirped managed lasers (CMLs) able to achieve longer transmis-
sion distances [30], [31]. Research studies carried out within COST 291 have fo-
cused on the transmission performance enhancement of common low cost DMLs 
with the use of electrical processing at the receiver end similar to the use of EDC 
for EML based systems [32]-[34]. 

This research activity provided for the first time a complete study to evaluate 
the performance improvement when EDC is considered for DMLs having differ-
ent chirp characteristics including both transient and adiabatic chirped DMLs at 
2.5 Gb/s and 10 Gb/s [35]. It has been demonstrated for the first time to our 
knowledge the impact from the use of FFE and DFE on the performance of tran-
sient and adiabatic chirped DMLs at 2.5 Gb/s and 10 Gb/s that characterized by  
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(a) 

 
(b) 

Fig. 2.20. EOP versus Fibre Length for 2.5 Gb/s (a) and 10 Gb/s (b) without and with 
equalizer DFE(5,1) [35]. 

the fact that their extracted parameters have been verified by simulations and ex-
periments [35], [36]. Simulations predicted that 5-tap FFE and 1-stage DFE would 
be the optimum configuration in terms of performance against complexity. Fig. 
2.11 shows the eye opening penalty (EOP) versus the transmission length for 
DMLs and EMLs at 2.5 Gb/s (Fig. 11(a)) and 10 Gb/s (Fig. 2.11(b)) respectively 
with and without equalizer of DFE (5,1) [35]. 

The transmission distance that can be obtained by using adiabatic dominated 
DMLs is better than transient dominated DMLs. Furthermore, by using EDC on 
adiabatic DMLs, the improvement on the performance of the system is more pro-
nounced than transient chirp dominated DMLs. Finally, EDC equalized DMLs 
based systems are particularly attractive for metro/access networking applications 
at high data rates that require moderate signal improvement and low cost. 
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2.7 Conclusions 

This chapter highlights the research efforts within the COST 291 action studying 
the effectiveness of electronic equalizers for the mitigation of optical transmission 
impairments. Different types of equalizers such as FFE, DFE, MLSE and nonlin-
ear equalizers have been analyzed.  

The effectiveness of MLSE has been investigated. More specifically, system 
optimization with the SQRT metric allowed us to find further evidence of the exis-
tence of the penalty saturation effect for increasing CD values. It also shown that, 
given proper filtering optimization, a theoretical penalty as low as 0.6 dB with re-
spect to a back-to-back non-MLSE-RX can be achieved, even for large values of 
CD. Furthermore, our results demonstrated that MLSE is capable of dealing with 
the challenging combination of large SPM interacting with whole-link dispersion 
(13,360 ps/nm). The MLSE system does require about 3 dB higher OSNR than 
ODC and needs, at high power and accumulated dispersion, a large number of 
trellis states. On the other hand, the resulting non-linear threshold with MLSE is 
not far from the best simulated ODC scheme. The latter, in turn, represents an ide-
alized best-case, difficult to implement in practice due to its extremely tight dis-
persion map tolerance and requiring DCUs and dual-stage EDFAs in each span. 

Through the simulations of electrical dispersion compensation for different 
modulation formats in 10Gb/s optical fibre direct detection systems, we shown 
that nonlinear equalizers (NL-FFE-DFE) based on Volterra theory can achieve 
much better performance compared to conventional FFE-DFE and comparable 
performance to MLSE. NL-FFE-DFE takes into account the mitigation of nonlin-
ear ISI and therefore it is less influenced by the nonlinearity of the square-law de-
tection of the photodiode. Moreover, four kinds of equalizers including NL-FFE-
DFE are compared comprehensively for four kinds of modulation formats. Differ-
ent equalizers show different performance improvement and EDC performance is 
strongly dependent on the modulation format. 

Furthermore, it was shown the effectiveness of EDC for the mitigation of 
chromatic dispersion and nonlinear transmission effects for optical single side-
band modulation. Finally, DMLs have been primarily introduced for access net-
work applications and their combination with electronic equalization has im-
proved the performance of the system and makes them attractive for metro and 
access applications. 
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3 Optical Signal Processing Techniques for 
Signal Regeneration and Digital Logic  

K. Ennser (chapter editor), S. Aleksic, F. Curti, D.M. Forin, M. Galili, 
M. Karasek, L.K. Oxenløwe, F. Parmigiani, P. Petropoulos, R. Slavík, 
M. Spyropoulou, S. Taccheo, A. Teixeira, I. Tomkos, G.M. Tosi Beleffi, 
and C. Ware  

Abstract. This chapter presents recent developments in optical signal 
processing techniques and digital logic. The first section focuses on tech-
niques to obtain key functionalities as signal regeneration and wavelength 
conversion exploiting nonlinear effects in high nonlinear fibres and semi-
conductor optical amplifiers. The second section covers techniques for 
clock recovery and retiming at high-speed transmission up to 320 Gb/s. In 
addition a technique to obtain OTDM demultiplexing based on cross-phase 
modulation is reported. 

3.1 Optical Regeneration and Wavelength Conversion 

3.1.1 640 Gbit/s Wavelength Conversion Based on XPM in HNLF  

The single channel bit rate has continuously increased in deployed optical trans-
mission systems and networks, reaching 10 – 40 Gbit/s in today’s commercially 
available systems. With the appearance of new technologies for optical transmit-
ters and receivers operating near 100 Gbit/s [1], ultra fast signal processing becomes 
increasingly relevant. At such high bit rates optical signal processing must be con-
sidered as a useful supplement to electronic processing. Several signal processing 
tasks must be addressed in high speed communication systems and networks, in-
cluding the indispensable wavelength conversion of data signals. Several ap-
proaches based on non-linear effects in optical fibres as well as semiconductor 
structures have been investigated and two wavelength conversion set-ups have 
been demonstrated up to 320 Gbaud symbol rates [2-3].  

In this subsection, wavelength conversion by cross-phase modulation (XPM) in 
highly non-linear fibre (HNLF) is demonstrated for a 640 Gbit/s (640 Gbaud 
OOK) single channel, single polarization optical time division multiplexed (OTDM) 
data signal. This constitutes the highest reported operating speed of a wavelength 
converter to date. Error free conversion is achieved for all channels, and the best-
case penalty in receiver sensitivity is only 2.9 dB compared to the original 640 
Gbit/s data signal.  



50 K. Ennser et al. 

3.1.1.1 Experimental Procedure 

The experimental set-up is shown in Fig. 3.1. The optical signal is generated by an 
erbium glass oscillator pulse generating laser (ERGO-PGL) with a pulse repetition 
rate of 10 GHz and a wavelength of 1557 nm. The pulses are data modulated with 
a 27-1 PRBS in a Mach-Zehnder modulator (MZM) and subsequently multiplexed 
to 40 Gbit/s in a passive fibre delay 27-1 PRBS maintaining multiplexer (MUX). 
The 40 Gbit/s data pulses are then chirped and spectrally broadened by Self Phase 
Modulation (SPM) in 400 m of dispersion flattened highly non- linear fibre (DF-
HNLF, γ ~ 10 W-1km-1, dispersion D = -1.2 ps/nm/km at 1550 nm and a dispersion 
slope of 0.003 ps/nm2km – kindly provided by OFS Fitel Denmark). The positive 
dispersion in the remainder of the transmitter linearly compresses the data pulses 
to ~560 fs FWHM in the resulting 640 Gbit/s data signal. The signal is amplified 
by an EDFA to ~28 dBm and combined with a ~25 dBm CW at 1544 nm before 
injection into 200 m of HNLF (γ ~ 10 W-1km -1, zero dispersion at 1552 nm and a 
dispersion slope of 0.018 ps/nm2km – kindly provided by OFS Fitel Denmark). 
The CW is phase modulated at 100 MHz to reduce Stimulated Brillouin Scattering 
(SBS). A counter-propagating 800 mW Raman pump enhances the wavelength 
conversion in the HNLF. The sidebands on either side of the CW are temporally 
off-set and it is thus necessary to select only one sideband to form the wavelength 
converted signal [2]. This is done using a Fibre Bragg Grating (FBG) as a notch 
filter to suppress the CW and part of one XPM sideband. A 9 nm band pass filter 
is used to further isolate the converter output, by suppressing the original data sig-
nal. The FBG has its centre wavelength at 1545.5 nm, a bandwidth of 3.2 nm and 
a suppression of ~40 dB.  

The wavelength converted signal is demultiplexed to the 10 Gbit/s base rate in 
a non-linear optical loop mirror (NOLM) using 780 fs control pulses generated by 
adiabatic soliton compression of a 10 GHz pulse train (from a second ERGO 
PGL) in a dispersion decreasing fibre (DDF). The NOLM comprises 50 m of 
HNLF with the same fibre parameters as the one used for XPM wavelength con-
version. Bit error rate (BER) measurements of the 10 Gbit/s OTDM tributaries are 
performed to evaluate the system performance. 

ERGO 
PGL

100 MHz 
CW 200m 

HNLF

1544 nm
PM 3 dB

Raman 
pump

NOLM 
demux

9 nm1545.5
~3.2 nm

9 nm1557 nm
10->40

MUX
40->640

Ctrl. 1557 nm 
/1544 nm

ERGO 
PGL400 m 

DF-HNLF ~1 nm 

13 nm 
~1560 nm

MUXMZM
10 Gb/s

DDF13 nm

10 Gbit/s 
Rx

 
Fig. 3.1. Setup for 640 Gbit/s XPM wavelength conversion. 
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3.1.1.2 Experimental Results 

Fig. 3.2(a) shows the optical spectrum of the wavelength converted data signal as 
well as the original 640 Gbit/s signal and the CW probe at the input to the HNLF. 
In the HNLF, the CW is spectrally broadened by the co-propagating data pulses in 
the original signal through XPM. In this way spectral sidebands are generated on 
the CW probe, which reflect the data logic of the original data signal. 640 GHz 
spectral components are clearly visible after conversion, as the wavelength con-
verted signal has adopted the phase properties of the CW probe signal, giving a 
stable phase relationship between consecutive pulses in the wavelength converted 
OTDM data signal [4].  
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Fig. 3.2. (a) Optical spectrum of the 640 Gbit/s signal before and after wavelength conver-
sion. (b) BER measurements for the converted and original 640 Gbit/s data signals. 

Fig. 3.2(b) shows BER results for the 640 Gbit/s original data signal and for the 
wavelength converted signal when demultiplexed down to 10 Gbit/s. The 640 
Gbit/s wavelength conversion is successful with error free performance. For both 
the original and the converted 640 Gbit/s signal, error free performance (defined 
as BER<10-9) with no sign of an error floor and low penalty compared to the 10 
Gbit/s back-to-back (b-b, measured straight out of MZM data modulator) is ob-
tained. In Fig. 3.2(b), a typical channel is shown for the original 640 Gbit/s data 
signal (channel 64 in Fig. 3.4), whereas the BER curve for the converted 640 
Gbit/s signal corresponds to one of the best performing channels in the converted 
signal (channel 23 in Fig. 3.4), having a conversion penalty of only 2.9 dB. In or-
der to characterize all 64 channels in the OTDM signal, cross-correlations with a 
500 fs sampling pulse were performed. In this way pulse amplitudes and pulse 
widths of each individual channel is investigated. 

Fig. 3.3 shows cross-correlations of the 640 Gbit/s original data signal together 
with the converted 640 Gbit/s signal. The average pulse width of the two signals is 
measured on an auto-correlator to be ~560 fs before conversion and 660 fs after 
conversion. This increase in pulse width is seen to cause a reduction in contrast in  
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Fig. 3.3. Cross-correlations – Lower traces: 640 Gbit/s original data (FWHM ~560 fs). Upper 
traces: 640 Gbit/s converted data (FWHM ~660 fs). (a) zoom in on 16 channels (b) all 64 
channels. 

the cross-correlations of the converted signal compared to the original signal. It is 
expected that the contrast is mainly limited by the width of the sampling pulse, 
and actual pulse overlap after conversion is believed to me less than indicted by 
the cross-correlations. There is a ~1 dB amplitude difference among the original 
data channels and among the converted channels. Subsequently, all 64 channels 
are demultiplexed and subject to BER measurements. Fig. 3.4(b) shows the meas-
ured receiver sensitivities (at BER=10-9) of all 64 channels in the converted and 
the original signals. All 64 converted channels achieve error free operation, clearly 
demonstrating successful wavelength conversion of the full 640 Gbit/s data signal.  

The original OTDM signal has a good and even performance with an average 
sensitivity of -33.3 dBm, i.e. an average penalty of only 1.5 dB with respect to the 
10 Gbit/s back-to-back. The converted signal has a penalty of only ~3 dB under 
optimised conditions with respect to the 10 Gbit/s back-to-back. This penalty is 
mainly believed to be caused by the pulse broadening associated with the wave-
length conversion. The pulse broadening is in turn caused by the filter configura-
tion used to extract the output signal from the wavelength converter. There is a ~ 6.5 
dB sensitivity spread due to channel variations in the wavelength converted signal. 
On top of this an ambient drift affected the system for the duration of the meas- 
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Fig. 3.4. Receiver sensitivity at a BER of 10-9 for all OTDM channels in the converted and 
original 640 Gbit/s signals. 
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urement, resulting in a slowly deteriorating sensitivity, yielding an average re-
ceiver sensitivity of -24.7 dBm. A significantly more stable performance of the 
converter is thus expected, if the impact of ambient variations can be reduced.  

3.1.1.3 Conclusion 

We demonstrated XPM based wavelength conversion of a 640 Gbit/s data signal. 
This constitutes the highest bit-rate reported in a wavelength conversion demon-
stration to date. The wavelength conversion allows error free operation of all 
tributary channels in the converted signal. Low penalty from wavelength conver-
sion, compared to the input signal, is achieved in an optimized configuration of 
the converter. 

3.1.2 Wavelength Conversion and Regeneration Based on Supercontinuum 
Generation 

Nowadays that high capacity and flexible dense wavelength division multiplexing 
systems are commercially available. The evolution will probably be towards all-
optical networking configuration where routing and switching will be performed 
in the optical domain [5-6]. Network scalability faces a major limitation due to 
noise accumulation from optical amplifiers, chromatic dispersion, crosstalk, jitter 
and nonlinearities. In fact the signal propagating in the All-Optical domain dete-
riorates determining a restriction to the maximum path length and the number of 
nodes through which signal can pass. This is to avoid the signals to suffer a fatal 
degradation in the all-optical network. In addition network aggregate capacity will 
increase demanding for more and more transmitted wavelength, also beyond the 
wavelength interval of standard C-band. The Network of the Future will need a 
key device: a λ-converter able to operate extremely wide conversion, 80 nm and 
more with limited power consumption and regeneration properties. 

Several approaches have been propose, based on non linear effects in semicon-
ductor optical amplifiers (SOA) [7] and in optical fibres (OF) [8-11]. All-fibre 
signal processing systems are very promising for their intrinsic robustness, format 
and bit rate independence, however some limitations are intrinsic: the use of four 
wave-mixing does not allow for carrier wavelength tuning far away from the zero 
dispersion wavelength where the phase matching between the interacting electro-
magnetic fields is maximum and is also polarization dependent [8]; the cross-
phase-modulation (XPM) between signals and continuous wave (CW) carriers 
does not result directly in amplitude modulation [9] and the generation and subse-
quent slicing of SC [10] becomes critical for very large spectral bandwidth due to 
fibre non uniformity, is not efficient in the marks noise compression and requires 
power that scales as the square of the desired bandwidth [11-12]. 

On the other hand, increasing capabilities in the wavelength conversion and re-
generation based on the adoption of auxiliary carrier has been demonstrated in a 
dispersion shifted fibre due to a non linear multi wave mixing effect [13]. XPM 
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between a CW signal and a 10 GHz clock pulse train in a Dispersion Shifted fibre 
has been recognized as suitable solution for wavelength conversion implementing 
in WDM systems [14]. 

Adopting a high non linear dispersion flattened fibre (HNL-DFF), with constant 
normal dispersion, the position of AUX carrier wavelength in not important and 
the bandwidth is almost unlimited. The modulation of AUX carrier is made by 
phase-modulation induces by refractive index change due to strong signal field. 
The effectiveness of this process is enhanced by similar propagation velocity as in 
HNL-DFF. In addition in normal dispersion regime the signal pulse broadens in 
time and it may help to enhance conversion quality because it improves position 
synchronization. Furthermore, it will generate stable modulation avoiding modula-
tion instability and random-shape output spectrum due by interplay between the 
coherent pulse and the amplified spontaneous emission background [15]. The 
converted signal will be consequently benefit for a 2R regeneration process. 

3.1.2.1 Experimental Set-up 

Fig. 3.5 shows the experimental set-up. The pulse train is modulated with a Lith-
ium-Niobate Mach-Zehnder intensity modulator at 10 Gbit/s pseudo random bit 
sequence (PRBS) 231-1. The subsequent attenuator, which reduces the signal to 
noise ratio (SNR), simulates transmission degradations and allows us to verify the 
systems reshaping capabilities. This ps signal has been then processed by a block 
made up of an optical preamplifier (EDFA1), a polarization controller (PC1) and 
an high power optical amplifier (EDFA2, max output power 1W) that increases 
the power of the pulse up to the power necessary for the SC generation. A CW 
signal, the auxiliary carrier, generated by an external cavity laser (ECL) has been 
coupled with the pulse train and injected into the HNL-DF fibre. The output opti-
cal spectrum has been then filtered using a demultiplexer (DeMux) with optical 
bandwidth equal to 0.4 nm. As the HNL-DF fibre showed strong polarization dis-
persion, the PC1 has been necessary to select one of the fibre principal states of 
polarization (SOP). The PC2, otherwise, selected the correspondent output SOP 
subsequently filtered by means of a Polarizer (Pol). As a non linear medium we 
used in our experiments a 1 km long HNL-DF fibre with dispersion coefficient 
D = -6 psnm-1km-1 in the 1500nm-1580nm range, non-linear coefficient γ = 14.8 
W-1km-1, dispersion slope S = 0.004 pskm-1nm-2 and attenuation α=3.3 dBkm-1 as 
illustrated in Fig. 3.5.  

 
Fig. 3.5. Experimental set-up. 
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The extremely low S/D ratio guarantees spectrum symmetry [12] and the high D 
value help to avoid impact of fibre non uniformity [11]. The high γ value compen-
sates for high D value and γ/D ratio allows for reasonable low power consump-
tion. An ultra fast optical source generates a pulses train, with FWHM≈4–5 ps es-
timated from an autocorrelation trace, with a repetition rate of 10GHz.  

3.1.2.2 Simulations 

Fig. 3.6 shows several simulations. The numerical analysis has been performed 
with a commercial simulation package OptiSystem 4.0. The simulation relies on 
the split-step FFT solution of the non-linear Schrödinger equation and has been 
designed to correspond to the experimental setup presented in Fig. 3.5. The 
adopted pulse train has been a continuous first-order super Gaussian pulses train at 
λsignal =1554.13 nm (ITU frequency grid channel 34) with FWHM = 5.5 ps and 
operating at 10 GHz repetition rate. As in the Fig. 3.5 this train has been amplified 
in a high-power EDFA, coupled with an auxiliary CW carrier and launched into 
the HNL-DF fibre. Amplified spontaneous emission generated by the EDFA has 
been suppressed in an OBPF (3-poles Gaussian filter with FWHM = 16 nm).  

The spectrum at the HNLF output was sliced with an OBPF (fifth order super 
Gaussian filter, FWHM = 200GHz), detected by an PIN photodiode and the quality 
of the signal was evaluated by virtual OptiSystem electrical Eye Diagram Analyzer. 

The CW carrier wavelength and power were set at 1570nm and 13dBm, respec-
tively. The spectrum at the output of the HNL-DF fibre calculated for pulse train 
input power of 30 dBm is shown in Fig. 3.6(a). The inset, top right side, plots the 
zoomed part of the output spectrum resulting from the XPM between the SC  

 

Fig. 3.6. Simulations results: a) HNL-DF input (black) and ouput spectra (grey) b) modu-
lated Aux carrier at 1572.68 nm c) Phase modulation effect. Filled squares Aux detuned fil-
tering, Not filled square Aux centered filtering d) Output spectrum for pulse train input 
power of 24 dBm, 27 dBm, 30 dBm and 32 dBm . 
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(grey) and CW Aux carrier (black). The modulation of the carrier, with the pres-
ence of the lateral bands [17], occurs in both the cases proposed (Fig. 3.7(a) 1535 
nm and Fig. 3.7(b) 1570 nm). As it can be noticed, side-lobes of the XPM gener-
ated spectrum exhibit distinguished local maxima. When the OBPF was tuned at 
the wavelength of these maxima, e.g. at 1572.68 nm, clean eye diagram was ob-
tained as is apparent from Fig. 3.6(b). The presence of a phase modulation effect, 
in our case XPM, is confirmed by the depletion of the carrier observed by center-
ing the optical output filter at the auxiliary carrier wavelength, infact, when the fil-
ter is tuned close to the Aux CW original wavelength (e.g. at 1569.31 nm) an in-
verted signal is obtained, see Fig. 3.6(c) .Fig. 3.6(d) demonstrates the effect of the 
average signal power on the spectrum at the HNL-DF output for λcw= 1575 nm, 
and Pcw=21 dBm. The simulations results demonstrate that the power level of the 
side-lobes increases with Pcw increase, which is reflected in the eye noise level at 
marks and zeros, while favourable results, in terms of eye opening, have been ob-
tained by setting the CW Aux carrier wavelength as far as ± 25 nm away from the 
signal wavelength (1530nm, 1580nm). It can be deduced that with an ideal HNL-DF 
fibre having zero dispersion slope, an infinite detuning can be achieved. In Fig. 3.7 
we show the experimental optical spectra at the HNL-DF output. Note that the auxil-
iary carriers, 1535 nm and 1570 nm, are placed outside of the SC spectrum.  

3.1.2.3 Experiments 

Fig. 3.7(a) and 3.7(b) shows experimentally the output spectrum when the carrier 
is placed blue-or red-side with respect to signal wavelength. Note that the Auxil-
iary Carriers are placed outside of the SC spectrum. The modulation of the carri-
ers, deduced by the presence of the lateral bands in the Fig. 3.6, occurs in both the 
case proposed tuning the aux carrier at 1535 and 1570 nm. In the experiment re-
ported here the Auxiliary Carrier, tuned at 1535,9 nm, is filtered amplified and fil-
tered again (Fig.3.5). 

We see that the phase-modulation induced by the Super continuum generation 
enlarge the spectrum of the AUX, so as show in Fig. 3.7(d), filtering the signal at 
the wavelength of the AUX carrier we see an inverted modulation, Fig. 3.7(d) with 
a slightly detuning of the filtering, we archive a signal that reproduce the modula-
tion of the original signal. Moreover employing an appropriate control of polariza-
tion for the input and for the output field, we can by means of the polarizer bring a 
further enhance in the quality of the signal and obtain the signal reported in Fig. 
3.10(c). The optimum detuning for TF1 and TF2 were determined in order to 
maximize the quality of the regenerated signal. In Fig. 3.8 we can see the output 
spectrum of the filtered signal. 

In Fig. 3.9(a) we show the eyes of the original signal modulated and attenuated 
entering the high non linear fibre input; In Fig. 3.9(b) we show the eye diagram of 
a slice of the Super-Continuum obtained by means of the Tunable filter; in Fig. 
3.9(c) is reported the eyes of the Aux Modulated by the SC generation and filtered 
by two slightly detuned filter and by the Polarizer.  
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Fig. 3.7. Experimental results: a) Output spectrum with 1535 nm Aux carrier b) Output 
spectrum with 1570 nm Aux. c) Pin-Pout transfer function of SC slice (triangles) and Aux 
carrier (dots). d) Carrier depletion by Aux wavelength center filtering. 

 
Fig. 3.8. Optical Spectrum of the Modulated Auxiliary carrier filtered by a slightly detuned 
filter. 

As evident from Fig. 3.9(c), detuning TF1 and TF2 all optical reshaping by means 
of noise compression is demonstrated. The reshaping capabilities of this experi-
mental device are confirmed by in-out power characteristics, due to the phase 
modulation effect that is the base of such kind of aux carrier based devices [18]. 

Fixing by means of EDFA1 and EDFA2 the mean peak power of the signal to 
set the working point near this maximum we obtain a reduction of the noise vari-
ance of the marks grater than the reduction achievable by the simple filtering from 
the Super Continuum. 
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(a)  (b)  

(c)  

Fig. 3.9. Eyes of (a) the picosecond clean input signal, (b) the sliced SC, (c) the Modulated 
Aux Carrier (1535nm) Timescale is 20ps/Div for all the insets. 

 
Fig. 3.10. Pin/Pout characteristics of the modulated aux carrier and the Super continuum slice. 

It is possible to shift to wavelength outside the SC spectrum and therefore we have 
strong advantages with λ-conversion based on simply SC spectrum slicing. In fact 
the SC bandwidth increases as P1/2, where P is the signal average power. Therefore 
to extend our SC up to 1557 nm we will need more than 10 times more power. 
Thus, the described wavelength converter has, compared with the standard SC 
spectral slicing approach, better regeneration transfer function, less power needed 
(20 times less), virtual infinite operational wavelength range and further two order 
of power reduction can be achieved by using optimize DF microstructure fibres 
with normal dispersion above 0.5 ps/nm/km and higher non linear coefficient. 

3.1.3 Multi-Wavelength Conversion at 10 Gb/s and 40 GHz Using a Hybrid 
Integrated SOA Mach-Zehnder Interferometer 

3.1.3.1  Experimental Setup and Results – 10GE 

The experimental set-up of 10 Gb/s wavelength converter is shown in Fig. 3.11. 
Signal source was a 10 GE long-reach DWDM XFP transceiver. Wavelength of 
the transmitter was 1552.52 nm (channel #31 according to ITU 100 GHz grid), 
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output power Ps = 1.8 dBm. The transceiver was inserted in bit-error ratio tester 
Sunrise Telecom STT Ethernet module, nominal receiver sensitivity was -24 dBm. 
Six CW wavelengths (1546.92 – 1550.92 nm, channels 38 -33) for the multi-cast 
channels were derived from ILX 7900 WDM tester, multiplexed in AWG multi-
plexer and launched in co-propagation direction with the 10 GE signal. SOA-MZI 
(CIP 40G-2R-ORP) was operated in standard configuration with signal launched 
to only one arm (A) which induced phase shift on the six CWs sent to arm C due 
to XPM. The Mach-Zehnder interferometer converts phase modulation to ampli-
tude modulation.  

The MZI was first balanced with CWs using the PC2 and one of the thermo-
optic phase shifters by monitoring output power at ports F and G. Extinction ratio 
better than 15 dB has been achieved. The hybrid SOA-MZI module was kept at 
constant temperature of 23oC while SOA1 and SOA2 were biased equally at 
225 mA. Fig. 3.12 plots the optical spectrum at the input port C and the output 
port G of the SOA-MZI. Input power of CWs was -3 dBm/channel, optical spec-
trum analyzer (OSA) was connected to the destructive interference arm (G) of the 
MZI. Power of converted channels, Pcon(λcw), at output port F was 15 dB higher 
than that shown in Fig. 3.12. Conversion gain defined as Pcon(λcw)/Ps was wave-
length independent and equal to ≈ 8.5 dB. Due to the SOA nonlinear effects, 
product of FWM appear on both sides of the converted channels. The strongest 
parasitic FWM products are 30 dB below the converted channels. 

Output from arm F of the SOA-MZI was launched into 55 km of NZ-DSF fibre 
(zero dispersion wavelength 1458 nm, chromatic dispersion at 1550 nm 
D = 4.2 ps/nm/km). Chromatic dispersion of the link (231 ps/nm) has not been 
compensated. After demultiplexing (AWG designed for 100 GHz channel spac-
ing) the FWM products are suppressed by additional 15 dB, as demonstrated in 
Fig. 3.13, where optical spectra recorded at individual output ports of the AWG 
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Fig. 3.11. Schematic diagram of 10 Gb/s experimental set-up. 
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Fig. 3.13. Output spectrum recorded at in-
dividual output ports of the AWG demul-
tiplexer. 

demultiplexer are shown. Power of the 6 wavelength-converted signals was almost 
the same and equal to -17 dBm. 

For the purpose of measuring the bit error ratio (BER) as a function of signal 
level for the wavelength-converted channels, the composite signal at the fibre end 
was amplified in an erbium-doped fibre amplifier (EDFA), demultiplexed and 
level was adjusted by variable optical attenuator, VAtt. Eye diagram of the con-
verted signal at 1547.72 nm recorded at AWG output is plotted in Fig. 3.14. 

Bit error ratio of individual converted channels was measured by the Sunrise 
Telecom STT Ethernet module as a function of receiver input power varied with 
variable attenuator VAtt. The BER tester was operated as Layer 2 tester in loop 
back regime. We used the 231 test pattern with the longest frame size of 1518 bytes 
and performed each measurement for 20 minutes. This represents ≈ 109 of trans-
mitted frames. The tester detects the number of lost or badly received frames and 
their ratio to transmitted frames is evaluated as frame error. 

Fig. 3.15 plots the logarithm of frame error ratio as a function of receiver input 
power of 4 of the 6 converted channels and for back to back configuration. It 
should be mentioned that lower than 10-10 frame error ration can not be achieved. 
Power penalty due to wavelength conversion and transmission over 55 km of NZ 
DSF is 2 dB for the best performing channel at 1550.92 nm. 

  
Fig. 3.14. Eye diagram of the converted channel at 1547.72 nm recorded at the receiver input.  
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3.1.3.2 Experimental Setup and Results – 40GHz 

The experimental set-up of 40 Gb/s wavelength converter is shown in Fig. 3.16. A 
continuous pulse stream of sech2 shaped pulses with FWHM ≈ 3ps and repetition 
rate of 10 GHz generated in PMLLD is time division multiplexed in an OTDM to 
40 Gb/s. The signal is then split in two by a 50:50 directional coupler to form con-
trol (or clock) pulses in push-pull (or differential) phase modulation configuration 
of the SOA MZI. 

Variable optical delay line, VODL in arm A provides tight control over the dif-
ferential time delay between the push and pull pulses distributed to arms A and D. 
The 2 CW channels (DFB LD1, LD2) were combined by a 50:50 directional cou-
pler and launched in arm B of the SOA-MZI. SOA1 and SOA2 were biased at 
250 mA. Composite signal from arm F was filtered by tunable optical band pass  
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Fig. 3.15. Logarithm of the frame error ratio as a function of receiver input power. 
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Fig. 3.16. Schematic diagram of 40 Gb/s experimental set-up. 
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Fig. 3.18. Autocorrelation trace of the clock signal and of the converted signal at 1561.42 nm 

filter OBPF (FWHM = 0.9 nm), amplified by an EDFA and autocorrelation trace 
recorded by an autocorrelator AC. Fig. 3.17 shows optical spectrum at the input of 
the OBPF when PMLLD was tuned at 1556.2nm, LD1 and LD2 at 1561.4 and 
1566.3 nm, respectively. Autocorrelation trace of the clock signal and the con-
verted signal at 1561.42 nm are shown in Fig. 3.18. 

3.1.3.3 Conclusion 

Using commercially available hybrid SOA-MZI we performed wavelength con-
version of 10 GE signal to six 100 GHz spaced channels. Quality of the newly 
generated signals was verified by transmitting them over 55 km of NZ DSF and 
measuring the number of lost or badly transmitted frames by Sunrise Telecom 
STT Ethernet module. Power penalty of 2 dB for the best performing channel has 
been achieved at the end of the link. For 40 GHz wavelength conversion the SOA-
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MZI was used in push-pull configuration. Continuous train of 3 ps pulses has been 
used as clock signal. One-to-two wavelength conversion has been demonstrated. 
Quality of the newly generated signals was checked by an autocorrelator. 

3.1.4 All-Optical Multi-Wavelength Regeneration Based on Quantum-Dot 
Semiconductor Optical Amplifiers for High Bit Rates 

Next generation optical communication networks require the advancement of 
many signal processing functionalities in the optical domain, bypassing the in-
cumbent of electro-optical conversion. Furthermore, the necessity for hardware 
simplicity and cost effectiveness imposes the deployment of all-optical signal 
processing elements able to handle multiple input wavelengths simultaneously.  

Quantum-Dot Semiconductor Optical Amplifiers (QD-SOAs) have demon-
strated advanced properties such as their inhomogeneously broadened gain profile 
(~100nm) which can accommodate multiple input wavelengths, the size distribu-
tion of the quantum-dots which offers the categorization of dots in resonant groups 
acting as individual processing units for each input wavelength respectively and, 
their ultrafast carrier dynamics which makes them good candidates for high speed 
applications. In addition, they can be easily integrated due to their semiconductor 
nature. Apart from their use for linear broadband amplification [19] and regenera-
tive multiwavelength amplification [20] they can be exploited for various non-
linear signal processing functions such as all-optical multiwavelength regenera-
tion. The latter constitutes a challenging application which is still missing from the 
state-of-the-art. No experimental demonstration of multiwavelength all-optical re-
generation has been reported yet in the literature. However, the physical mecha-
nisms like spectral hole burning (SHB) within the quantum dots that dominate the 
carrier dynamics and are responsible for the sub-picosecond response time of QD-
SOAs have been investigated in detail both numerically and experimentally [21-
23]. In this short report, we present a summary of results illustrating the potential 
of QD-SOAs to be used in a 2R regenerative subsystem with the ability to process 
two input wavelengths simultaneously at 40Gb/s and 160Gb/s. 

3.1.4.1 Setup Description 

Fig. 3.19(a) illustrates the 2R regenerative subsystem which comprises of a cas-
cade of two QD-SOAs each one followed by an optical passband filter. The two 
input data channels at the wavelengths λ1 and λ2 consist of 32% duty cycle RZ 
Gaussian pulses modulated by a 27-1 PRBS bit pattern. For every input data chan-
nel (hereinafter referred to as ‘pump’) a continuous working (cw) signal (hereinaf-
ter referred to as ‘probe’) co-propagates the device at a wavelength distance ∆λ 
defined such as to prevent spectral overlap of the two channels at the multi-gigabit 
line rate. As it is illustrated in Fig. 3.19(b), each pair of pump-probe signals is 
confined within the spectral broadening of a single-dot group bandwidth in order 
to isolate each channel from the other. Furthermore, channel regeneration is based  
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Fig. 3.19. (a) The 2R regeneration setup. (b) “pump” and “probe” wavelengths within adjacent 
single-dot homogeneous bandwidths under the QD-SOA inhomogeneously broadened gain. 

on the cross-gain modulation (XGM) effect between the “pump” signal which 
modulates the carrier density and hence the gain of the QD-SOA and the cw 
“probe” signal which in turn acquires the same modulation. As a result, at the out-
put of the first QD-SOA (QD-SOA1) the input data are wavelength converted 
from λ1 to λ′1 and from λ2 to λ′2, respectively. The respective “pump” signals after 
experiencing gain amplification at the output of the QD-SOA, they are cut-off by 
the passband filter. The modulated “probe” signals are fed as common input to the 
second QD-SOA (QD-SOA2) and play the role of the “pump” signals. Two new 
cw signals at the wavelengths λ1 and λ2 are introduced in QD-SOA2 as the ‘probe’ 
signals, facilitating wavelength conversion of the data to their initial wavelengths. 
At the output of QD-SOA2, the passband filter is again used to segregate the re-
generated channels at wavelengths λ1 and λ2 as the only outputs. The channel 
spacing defined as the absolute spectral distance between λ1 and λ2 is 20nm suit-
able for CWDM scheme and the frequency detuning between the pump and probe 
signals is 200GHz at 40Gb/s and 600GHz at 160GHz.  

The behavior of the QD-SOA devices is simulated based on a rate equation 
model which solves four rate equations concurrently each one describing the car-
rier density of a quantum-dot energy state: the ground state, the excited state, the 
continuum state and the wetting layer. The model has been implemented assuming 
that a) the dots are grouped together according to their size and resonant optical 
frequency b) the dots are spectrally and spatially isolated and communicate only 
via the wetting layer and c) carrier thermalization is highly improbable [24]. Car-
rier depletion at the ground state occurs at the incidence of optical power and the 
upper energy states act as reservoir of carriers for the lower energy states. Thus, it 
is important to improve the carrier refilling time for the upper energy levels (e.g. 
the wetting layer) [25]. The implemented model takes into account that the carrier 
relaxation time within the dots is 10ps and the carrier recombination lifetime 
within the dots and the wetting layer are 1ns and 0.4ns, respectively. Finally, the 
carrier capture time from the wetting layer to the continuum state is 1ps. It should 
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be mentioned that the implemented model is suitable for system level studies and 
does not take into account spatiotemporal effects that would arise from the non-
linear interaction of light with matter combined with the spatial dispersion of the 
gain and the refractive index, which is expected to further limit the quality of the 
output signals [26]. 

3.1.4.2 Results  

The performance evaluation of the 2R regenerative subsystem illustrated in Fig 
19(a) has been carried out based on extensive numerical simulations by optimiz-
ing the operating parameters of the QD-SOA cascade such as the power levels 
of the cw input signals and the device parameters such as the homogeneous 
broadening of the single dot-group gain, respectively. The optimization process 
relies on the measurement of the extinction ratio and Q-factor depicting the 
quality of the output signals. Detailed simulation results can be found in [27]. 
The input power levels of the data signals are such that operation at the nonlin-
ear regime beyond the saturation power of a 10mm QD-SOA is ensured. Fur-
thermore, the power levels of the cw probe signals into QD-SOA1 and QD-
SOA2 play a significant role in the carrier dynamics of the devices. The increase 
of the probe signal in QD-SOA2 causes the device to perform faster hence Q-
factor enhancement is observed. However, the amplitude jitter suppression at the 
marks is accompanied by extinction ratio deterioration which is a well studied 
problem in QD-SOA devices under XGM operation [28]. It is thus critical to 
trade off between Q-factor improvement and limitations of the signal quality in-
troduced by the degradation of the extinction ratio.  

A second optimization study refers to the interplay between the homogeneous 
single dot-group bandwidth and the spacing of adjacent channels. It has been 
shown that, the narrower the homogeneous broadening is, the better isolated the 
channels are, thus preventing interference. On the other hand, if the homogeneous 
bandwidths (in which the input channels are confined) overlap to a great extent 
which is comparable to the channel spacing, the quality of the output signals de-
grades. Numerical results at 40Gb/s have illustrated that effective suppression of 
the amplitude jitter at the marks is observed when the homogenous broadening is 
6.2nm and the channel spacing is minimum 10nm, whereas similar performance is 
observed for homogeneous broadening 12.4nm at a minimum 17nm channel spac-
ing. At 160Gb/s regenerative performance has been observed only for 6.2nm ho-
mogeneous bandwidth at a 15nm channel spacing the minimum. Fig. 3.20 illus-
trates the eye diagrams of the input signals and the eye diagrams of the 
regenerated signals both at 40Gb/s and 160Gb/s. Q-factor improvement is evident 
for both channels at both bit rates indicated by the amplitude jitter suppression at 
the marks. However, it is obvious that the power level of the spaces has risen 
causing the extinction ratio degradation. A saturable absorber may be used appro-
priately to combat this degradation [24]. 
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Fig. 3.20. Input – Output eye diagrams (a-d) at 40 Gb/s and (e-h) at 160 Gb/s.  

Finally, the possibility of 2R regeneration of more than two input channels has 
been investigated with detailed results presented in [29]. It has been shown that 
four-channel regeneration is limited by the low Q-factor performance of the two 
“outer” channels with respect to the center of the inhomogeneously broadened 
gain of the QD-SOAs.  

3.2 Optoelectronic Clock Recovery, Retiming and OTDM 
Demultiplexing 

In this section several techniques for clock recovery, retiming and optical time di-
vision multiplexing (OTDM) demultiplexing are presented and discussed. In par-
ticular ultra-high speed transmission is achieved. 

3.2.1 320 Gbit/s Clock Transmission and Channel Identification  

One of the main issues to be addressed in order for Optical Time Division Multi-
plexing (OTDM) to become a feasible network technology is the ability to unam-
biguously identify the individual tributary channels. This issue originates from the 
lack of an absolute clock reference throughout a transmission system. A few 
schemes have been proposed for channel identification (ID) e.g. [30-31]. A second 
issue to be addressed in high-speed communication systems is clock recovery to 
synchronise a receiver to an incoming signal. The two main approaches have been 
PLL-based [32] or based on injection locking [33].  

In this paper, we demonstrate 320 Gbit/s operation of a clock recovery scheme 
where a clock signal is added as a phase modulation to one of the tributary OTDM 
channels in a high-speed on/off keying data signal. In this way by detecting the 
phase modulation the clock can be extracted and the clock modulated channel is 
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uniquely identified. Adding the clock modulation, is virtually penalty-free. We 
present detailed characterizations at 160 Gbit/s, and further demonstrate error free, 
low-penalty performance at 320 Gbit/s. 

3.2.1.1 Experimental Procedure 

The experimental set-up is shown in Fig. 3.21. 

 
Fig. 3.21. XPM modulation and transmission set-up.  

A high-speed optical signal is generated in a standard OTDM transmitter compris-
ing a 10 GHz pulse source generating 1.3 ps pulses (ERGO) at 1557 nm, which 
are data modulated in a Mach-Zender modulator (27-1 PRBS) and multiplexed to 
160 or 320 Gbit/s in a fibre delay multiplexer. The high-speed data signal is in-
jected into 100 m of highly non-linear fibre (HNLF) along with a 10 GHz pulse 
train at 1544 nm from a second pulse source. The two signals are temporally 
aligned for overlap between one of the 10 Gbit/s channels in the high-speed signal 
and the 10 GHz pulse train giving rise to cross phase modulation (XPM) between 
the two signals. At the output of the HNLF the pulses at 1544 nm are suppressed 
by a band pass filter and the 320 Gbit/s data signal is transmitted through 80 km of 
non-zero dispersion shifted fibre (NZDSF) compensated with 3 km of dispersion 
compensating fibre (DCF). After transmission, the signal is split in a 10 dB cou-
pler. The weak output is used for clock extraction while the strong output is in-
jected into a non-linear optical loop mirror (NOLM) for demultiplexing. Clock ex-
traction is performed by filtering on the low wavelength edge of the data spectrum 
using a combination of a fibre bragg grating (FBG) and a 0.4 nm band pass filter 
to isolate the sideband created on one data channel by XPM in the transmitter. The 
filtered sideband is then detected in a photo detector and the electrical signal is fil-
tered to enhance the 10 GHz component. An ERGO optical pulse source is syn-
chronized to the 10 GHz component in the RF signal using its internal PLL. In this 
way the transmitted clock is extracted to synchronize the demultiplexer and the re-
ceiver. The optical output of the pulse source then represents a 10 GHz clock sig-
nal which is synchronized to one channel in the input data signal. Clock extraction 
is achieved for PRBS lengths up to 215-1, limited by the particular PLL used in the 
ERGO. The optical pulses are then split into two arms. One is used as control 
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pulses for the demultiplexer and the other is o/e converted to generate a 10 GHz 
RF clock to synchronize the base rate receiver. 

After demultiplexing of the 320 Gbit/s data signal a 20 dB coupler is used to 
tap the demultiplexed signal for channel identification. A narrow filter at the edge 
of the signal spectrum is used to identify the channel carrying the clock similar to 
what is done for clock extraction. The power through the filter is measured using a 
sensitive low bandwidth power meter. The strong output form the demultiplexer is 
used for bit error rate measurements (BER).  

3.2.1.2 Principle of Clock Transmission and Channel ID  

In this scheme for clock transmission the clock is applied as a phase modulation to 
one OTDM channel by XPM in a HNLF before transmission. This creates spectral 
sidebands on the optical spectrum of that particular data channel slightly broaden-
ing its spectrum – see Fig. 3.22(b). These sidebands can be identified by filtering 
at the edge of the spectrum (~1554 nm). The difference in this filtered sideband 
power between the clock channel and the remaining channels after demultiplexing 
can be seen in Fig. 3.22(a). A 6 dB power contrast between the clock channel and 
the remaining channels is achieved in this way (Fig. 3.22(a)), yielding a clear 
channel identification.  

In this scheme for clock transmission the clock is applied as a phase modulation 
to one OTDM channel by XPM in a HNLF before transmission. This creates spec-
tral sidebands on the optical spectrum of that particular data channel slightly 
broadening its spectrum – see Fig. 3.22(b). These sidebands can be identified by 
filtering at the edge of the spectrum (~1554 nm). The difference in this filtered 
sideband power between the clock channel and the remaining channels after de-
multiplexing can be seen in Fig. 3.22(a). A 6 dB power contrast between the clock 
channel and the remaining channels is achieved in this way (Fig. 3.22(a)), yielding 
a clear channel identification.  
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Fig. 3.22. (a) measured power for identifying the clock channel in the receiver (b) spectrum 
of demultiplexed data signal for the clock channel and for one other channel. 
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Fig. 3.23. (a)160 Gbit/s data with phase modulated clock before transmission and (b) after 
transmission. 

The slight spectral broadening of the clock channel could be feared to make this 
channel more susceptible to dispersion in the transmission span. However, this is 
easily overcome by standard passive dispersion compensation. Fig. 3.23 shows the 
cross correlations of a 160 Gbit/s data signal with phase modulated clock channel 
before transmission (left) and after transmission (right). In both cases no discerni-
ble pulse width difference among the 16 channels is observed indicating sufficient 
dispersion compensation in the transmission line.  

3.2.1.3 Bit Error Rate Characterizations 

Fig. 3.24 shows BER measurements for the 320 Gbit/s data signal transmitted 80 
km with a phase modulated transmitted clock.  

BER curves for the clock modulated channel and for one other channel are 
shown. Both are error free with no error floor. The clock channel has a penalty in 
receiver sensitivity of only 1.2 dB, demonstrating that this scheme works well for 
320 Gbit/s data. For a 160 Gbit/s data signal, BER curves are shown with and  

-41 -40 -39 -38 -37 -36 -35 -34 -33 -32 -31
11
10

9

8

7

6

5

4

/  320 Gbit/s transm itted ch 2 / ch 16 (clock)
/  160 Gbit/s transm itted ch 2 / ch 8 (clock)
/  160 Gbit/s back-to-back ch 2 / ch 8 (clock)

-lo
g(

B
E

R
)

Received power [dBm ]  
Fig. 3.24. BER: 160 / 320 Gbit/s 80 km transmission and back-to-back with phase modu-
lated clock. 
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without transmission for the clock channel and for one other channel. In all cases 
error free operation is achieved. The clock channel has a penalty in receiver sensi-
tivity of less than 0.8 dB. It is seen that the 80 km transmission has almost no ef-
fect on the performance of the signal, indicating that the clock is effectively 
transmitted to the receiver.  

In Fig. 3.25 the receiver sensitivities for 160 Gbit/s transmission with the phase 
modulated clock are shown, along with the sensitivities for 160 Gbit/s back-to-
back using the electrical clock from the transmitter to synchronize the receiver. In 
both cases all channels achieve error free operation. For the transmitted signal the 
sensitivities vary within 1.3 dB with an average sensitivity of -35.4 dBm, i.e. the 
clock channel lies within the sensitivity variation, rendering it virtually penalty-
free. In the back-to-back case the variation is 0.7 dB and the average sensitivity is 
-35.7 dBm. The increase in channel variation is expected to be due to imperfect mul-
tiplexing of the data signal resulting in varying performance after transmission. 
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Fig. 3.25. Receiver sensitivities for 160 Gbit/s data signal transmitted 80 km with phase 
modulated clock and back-to-back with electrical clock..  

3.2.1.4 Conclusion 

In this paper, a scheme for combined clock transmission and channel identification 
in a high-speed OTDM signal has been demonstrated for a 320 Gbit/s data signal 
transmitted 80 km with a phase modulated transmitted clock. Error free perform-
ance and very low penalty has been demonstrated. 

3.2.2 Filtering-Assisted Cross-Phase Modulation in a Semiconductor Optical 
Amplifier Enabling 320 Gb/s Clock Recovery  

In the pursuit of higher single-channel bit rates in optical communication systems, 
new fast technologies are constantly searched for. For the essential functionality of 
clock recovery (CR), where a network node is synchronized to a data signal, lock-
ing to data rates above 160 Gb/s has only been achieved by 2 groups worldwide 
[34,35]. In [34], a rather extensive set-up using four wave mixing (FWM) was 
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used to lock to 400 Gb/s, and in [35], a 320 Gb/s RZ-DPSK was locked to using 
very fast electroabsorption. We have previously shown 160 Gb/s CR using FWM 
[36] in a potentially very compact set-up. To upgrade from 160 to 320 Gb/s re-
quires a very high timing resolution based on narrow control pulses and a fast and 
efficient physical effect. In this paper, we report on a novel scheme for 320 Gb/s 
CR. A new narrow-pulse control laser is introduced and filtering-assisted cross-
phase modulation (f-a XPM) in a semiconductor optical amplifier (SOA) enables 
locking to 320 Gb/s. All active components are semiconductor-based, paving the 
way for future monolithic integration. 

3.2.2.1 Experimental Procedure  

The experimental set-up is shown in Fig. 3.26. To generate the 320 Gb/s data sig-
nal, an erbium glass-crystal-based external cavity mode-locked laser (ERGO PGL) 
is used as pulse source. It produces 2 ps pulses, which are further compressed to 
1.3 ps in a fibre-based pulse compressor. The pulses, running at a 10 GHz repeti-
tion rate at 1555 nm, are data modulated before compression with a 27-1 PRBS 
sequence and optically time division multiplexed (OTDM) to 320 Gb/s in a PRBS 
and polarization maintaining fibre-based multiplexer. The data signal is amplified 
and spectrally filtered before injected into the clock recovery (CR) circuit. The 
data pulse shape at the input to the CR circuit has maintained its narrow pulse 
width, which is adequate for 320 Gb/s RZ OTDM data.  

The clock recovery part of the set-up is based on compact semiconductor com-
ponents. The data signal is injected into a semiconductor optical amplifier, which 
acts as a phase comparator between the data and a local clock signal, thus generat-
ing an error signal, proportional to the cosine of the phase difference between the 
clock and data. The local clock signal consists of 10 GHz pulses from a commer-
cial semiconductor tuneable mode-locked laser (TMLL), which is driven by a 
voltage controlled oscillator (VCO), which in turn is tuned by the generated error 
signal. The overall bit rate limitation of this set-up is determined by the pulse 
width of the local clock pulse source (in this case a TMLL) together with the in-
trinsic response time of the mixing process that takes place in the phase comparator.  
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Fig. 3.26. High-speed clock recovery set-up.  
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Therefore, it is imperative to have a pulse source with very narrow pulses and to 
use a phase comparator with an ultra-fast response. In this set-up the TMLL was 
running at 1560 nm with a pulse width of 2.2 ps. In [36], four wave mixing be-
tween the data and control was used as mixing process, but with the specific SOA 
this was too inefficient for 320 Gb/s. Instead, filtering-assisted cross-phase modu-
lation of the clock pulses by the data pulses is used. As the data pulses travel 
through the SOA, they give rise to changes in the carrier density due to ultra-fast 
carrier dynamics such as spectral hole burning and carrier heating. This results in 
gain as well as refractive index changes, which in turn results in an amplitude and 
phase modulation of the clock pulses – they get chirped. As shown in [37] this 
chirp may be used to enhance the speed response of an SOA if a narrow filter is 
placed at the SOA output, such that the slope of the filter is tuned to the centre of 
the clock spectrum. In this experiment, a 1.2 nm filter is placed with its slope on 
the clock wavelength and its peak on the red shifted side of the clock ~ 1562 nm, 
see Fig. 3.27. A phase modulation of the clock will thus be transferred into an in-
tensity modulation, which can be directly detected. The filtered signal will only 
occur when a clock and data pulse overlap in time, and hence, if they are not syn-
chronized and therefore move across each other at the difference frequency, a 
slowly varying error signal is generated. Fig. 3.27 shows the input and output 
spectra from the SOA together with an error signal from a 40 Gb/s data signal. 
The filter is tuned so that both an amplitude and phase change is allowed through, 
yielding a dispersion shaped 3-level curve [37]. This contains a very sharp rising 
feature, which can be used to lock to.  

The phase comparator SOA is a 2 mm long InGaAsP multiple quantum well 
(MQW) device with 8 wells, designed for signal processing with a high differen-
tial gain and a high optical confinement. An additional SOA is used to boost the 
pulses from the TMLL. This booster SOA is designed with a low differential gain 
to act as a linear amplifier with high output power. It has 3 quantum wells, is 2 
mm long and provides 15 dBm output power (10 dBm after filter). 
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Fig. 3.27. Phase comparison through f-a XPM. (a) spectra of the incoming signals, the 1.2 
nm filter and the filtered output. (b) error signal at 40 Gb/s. 
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3.2.2.2 Temporal Resolution and Locking Results 

Fig. 3.28 shows results on the timing resolution.The local clock has pulses that 
are sufficiently narrow to partly resolve the data signal, Fig. 3.28(a). The pro-
duced error signals at 80, 160 and 320 Gb/s, as portrayed in Fig. 3.28(b) show 
clear traces of the high-speed data signals, although the 320 Gb/s signal is quite 
small. This is due to the slightly too wide clock signal and a slow gain recovery 
tail in the SOA.  

Fig. 3.29 shows the locking performance of this scheme in terms of electrical 
power spectra. Fig. 3.29(a) shows locking at 80, 160 and 320 Gb/s. In all cases, 
successful locking is achieved. There is no significant difference in the perform-
ance at the different bit rates. Fig. 3.29(b) shows how the sideband noise can be 
minimized by altering the PLL gain. For low gain the CR will only be able to 
follow the data signal very close to the carrier frequency, and PLL-noise (from 
the VCO, the TMLL, the mixer, and the active components in the loop filter) 
will dominate the spectrum even close to the carrier. As the gain increases, the 
CR will be able to follow the data frequency to higher offset frequencies from 
the central carrier and thus push the PLL’s own phase noise further down and 
away from the carrier, yielding lower timing jitter. The best performance ob-
tained for this set-up corresponds to a timing jitter of 800 fs (measured on a time 
precision oscilloscope). 

This jitter value can be further minimized by optimizing the PLL loop in terms 
of length (due to a number of fibre pigtails, the loop runs a total length of about 20 
m) [38], in terms of narrower clock pulses enabling a bigger error signal, and gen-
erally using low-noise components in the loop. For instance, in [36] a low-noise 
monolithically mode-locked laser was used as clock signal yielding overall lower 
phase noise of the CR.  
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Fig. 3.28. Temporal resolution. (a) autocorrelation traces of 320 Gb/s data and local clock. 
(b) error signals at various bit rates up to 320 Gb/s.  
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Fig. 3.29. Locking performance (a) electrical power spectra of VCO when locked to 80, 
160 and 320 Gb/s (b) PLL-gain optimization reduces phase noise. 

3.2.2.3 Conclusions  

We have reported on a novel clock recovery scheme, relying on ultra-fast filter-
ing-assisted cross-phase modulation in a semiconductor optical amplifier. The 
temporal resolution of the set-up was sufficient to resolve a 320 Gb/s OTDM data 
signal, and locking at bit rates up to 320 Gb/s was successfully achieved. With ad-
ditional optimizations of the set-up, it looks very promising for high-speed clock 
recovery.  

3.2.3 640 Gbit/s Data Transmission and Clock Recovery Using an Ultra-Fast 
Periodically Poled Lithium Niobate Device  

The demand for higher telecom bandwidth is steadily increasing, and there are 
currently various pursuits to increase channel capacities in fibre communication 
systems. One way to increase the channel capacity is to increase the serial data 
rate. To go far beyond 100 Gbit/s, though, requires optical techniques, as electron-
ics is not yet mature enough. Using optical time division multiplexing (OTDM), 
640 Gbaud symbol rates (pulse rates) have so far been demonstrated as the highest 
pulse rate carrying data by a few groups worldwide. 

For these very-high-bit-rate transmissions, clock recovery is a critical function-
ality. Locking to data rates above 160 Gbit/s has only been achieved by a few 
groups worldwide. In OTDM systems, this includes the need for sub-clock extrac-
tion, which is required for demultiplexing, channel add-and-drop, and other kinds 
of optical signal processing. At lower bit rates, such clock synchronization is tradi-
tionally performed by an electronic phase-locked loop (PLL). A possible tech-
nique in faster systems, therefore, is to use optical devices to emulate the part of 
the PLL which requires the highest speed. 

Optical nonlinearities in semiconductor optical amplifiers (SOAs) have been 
successfully used to that end. Very recently, a SOA-based opto-electronic PLL 
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was demonstrated at 640 Gbit/s by the COBRA Research Institute and COM•DTU. 
SOAs can thus clearly be very fast, but they also have inherent slow recovery times, 
which will inevitably lead to patterning effects for OOK modulation formats. To 
avoid this, non-linear three-wave mixing (TWM) in Periodically-Poled Lithium 
Niobate (PPLN) was proposed and demonstrated in a PLL at 40 Gbit/s by 
GET/ENST. Such devices being passive, they do not exhibit amplified spontane-
ous emission noise or patterning effects. Furthermore, the resulting TWM is in the 
visible-light range, hence easily isolated from near-infrared input signals. 

This collaboration leveraged the competences of GET/ENST and COM•DTU, 
as well as the National Institute for Materials Science (NIMS) in Japan. Over Oc-
tober and November 2007, a series of joint experiments demonstrated clock re-
covery and OTDM demultiplexing up to 640 Gbit/s. We used efficient three-wave 
mixing in an adhered-ridge waveguide PPLN module prototype from NIMS; an 
electronic loop filter designed and realized by GET/ENST; and COM•DTU's 
OTDM test bench and expertise. 

We have succeeded in extracting a 10-GHz clock from RZ-DPSK data streams 
at 160 and 320 Gbit/s, and RZ-OOK data streams at 320 and 640 Gbit/s after 
transmission over a 50-km fibre. We were able to optimize the setup to obtain a 
clock with a time jitter less than 100 fs. This clock was used in a full error-free 
OTDM demultiplexing, albeit with a 3-dB penalty. 

At the time of this writing, we have submitted two articles [39-40] resulting di-
rectly from this joint action, and two more such are under preparation. 

3.2.3.1 Main Technical Results  

The clock recovery system comprises the three same basic building blocks of a 
conventional PLL: voltage-controlled oscillator (VCO); mixer/phase comparator; 
and loop filter. Unlike a conventional PLL, however, the input signal and local 
clock are optical, and the phase comparator is based on a nonlinear optical effect. 
Fig. 3.30 describes the detailed setup for 640 Gbit/s clock recovery [40]. 

The VCO is a standard electronic oscillator, which drives a tunable mode-
locked laser (TMLL) to form an optical pulse train of repetition rate fc ≈ 10 GHz 
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at wavelength λc = 1557 nm. The pulse width is 2.7 ps, which proved sufficiently 
short for clock recovery up to 320 Gbps, but not for 640 Gbps. For the latter, soli-
ton compression in a high-power EDFA was used to bring the pulse width down 
to 730 fs. This forms the clock signal. 

It is inserted into a 3-dB optical coupler along with the input data signal whose 
clock is to be extracted. The latter is an OTDM signal around fs ≈ N × 9.95328 GHz 
with N being 16, 32 or 64, which yields a 160, 320 or 640 Gbit/s data stream at 
wavelength λs = 1557 nm. 

Upon injection into the PPLN device, these optical signals generate a TWM 
beam at [λs

-1 + λc
-1]-1 ≈ 781 nm = λTWM, which is detected by a silicon avalanche 

photodetector. Being insensitive to the infrared input signals, and having a limited 
electrical bandwidth, the detector itself acts as a filter and isolates the TWM sig-
nal's low-frequency components. This is equivalent to a low-pass-filtered mixer, 
which can act as a phase comparator. It is to be noted that this operation is not lim-
ited by the PPLN's three-wave mixing bandwidth, which is narrower than the sig-
nals [39] This phase comparator's output is then electrically low-pass filtered and 
shifted to drive the VCO, thus closing the loop. 

Successful clock recovery at both 320 and 640 Gbit/s is achieved. Fig. 3.31 
and Fig. 3.32 show the 640 Gbit/s locking performance of this scheme in terms of 
an electrical power spectrum and a single sideband to carrier ratio (SSCR) phase 
noise curve plotted together with the integrated timing jitter. Fig. 3.31 shows a 
clean frequency peak with low noise. There is a noise peak at the PLL-bandwidth 
of 200 kHz where the CR phase noise shifts from being dominated by the data 
noise to the PLL noise as expected. Fig. 3.32 shows the SSCR and the integrated 
phase noise (from 1 kHz and upwards) yielding an rms timing jitter value depend-
ing on the upper integration limit. Beyond the PLL bandwidth, where the phase 
noise gets very low, the timing jitter remains fairly constant at ~250 fs. This value 
is very good considering the large phase noise contribution from the TMLL, 
which has a free-running rms timing jitter of ~400 fs. 
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Fig. 3.31. Recovered clock spectrum. Fig. 3.32. Recovered clock phase noise: single 
sideband to carrier ratio and integrated jitter. 
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OTDM demultiplexing was also achieved, extracting a 10 Gbit/s OTDM channel 
from a 640 Gbit/s data stream transmitted over 50 km of SMF-IDF fibre. We suc-
ceeded in reaching error-free, although not penalty-free, performance: the pen-
alty from the clock recovery is 3 dB, and that from the 50-km transmission span 
is 0.5 dB. 

3.2.3.2 Conclusions  

We have reported on a novel clock recovery scheme, relying on a truly ultra-fast 
sum-frequency generation in a PPLN. The temporal resolution of the set-up was 
sufficient to resolve a 640 Gbit/s OTDM data signal; locking at bit rates up to 
640 Gbit/s was successfully achieved, and the clock was used to achieve error-free 
OTDM demultiplexing. Submitted paper [40] constitutes the first report on the use 
of a PPLN at such high bit rates and is only the second demonstration of 
640 Gbit/s clock recovery. 

3.2.4 All-Optical Clock Extraction Circuit Based on a Mode-Locked Ring 
Laser Comprising SOA and FP Filter 

An accurate timing extraction is required by many transmission subsystems such 
as optical receivers, 3R regenerators, cross-connects, and OTDM demultiplexers. 
Various methods for optical clock recovery at high data rates have been studied 
recently [34, 41-46]. 

The method we investigated within the duration of the COST291 action uses a 
semiconductor optical amplifier (SOA) as gain element of an optically injected fi-
bre ring laser and a Fabry-Pérot (FP) filter at the input of the structure for reducing 
the pattern effect. Our results regarding the influence of the signal power, pulse 
width, mark probability and length of sequences with consecutive “zeros” on the 
quality of the recovered clock signal have shown that this scheme can produce a 
high quality optical clock for a relatively wide range of the considered parameters. 

3.2.4.1 Injected Mode-Locked Ring Laser with FP Filter 

The schematic of the clock recovery based on a mode-locked ring laser (MLRL) 
with a semiconductor optical amplifier (SOA) in its cavity is shown in Fig. 3.33. 
The SOA with sufficient gain to ensure lasing in the ring cavity at wavelength λ2 
is used as a gain element. The incoming data signal at λ1 modulates the gain of the 
SOA. The optical input signal is injected into the MLRL through a Fabry-Pérot 
filter and a coupler. Consequently, the signal in the loop cavity is modulated ac-
cording to the incoming data pattern by exploiting the cross gain modulation 
(XGM) in SOA. The length of the loop can be adjusted precisely by the tunable 
optical delay element τ. The Fabry-Pérot filter with a free spectral range equal to 
the data rate of the incoming signal is placed at the input of the structure in order 
to compensate for the pattern effect in SOA [47]. An isolator within the ring cav-
ity ensures unidirectional operation. 



78 K. Ennser et al. 

SOA OBPF τ

FP
Coupler CouplerIsolator

Data Input (λ1) Clock Output (λ2)

FP: Fabry-Perot Filter SOA: Semiconductor Optical Amplifier OBPF: Optical Band Pass Filter

λ2

 
Fig. 3.33. All-optical clock extraction circuit based on a SOA-based mode-locked ring laser. 

In our simulation study, we observed the relative variation of peak power (i.e., 
amplitude jitter) and the timing jitter of generated clock pulses at the output. The 
relative variation of peak power is defined as ν = (Pmax – Pmin)/(Pmax + Pmin)•100%. 
The results we obtained for 40 Gbit/s return-to-zero (RZ) data and by using nu-
merical simulations are shown in Fig. 3.34 – Fig. 3.37. The main simulation pa-
rameters can be found in [48]. 

The influence of occurring data sequences with many consecutive “zeros” is 
shown in Fig. 3.34. It can be seen that both the relative variation of peak pulse 
power and the peak-peak timing jitter increase with increasing the number of con-
secutive “zeros”. A power variation lower than 6.5 % and peak-peak timing jitter 
up to 1.2 ps have been obtained for data sequences containing up to 17 consecu-
tive “zeros”. Fig. 3.35 shows the quality of generated optical clock versus mark 
probability of the input data. Both the timing jitter and the relative peak power 
variation increase with decreasing the mark probability of PRBS data sequences. 
A maximum timing jitter value of 1.83 ps and a power variation of ν = 3.58 % 
have been obtained for a mark probability of 0.3. 

Further, we investigated the influence of pulse power of data signal on timing 
jitter and amplitude fluctuation of the generated clock. As it can be seen in Fig. 
3.36, the structure produces high quality optical clock for a wide range of power 
of data signal. The best result we obtained for a peak power of 10 mW. At this 
point, the timing jitter and the peak power variation of clock pulses are 0.5 ps and 
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Fig. 3.35. Relative variation of peak power and timing jitter versus mark probability of PRBS 
data. 

1.3 %, respectively. For an increase of the peak power up to 100 mW, the timing 
jitter remains almost constant, while the relative variation of the clock amplitude 
increases to slightly more than 3 %. If the power of the data signal is lower than 5 
mW, the modulation of SOA is not deep enough, and consequently, both timing 
jitter and amplitude jitter become large. 
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Fig. 3.36. Influence of data pulse power on clock quality. 

We also studied the effect of different data pulse widths on generated clock. The 
best results were obtained for a pulse width of 2.5 ps (see Fig. 3.37).  

A clock signal with a timing jitter below 0.6 ps and a relative variation of peak 
power less than 3 % can be generated for data pulse widths within the range from 
2 ps to 6 ps. When the pulse width exceeds 6 ps, both timing jitter and especially 
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amplitude modulation of clock are strongly impacted by overlapping of 
neighbouring data pulses. If the pulse width becomes shorter than 2 ps, both tim-
ing jitter and relative variation of peak power increase. 

3.2.4.2 Conclusion 

An optical clock recovery method based on a mode-locked ring laser (MLRL) 
comprising a semiconductor optical amplifier (SOA) as gain element and a Fabry-
Pérot (FP) filter to reduce the pattern effect was investigated by extensive numeri-
cal simulations. Our results concerning different number of consecutive “zeros” 
within the data stream, different mark probabilities of pseudorandom data se-
quences, as well as various signal powers and pulse widths have shown that this 
scheme is able to produce a high quality optical clock for a relatively wide range 
of considered parameters. 

3.2.5 OTDM Demux Based on Induced Modulation on an Auxiliary Carrier 
by Means of Super-Continuum Generation  

The introduction of optical amplification and the multiplexing of several channels 
(WDM, Dense WDM and OTDM) greatly enhanced the available band of the 
communication systems. The direction toward the network will evolve is the all-
optical network where routing, switching and all the signal processing will be per-
formed in the optical domain with no necessity of OEO conversion. In such network 
architecture, network scalability faces some major limitation due to noise accumula-
tion from optical amplifiers, chromatic dispersion, crosstalk, jitter, nonlinearities and 
possibility of congestion due to the conflict between used wavelengths. For these 
reasons All-Optical Regeneration, format conversion, optical Time domain demulti-
plexing, switching, logical functions and wavelength conversion over a wide spec-
tral range are keys issue for all-optical transmission system [49].  

The WDM signals are preferred to the OTDM for several reasons; one of them 
is that nowadays all the signal processing in the network node is operated in the 
electrical domain and the limitation of the capability of the electrical signal proc-
essing impose a data rate limit to the signal elaboration (40 Gbps). Therefore each 
single data channel has to be separated (Demux function) from incoming very 
high bit-rate signal. A WDM Demux is a passive, commercially available object. 
On the other hand the optical signal processing is generally much faster than the 
electrical, so is acceptable to think that is convenient to have in an All-Optical 
Network fewer channel at higher bit rate (180, 320 Gbps and more). In order to 
manage an OTDM channel an OTDM Demux technique has to be developed. 
Generally, the ultra fast response time we need are granted by non-linear effect in 
fibre and several fibre-based optical OTDM Demux were proposed [50]. The 
intergraded optics OTDM demux proposed are not so fast, under 40 Gbps [51]. 

We present a new set-up based on SC generation and XPM that is exploitable 
to achieve time domain demultiplexing; by simple mixing the modulated signal, a 
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clock and a CW auxiliary carrier we manage to transfer the data stream of one of 
the tributary to the new wavelength with simultaneous 2R regeneration effect.  

The modulate signal and a clock synchronized to the signal we want to extract 
are mixed in polarization difference; this solution requires generating a very lim-
ited SC spectrum while allows to tune the carrier over 30 nm away.  

3.2.5.1 Proposed Experimental Set-up 

Fig. 3.38 shows the experimental set-up. An ultra fast optical source generates a 
pulses train FWHM∼1.5ps, repetition rate 40GHz The pulse train is modulated 
and multiplexed to obtain a sequence with 80/160Ghz Repetition Rate. 

 
Fig. 3.38. Experimental set-up of the all-optical wavelength converter-2R scheme. 

This ps signal has been then processed by a polarization controller (PC) and an 
high power optical amplifier (EDFA1) that increases the power of the pulse up to 
the power necessary for the SC generation. An auxiliary CW carrier, tuned outside 
the SC spectrum is generated by a tunable ECL and is coupled into the fibre with 
the pulse train. 

The 80 Gbps signal is combined with an orthogonally polarized 40 Gbps pulse 
train and the continuous wave (CW). The 40GHz clock is variably delayed to syn-
chronize it with the signal to extract. The resulting signal is injected in a highly 
one of our non-linear fibre; the first fibre we tested was 1 km long with dispersion 
coefficient D=-6 ps nm-1km-1 in the 1500nm-1580nm range, γ=14.8 W-1km-1, S= 
0.004 ps km-1nm-2 and α=3.3 dB/km. The extremely low S/D ratio guarantees 
spectrum symmetry and the high D value helps to avoid impact of fibre non-
uniformity. The γ/D ratio allows for reasonable low power to obtain the non-linear 
effect. The second fibre is a photonic crystal optical fibre (PCF). The PCF is con-
stituted from pure silicon, has triangular core of 2.1 µm and a cladding diameter of 
128µm. 50 mt length, α=9 dB/km, numerical opening NA=0.4 and ( ) 111 wkmγ −= . 
The dispersion of the HNLF is reported in Fig. 3.39(a); the section and dispersion 
of the PCF are reported in Fig. 3.39(b). 

The modulated signal generates supercontinuum (SC) in the normal dispersion 
regime. The AUX will suffer the XPM obtained via the index refraction modula-
tion induced by the Super continuum generation [10, 18, 52]. This Phase modula-
tion will follow the Amplitude modulation of the original Signal so, filtering the 
output of the fibre using a cascade of two optical filters and an amplifier we obtain  
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 (a) (b) 

(c)

   

(d)

  

Fig. 3.39. (a) HNLF dispersion (b)Photonic crystal fibre section and chromatic dispersion 
(on the right). SC generation in two PCF fibres (c) of 20 m and (d) 50 m. 

a replica of the original signal. This solution requires the generation of a very lim-
ited SC spectrum while allows to tune the carrier over 30 nm away with no regard 
to the wavelength of the original signal [11]. 

3.2.5.2 Technique Description 

Preliminary studies of the technique has been done using a modulated Pulse train 
with repetition rate 10 GHz and FWHM~4 ps. In Fig. 3.40 and Fig. 3.41 we show 
the experimental output optical spectrum obtained by the experiment described 
above and the simulation of the output optical spectrum. Note that the Auxiliary 
Carrier is placed outside of the SC spectrum. Fig. 3.40(a) refers to the simulation  
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 (a) (b) 

Fig. 3.40. Simulated Output Optical Spectrum obtained simulating two different dispersion 
flattened fibre; D=0 in A), D=-6 in B).  

of a fibre with Dispersion Flattened, D=0, a dispersion behaviour similar to the 
one we have in the PCF; while Fig. 3.40(b) refers to a Dispersion Flattened and 
D=6 ps/nm/km, a dispersion behaviour similar to the one we have in the HNLF. 
The modulation of the Auxiliary carriers, deduced by the presence of the lateral 
bands in the inserts, occurs in both the case proposed tuning the Auxiliary Carrier 
at both 1535 and 1570nm [11]. However in the HNLF (D=-6) the dispersion re-
ducing the phase matching between the interacting wave prevents the generation 
of the FWM replica of the modulated auxiliary carrier; the replica circled in Fig. 
3.40(a) is present in the case of low dispersion (D~0) [12]. 

Moreover, because of the dispersion we observe in Fig. 3.40(b), in the non-
linear regime, the reduction of one of the side band due to the interaction between 
the amplitude modulation and the phase modulation.  

The XPM obtained via the index refraction modulation induced by the Super 
continuum generation, causes the strong enlargement of the Aux spectrum. The 
presence of a phase modulation effect (XPM) is confirmed by the depletion of the 
carrier observed by centering the optical output filter at the auxiliary carrier wave- 

 
Fig. 3.41. Measured and simulated inverted signal obtained filtering the output at the AUX 
wavelength. 
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 (a) (b) 

Fig. 3.42. Optical Spectrum of the Modulated Auxiliary carrier at the output of the fibre 
(downwards), after the first filtering and after the second filtering (upwards). 

length, in fact, when the filter is tuned to the Aux CW original wavelength (e.g. at 
1569.6 nm) an inverted signal is obtained. 

The output of the Fibre the Auxiliary Carrier is filtered amplified and filtered 
again. We filter a band interested by the modulation induced spectrum enlarge-
ment of the auxiliary carrier. 

The optimum detuning for the double filtering was determined in order to 
maximize the quality of the converted signal. In Fig. 3.42 we can see the HNLF 
output spectrum (downwards in Fig. 3.42(a)); the spectrum of the signal filtered 
amplified and further filtered (upwards in Fig. 3.42(a)). It can be noticed that the 
SC spectrum and the XPM generated spectrum broaden with increasing P. Fur-
thermore, we have studied the effect of the Aux CW carrier input power (Pcw) 
and the frequency detuning between the signal and the Aux CW carrier. The 
power level of the side-lobes increases with Pcw increase, which is reflected in the 
eye noise level at marks and zeros the Q factor In-Out experimental results has 
been reported; results and simulations demonstrate the noise compression via aux 
carrier adoption. The Aux pulse show a good 2R regeneration effect, in particular 
on marks and 2Rregeneration is demonstrated by Q factor measurement with an 
increase from 6.5 to over 11 (Fig. 3.42(b)).  

This demonstrates reshaping capabilities of this experimental device. The de-
scribed wavelength converter has, compared with the standard SC spectral slicing 
approach, better regeneration transfer function, less power needed (20 times less). 
Furthermore because of the very good behaviour of the PCF a very large opera-
tional wavelength range is achievable. 

3.2.5.3 Time Domain Demux  

In Fig. 3.43(a) are reported the input 80Gbps PRBS signal (upwards Fig. 3.43(a)), 
the 40 GHz clock (downwards Fig. 3.43(a)) and the resulting signal generating the 
SC. In Fig. 3.43(b)) is reported the output optical spectrum, the 80 GHz modula-
tion of the Aux Carrier is evident. Also in Fig 3.44 where is reported the output 
optical spectrum, the 160 GHz modulation of the Aux Carrier is evident. 
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 (a) (b) 

Fig. 3.43. (a) SC generating Signal and (b) Optical Spectrum at the output of the fibre 
(80 Gbps). 

 
Fig. 3.44. Optical Spectrum at the output of the fibre (160 Gbps Signal). 

The alignment of an information impulse with a control impulse induces a particu-
larly high phase shift; a frequency shift significantly stronger that the phase shifts 
induced by the 40GHz clock or information signal alone. As such, filtering the aux 
carrier with the correct detuning it is possible to define a range of wavelength 
within which the Power of the modulated CW is positioned only when the control 
impulses superimpose the information impulses. Tuning the Tunable Filter, TF1 
and TF2, in this frequency range allows extracting the impulses from the original 
information signal. Fig 3.45. 

The concept behind the demultiplexing achieved with this setup, is the depend-
ency of the nonlinear phase on the power of the XPM inducing signal. This higher 
power of the latter, the higher is the nonlinear phase shift suffered by the CW. 
Also, since coherence is a problem that could endanger the process, two polariza-
tions were used. By formatting the filter shape and central position, is possible to 
control the XPM part that is extracted. In the experiments a simple off the shelf 
filter was used, therefore limiting the overall result. Another effect which will cer-
tainly be of interest are the time delays and amplitude difference between the de-
multiplexing stream and the stream to be demultiplexed. The advantage of having  



86 K. Ennser et al. 

 
 (a) (b) 

Fig. 3.45. Eye diagram of the 40 Gbps signal demuxed (a) from the 80 Gbps signal and (b) 
from the 160 Gbps. 

the two in the same wavelength is that the walk off is minimized, increasing there-
fore the efficiency of the process.  

3.2.5.4 Conclusions 

We proposed and experimentally verified an all-optical Time domain demux - 
wavelength converter scheme based on supercontinuum generation and cross-
phase modulation that offers simultaneously a signal quality improvement and 
broad wavelength conversion range.  

3.2.6 160 Gb/s Retiming Using Rectangular Pulses Generated Using a 
Superstructured Fibre Bragg Grating 

At high-speed serial data rates, timing jitter becomes a serious detrimental factor. 
Timing jitter of data pulses should in general be less than about 5% of the high 
repetition rate timeslot, but at bit rates exceeding 160 Gbit/s (timeslot <6.25 ps), it 
gets increasingly difficult to find pulse sources that can fulfill these requirements, 
which become tighter if transmission is required. Therefore, retiming in a regen-
erator is a crucial functionality for high-speed systems. Most optical regenerator 
schemes also imply wavelength conversion, though it is often desirable to main-
tain the wavelength, without extra wavelength conversion [53].  

In this section, we demonstrate a 160 Gbit/s pulse retiming scheme, while 
maintaining the original wavelength of the data signal. This scheme contains a po-
larization-insensitive superstructured fibre Bragg grating (SSFBG) [54-55] with a 
sinc-shaped transfer function, to temporally shape the incoming data pulses into 
rectangular pulses, and a polarization-rotating Kerr switch based on 200 m highly 
non-linear fibre (HNLF). Using this scheme, a 160 Gbit/s data signal, with an er-
ror floor mainly limited by the data signal timing jitter, is successfully retimed to 
become error free when incorporating the SSFBG and the Kerr switch.  
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3.2.6.1 Experimental Set-up  

The experimental set-up is shown in Fig. 3.46. The heart of the set-up is the 
SSFBG and the Kerr switch. The SSFBG is used to shape the 160 Gbit/s data 
pulses into ~5 ps rectangular pulses [54]. This waveform provides optimal resil-
ience to timing jitter induced errors, and also reduces the absolute accuracy for 
temporal bit alignment. The shaped pulses are aligned to the Kerr switch polarizer 
so as to be attenuated in the Kerr switch when the control signal is absent. A short 
clock pulse then rotates the polarization of the part of the rectangular data pulse 
that overlaps in time with the clock pulse due to cross-phase modulation in the 
HNLF, thereby allowing this part of the original data pulse to be transmitted 
through the polarizer. This configuration ensures that the switched retimed pulse 
maintains its original wavelength, since it is actually part of the original data 
pulse. That is to say, the retimed pulses are carved out by the short clock pulses, 
which have low timing jitter, and hence, the retimed data pulses adopt the low jit-
ter of the clock pulses. The clock pulse being narrower than the flat-topped signal 
generated by the SSFBG ensures that the switching is insensitive to mistiming in 
the data signal.  

For the data signal, a 10 GHz semiconductor tunable mode-locked laser 
(TMLL) is used – the wavelength is set to 1557 nm, the FWHM pulse width is 1.8 
ps and the root mean square (rms) timing jitter is ~410 fs. These pulses are ampli-
tude modulated (MOD) with a 27-1 PRBS and subsequently multiplexed in a 
PRBS and polarization maintaining fibre-based pulse-interleaving multiplexer 
(MUX). The data is amplified, injected into the SSFBG generating the rectangular 
pulses and, through a polarization controller (PC), aligned at 90° to the Kerr 
switch polarizer. For the clock pulses, an Erbium-glass mode-locked laser 
(ERGO) with low rms timing jitter (~210 fs) is used – the wavelength is 1544 nm 
and the FWHM is 1.3 ps when linearly compressed in dispersion compensating fibre 
(DCF). The rms timing jitter is measured at the FWHM point on the trailing edge of 
the pulse on a Digital Communication Analyser at the repetition rate of 40 Gbit/s. 
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Fig. 3.46. 160 Gbit/s retiming set-up. 
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The pulses are synchronized to the data pulses via the same synthesizer and they 
are multiplexed in a second fibre-based polarization maintaining multiplexer. The 
160 GHz clean pulse train is amplified, filtered and its state of polarization is 
aligned at 45° to the Kerr switch polarizer.  

The Kerr switch contains a 200m HNLF with dispersion slope of  
~ 0.017 ps/nm2km, zero dispersion at 1551 nm, and the non-linear coefficient of 
γ~10.5 W-1km-1. These fibre properties ensure negligible pulse-to-pulse walk-off 
and pulse broadening. The 160 Gb/s retimed data pulses have adopted the clock 
FWHM and jitter (i.e. ~1.2 ps and ~250 fs, respectively). In order to perform BER 
characterization, the retimed data signal is demultiplexed down to 10 Gbit/s in a 
non-linear optical loop mirror (NOLM) demultiplexer with a 50 m HNLF (slope 
0.018 ps/nm2km, zero dispersion wavelength at 1554 nm, γ ~ 10.5 W-1km-1).  

3.2.6.2 Experimental Results 

Fig. 3.47 shows the response of the SSFBG to the input pulse from the TMLL – in 
this case at 10 GHz. The -3dB bandwidth of the input spectrum is ~2 nm, while 
the spectrum at the output of the grating clearly shows sinc-like features corre-
sponding to rectangular waveforms. Note that the slight spectral asymmetry origi-
nates from a corresponding slight asymmetry in the SSFBG spectral response. The 
FWHM of the measured temporal pulse is ~5.7 ps, though the flanks are not as 
steep as expected (due to the limited bandwidth of the input spectrum). The tem-
poral width is measured with a cross-correlator with a 600 fs sampling pulse, so 
the de-convoluted trace has slightly steeper flanks. The flat top of the pulse ex-
tends over 2 ps, which is enough to eliminate most of the ~410 fs rms timing jitter 
of the data pulses.  
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Fig. 3.47. (a) Spectral traces before and after the SSFBG. (b) Cross-correlation measurement 
of the shaped 5ps rectangular pulse. 



3 Optical Signal Processing Techniques 89 

1545 1550 1555 1560 1565 1570
-75

-60

-45

-30

-15

0

po
w

er
 [d

B
m

]

wavelength [nm]

160 Gb/s after grating
160 GHz

1545 1550 1555 1560 1565 1570
-70
-60
-50
-40
-30
-20
-10

wavelength [nm]

po
w

er
 [d

Bm
]

retimed160 GHz

75 80 85 90 95
0
5

10
15
20
25
30
35

po
w

er
 [a

.u
.]

time [ps]

clock

data

retimed data

input to Kerr

FWHM~1.2 ps, τjitt ~250 fs 

 
Fig. 3.48. Switching results. Top: Input spectrum to Kerr switch – cross-correlation meas-
urements of the shaped data and of the clock pulses at 160Gbit/s. Bottom: Output Spectrum 
of Kerr switch (retimed data signal) – Corresponding eye diagrams. 

Fig. 3.48 shows results before and after the retiming system at 160 Gb/s. The 
spectrum shows the 160 GHz tones on the sinc-like spectrum. The clock pulses are 
temporally aligned to the nominal centre of the data pulses, which is thus sampled 
by the short clock pulses, allowing the retimed pulses to be only ~1.2 ps wide with 
a rms timing jitter drastically reduced to ~250 fs. Accordingly, the sampled data 
pulses have a broader spectrum, but still centered at the original wavelength.  

Fig. 3.49 shows the BER characteristics with and without retiming. When the 
retimer is applied, all 16 channels are successfully retimed and error free operation  
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Fig. 3.49. BER curves with and without any retiming scheme (left) corresponding receiver 
sensitivity for all 16 channels with and without any retiming scheme (right). 
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is achieved for all of them (average sensitivity of -27 dBm). The spread in sensi-
tivity among the retimed channels (~ 5dB) is due to uneven amplitudes in the mul-
tiplexed pulses in the data and clock arms, and to polarisation drifts in the Kerr 
switch (see last three channels in Fig. 3.49). When retiming is not applied to the 
system, the 410 fs rms jitter induces a severe error floor for all channels, and a 
BER of 10-6 is the best that can be obtained (at the maximum receiver power of 
-20 dBm), which clearly reveals the benefit of the retimer.  

3.2.6.3 Conclusions 

We have presented a retiming scheme and successfully demonstrated its use in a 
160 Gb/s experiment. The system incorporates a superstructured fibre Bragg grat-
ing, as a pulse shaping element, and a HNLF-based Kerr switch. The original data 
pulses are shaped into flat-topped pulses to avoid conversion of their timing jitter 
into pulse amplitude noise at the output of the nonlinear switch. Thus retiming is 
performed in a single step avoiding wavelength conversion. The ultra-short and 
low jittery clock pulses used to gate the Kerr switch ensure that the switched data 
have low timing jitter. This allows error free operation, which would not be possi-
ble without the retimer. 

3.2.7 Timing Jitter Tolerant 640 Gb/s Demultiplexing Using a Long-Period 
Fibre Grating-Based Flat-Top Pulse Shaper 

For high-speed serial data operating at rates above 160 Gb/s, it becomes increas-
ingly challenging to find pulse sources with sufficiently low timing jitter. There-
fore it can be very advantageous to have a switch with a high tolerance to timing 
jitter. Such a switch may be obtained by generating a flat-top (FT) switching 
window, e.g. by the use of FT control pulses in a fibre-based switch relying on 
the ultra-fast (fs-response) Kerr-effect in non-linear fibres. For 160 Gb/s, vari-
ous approaches have been reported [53,55-56], but above 160 Gb/s, a more 
promising scheme seems to be the flat-top pulse shaper (FTPS) based on optical 
differentiation in a long-period fibre grating (LPG) [57]. This scheme has the 
great advantage of being able to handle arbitrary pulse durations. We very re-
cently reported a proof of principle experiment at 640 Gb/s [58], in which we 
demonstrated error-free demultiplexing in an otherwise jitter-limited system with 
the use of this technique.  

In this paper, we elaborate on this new switch configuration and demonstrate 
that it allows not only for error-free but also jitter tolerant operation at 640 Gb/s. 
We show a 350 fs timing tolerance, corresponding to 20% of the bit duration, and 
present results on the demultiplexing of all 64 tributary channels, and also show a 
14 dB improvement in receiver sensitivity when employing the FT rather than a 
Gaussian shaped control pulse.  
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Fig. 3.50. Schematic set-up for jitter tolerant demux. 

3.2.7.1 Principle and Experimental Set-up  

Fig. 3.50 shows the experimental set-up. A 2 ps pulse at 1543 nm (derived from 
an Erbium glass oscillating pulse source, ERGO) is soliton compressed through a 
fibre with gain (here an EDFA) to a sech-pulse with a FWHM of 430 fs. The pulse 
is sent through the LPG which has a characteristic transfer function with a strong 
dip (see Fig. 3.51, right) and a �-phase jump across it. The dip divides the spec-
trum of the input pulse into to two uneven parts and, at the same time, inverts their 
relative phases. The effect of this is to create a superposition of the original pulse 
shape with its differential, which consists of a temporal double-pulse [57].  
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Fig. 3.51. Cross-correlation traces of the input and output of the LPG and a reference 900 fs 
Gaussian pulse (left) output spectrum of the LPG with the characteristic dip (right).  

The original pulse can fill the gap between the double-pulse. The amount of this 
filling is determined by the detuning of the LPG dip with respect to the central 
spectral carrier. For a certain detuning, the gap disappears completely forming a 
perfect FT waveform. Here, the detuning is about 2 nm and the resulting FT pulse 
has a FWHM of 1.4 ps and a flat top part of 400 fs (within 1% of the peak inten-
sity), see Fig. 3.51. This pulse is subsequently used as control in a non-linear opti-
cal loop mirror (NOLM) with only 50 m of highly non-linear fibre (HNLF) (dis-
persion slope ~ 0.018 ps/nm2km, zero dispersion at 1554 nm, and non-linear 
coefficient of γ ~ 10.5 W-1km-1). A second ERGO at 1557 nm is used in an OTDM 
transmitter producing a 640 Gb/s serial data signal (27-1 PRBS, single-polarization). 
This ERGO runs at ~10 GHz (as the first ERGO) but is data modulated and multi-
plexed to 40 Gb/s before pulse compression – this procedure reduces individual 
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channel broadening of the compressed pulses in the first stages of the MUX. The 
40 Gb/s data pulses are compressed by chirping them through self-phase modula-
tion (SPM) in a HNLF (400 m), linearly compressing them in 20 m standard sin-
gle-mode fibre (SMF), and filtering them with a 9 nm Gaussian filter centered at 
1560 nm. The obtained data pulses are 530 fs FWHM (7.5 nm spectral FWHM ~ 
1.14 times transform limit), and are multiplexed to 640 Gb/s. The 640 Gb/s data is 
then demultiplexed to 10 Gb/s for subsequent bit error rate (BER) characteriza-
tion. To minimize the relative timing jitter between the two ERGO lasers, the data 
ERGO is free running (acting as a local low-noise oscillator with 70 fs rms timing 
jitter), and the control ERGO together with the rest of the whole system is locked 
and synchronized to the data ERGO. 

3.2.7.2 Dynamic Characterization – BER Performance 

Fig. 3.52 shows the BER curves for 640 to 10 Gb/s demultiplexing with the use of 
the FT and 900 fs Gaussian control pulses. Both measurements are made using the 
same best-performing channel, number 31. Error-free performance is obtained in 
both cases, but the receiver sensitivity is greatly improved by 14 dB when using 
the FT pulses. The FT-demultiplexed channel 31 has no error floor and a sensitivity 
of -32.5 dBm, i.e. an only 3.4 dB penalty with respect to the 10 Gb/s back-to-back. 
In sharp contrast to this, is the Gaussian-demultiplexed channel 31 with its sensitiv-
ity of -18.5 dBm and clear error floor. Furthermore, as follows from the demulti-
plexed eye diagrams in Fig. 3.52, the FT pulse converts considerably less timing 
jitter (phase noise) into amplitude noise compared to the Gaussian control pulse.  

To characterize the system tolerance to timing jitter, the data signal is gradually 
displaced in time relative to the position of the FT pulse and hence the switching 
window. Fig. 3.53 shows the results of this characterization, where channel 1 is 
demultiplexed with the FT pulse. The measurements are carried out at a receiver 
power of 5 dB above the receiver sensitivity to allow for some measurement margin.  
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Fig. 3.52. Square pulse demultiplexing (channel 31). Left: BER of 10 Gb/s back-to-back, 
640 to 10 Gb/s demultiplexing with LPG-based or Gaussian pulse. Right: Eyes for flat-top 
or Gaussian control. 



3 Optical Signal Processing Techniques 93 

The FT pulse is seen to maintain error-free (BER < 10-9) performance with a 350 fs 
tolerance to temporal displacement, which roughly corresponds to the flat part of the 
pulse top. The BER increases rapidly for larger data-control displacements, due to 
the presence of the neighbouring channels. Using the Gaussian control, it is not pos-
sible to measure the timing tolerance, as the quality of this signal is too marginal. 
Also shown in Fig. 3.53, are the results of demultiplexing all 64 channels using the 
FT control pulses, in terms of receiver sensitivities. The FT pulse is clearly able to 
resolve all 64 channels. The relatively large spread in the measured sensitivities, is 
attributed to suboptimum alignment of the multiplexer, rather than the performance 
of the FTPS. Most channels (54) are error free. The remaining 10 channels are not 
error-free, due to their partial overlap with a neighbouring channel (the non-error-
free channels always come in pairs – their lowest BER are listed in the inset of Fig. 
3.53), something which can be avoided by careful optimization of the multiplexer. 
Despite these odd 10 channels, the FT control pulses are seen to clearly distinguish 
all 64 channels, in spite of some of them being impaired by overlap with neighbours. 
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Fig. 3.53. BER at different control-data displacements (power=5 dB + receiver sensitivity). 
Inset: receiver sensitivities for all 64 channels. 

3.2.7.3 Conclusions 

We demonstrate the use of flat-top pulses for 640 Gb/s switching, with a signifi-
cant improvement of the tolerance to timing jitter, enabling a strong reduction (14 
dB) in penalty for 640 to 10 Gb/s demultiplexing. The pulses are created by a 
pulse shaping technique based on optical differentiation by an LPG, and we pre-
sent a 350 fs timing tolerance, and demonstrate that all 64 OTDM channels can be 
distinguished.  
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Abstract. This chapter reviews the current developments in access network 
architectures and protocols to communicate dynamically the emerging 
broadband services to end-users at low cost. Following a summary of Giga-
bit Ethernet and Passive Optical Network (PON) standards and deployment 
issues with reference to Ethernet (EPON) and Gigabit-capable PON (GPON) 
infrastructures, an original transparent network architecture is presented to 
allow interoperability of time division multiplexing (TDM) and wavelength 
division multiplexing (WDM) PONs, by means of coarse routing. To pro-
vide flexible connectivity at extended service reach hybrid wireless and free 
space optic technologies have been investigated to terminate mobile end us-
ers to high bandwidth PON terminals. To demonstrate independent band-
width management of the constituent sectors of such architectures devel-
oped dynamic bandwidth allocation (DBA) algorithms are summarised 
followed by an original control plane to coordinate the various mandatory 
access control (MAC) protocols. Finally, to provide reliable service deliv-
ery several protection schemes have been analysed. 

4.1 Introduction: FTTX Developments 

The developments in photonic technologies, optical techniques and fibre-plants 
deployment achieved a great increase in transport network capacity. This was fol-
lowed by the seemingly improvements of capacity at the end user side making 
possible handling of large bandwidth services like symmetric peer to peer, HDTV 
broadcasting, remote storage, e-services and grid computing [1]. 

FTTx (fibre to the home/curb/building/premises) is only one of the technolo-
gies now explored to spread these broadband services, employing wireless and 
wired solutions both fibre and copper based [2-5]. FTTx is the most future-proof 
infrastructure available for providing triple-play services, employing various types 
of technologies including active Ethernet and standard Passive Optical Networks 
(PONs). FTTx has become the worldwide network architecture for broadband ac-
cess deployed by large carriers and small municipalities. Among the different 
types of PON technologies EPON and the GPON are the mostly deployed stan-
dards. EPON was developed and formalised in the IEEE 802.3ah standard [6] to 
bring Ethernet to residential and business customers in the access network [7] and 
has been adopted rapidly, primarily due to its ubiquitous and cost-effective tech-
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nology, allowing for interoperability with a variety of legacy equipment [7, 8]. 
EPON is capable of providing triple-play services [9] at symmetrical 1.25 Gbit/s 
data rates using wavelengths at 1490 nm and 1310 nm for downstream and up-
stream transmissions respectively, with a wavelength at 1550 nm reserved for fu-
ture extensions or additional services such as analogue video broadcast for a 
maximum of 32 ONUs at distances of up to 20 km [10, 8, 11]. In upstream, a typi-
cal mandatory access control (MAC) protocol is used [12-15], avoiding data colli-
sions in the distribution network. In order to extend the capacity limitation of 
EPON by means of data rates and splitting ratio, the ITU-T has set standards for 
the GPON in the G.984 series [16-19]. 

The GPON is set to accommodate full services and support Gigabit bandwidth 
for subscribers in the access network. It emerged to remove the bandwidth bottle-
neck in the first mile [20-22] offering technical advantages over EPON due to 
higher splitting ratio, data rates and bandwidth efficiency [23]. GPON provides 
triple-play services at variable bidirectional data rates of up to 2.5 Gbit/s using 
similar wavelength assignment, allowing network operators to configure transmis-
sion rates according to user requirements. Unlike EPON, GPON supports a 
maximum of 128 ONUs for distances of up to 60 km [16, 23] as well as offering 
almost double bandwidth efficiency due to less data transmission overheads. To 
address security issues in downstream, GPON provides an advanced encryption 
standard [21]. 

In downstream, signals communicated from the OLT reach the passive optical 
splitter and broadcasted to all ONUs in the PON. Although all ONUs receive all 
downstream data, due to broadcasting, secure channels are established to ensure 
that each ONU only recovers the data intended for itself [24]. In upstream, the 
splitter combines all ONU packets in a TDM fashion to avoid collisions in the 
feeder fibre. Consequently, each ONU has to restrict its transmission only to pre-
defined time-slots administrated by a MAC protocol, which can statically or dy-
namically allocate time-slots among ONUs [24]. 

The fundamental functionality of MAC protocols is to allocate constant time-
slots for each ONU at regular periods regardless of its bandwidth requirement. 
However, a practical limitation of constant TDM protocols is the demonstrated in-
efficiency in time-slot assignment since independently of either network ONUs 
are silent or exhibit low traffic load by means of moderate buffer queuing per-
formance, the same, constant time slots are assigned at each cycle of operation in-
dicating that fractions of the allocated time-slots remain idle and equally important 
incapable of being transferred to high bandwidth required ONUs. In the latter, 
random packets will have to be buffered for various polling cycles since their ca-
pacity requirement exceeds the relative assigned bandwidth. To overcome these 
drawbacks TDM-dynamic bandwidth allocation (DBA) protocols have been de-
veloped to increase the transmission efficiency and to reduce the packet delay by 
dynamically allocating upstream time slots according to ONUs’ bandwidth de-
mands and overall network capacity [25-28]. 
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To provide dedicated bandwidth per subscriber by allowing virtual point to 
point links between the OLT and each subscriber where time slot management is 
not required, wavelength division multiplexing (WDM)-PONs have been exten-
sively researched [29-34] as a viable solution for next-generation optical access, 
offering also greater security and protocol transparency [29,34]. However, the 
economic model for a densely penetrated PON deployment in the access has not 
been justified yet, mainly due to the high cost of components in the ONU and 
OLT [35]. Consequently, research efforts have been concentrated [31, 33, 36] in 
providing enhanced PON architectures combining the merits of time and wave-
length multiplexing, consequently to serve increased number of customers by as-
signing more customers on each wavelength, and to share network resources 
among greater number of PONs, thus increasing cost efficiencies and revenue 
from invested resources. At the same time they allow minimum modification in 
the ONUs and outside plant when upgrading to densely penetrated PONs. In a 
search for another potential cost-effective solution for a flexible high-speed optical 
access [35], coarse-WDM (CWDM) [37] has been also studied [38-41], employ-
ing up to 18 channels, 20 nm spaced, allowing for CWDM devices [42] to utilise 
at least 7 nm-wide passband windows around each of the coarse channels. Such 
broad channels relax tolerances for thermal management [43] and optical loss re-
quirements, allowing for reduced network complexity and flexible network power 
budget management respectively. 

4.1.1 FTTX Architectures 

European Community has answered to the request for increased bandwidth by fi-
nancing several projects targeting the delivery of fibre bandwidth all the way to 
end users [44-54] in the form of specific targeted research projects or the networks 
of excellence and integrated projects with ATLAS, e-Photon ONe, NOBEL and 
BONE being the most prominent of the latter. The message that should be retained 
from this review is that the most common topology for the metro & access net-
work, and in particular for the FTTx sector, is based on a ring interconnecting 
multiple trees. Although, optical and copper based technologies can coexist, a 
gradual transition is expected that will potentially lead to the all optical network of 
the future (AO NoF).  

Within the specific targeted research projects arena, HORNET [44, 45] is a 
given suggestion for next generation metro networks. The main architecture is 
based on a packet-over-WDM ring network utilising fast-tunable packet transmit-
ters. RINGO [46] presents two versions of WDM ring: the first is based on a uni-
directional WDM fibre ring with N nodes and N wavelengths; the second is a 
folded ring, separating the transmission/reception using two fibres ring solution. 
WONDER [47, 48] is an evolution of the RINGO architecture for metro applica-
tions that limits optical complexity and uses only commercially-available compo-
nents. The architecture is a bidirectional WDM amplified optical ring. 
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RINGOSTAR [49] is a hybrid ring-star architecture. This topology not only 
combines the strengths of both ring and star configurations, but also avoids their 
drawbacks. Generally, only a subset of ring nodes is directly connected to the star 
network, resulting in less fibre requirements and node interfaces. The FLAMINGO 
[50] network is based on a WDM fibre ring with a node called Access Point (AP). 
The access to the Metropolitan Area Network (MAN) is guaranteed by several ac-
cess points that connect the MAN with Wide Area Network (WAN). The bandwidth 
of each channel time-shared with constant length slots that go around the ring. Each 
AP is capable to transmit and receive at any wavelength. The DAVID [51] network 
architecture covers the MAN and WAN, each having a distinct operating structure. 
The network uses a fixed-length packet in a slotted mode. The MAN is based on one 
or more unidirectional optical physical rings interconnected by a Hub. A ring within 
the MAN will consist of one or more fibres, each in DWDM, where each wave-
length will be used to transport optical packets. 

The BORN [52, 53] network connects several edge nodes. The main ring con-
stitutes working and protection fibres, where the latter is able to provide resilience 
in case of a single link damage. It is also a WDM ring, employing a set of wave-
lengths for upstream and downstream signals. This architecture clearly identifies a 
hub node for the metro ring. Transparent ring nodes can read and write dynami-
cally in upstream and downstream bus respectively. BORN network is organised 
around a hub, where an optical packet add&drop multiplexer can insert or extract 
the optical packet produced by several nodes. 

MATISSE, next generation high-speed Internet backbone networks will be re-
quired to support a broad range of emerging applications which may not only re-
quire significant bandwidth, but may also have strict quality of service (QoS) re-
quirements and are expected to be highly bursty in nature. For such traffic, the 
allocation of static fixed-bandwidth circuits may lead to the over-provisioning of 
bandwidth resources in order to meet QoS requirements. Optical burst switching 
(OBS) is a promising new technique which attempts to address the problem of effi-
ciently allocating resources for bursty traffic. Design and research issues involved in 
the development of OBS networks are discussed in the MATISSE Project. 

SUCCESS is a next-generation WDM/TDM optical access architecture, provid-
ing practical migration path from current TDM-PONs to future WDM optical access 
networks. The topology is based on a collector ring and several distribution stars 
connecting the Central Office (CO) with both business and residential users. The 
SARDANA [54] project targets the performance enhancement of dense FTTH net-
works, utilising two key performances such as scalability and robustness, since they 
constitute pillars of such a cost-sensitive segment. Scalability is reached by means of 
the new adoption of remotely-pumped amplification, a WDM/TDM overlay and 
cascadable remote nodes. The network is capable of serving up to 4000 users with 
symmetric several hundred Mbit/s per user, spread along distances up to 100 km. 
Robustness is achieved by means of passive central-ring protection and new moni-
toring and electronic compensation strategies over the PON, intelligently supervis-
ing and controlling potential impairments when extended to a 10Gbit /s PON. 
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4.1.2 Current Standard PON Deployment Worldwide 

With fibre cabling cost [55] in mind, EPON and GPON architectures have been 
largely deployed in Asia and North America with Europe moving gradually forward. 
Throughout Europe there are currently 1 million FTTH subscribers [56] based on 
GPON networks, although the number of connected homes is approximately 2.6 
million [57] with a forecast of 4 million FTTH subscribers by 2010 [58]. 

On the contrary, South Korea has maintained high broadband service penetra-
tion rate with current rapid growth of approximately 7 million subscribers request-
ing triple-play services in excess of 50 Mbit/s [9] and as a result approximately 12 
million subscribers are expected to be served by 2010 [9, 59]. WDM-PON based 
FTTH has been chosen to be deployed primarily, capable of delivering triple-play 
services at symmetrical bandwidth of 155 Mbit/s per subscriber [29, 60]. 

The Japanese broadband market is also entering into total FTTH age. Although 
initially FTTH was used only for Internet access, at present, network providers em-
ploy mainly EPON systems to provide up to 100 Mbit/s per customer focusing on 
triple-play services as the main drive to full-scale FTTH [61]. The FTTH market in 
Japan continues to grow rapidly as the number of residential and business customers 
have exceeded 10 million [56] with a target of serving 30 million by 2010 [23, 61]. 

In the Hong Kong region, around 23 percent of households are presently con-
nected with FTTH [56]. The first provider, Hong Kong Broadband Network Limited 
(HKBN), to launch FTTH with 100 Mbit/s and 1 Gbit/s services in 2005, has been 
operating GPON at 2.5 Gbit/s downstream since the beginning of 2008 and is plan-
ning to increase its coverage to 2 million home connected within few years [62]. 

Finally, in the United States there are currently 10 million [56] FTTH connec-
tions with the aim to exceed 18 million households by 2010 [63], out of which 
nearly 2 million [56] residential and businesses customers are currently receiving 
services by Verizon as the main player in addition to other suppliers. Recently, 
GPON has been receiving more attention and has already been in deployment in 
undeveloped areas. 

4.2 Emerging Standards for 100 Gbit Ethernet Access and 
Beyond 

4.2.1 Introduction – Why Higher Speed Ethernet? 

Ethernet, being originally a computer networking protocol, nowadays is able to 
unify long distance, metro and access networking into a single network of the 
future [64]. The deployment of Fibre-To-The-Home in access observed in Japan, 
Korea, US and Europe will assure a broad bandwidth for the user at an afford-
able cost [65]. Computing speed and system throughput doubles approximately 
every two years. Consequently, fundamental bottlenecks are happening every-
where. Increased number of users together with increased access rates and 
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methods and increased services results in explosion of bandwidth demand. Net-
working is driven by the aggregation of data from multiple computing plat-
forms. When the number of computing platforms grows fast, it results in a 
multiplicative effect on networking [66]. 

Therefore it is necessary to provide a solution for applications that have been 
demonstrated to need bandwidth beyond the existing capabilities. These include 
IPTV, downloading/uploading of large files at short time, internet exchanges, high 
performance computing and video-on-demand delivery. High bandwidth applica-
tions, such as video on demand and high performance computing justify the need 
for a 100 Gb/s Ethernet in metro and access networks. Indeed, even a personal 
computer will surpass 10 GHz computation speed in few years. 

4.2.2 100 Gbit Ethernet Challenges 

Ethernet is now widely adopted for communications in local area networks and in 
metropolitan area networks. The Ethernet is facing the next evolutionary step to-
wards 100 Gbit/s Ethernet, or 100GbE [67, 68]. As Ethernet becomes more preva-
lent, the issues related to the software, electronics, and optoelectronics need to be 
addressed. This becomes more evident for 100GbE, since that technology does not 
simply refer to high bit rate transmission at 100 Gbit/s, but also relates to switch-
ing, packet processing, and queuing and traffic management at 100 Gbit/s line 
rate. This is in parallel with a remarkable progress in transmission as 10 Gb/s and 
recently 40 Gb/s systems have become commercially deployed standards in opti-
cal networking, and multiplying the total aggregate capacity by an use of DWDM 
technology and transmitting simultaneously several wavelength channels. This has 
faced problems in view of fibre impairments, one of the most serious ones being 
fibre Polarisation Mode Dispersion (PMD). In particular, care has to be taken to 
minimise PMD coefficient when manufacturing the fibres and cables. 

The IEEE HSSG (Higher Speed Study Group) objectives are: 

• Support full-duplex operation only 
• Preserve the 802.3/Ethernet frame format utilizing the 802.3 Media Access 

Control 
• Support a Bit Error Rate (BER) better than or equal to 10-12 at the MAC/PLS 

(Physical Layer Signalling) service interface 
• Support a MAC data rate of 100 Gb/s 
• Provide Physical Layer specifications which support 100 Gb/s operation over: 

At least 40km on SMF (Single Mode Fibre), 100m on OM3 MMF (850nm La-
ser Optimized Multi-Mode Fibre) and 10m over a copper cable assembly 

As an amendment to IEEE 802.3, the proposed project will follow the existing 
format and structure of IEEE 802.3 MIB definitions providing a protocol inde-
pendent specification of managed objects (IEEE 802.1F). As was the case in pre-
vious IEEE 802.3 amendments, new physical layers specific to either 40 Gb/s or 
100 Gb/s operation will be defined.  
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4.2.3 Transparent Optical Transmission For100 Gbit Ethernet 

The technical feasibility of 100 GbE has been already proven, as well as its confi-
dence in reliability. The principle of scaling the IEEE 802.3 MAC to higher 
speeds has been already established within IEEE 802.3. Systems with an aggre-
gate bandwidth of greater than or equal to 100 Gb/s have been demonstrated and 
deployed in operational environment. The 100 GbE project will build on the array 
of Ethernet component and system design experience, and the broad knowledge 
base of Ethernet network operation. Moreover, the experience gained in the de-
ployment of 10 Gb/s Ethernet might be exploited. For instance, parallel transmis-
sion techniques allow reuse of 10 Gb/s technology and testing. 

An alternative approach to avoid the development of ultra-fast electronic cir-
cuits is to use advanced modulation formats that achieve 100 Gbit/s information 
rate while allowing lower transmission rates. In such a case, the implementation 
will require components operating around 50 GHz and since electronic circuitry 
for 40 Gbit/s is already commercially available, there will be an easier migration 
to the development of say 50 Gbit/s capable silicon components. Finally, for 
short reach interfaces there have been a number of implementations that provide 
10 or 12 parallel 10 Gbit/s lanes for a total aggregate bit rate of 100 Gbit/s or 
120 Gbit/s. Such solutions are being currently under discussion in the IEEE 
HSSG [69]. 

The next step in order to increase data rates and speed of the services is the in-
troduction of services based on 100 Gb Ethernet. But 100 Gbit/s transmission is 
standing on the very beginning and the worldwide level of knowledge and know-
how in the field of 100 Gbit/s is still low. A lot of research activities have to be 
done until the first test links can be prepared for commercial and field exploita-
tion. First of all integrated circuits are necessary which enable transmission 
equipment, like e.g. transceivers, to provide this high speed data signal with an 
adapted modulation technique. To make the technology suitable for exploitation 
basic physical effects must be investigated in order to use them for a future tech-
nology or to minimise or overcome them if they contribute impairments. Only 
then all the processes for the production of necessary components can be con-
trolled with the desired and necessary reliability. Other challenges like the cost re-
duction of the components, the reduction of the operational expenses of the net-
work operators and the minimisation of the energy consumptions are also a big 
challenge and subject of research. 

The existing 802.3 protocol has to be extended to the operating speed of 40 
Gb/s and 100 Gb/s to provide a significant increase in bandwidth while maintain-
ing maximum compatibility with the installed base 802.3 interfaces, previous in-
vestment in research and development, and principles of network operation and 
management.  
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4.2.4 Future Directions 

Optical networks consisting of standard single mode fibres are in principle suit-
able for transportation of data rates up to 100 Gbit/s and more, are to be widely 
deployed both in long distance and in metro/access. Physical limitations laid by 
the fibres themselves require new technologies to overcome these constraints. 
Noise accumulation, chromatic dispersion, polarisation mode dispersion and 
nonlinear effects limit data rate and maximum transmission distance. Highly sta-
ble 100 Gbit/s Ethernet transmission over different distances through the network 
would require pushing state of the art in the limits towards optimisation and de-
velopment of new technologies and components for transmitters and receivers. 

A possible solution for 100GbE modulation format can be a pure multi-level 
amplitude modulation, offering the advantage of lower clock frequency and re-
quired signal bandwidth of critical components, e.g. modulators. On the other 
hand, the robustness of multi-level modulation scheme against such common 
impairments in the transmission path as optical amplifier noise and fibre disper-
sion must be carefully analyzed. Bandwidth requirements for computing and 
networking applications are growing at different rates. These applications have 
different cost / performance requirements, which necessitates two distinct data 
rates, 40 Gb/s and 100 Gb/s. 

4.3 Interoperability of TDM and WDM PONs 

4.3.1 Introduction 

The emergence of new bandwidth-intensive applications has ultimately justified 
the necessity of upgrading the access network infrastructure to provide fat-
bandwidth pipelines at subscriber close proximity. PONs offer currently more op-
portunities to communicate these services than ever before, with potential connec-
tion speeds of up to 100 Mbit/s in mind [70]. PON-based access networks envis-
age the demonstration of scalability to allow gradual deployment of time and 
wavelength multiplexed architectures in a single-platform without changes in fibre 
infrastructure and also highly-efficient bandwidth allocation for service provision 
and upgrade on-demand. 

4.3.2 Network Architecture 

An access network architecture [39, 42] has been investigated to provide inter-
operability among dynamic TDM and WDM-PONs through CWDM routing in 
the OLT. The network architecture in Fig. 1 exhibits a single 4x4 coarse array 
waveguide grating (AWG) in the OLT to route multiple PONs by means of a sin-
gle tunable laser (TL1) and receiver (RX1) allowing for coarse-fine grooming to 
display smooth network upgrade. Proposed coarse AWG devices display 7 nm, 3 



4 Evolution of Optical Access Networks 105 

dB Gaussian passband windows [42], denoted in Fig. 1 by coarse ITU-T channels 
λ1=1530 nm and λ2 =1550 nm, set to accommodate up to 16, 0.4 nm-spaced 
wavelengths to address a total of 16 ONUs per PON. In downstream, TL1 will op-
timally utilise λ19, placed at the centre of the AWG coarse channel λ1, to broad-
cast information to all ONUs of PON1. To address a WDM-PON, TL1 will switch 
on all 16 wavelengths, centred ±3.2 nm around coarse channel λ2, λ2

1-16, to address 
jointly all ONUs in PON4 [71]. The established network interoperability allows a 
smooth migration from single to multi-wavelength optical access to address in-
creasing bandwidth requirements. 

Reflective semiconductor optical amplifier (RSOA)-based ONUs are univer-
sally employed, avoiding the necessity of wavelength-specific, local optical 
sources. The use of multiple transceivers in a single OLT to serve all reflective 
PONs allows for centralised control to distribute ONU capacity among upstream 
and downstream on demand and concurrently provide each PON with multiple 
wavelengths for enhanced bandwidth allocation flexibility [71]. The network also 
exhibits increased scalability since extra TLs can be directly applied at unused 
AWG ports in the OLT, e.g. TL2 at I/O port 2, to maintain high network perform-
ance at increased traffic load. 

 
Fig. 4.1. Unlimited-capacity multi-PON access network architecture. 

4.3.3 Network Routing Performance 

In defining accurate routing of all ONUs comprising a PON, the AWG polarisa-
tion-dependent wavelength (PDW) shift [42] and associated polarisation-
dependent loss (PDL) have been simulated [39,71] and also experimentally dem-
onstrated. In that sense, Fig. 2 displays the PDW shift of the central channel 
λ2=1550 nm, for which the transverse magnetic (TM) response is -1.8 nm shifted 
[42] with respect to the transverse electric (TE). It can be observed that on top of  
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Fig. 4.2. PDW of central channel. 

 
Fig. 4.3. BER down/upstream transmissions. 

the 5 dB insertion loss of the channel, the longest wavelength at λ2
1=1553.33 nm 

can suffer up to 5.5 dB loss, compared to the central wavelength at λ2
9=1550.12 

nm, due to the increase of PDL and the AWG passband Gaussian response. To 
evaluate the bidirectional network performance, bit-error-rate (BER) responses, in 
Fig. 3 [39], have confirmed error-free transmission with measured 10-9 BER 
achieved by 93% of ONUs when 1.8 nm PDW is employed. Further investigations 
into the highest possible PDW to allow all ONUs achieve a BER of 10-9 produced 
a PDW figure of 0.8 nm. In order to enhance the bandwidth utilisation for each 
subscriber, a full-duplex transmission has been established [72] using polarisation 
division multiplexing (PDM) [32]. Consequently, the scheme overcomes time-
interleaving in the OLT of the transmission time-slots between CWs and burst-
data, allowing for their independent transmission over the two polarisations to 
avoid multiplexing idle time [72]. 
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4.3.4 Conclusions 

Extensive efforts have been carried out to provide enhanced PON architectures 
combining TDM and WDM to increase user-density and resource-sharing, particu-
larly allowing smooth upgrade to densely penetrated PONs. In that direction, a 
multi-PON access network architecture has been developed, demonstrating inter-
operability among dynamic TDM and WDM-PONs through coarse channels of a 
AWG in a single OLT with coarse-fine grooming features. Simulation results to 
address a fully-populated reflective WDM-PON have demonstrated error-free 
routing of 16, 0.4 nm-spaced wavelengths, over a single 7 nm-wide Gaussian 
passband window of the AWG. This has been subsequently verified experimen-
tally with a commercially-available 2.7 nm-wide coarse-AWG. To achieve full-
duplex operation, an orthogonally-multiplexed OLT has been devised, allowing 
for increased bandwidth utilisation in both downstream and upstream.  

4.4 3G Radio Distribution over Fibre 

4.4.1 Introduction 

Radio waves are nowadays the most popular way to access data and communi-
cate, since they are used in the very front end of every user, as they provide one 
extremely important capability: mobility without complexity (user logs without 
any special specific knowledge). This has made communications and data trans-
fer a reality wherever people go. Nowadays it is a surprise when there is no ser-
vice coverage.  

The demand for more services and increased penetration of data and voice, 
has pushed the operators into several developments and strategies to enable full 
time, space and, whenever possible, bandwidth coverage to the users by explor-
ing all types of technical solutions that can make the three aforementioned 
guidelines possible. To achieve the referred target, bandwidth should be deliv-
ered and managed in highly dense sporadic places (commercial centres, sport 
centres, etc) as well as areas with feeble wave propagation (tunnels, galleries, 
etc). One approach to address these issues is to take the digital data through the 
fibre and in the end place a complete base station to manage all the required 
problems. However that is not always possible (accessibility, etc) therefore other 
strategies emerged, eg. radio over fibre (RoF). UMTS, Wi-fi and WiMAX Radio 
Distribution over Passive Transparent Optical Networks can be seen as a prom-
ising technique to overcome many of the RF spectrum and distribution limita-
tions. However this can only be a reality if it can be shown that it is robust and 
possible to implement in a cost effective way.  

Several studies have been performed within the scientific and corporate com-
munities throughout the world [73]. With the current trends in PON deployments 
and massive deployment of triple and upper count play (tetra and penta play), will 
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require that new approaches which can be compatible with existing and currently 
deploying G-PON standards (or in the future with NG-PON) should be consid-
ered. These new signals should be directly delivered to the costumer without the 
need of any expensive equipment at the customer premises or to be distributed to 
highly inaccessible or difficult to propagate radio waves places in conjunction 
with existing data and standards. It is still important to demonstrate the propaga-
tion capabilities of these signals and their robustness to propagation and other im-
pairments. The basic requirement for any mass deployment strategy is that the 
emitter/receiver should be cheap and the modulation should not bring increased 
complexity. A block diagram of this kind of systems is presented in Fig. 4.4. 

 
Fig. 4.4. Diagram of a radio over fibre distribution system. 

The referred modulation formats UMTS, WiFI and WiMax are different in nature 
and therefore they will behave naturally differently when propagated. 

UMTS:  

− Physical layer mode : 
WCDMA-3GPP; 

− Symbol rate: 3.84 
Msymb/s; 

− Modulation: QPSK 45º 
offset 

− Filter: root cosine, roll 
off factor = 0,22  

− At receiver EVM<12%. 
 

WLAN: 

− Standard : 802.11g; 
− Physical layer 

mode: OFDM; 
− Modulation: 64 

QAM; 
− At the receiver 

EVM<5.62%. 
 

WIMAX: 

− Physical layer mode: 
OFDM; 

− Duplexing: TDD, 
downlink; 

− Frame configuration: 
QPSK ¾; 

− At receiver EVM<-18,5dB 
(≈1.41%). 
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From the works performed one of the basic conclusion is that cheap lasers can be 
suitable for the modulation of any the signal formats. This conclusion makes cheap 
modules a possibility. Due to its nature, even semiconductor amplifiers, which are 
on of the options for wavelength agnostic ONU’s (Optical Network Units), like 
RSOA’s and SOA’s (Reflective Semiconductor Optical Amplifiers), can be suitable 
for this operation making this a viable option for the next generation networks. In 
any case should be granted that simple antenna site should be granted. 

Several demonstrations are being performed showing the viability of this strategy 
[73]. A set of tests was made in laboratory environment where the EVM (Error Vec-
tor Magnitude), which is the metrics used for the characterization of physical trans-
mission in RF propagation was used. A schematic of what can be the up or down-
stream in a pre-amplified radio distribution system is illustrated in Fig. 4.5. SOAs 
were used as a booster (downstream) or a pre-amplifier (upstream) since they are the 
bigger candidates to be integrated and potentially cheap. The usage of SOAs can po-
tentially bring limitations to the system due to its fast response to optical signals and 
input signal power changes. So, a carrier density change can lead to a amplitude 
and/or phase shift on the modulated signal resulting in signal distortion.  

Fig. 4.6 presents the results obtained when the three different signals are trans-
mitted upstream over 40 Km of fibre. It can be seen that for electrical power 

 

 
Fig. 4.6. Results obtained for 40 Km of fibre using SOA as pre-amplifier. 

Fig. 4.5. Up and down streams in a centrally preamplified radio distribution. 
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higher than -12.5dBm, -6dBm and -15dBm respectively for UMTS, WiFi and 
WiMAX, any of the tested transmissions will cope with the minimum EVM stan-
dards. It can also be concluded that for the same emitter, propagation and receiver 
conditions the most robust (less requiring in terms of electrical power) signal is 
the WiMAX.  

To better illustrate what was obtained, the constellations at the signal analyzer 
for the transmission of the signals with RF power of 0dBm are illustrated in Fig. 
4.7. Due to its inherent definitions the constellations have different formats and 
aspects, however it is proven that is viable the usage of low cost devices to extend 
the reach of radio signals. 

The overall conclusions that can be brought out of this work and comments is 
that the current radio signals are robust enough to be put into fibre and current 
configuration could be extended with low cost optical interfaces, opening a win-
dow of operation for the next generation of optical fibre systems. 

   
 (a) (b) (c) 

Fig. 4.7. Constellations of the signals at the receiver (a) UMTS, (b) WIMAX, (c) WLAN. 

4.5 Optical Wireless for Last Mile Access 

4.5.1 Introduction 

Today, many people need a high data rate for their internet connection or for other 
access-services. Therefore Free Space Optics (FSO) is a well suited technology. The 
high bandwidth of the “Backbone” (fibre network) is also available for the user. The 
research group for Optical Communication (“OptiKom”) at the Department of 
Communications and Wave Propagation, Technical University Graz conducted the 
research in the field of Free Space Optics (FSO) over a period of 15 years. The work 
includes the development of own equipment for research purpose and in co-
operation with partners (of the industry) the evaluation of commercially available 
FSO systems for the climate in Graz (Austria). The main projects in this field have 
been funded by Telekom Austria AG, InfraServ Gendorf and the Government of 
Styria and later by co-operations within COST 270, SatNEx and COST 291. 
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In free space the transmitted light (signal) is reflected, refracted or absorbed by 
objects, rain, fog, wind or sun. Usually in free space each wavelength can be used. 
But because of the atmospheric conditions and due to the laser safety regulations 
the larger ones (i.e. 1550 nm) are better for transmission. The losses due to Mie-
scattering in haze or light fog at longer wavelengths (1550 nm) are smaller than at 
shorter ones (850 nm). Due to atmospheric turbulences the received polarized light 
has changed its direction slightly, compared to the transmitted beam.  

4.5.2 FSO Networks 

Optical Wireless is the nomadic broadband solution (high data rates without any 
cabling) which connects the “Backbone” to the clients (Last-Mile-Access). This 
technology is an excellent supplement to conventional radio links and fibre optics 
[74] for short ranges (“Last Mile”, max. 1 km). Meshed FSO networks have 
shown advantages in regard to Ring or Star configurations. Meshed networks 
combine and sum up the benefits of all available architectures. 

In each configuration, the FSO-unit can be connected with a node to satellites, 
directional radio links, telephone networks, mobile phones or fibre optics. In Fig. 
4.8 a connection to a fibre realised with a Point-to-Multipoint architecture is 
shown. The Optical Multipoint Unit (OZS) is connected with a switch or router to 
the “Backbone”-network. The clients in the buildings are linked with their FSO 
units to the OZS. This is a similar solution like the FSO-network at the Depart-
ment of Communications and Wave Propagation at the TU Graz.  

Additional TU Graz has done similar installations in 2003 (in Vienna at the 
UNO-City and in Graz for a cultural event Graz 2003) and in 2004 the CIMIC ex-
ercise “Schutz 04” in Styria (also in combination with Satellite and Wireless LAN 
[74]. The government of Styria uses such permanent Free Space Optics systems 
since 2004. 

In this part we will show the latest permanent installation, which was started in 
the summer of 2007 together with the municipality of Dobl, a small suburb of 
Graz, and the ML11 GmbH, an IT-company. Within this cooperation the elemen-
tary school of Dobl was connected to the Internet via FSO. The FSO-units were 
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Fig. 4.8. Optical Wireless (meshed architecture). 
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Fig. 4.9. Free Space Optics demonstration in the CIMIC exercise “Schutz 04”. 

successfully installed and the setup is now used to explore the influence of 
weather on the FSO-link in the area of Graz. 

The installed Optical Wireless system is working with a data rate of 10 Mbps 
and the school (in a distance of 350 meters from the large antenna) has now a well 
working Internet connection. This installation is also used for research and inves-
tigations on reliability and availability studies well known at TU Graz [75]. One of 
the FSO-units was installed on an old aerial mast for a radio transmitter (build in 
the second World War, now used for weather monitoring and as mobile phone 
base station for all Austrian mobile phone providers).  

4.5.3 Propagation Results  

Because of the different weather conditions, thunderstorms in summer (often in 
combination with hail), drizzle, storm and snow in winter, Graz is a very good 
area for testing the reliability and availability of optical free space links. Since 
July 2000 such tests have been running on existing optical free space laser systems 
for Telekom Austria AG and on self-developed optical point-to-point and point-to-
multipoint-systems. Models for propagation and prediction of link availability in 
different climate zones could improve the installation of this technology.  

Most of the evaluated systems differ in technical realisation and can hence not 
be compared. Some systems use more than one optical beam (Multi-beam) and only 
manual tracking. Other systems use only one optical beam with an “autotracking 
system”. The products are specified for different ranges (from 100 m up to 4000 m). 
One of our first evaluation tests was done with a multi-beam system, back in July 
2000 [75]. This system was installed to connect the Department of Communica-
tions and Wave Propagation to the Observatory Lustbühel (2.7 km). Within the 
COST 270 measurement campaigns on FSO-systems were carried out together 
with France Telekom [76]. The influence of different types of fog were analysed 
on various locations (Graz and Nice). Further work was done within the SatNEx  
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Fig. 4.10. Specific attenuation for 850 & 950 nm at Graz. 

project (a Network of Excellence within framework 6). The follow-up SatNEx 2 
co-operation with scientists from Slovenia and Italy has already started.  

Fig. 4.10 shows the main difference between continental fog and maritime fog. 
In a typical dense continental fog (occurring in Graz as example) the attenuation is 
around 100 db/km and the changes of the fog-attenuation are extremely slow, that 
means the fog is very stable for long times (minutes and hours) and does not change 
in seconds. But dense fog in maritime regions has much higher attenuation (up to 
400 dB/km) and it changes in seconds. In maritime fog the wind on the seaside is 
moving the air-masses and that results in faster changes of the attenuation. Concen-
tration and size of fog particles is much more different, compare [77]. Measurements 
in dense maritime fog and continental fog were preformed and compared. 

Our results show basically no wavelength dependency for maritime fog condi-
tions. For continental radiation fog conditions (like at Graz), we have found indi-
cations for wavelength dependent attenuation using the same measurement  

 
Fig. 4.11. Specific attenuation 550 nm, 850 & 950 nm at Nice. 
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equipment. This means that different models for attenuation caused by different 
types of fog can be justified. For designing high performance links and to possibly 
design an intelligent switchover between the FSO and a redundant RF link, the 
fluctuations in the time domain are of key importance. If the averaged minute val-
ues of visibility are used (as taken by meteorological stations) then according to 
the models, it would not exceed a certain value; but due to the fluctuations, this 
value can be exceeded by a percentage as high as 68 %. The attenuation character-
istics of snow clearly indicate [76] that it is much less detrimental for the link. 

4.5.4 Conclusions 

Optical Wireless is an excellent nomadic broadband solution for connecting the 
backbone to the users. This technology should be understood as supplement to 
conventional radio links and Fibre Optics. The use of cheaper FSO-systems for 
short distances makes this technology more interesting for private clients. At the 
moment the main work in this field is to increase reliability and availability. Those 
two parameters of the FSO-link are mainly determined by the local atmospheric 
conditions. Good reliability and availability can be achieved by using Free Space 
Optics for short distances, with sufficient link budget and optimal network archi-
tecture for each FSO application. The combination of FSO and microwave-links is 
also a possible solution for increasing reliability and availability, because terres-
trial FSO is mostly influenced by fog, whereas the microwave propagation is 
mainly influenced by rain. In that case wireless hybrid (optical / microwave) links 
are evaluated at the Department of Communications and Wave Propagation [77]. 
First results show a reliability of 99.9991 % of such a hybrid system. 

4.6 Dynamic Bandwidth Allocation Protocols over GPONs 

4.6.1 Introduction 

Depending on the application requirements, network coverage and distribution of 
ONUs, PONs can be implemented in a fibre to the building (FTTB), FTTH or 
FTTC architecture [78]. Commonly in all three architectures, a passive RN in the 
form of a splitter/combiner is employed to distribute the downstream data from the 
OLT to ONUs and to combine the upstream data from individual ONUs to a sin-
gle OLT. In the upstream direction, because of the random, burst nature of each 
ONU transmission, data collisions may occur alongside the shared medium be-
tween the RN and the OLT [79]. In order to prevent data collisions and to fully 
utilise the network potential in the sense of centralised communication control in 
the OLT, MAC protocols, providing channel access control mechanisms, are 
adopted by GPON standards to manage data transmissions. Nevertheless, the 
GPON standards only designate the utilised MAC method and leave the detail al-
gorithm open for researchers to further explore with the target to develop suitable 
DBA MAC protocols to demonstrate triple-play transmission by effectively man-
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aging diverse services on demand and dynamically allocating channel capacity 
among network ONUs.  

4.6.2 Dynamic Bandwidth Allocation Protocols 

To allow centralised, dynamic bandwidth allocation among the architecture’s 
TDM and WDM-PONs, the OLT will assign varying frame time-slots, initially to 
each PON in order-of-demand and subsequently arrange each PON bandwidth 
among their ONUs based on their service level and individual bandwidth require-
ment [78, 79]. In that direction, the dynamic minimum bandwidth (DMB) protocol 
provides ONUs in a FTTH-based TDM-GPONs with three service levels. As a re-
sult service level one for example will acquire the lowest weight which will reflect 
the amount of time slots it will occupy in one polling cycle. Contrasting the pro-
posed scheme with reported EPON and adapted GPON algorithms, simulation re-
sults have demonstrated reduced mean packet delay accomplishing up to a tenfold 
decrease at high network load [78]. In addition, the demonstrated network perform-
ance in packet delay of high service level subscribers is sustained for increased traf-
fic demonstrating network integrity and QoS according to subscriber SLA. 

In practical networks, the number of upstream packets is naturally random, in-
creasing during the bandwidth requirement processing period. To further reduce 
the packet waiting time in the ONUs, the real-time modifications in ONUs’ up-
stream buffers during their bandwidth request-assigning process period are ac-
counted in the advanced DMB (ADMB) protocol to reduce packet waiting time in 
each ONU [79]. Furthermore, in order to adapt various services in GPONs, the 
OLT has to receive all report packets from the ONUs before it starts to transmit 
the grant packets notifying the ONUs about their upstream windows. Accordingly 
in polling cycle k for example, the upstream channel will remain idle for the pe-
riod between the last packet arrives at the OLT and the first packet is sent out from 
the first ONU in cycle k+1. To face the issue, the upstream transmission order of 
ONUs in each polling cycle is dynamically adjusted according to their time slot 
occupancy with the longest transmission period ONU assigned to the last up-
stream time slot to reduce idle intervals between bandwidth request-assigning 
process period. As shown in Fig. 4.11, performance evaluation results for the 
ADMB have shown a notable bandwidth efficiency reaching almost ninety-five 
percent of network capacity with a significant reduction in mean packet delay and 
packet loss rate to allow effective provisioning of high-bandwidth, time-sensitive 
multi-media services [79].  

By reason of the exponential increase in PON deployment and their envisaged 
application to terminate widely scattered subscribers effectively to common RNs, 
reducing considerably the number of COs, longer-spin PON architectures with 
100 km reach and split size of 1024 have been attracting substantial attention. To 
that extend the proposed integrated access/metro networks, could enhance QoS for 
various multimedia services, such as HDTV and VoD. However, when a protocol 
devised for standard access GPONs is introduced directly into a 100 km typical 
long-reach architecture, the overall network throughput performance will be con-
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siderably reduced since additional transmission time slots in each polling cycle 
will remain idle. This is due to an up to 500 µs increase in packet propagation time 
from 125 µs in 25km-PONs. To overcome this problem, a two-state DMB (TSD) 
protocol [80] has been proposed to overlap the idle time slots in each packet 
transmission cycle with a virtual transmission period to significantly increase 
channel utilisation rates as well as reducing packet delay and loss rate. Fig. 4.12 
confirms superior performance of the TSD protocol in terms of achieved network 
throughput, with network load values increasing up to around 987 Mbit/s, com-
pared to the DMB that stalls at 680 Mbit/s.  

In GPON and long-reach PON architectures, the network capacity for each 
transmission direction is constant and cannot be shared. To increase transmission 
efficiency by dynamically sharing the network capacity between downstream and 
upstream transmissions on demand, a multi-wavelength DMB (MDMB) [81] proto-
col has been developed to jointly manage the downstream and upstream data trans-
fers for loop-back WDM-PONs. Instead of accounting for the upstream and down-
stream Capacity requirements separately in TDM algorithm, they are integrated in a 
single parameter and time slots assigned to ONUs according to their service levels 
and bandwidth demand for both transmission directions. Simulation results have 
confirmed an increasing of the upstream network efficiency from 94% in DMB to 
128% in MDMB at a typical 33 Mbit/s downstream ONU service demand. 

  

 
Fig. 4.12. (a) Packet delay IPACT, DMB and ADMB (b) upstream throughput in TSD and 
DMB 
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4.6.3 Conclusions 

To fully utilise the network potential in the sense of centralised communication 
control in the OLT, a novel DMB protocol has been developed to that extend to 
introduce multiple service levels and QoS into a FTTH-based GPON demonstrat-
ing a significant improvement in terms of mean packet delay. Depending on the 
physical-layer architecture, the innovative DMB protocol has successfully been 
modified to develop the ADMB, TSD and MDMB protocols for GPONs, long-reach 
PONs and WDM-PONs respectively to efficiently improve the performance of 
channel throughput and packet delay. It is anticipated that this research objective 
will assist in the further development of dynamic bandwidth and wavelength alloca-
tion MAC protocols for multi-wavelength operation of GPON standards [82]. 

4.7 Innovative Architecture and Control Plane for 
Metro-Access Convergence 

4.7.1 Motivation for Metro-Access Convergence 

Metropolitan networks and access networks differ by their topology, encapsulation 
technique and bandwidth management scheme with the later relying in most cases 
on opaque WDM self-healing dual rings. More recently, native optical switched 
Ethernet applied to meshed topologies is considered as a more cost-effective ap-
proach for the metropolitan area than traditional rings. In terms of encapsulation 
technique, Ethernet frames or GEM (GPON Encapsulation Method) frames are 
used in PONs. In the metro area, SONET/SDH frames are used on dual rings 
whereas VLAN-Ethernet frames are used onto switched Ethernet and meshed to-
pologies. At last, in terms of bandwidth management, TDM and packet scheduling 
techniques are used in PONs such as the MPCP-IPACT protocol for EPONs (the 
MAC protocol of GPONs remains open to the design of the manufacturers). In the 
metro area, SONET/SDH dual rings operate with cross-connected bi-directional 
circuits at fixed data rate and rough granularity. In comparison, VLAN traffic 
management used in metro-Ethernet is better suited than SONET/SDH to the 
asymmetry and unpredictability of IP traffic. All these disparities between access 
networks and metro networks have a strong economical impact for the carriers, 
both in terms of CAPEX and OPEX.  

4.7.2 Unified Metro-Access Networks Criteria 

The basic role of an access network is to facilitate traffic concentration is order to 
reduce the number and the size of access switches. Point-to-multipoint (P2MP) 
configurations in the access reach this objective. In addition to upstream traffic 
concentration, a P2MP configuration in the access is very well suited to broadcast 
services such as video-bouquet distribution or video-conferencing. Due to the low 
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sharing factor of the infrastructure in the last mile, the devices and systems used in 
the access area must be cheaper and more robust than those used in the metro area. 
New devices like arrayed waveguide gratings (AWG), erbium doped fibre ampli-
fiers (EDFA), semi-conductor optical amplifiers (SOA), vertical-cavity surface-
emitting lasers (VCEL) and optical add-drop multiplexers (OADM) are examples 
of important innovations in this matter. Two other properties should be ideally sat-
isfied by unified metro-access architectures (UMAN): survivability and transpar-
ency. On one hand, traditional automatic protection switching (APS) techniques 
inherited from SONET/SDH are too costly for the access.  

On the other hand, protection is mandatory in the metro area. This statement 
justifies the use of optical loops in the metro area. At last, the inherent opacity of 
hybrid optical-copper access systems such as FTTC (Fibre-To-The-Curve) has 
been widely discussed during the last decade. In spite of important advances in the 
field of modulation and coding techniques, the provision of data rates of the order 
of 100 Mbps seems hardly achievable over copper pairs due to attenuation and 
crosstalk disruptive effects. Let us recall that such data rates are targeted by the 
major carriers for the year 2010. Today, a consensus promotes the transparent 
FTTC (Fibre-To-The-Home) configuration. Transparency and flexibility is now 
achievable in new-generation all-optical WDM dual rings in the metropolitan area 
thanks to reconfigurable OADMs (ROADM). Optical transparency offers two key 
advantages in terms of OPEX. First, it facilitates a great flexibility of the infra-
structure in terms of capacity, only the opto-electronic modems installed at the 
ends of the network requiring to be upgraded. Second, compared to electrical de-
vices, optical devices enable to reduce dramatically power consumption. At the 
scale of a global carrier’s network, the economical impact of transparency on 
power consumption is far from negligible. In brief, unified metro-access networks 
(UMAN) should satisfy ideally all the previous requirements. 

4.7.3 A Few Examples of Unified Metro-Access Networks (UMAN) 

Several innovative architectures trying to reduce disparities between the metro are 
and the access area have been proposed these last ten years. We can mention the 
SuperPON concept proposed at the end of the years 1990s that consists in an 
enlarged PON covering the area from the Provider Edge (PE) to the Customer 
Edges (CE). Typically, the PE corresponds to the point of interconnection between 
the metropolitan area and the long distance area. A CE corresponds to a residential 
gateway installed at the customer premises. In a SuperPON, the high splitting ratio 
with up to 2048 ONU and the geographical range up to 200 kilometers (125 miles) 
impose optical amplification for both upstream and downstream traffic. Like in a 
PON, bandwidth allocation in a SuperPON is based on a TDMA MAC protocol 
relying of a request-permit mechanism. The dynamics of such a request-permit 
scheme can be discussed since the round-trip-time (RTT) from the OLT to an 
ONU is ten times larger in a SuperPON than in a PON. 
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More recently, the Success network developed at Stanford University consists 
in multiple PONs connected to an all optical ring via low cost AWG routers 
[83]. The ring is logically divided into two branches managing two contra-
directional optical flows. For that purpose, two distinct OLTs made of a pool of 
tunable transceivers are used at the head-end node. One OLT serves TDM-PONs 
connected to multiple AWGs inserted along the ring, whereas the other OLT 
serves WDM-PONs connected to different AWGs also inserted along the ring. 
The agility of the AWG routers for both upstream and downstream traffic is 
provided by the tunability of the transceivers installed at the two OLTs. Band-
width allocation in the Success network relies on an end-to-end MAC protocol 
operating at the packet or burst level. In reference to the criteria we mentioned 
in section 4.7.1, the Success network is certainly one of the best solutions pro-
posed in the literature for UMAN.  

4.7.4 The Success + Network  

The Success hybrid PON scalability in terms of number of connected ONUs can 
be discussed in the case of WDM-PONs. Indeed, the larger this number, the lar-
ger the selectivity of the tunable transceivers to be used at the OLT. For a large 
number of ONUs per WDM-PON (typically 64 in GPON), the tuning delay of 
the OLTs and of the ONUs transceivers may become prohibitive for interactive 
traffic (interactive telephony, gaming etc.). The hybrid TDM-WDM nature of 
the Success network remains limited since two different modes of operation are 
adopted for TDM (full-duplex mode) and WDM (half-duplex mode). In addi-
tion, the downstream and upstream optical capacity assigned to each PON is 
fixed a priori. In other terms, the Success approach does not favor a smooth 
transition from current PONs to UMAN architectures since it ignores the exist-
ing standardized MAC protocols used in EPONs and GPONs. This is the reason 
why we propose an evolution of the Success architecture called “Success+” to 
which we couple an original control plane that really unifies the TDM and the 
WDM modes of operation [84, 85].  

This control plane can adapt dynamically the upstream and downstream ca-
pacity assigned to each PON of the global infrastructure, not at the packet time 
scale but at the connection time scale. For that purpose, a key innovation is in-
troduced: the use of reflective modulators at each ONU in order to prevent the 
usage of active laser sources at the CPs. The basic idea of the Success+network 
consists in feeding dynamically each PON by a given number of continuous 
waves (CW) generated at the OLTs for its upstream traffic. Such downstream 
CWs are dynamically routed to the PONs by the AWGs. When they arrive at an 
ONU, these CWs are modulated externally by users’ data thanks to reflective 
semi-conductor amplifier (RSOA). The modulated signal returns then to the 
OLT via the same AWGs.  
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4.7.5 The Success + Network Topology 

Unlike the Success network, we do not distinguish in the Success+ network con-
figuration two types of PONs since all the PONs connected to the AWG routers 
operate in a TDMA mode. As it is illustrated in Fig. 4.13, a single OLT is used at 
the head-end node, between an AWG and a 40 Gigabit Ethernet switch. Thanks to 
the agility of the AWGs, it is possible in case of fibre cut to reorganize the distri-
bution of the downstream CWs and of their inherent upstream modulated channels 
in order to provide APS survivability of the Success+ infrastructure. 

Similarly to the TDM-PONs of the Success network, a single pair of optical 
channels is dedicated to each PON for its full-duplex upstream/downstream 
transmissions. Upstream traffic is managed by means of an agnostic TDMA MAC 
protocol, the EPON or BPON/GPON MAC protocols (or any other MAC proto-
col) being applicable in this context. In Fig. 4.13, the downstream CWs are refer-
enced by means of the λi,j variables whereas once they have been modulated at the 
level of the reflective modulators are referenced by the λ∗

i,j variables. 

4.7.6 The Success + UMAN Control Plane 

This control plane relies on the concepts of “macroscopic” and “microscopic” 
timescales. The macroscopic timescale corresponds to a relatively long period dur-
ing which hundreds or thousands of connections are generated at the ONUs. By 
"Connection", we mean either pure connection-oriented sessions (stream traffic) 
or connectionless-oriented exchanges (elastic traffic).  

In practice, up to W CWs are assigned to a PON in accordance to its upstream 
traffic requirements. To optimize upstream bandwidth utilization, a first rule has 
to be determined by which to assign CWs to the P PONs of the network. For a 
given CWs assignment, we have then to determine a second rule to assign connec-
tions generated at the ONUs of each PON to the right CWs. We assimilate this ob- 

 
Fig. 4.13. The Success+ UMAN configuration. 
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jective to a double bin-packing optimization problem [84]. We want to consume 
globally the least number of CWs as possible and to satisfy the largest amount of 
upstream traffic as possible. Another strategy consisting in minimizing the number 
of rejected connections instead of minimizing the volume of rejected traffic is also 
possible.  

The scalability of the global system may be obtained by adding multiple sets of 
tunable laser diodes and photo-detectors at the two OLTs, these sets being con-
nected to the AWGs on different access ports. The microscopic timescale is con-
sidered once the assignment of ω CWs to a PON has been carried out and once the 
assignment of active connections at the ONUs of this PON to the ω optical chan-
nels has also been carried out. The microscopic timescale corresponds then typi-
cally to the fair and efficient share of these ω CWs channels to the various packets 
transmitted during the active connections. In other term, the microscopic timescale 
operates at the scale of packets' transmission duration. Considering 2.5 Gbps 
modulation speed and assuming an average IP packet size of 1500 bytes, this 
timescale is of the order of a few µs. 

4.7.7 Conclusion  

The current disparity between access and metropolitan networks has a strong impact 
on the CAPEX and OPEX of the carriers. We have proposed an original UMAN 
configuration, Success+, which is an evolution of the Success network that really 
unifies in terms of bandwidth management the access and the metro areas. 

4.8 Protection Schemes for PONs 

4.8.1 Evolution of PON Protection Schemes 

To provide reliable service delivery over PONs several protection schemes have 
been proposed that could be divided into three evolution phases. In the first phase, 
the protection architectures were standardised by ITU-T [86] in late 90s. They are 
based on duplication of the network resources and are referred to as type A, B, C 
and D depending on which elements of the network, e.g., feeder fibre (FF), optical 
interfaces at the OLT, PON resources and the FF and distribution fibres (DFs) in-
dependently, are duplicated respectively. Type D provides end users with either 
full or partial protection referred to as Type D1 or D2 respectively.  

Among the different types, Type C and Type D1 offer relatively high reliability 
performance by requiring though duplication of all network resources (and in-
vestment cost) to realize the protection function, which may result in capital ex-
penditures (CAPEX) that might be too high for the cost-sensitive access networks. 
Therefore, in the second phase of the PON protection scheme evolution the effort 
was put on development of cost-efficient architectures in order to decrease the de-
ployment cost.  
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Following the trend of minimizing the cost per end user, besides considering 
CAPEX reduction the third (future) phase of PON protection schemes evolution 
will probably migrate towards the reduction of operational expenditures (OPEX). 
Meanwhile, OPEX is related to both protection architecture and maintenance 
strategy. Therefore, each PON protection architecture should be evaluated by a 
comprehensive reliability analysis along with both CAPEX and OPEX study. 

4.8.2 Recent PON Protection Architectures 

In this section we review some recent PON protection schemes where the effort 
was put on the cost-efficient solutions. These recent architectures correspond to 
the second phase of the evolution in PON protection development. In the consid-
ered schemes the neighbouring ONUs protect each other utilizing the interconnec-
tion fibres (IFs) between adjacent ONUs in TDM PON, WDM PON and hybrid 
WDM/TDM PON, respectively. Consequently, the cost for burying redundant 
DFs can be avoided. 

Fig. 4.14 shows a 1:1 dedicated link protection architecture proposed in [87] for 
TDM-PONs. Two geographically disjoint fibres provide dedicated protection 
against the FF cut between OLT and RN. Furthermore, every two adjacent ONUs 
form a pair to realize dedicated protection of DFs. This is a protection scheme 
based on the IFs between neighbouring ONUs in TDM PON. Each ONU contains 
an optical switch (OS) to initiate recovery from the DF failure. If the fibre break 
occurs between ONU and the RN (see ONU Pair N/2 in Fig. 4.14), ONUN-1 will 
detect the loss of the downstream signal power and the OS will be triggered from 
port 1 to port 2 (for the protection state) shown in the figure. Thus, the corre-
sponding IF between port 2 of the OS in ONUN-1 and the Nth output of the RN 
works for both upstream and downstream traffic associated with ONUN-1. ONUN 
is protected in a similar way through the IF connecting port 2 of the OS in ONUN 
with the N-1st output at the RN.  

1   2                               N - 1   N1   2                               N - 1   N

 
Fig. 4.14. TDM PON with 1:1 link protection in [87]. 
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Fig. 4.15. WDM PON with protection in [88]. 

The protection architecture for WDM PONs shown in Fig. 4.15 [87] is also based 
on interconnection between the neighbouring ONUs. The RN consists of an AWG 
and couplers/splitters. One 1 x M/2 AWG (M = 8) and M/2 1 x 2 couplers/splitters 
are used to route the wavelength channels between the OLT and the ONUs. Ai, Bi, 
Ci and Di denote the wavelengths from different wavebands (A, B, C and D) each 
of which covers one whole free-spectral range (FSR) passing through the i-th of 
the AWG. 

Wavebands A and B are referred to as the blue bands while wavebands C and D 
the red bands (see Fig. 4.15). The wavelengths in the wavebands A and C are for 
upstream, and those in wavebands B and D for downstream. Each odd ONU 
(ONU2i-1, i > 0) receives the traffic carried by wavelength Bi, while wavelength Di 
is removed by the Red/Blue filter. Similarly, each even ONU (ONU2i) receives the 
traffic at wavelength Di while wavelength Bi is removed by Red/Blue filter. The 
OLT and the RN are connected by a single working FF1 and a (geographically dis-
joint) single protection FF2. Automatic protection switching is performed at the 
OLT. The ONUs can detect DF failures and control the OS status to perform 
neighboring protection. 

4.8.3 Hybrid WDM/TDM PON 

In this section we describe one of two hybrid WDM/TDM PON architectures with 
protection based on interconnection between the neighbouring ONUs, on the basis 
of increased applicability and reduction in network resources. As opposed to the 
approach [89], based on the TDM PON protection [87], Fig. 4.16 displays a pro-
tection scheme whereby the OLT hosts M TDM PONs using M wavelengths, and 
each TDM PON supports N ONUs. Utilizing the cyclic property of M x M AWG, 
only the 1st, 2nd, (M/2)+1st, (M/2)+2nd ports are used on the input side to create  

1                                           M/2
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Fig. 4.16. Hybrid WDM/TDM PON with protection in [90]. 

4 x M AWG in the RN. These four selected ports connected to the OLT by the FFs 
can be used for upstream/downstream and working/protection paths, respectively.  

Since the same wavelength can be reused for one TDM PON’s upstream and 
another TDM PON’s downstream, the hybrid WDM/TDM PONs with M TDM 
PONs only need M wavelengths which can save 50% wavelengths compared with 
protection scheme in [88]. We define ONUi,j as the j-th ONU in the i-th TDM 
PON. The i-th and (M/2)+i-th TDM PONs are the geographical neighbours and 
form Pairi,j for the j-th ONUs of these two neighbouring TDM-PONs. In contrast 
to [89] the scheme presented here has one more advantages, i.e., it can be applied 
to any arbitrary tree (not only star) topology of each TDM PON.  

4.8.4 Reliability Performance Evaluation 

In this section we compare availability of a connection between OLT and ONU 
for unprotected scheme, Type A-D standard protection schemes [86] and protec-
tion schemes proposed in [87-90]. Two typical PON deployment alternatives re-
ferred to as collective and dispersive cases are considered in order to make the re-
liability results more general. The collective case corresponds to areas with 
relative dense population of users while the dispersive case is applied to sparsely 
populated areas. Consequently, for the collective case we assumed 19.5 km long 
FF, 0.5 km long DFs and 0.2 km long IFs while for the dispersive case it is as-
sumed that FF is 15 km long, DFs are 5 km long and IFs are 2 km long. 

Table 4.1 shows the reliability data [89, 92] of components and devices used in 
PON. Utilizing the model in [91] the reliability performance of the considered 
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PON architectures in terms of asymptotic connection unavailability and mean 
downtime per year (MDT) is evaluated. The results are presented in Table 4.2. It 
can be seen that Type C, D1 and schemes [87-90] can offer very high connection 
availability (higher than 99.999%) in the both dispersive and collective cases. Fur-
thermore, connection unavailability and MDT in Type A, B and D2 are much bet-
ter in the collective case than in the dispersive case. It is because in the dispersive 
case DFs are much longer than in the collective case and the unprotected DFs in 
Type A, B, and D2 can significantly deteriorate the connection availability.  

Consequently, in the collective case, connection availability close to or higher 
than 99.999% can be achieved in Type B and D2. Thus, the results reveal that in 
order to achieve high connection availability in dispersive case, all fibre links (FFs 
and DFs) should be protected while for the collective case it can be sufficient to 
protect only the shared parts (FFs) of PON.  

Table 4.1. Reliability Data [89, 92] 

Component 
Failure rate 
[FIT]* 

Mean Time To Repair 
(MTTR) [hours] 

Value 

OLT 256 2 5.12E-07 
ONU 256 6 1.54E-06 
Optical Switch 200 6 1.20E-06 
Wavelength Filter 50 6 3.00E-07 
AWG 200 6 1.20E-06 
1:2 Splitter 50 6 3.00E-07 
1:N Splitter 120 6 7.20E-07 
2:N Splitter 170 6 1.02E-06 
Fibre (/km) 570/km 24 1.37E-05 
*1 FIT = 1 failure / 10E09 hours 

Table 4.2. Connection availability. 

 Asymptotic Connection Unavailability MDT (min/year) 
Scheme collective dispersive collective dispersive 
Unprotected 2.76E-04 2.76E-04 145.26 145.26 
Type A 1.12E-05 7.27E-05 5.88 38.22 
Type B 9.47E-06 7.10E-05 4.98 37.32 
Type C 7.64E-08 7.64E-08 0.04 0.04 
Type D1 7.17E-08 4.74E-08 0.04 0.02 
Type D2 9.17E-06 7.07E-05 4.82 37.16 
Scheme [87] 5.54E-06 5.52E-06 2.91 2.90 
Scheme [88] 6.32E-06 6.30E-06 3.32 3.31 
Scheme [89] 6.74E-06 6.72E-06 3.54 3.53 
Scheme [90] 5.12E-06 5.10E-06 2.69 2.68 
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5 Novel Switch Architectures 

W. Kabaciński (chapter editor), J. Chen, G. Danilewicz, J. Kleban, 
M. Spyropoulou, I. Tomkos, E. Varvarigos, K. Vlachos, S. Węclewski, 
L. Wosinska, and K. Yiannopoulos 

Abstract. In this paper we discussed different switch architectures. We focus 
mainly on optical buffering. We investigate an all-optical buffer architecture 
comprising of cascaded stages of quantum-dot semiconductor optical ampli-
fier-based tunable wavelength converters, at 160 Gb/s. We also propose the 
optical buffer with multi-wavelength converters based on quantum-dot semi-
conductor optical amplifiers. We present multistage switching fabrics with 
optical buffers, where optical buffers are based on fibre delay lines and are lo-
cated in the first stage. Finally, we describe a photonic asynchronous packet 
switch and show that the employment of a few optical buffer stages to com-
plement the electronic ones significantly improves the switch performance. 
We also propose two asynchronous optical packet switching node architec-
tures, where an efficient contention resolution is based on controllable optical 
buffers and tunable wavelength converters TWCs. 

5.1 Introduction 

Optical fibres introduced in transmission systems offer a huge transmission band-
width unavailable for copper cables. Transmission bit rates of 2.5, 10 and 40 Gb/s 
are now available and soon rates of 160 Gb/s will be available commercially. 
Electronic switching cannot be used at such high rates, so incoming signals have 
to be not only converted from optical to electrical form but also have to be demul-
tiplexed to lower bit rates. To omit this inconvenient and expensive signal conver-
sion and demultiplexing, switching systems based on the optical technology have 
been elaborated in research laboratories and industry. Optical switching, called 
also photonic switching, enables optical signals to be switched directly from in-
puts to outputs without conversion to electronic form. To construct optical switch-
ing elements, different technologies are being used. They exploit various optical 
effects in materials. In general, these technologies can be grouped into two main 
categories [1]: guided lightwave based switches and free-space switches. Each 
category can be further divided into different classes, depending on the physical 
phenomena used to switch lightwaves between inputs and outputs. We can dis-
tinguish: electro-optic switches, acousto-optic switches, thermo-optic switches, 
MEMS switches, liquid-crystal switches, SOAs based switches. Detailed descrip-
tion of different technologies and examples of optical switching elements can be 
found in [1]. One of popular electro-optic switches is the titanium diffused lithium-  

I. Tomkos et al. (Eds.): COST 291 – Towards Digital Optical Networks, LNCS 5412, pp. 133 – 160, 2009. 
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Fig. 5.1. (a) OADM with switching elements (b) OADM with the switching fabric (c) OXC 
with separate switching fabrics for each wavelength. 

niobate (Ti:LiNbO3) directional coupler. It has a capacity of 2 × 2 and can be in 
one of two states: cross or bar. In MEMS technology switches may have different 
capacities (on-off switch, 2 × 2, 1 × N, N × N) and different moving parts (mirrors, 
prisms, lenses, fibres). 

Functions performed by an optical switching note are closely related to the 
transfer mode used in the optical transport network. At present, most optical nodes 
provide circuit switching either on the fibre level or wavelength level. These 
nodes are Optical Add/Drop Multiplexers (OADMs) and Optical Cross-Connects 
(OXCs). Different architectures of OADMs and OXCs were proposed in literature 
and implemented in practice [2]. Some of them use optical switching fabric to 
switch fibres or wavelengths. Examples of such architectures are shown in 
Fig. 5.1. OXCs and OADMs mostly use MEMS switches. This technology is rela-
tively cheap and mature, however the switching time is rather slow, and cannot be 
used in Optical Packet Switches (OPS). Much faster switching elements are 
needed in OPS. However, fast optical switches are at the moment very expensive 
and not mature. The compromise between the circuit switching and packet switch-
ing is the Optical Burst Switching (OBS). OPS/OBS switches are considered for 
use in core routers [3, 4, 5].  

In packet (burst) switching one of the important functions of the switch it to 
solve the output contention problem. This contention appears when two or more 
packets are to be directed to the same output at the same time. The output conten-
tion can be solved in the space, wavelength, or time domains. In the space domain, 
one packet is directed to the desired output, while other competing packets are di-
rected to other outputs. This approach is also called the deflection routing. Such 
deflected packets can be directed back to their original destination in one of the 
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next nodes. When wavelength multiplexing is used in the output ports, contention 
may be solved in wavelength domain by sending congested packets to the same 
output but on different wavelength. This requires the wavelength conversion ca-
pability in the switching node. Finally, when one of competing packets is sent to 
its original output, other congested packets are directed to the memory and de-
layed for some time.  

The latter issue – buffering is an important functionality in optical burst-
switched networks. It allows the temporal storing of data bursts or packets to re-
solve contention for the switch outputs. In case of all-optical buffering, we are fac-
ing a lack of RAM memory, wide available in electronics. Thus, electronic buffering 
has been extensively utilized in currently installed optical networks at a great cost 
and complexity and is limited by the electronic processing speeds and the relative 
slow O/E and E/O conversion times [6]. On the other hand, programmable fibre de-
lay lines have been extensively used to form feed-forward [7] or re-circulating 
schemes, employing in addition wavelength conversion to enhance buffering capa-
bilities [8, 9, 10]. In particularly, feedback loops theoretically provide infinite stor-
age time, but they suffer from noise accumulation and OSNR degradation. In con-
trast, feed-forward delay line buffers allow for short buffering times but recent 
studies indicate that statistically multiplexed optical networks will require only 
minimal buffering, provided some traffic engineering is performed [11]. Other 
storing technology such “slow light” are even more immature and up to date. 

The paper gives some latest results in Optical Packet/Burst Switch architec-
tures, with the special attention put on optical buffering. In Section 2 we demon-
strate the applicability of QD-SOAs in an optical buffer architecture that can sup-
port ultra-high speed optical packet switching. Packet buffering is implemented in 
a multi-stage Time-Slot-Interchanger (TSI) that consists of quantum-dot semicon-
ductor optical amplifiers (QD-SOAs) based wavelength converters exploiting the 
cross-gain modulation (XGM) effect and feed-forward delay lines. QD-SOAs con-
stitute candidate technology for this purpose due to their advantageous properties 
such as strong nonlinearities, high gain and ultra-fast carrier dynamics which lies 
on the subpicosecond scale [12, 13] are heralded as the main technology able to 
support signal processing applications at high bit rates that reach up to 160 Gb/s. 

A significant reduction in the number of active and passive components 
needed, can be achieved when using switches with multi-wavelength switching 
capabilities. QD-SOAs have been reported as a candidate technology to provide 
multi-wavelength operation at high bit rates [14]. Other technology candidate is 
acousto-optic tunable filters, [15], which are slower, with less flexibility in proc-
essing a multi-wavelength spectrum, but it is a proven technology. The switch ar-
chitecture with QD-SOAs performing a multi-wavelength conversion is the sub-
ject of Section 3. 

In Section 4 we describe an architecture of the single-stage shared-FDL switch 
and FDL assignment algorithms. Next we show how to build a multistage optical 
switch using the single-stage shared-FDL switch. The architecture of the three-
stage Clos-network is considered in our research as a potential solution to over-



136 W. Kabaciński et al. 

come the limited scalability of single-stage switches. Two FDLs assignment algo-
rithms for the three-stage optical Clos-network are presented: sequential FDL as-
signment algorithm for Clos-network switches (SEFAC) and multicell FDL as-
signment for Clos-network switches (MUFAC). Furthermore, the results of 
simulation experiments are shown.  

In Section 5 we describe a photonic asynchronous packet switch and show that 
the employment of a few optical buffer stages to complement the electronic ones 
significantly improves the switch performance. Furthermore we propose two 
asynchronous optical packet switching node architectures, where an efficient con-
tention resolution is based on controllable optical buffers and tunable wavelength 
converters TWCs. First, we describe the new types of variable optical memory and 
evaluate the benefits of implementing them in the optical packet switching node. 
Furthermore, two structures of the switching node with dedicated and shared hy-
brid buffer respectively are presented along with two switching node architectures 
with contention resolution based on both buffering and wavelength conversion. 
We show that providing a few shared optical buffers significantly boosts the per-
formance improvement obtained by TWCs. 

5.2 Application of Quantum-Dot SOAs for the Realization of 
All-Optical Buffer Architectures up to 160 Gb/s 

The buffer architecture comprises cascaded programmable delay stages, each con-
sisting of two Tunable Wavelength Converters (TWCs) and two delay line banks. 
Each TWC provides w separate wavelengths at its output, and each wavelength is 
routed to the respective branch of the delay line bank by means of a wavelength 
demultiplexer. Adjacent TWCs and stages are connected by wavelength multi-
plexers. The system architecture has been designed based on [16] modified such 
as to utilize the maximum number of available wavelengths and it is presented in 
detail in [17].  

Full wavelength utilization is of practical importance when considering QD-
SOAs, since the devices exhibit a limited wavelength range due to the fact that 
wavelengths that do not reside in the same homogenous gain peak do not interact. 
Moreover, the channel spacing is many hundreds of GHz in systems that employ 
QD-SOA based TWCs, because of the ultra high rates that the devices are required 
to operate at (160 Gbps and beyond). The combined effects of the limited ho-
mogenous bandwidth and the increased wavelength spacing in high data rates 
mean that the total number of available wavelengths is drastically reduced in QD-
SOA based TWCs when compared to the number of available wavelengths in 
conventional SOA and fibre based TWCs. 

In buffer architectures, however, the number of available wavelengths deter-
mines the buffer storage capacity, and more wavelengths enable the design of 
buffers with increased buffering capabilities. On the contrary, if the number of 
available wavelengths is limited or if the available wavelengths are not optimally 
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used, increased storage capacities will be realized at the expense of the buffer size. 
That is, more buffering stages are required in a multistage architecture, leading to 
increased system cost, as well as severe optical signal degradation due to the cas-
cade of TWCs. Since QD-SOA based TWCs inherently lack a wide wavelength 
range, the buffer designer should focus on fully exploiting the number of wave-
lengths that are available by the QD-SOA. Moreover, the designer should pursue 
an architecture that minimizes the number of required stages for a given number 
of available wavelengths. 

A well known multi-stage architecture that ensures minimization of the number 
of buffer stages is the Benes network. The principle of operation of the Benes 
network in buffering architectures is identical to its operation in space switches; 
still, Benes buffering involves the time-domain interchange of the packet posi-
tions, whereas Benes switching involves the spatial interchange of the packets. 
Under this scheme, if each Benes buffering stage is capable of interchanging n 
packets in total, then the i-th cascade stage must be able to interchange n packets 
that are spaced by ni packet durations (slots). In space switching terms this corre-
sponds to having a Benes network that is formed from n × n switches: each switch 
has the capability of spatially interchanging n packets, while switches in stage i of 
the network interchange packets that are spaced ni positions apart. 

 
Fig. 5.2. (a) The structure of each delay stage. (b) The QDSOA tunable wavelength con-
verter (TWC) setup. λ-MUX/DEMUX are the wavelength multiplexers and demultiplexers, 
respectively [17]. 

Following the above, the challenge is to design Benes packet interchanging 
stages that fully utilize the number of available wavelengths w provided by the 
QD-SOA based TWC SOAs. It has been shown in [17] that the maximum num-
ber of packets that can be interchanged per stage are n = w – 1. Even though the 
analysis is beyond the scope of the current chapter, it is easy to show that it is 
not possible to utilize all available wavelengths by considering two packets and 
two wavelengths (n, w = 2). Clearly, there is no possible means of interchanging 
two successive packets in a Benes stage with two wavelengths, since the stage 
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will provide delays that equal ‘0’ or ‘1’ packet durations only. Should the first 
packet be delayed by ‘1’ packet duration, both packets will arrive simultane-
ously at the output of the delay line, therefore packet collision and consequent 
loss will occur. If the first packet is not delayed at all then interchanging cannot 
be performed. However, the two packets can be interchanged if three wave-
lengths are used, since an additional delay of ‘2’ packet durations is available. 
By assigning first packet a ‘2’ packet delay and the second packet a ‘0’ delay, 
packet positions are interchanged at the output of the delay lines. Additionally, 
having a single TWC followed by w delay lines does not suffice to interchange 
all n packets. This is so, since interchanging packets 1 and n requires that packet 
1 is delayed by 2n – 1.This delay can only be achieved by cascading a second 
TWC with delay lines inside the Benes stage and the maximum delay in such 
case is 2(w – 1) or 2n. Therefore the construction of the Benes stages results in a 
cascade of two TWCs plus delay lines per stage. 

In agreement with the theoretical analysis, the main elements of TWC subsys-
tem are two QD-SOAs in serial configuration as illustrated in Fig. 5.3(a). Wave-
length conversion is performed in two steps based on the cross-gain modulation 
(XGM) effect between a data signal (pump) and a continuous wave signal (probe) 
in each QD-SOA, respectively. The incoming data signal modulates the carrier 
density and consequently the gain of the QD-SOA, resulting in the respective 
modulation of the cw probe signal which at the output of the QD-SOA has inverse 
polarity. Wavelength conversion from λm to λn is facilitated by intermediate con-
version from λm to λc in QD-SOA1 and from λc to λn in QD-SOA2, where λc 
represents the center of the inhomogeneously broadened gain profile of the device. 
On one hand, the second QD-SOA is used to convert the signal polarity back to its 
initial state and on the other, to account for the case that the input data signal is not 
to be converted (in case this is defined by the routing algorithm) hence the cw 
wavelength needs to be different from the pump wavelength at each intermediate 
conversion. Furthermore, each QD-SOA is followed by a tunable optical filter 
aiming to cut off the unnecessary pump signal and keep only the modulated probe 
signal which will be fed into the next QD-SOA and play the role of the modulat-
ing pump. Finally, the saturable absorber is used to compensate for the extinction 
ratio degradation of the converted signal which is attributed to the XGM effect in 
SOA-based devices [18]. As a result, the absorber will suppress the level of the 
spaces of the converted signal thus improving the extinction ratio along the cas-
caded stages of the buffer. 

The buffer architecture is designed such as to exploit the maximum number of 
the available wavelengths which are symmetrically located around the center of 
the inhomogeneously broadened gain spectrum of the QD-SOA (Fig. 5.3(b)). 
However, it is necessary that all wavelengths are constrained within the spectral 
bandwidth of a single-dot group gain, known as the homogeneous broadening, for 
effective XGM to occur. In addition, the wavelength separation between adjacent 
wavelengths should be such that it prevents spectral overlap of the transmitted 
signals at 160 Gb/s. 
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Fig. 5.3. (a) Configuration setup of TWC. (b) Available wavelengths for wavelength con-
version lying within the single dot-group homogeneous broadening. 

The performance of the TWC subsystem cascade is based on extensive numerical 
analysis which simulates the carrier dynamics of the QD-SOA device. The imple-
mented model is used to solve a set of rate equations each of which corresponds to 
the changes of the carrier density at each energy state of the quantum-dots: the 
ground state, the excited state, the continuum state and the wetting layer. The rate 
equations are presented in [19] The homogeneous single-dot group bandwidth is 
considered equal to 16 meV (~ 31 nm at 1550 nm communication window) at 
room temperature. The QD-SOA parameters have been obtained from [19], [20]. 
The available wavelengths λm,n (m, n = 1, 2, 3, 4) are spaced at 5.1 nm around the 
central wavelength λc which is used for intermediate wavelength conversion. Even 
if QD-SOAs have broad gain spectrum which is attributed to the size variation of 
the dots, only the spectrum under a homogeneous broadening can be exploited due 
to the fact that, XGM-based wavelength conversion should be feasible from an in-
put available wavelength to an output available wavelength. In addition, for the 
simulation study that will follow, each tunable filter has been considered as a sim-
ple passive element of 2dB loss. Additional losses of 6dB have been considered 
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for the MUX and DEMUX at the input and at the output of the TWC respectively, 
hence 8 dB losses have been considered for each TWC subsystem, in total.  

The steady state response of the saturable absorber is simulated based on a simple 
transfer function which is introduced by the loss parameter α(t,P) that tracks the sig-
nal envelope according to α(t,P) = α0/(1+P(t)/Psat) [21], where Psat is the saturation 
power and α0 is the steady state loss being equal to -0.1 dB in this case. Extensive 
simulations have indicated an optimum value of +20 dBm for the Psat parameter.  

The input data consists of 32% duty cycle RZ-Gaussian pulses modulated by a 
27-1 PRBS bit pattern at 160 Gb/s. The average input pulse power is 27 dBm and 
the cw probe power levels input to QD-SOA1 and QD-SOA2 are -15 dBm and 0 
dBm, respectively. These values have been determined based on an optimization 
study in terms of the output extinction ratio and relative Q-factor ratio of the con-
verted signal along the cascade of converters. The Q-factor ratio is directly related 
to the actual Bit-Error-Rate of the system, only when the signal degradation fol-
lows Gaussian statistics. Although in the present work this is not the case, this fig-
ure of merit function can still be used to reflect the efficiency of the converter il-
lustrating its regenerative capabilities. In the present work and in order to 
highlight the regenerative properties of the TWC subsystem, the input data signal 
has 13 dB extinction ratio but suffers from amplitude jitter at the marks leading to 
input Q-factor 7. The length of SOA-based devices is an important parameter for 
their fast response and it has been previously studied and reported in the literature 
[22], [23]. Fig. 5.4 illustrates the gain recovery time of the QD-SOA as a function 
of the QD-SOA length at the impulse of very short pulses (500 fs) at 100 GHz 
repetition frequency. It is noteworthy that for lengths longer than 6 mm the gain 
response falls under 1ps indicating the applicability of QD-SOAs to high bit rate 
processing functionalities. It should be noted that experimental results have been 
published with up to 25 mm QD-SOA device [24]. The length of the QD-SOA de-
vice in the current simulation study is considered 10mm and the current density 
that drives the QD-SOAs is 36 kA/cm2 in order to make sure that the upper layers 
are full of carriers. 

 
Fig. 5.4. QDSOA gain recovery time as a function of the device length. 
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Fig. 5.5. (a) Relative extinction ratio and Q-factor ratio as a function of the number of suc-
cessive TWCs (average values over 10 iterations). (b-e) eye diagrams of the input data sig-
nal and the converted data signals after the first, second and third stage of the buffer (worst 
case scenario out of 10 iterations). 

Fig. 5.5(a) illustrates the relative extinction ratio and the Q-factor ratio of the 
converted signal with respect to the input values, after each TWC. The results 
depicted here are the averaged over 10 iterations. It is clear that, there are re-
gions where both the extinction ratio and the Q-factor ratio show significant im-
provement. However, there is an inverse relationship between them as the num-
ber of successive converters increases imposing a trade-off. In particular, the 
extinction ratio gradually improves along the cascade reaching 8 dB at the out-
put of the eighth TWC. On the contrary, the Q-factor ratio reaches 6 dB at the 
output of the first TWC, back tends to drop back to its input value at the output 
of the ninth TWC.  

The worst case scenario out of ten iterations illustrating wavelength conver-
sion from λ1 to λ4 and so on and so forth has been considered. Fig. 5.5(b-e), il-
lustrate the eye diagrams of the input signal and the converted output signals af-
ter the first, second and third stage (second, fourth and sixth TWC). It is clear 
that, the level of spaces is suppressed owing to the saturable absorber. In addi-
tion, power overshooting at the leading edge of the pulse is observed which is 
attributed to self-phase modulation effects in the QD-SOA [21]. At the output of 
the third stage of the buffer architecture, the extinction ratio and Q-factor im-
provement is 5dB and 3dB, respectively, illustrating the regenerative perform-
ance of the TWC subsystem. Finally, according to the equation which relates the 
number of cascaded stages with the number of packets served, we reach the con-
clusion that, under the aforementioned conditions, for 3 cascaded stages 9 input 
packets can be served.  
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5.3 Multiwavelength Optical Buffers 

5.3.1 New Buffer Architectures 

In this Section we use a QD-SOA based design, combing with an array waveguide 
grating router to transform multi-wavelength conversion to functional switching 
operations. Such a configuration is shown in Fig 5.6. It can be seen that packets 
from different inputs operate on different set of wavelengths. For example a 
packet from input 1(wavelengths: λ1

I, λ1
II, λ1

III, ,λ1
IV) may be converted only to 

wavelengths λ1
I, λ1

II, λ1
III, or λ1

IV. Thanks to that, all the signals may be converted 
and then transmitted in one shared fibre simultaneously. One of the other interest-
ing functions of QD-SOAs and SOAs in general is that they can copy one signal to 
more than one wavelengths, when multiple probe signals are used [25]. This fea-
ture can be used for multi-casting purposes on packet per packet based within such 
optical switches. 

In [26] we proposed 2 architectures for implementing optical buffers. Both use 
multi-wavelength selective elements like QD-SOAs as multi-wavelength convert-
ers and fixed-length delay lines that are combined to form both an output queuing 
and a parallel buffer switch design. The output queuing buffer design requires less 
active devices (QD-SOA) when implementing large buffers, but the parallel buffer 
design becomes more profitable, when the number of wavelength channels that 
can be simultaneously processed by the wavelength selective switches (QD-
SOAs) increases. 

The “parallel buffer” architecture is depicted in Fig 5.7. We have assumed a 
4 × 4 switch, where an input stage (not shown in the figure) converts all input sig-
nals to four different (λ1 … λ4) wavelengths. The main buffer stage of the size 
equals to 15 time slots consists of QD-SOAs followed by cyclic arrayed waveguide 
gratings (AWG) with banks of fibre delay lines (FDLs) at theirs outputs. To this 
end, for each input wavelength a set of four output wavelengths exist, equal to the 
AWG ports. Thus, a total of 16 internal wavelengths are needed (see Fig. 5.6). The 
first and the second QD-SOAs on the packet route simultaneously convert all 
packets from all the four wavelengths to four different internal wavelengths in or-
der to access the desirable delay in the following banks of FDLs. In the sequence, 
a third QD-SOAs acting as the output switch fabric forwards the data signals to 
the desired output link. 

The packets from the different inputs operates on different set of wavelengths 
(Fig. 5.6), so the packet contention within the buffer doesn’t occur. However, the 
contention problem arises when two or more packets from the same input (go to 
different outputs) arrive to the same QD-SOA simultaneously. In the “parallel 
buffer” architecture, it doesn’t take place in the buffering stage but could appear in 
the output switching stage (the third QD-SOA on the packet route). To overcome 
such a packet contention, a simple scheduling algorithm given in the next section 
is proposed. 
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Fig. 5.6. QD-SOA acts as a multi-wavelength converter. 

 
Fig. 5.7. The first and the second QD-SOA on the packet route simultaneously convert all 
packets from all the four wavelengths to four different internal wavelengths in order to ac-
cess the desirable delay in the following banks of FDLs. In the sequence, a third QD-SOAs 
acting as the output switch fabric forwards the data signals to the desired outgoing link. 

5.3.2 Scheduling Algorithms 

In this section a simple scheduling algorithm according to “parallel buffer” 
scheme is presented. It is based on the algorithm [27]. To visualize a possible 
packet contention, let us consider the example shown in Fig. 5.8. We assume that 
packets are of fixed size and their duration is one time slot. All packets share the 
same fibre delay lines so, it is not visible in the figures from which input and to 
which output come packets. The route of the specific packet is indicated by bold-
ing the proper delay lines. Each delay line owns also a corresponded “number” 
mark which stands for its time slot delay. We assume that, some of the delay lines 
has been yet occupied thus, the starting point of our consideration is a xth timeslot. 

In such a time slot, only one packet – P1,2 (from the first input to the second 
output) appears at the input of the switch. The next timeslot when the second out-
put is free is x + 8, thus the packet delay is set to 8 timeslots. It goes then through 
the third branch and enters the first delay line. Six time slots later, packet P1,4 en-
ters the switch. In (x + 8)th time slot both packets enter the switching stage. The 
QD-SOA at the switch output that is commissioned to convert the signals back to  
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Fig. 5.8. The packet contention in the switch with parallel optical buffers. Both packets 
leave buffering stage at the same time slot and the packet contention appears on the input of 
the third QD-SOA. 

their original wavelengths cannot serve two signals from the same input at the 
same time and thus a case of wavelength contention will occur. 

It is also possible that more than two packets will compete in the last QD-SOA. 
To overcome the packet contention issue we may use more internal wavelengths 
or a simple scheduling scheme described below. 

Every input is represented with a single- dimension matrix (vector). The length 
of each input vector equals a buffer depth + 1 (0th timeslot means that packet will 
be sent immediately, without entering the delay line). Every cell within it, is a 
boolean value and corresponds to relevant timeslot. If the input is sending the 
packet out in Xth time slot, the Xth cell value in the vector must be set to 1. 

In addition, every output owns a similar vector that indicates whether packets 
will be sent through this output in an appropriate time slot or not. A scheduling al-
gorithm should prevent packet contention. In proposed structure, the scheduling 
algorithm must to choose the first time slot when both input and output are free. 
This time slot is considered as a buffering time and then packets go to relevant de-
lay lines. Contention can be resolved with a simple OR logic function. In particu-
lar, when a packet enters the Xth input, trying to reach Yth output, the values corre-
sponded to the same time slot in the Xth input vector and Yth output vector will be 
considered and OR function will be executed. We assume a 15 timeslot buffer, so 
that the number of cells in each input (or output) vector is 16 (0-15 timeslots). The 
algorithm runs until the result of the OR function takes zero, which means in such 
a time slot both input and output are free and it is possible to send the packet 
without contention. Next, the values in the Xth input vector and Yth output vector 
corresponded to the chosen time slot have to be set to one. When the algorithm has 
been executed (N + 1)-times, where N is the length of the buffer and the result of 
OR function is still one, the packet will be lost. In the next time slot all cells are 
shifted left. 
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5.3.3 Performance Evaluation 

In the simulation experiments we compared few performance metrics of the paral-
lel buffer switch architecture and the output queued (OQ) switch. We considered 
the Bernoulli arrival model, where packets arrive at each input in the slot-by-slot 
manner. Under the Bernoulli process, the probability that there is a packet arriving 
in each time slot is identical and independent of any other slot. The probability 
that a packet may arrive in a time slot is referred to as the load of the input. The 
experiments have been carried out for a wide range of traffic loads: from 0.05 to 
0.9 with the step 0.05. Time proceeded the exact simulation was 10000 cycles and 
exact simulation lasts 90000 time slots.  

 
(a) 

 
(b) 

Fig. 5.9. Comparison of (a) average packet delay and (b) maximum buffer occupancy for b 
= ∞, versus input load for different switch sizes. 

We have evaluated the following performance metrics: the maximum occupancy 
of the buffer and a mean packet delay in case of an infinite buffer size (buffer size 
is denoted by b) as well as the packet loss probability (PLP) and mean packet de-
lay when buffer size becomes 15, 31 and 63. The “parallel buffer architecture” 
suffers from a higher mean packet delay and maximum buffer occupancy than OQ 
switch model. It is worth noting that in case of the parallel buffer architecture with 
b = ∞; (see Fig. 5.9) and for loads lower than or equal to 0.7, the mean packet de-
lay was less than 3 time slots, which can be considered to be satisfactory. For 
workloads less than 0.85, the mean delay does not exceed 8 time slots. Maximum 
buffer occupancy for N=16, in case of output buffered switch was found to be 57 
packets.  

In the “parallel buffer” architecture it is possible to implement 15 time slots 
buffer using a limited number of QD-SOAs. This is crucial to optical switching 
systems because the optical signal suffers from OSNR degradation. In the pro-
posed architecture, the total number of QD-SOAs is five but the optical signal has 
to go only through two devices. This case applies when assuming a 4 × 4 switch 
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and thus the input signal consists of w = 4 different wavelengths. Alternatively, the 
proposed switch architecture could be cascaded to employ more stages [26]. 

In the case of the switch with a large number of inputs/outputs, processing time 
of this algorithm may be too slow because every input has to match a free timeslot 
to send a packet, one after another (not simultaneously). Thus, considering large 
switches, it is also possible to use other scheduling algorithms [28] to solve a 
packet contention in “parallel buffer” architecture. 

5.4 Multi-Stage Optical Switches with Optical Recirculation 
Buffers 

5.4.1 The Switching Fabric Architecture 

Many proposed all optical switches suffer from limited scalability. A solution is to 
employ multistage Clos network architectures [29]. The three-stage Clos-network 
architecture is denoted by C(m, n, k), where parameters m, n, and k entirely deter-
mine the structure of the network. There are k input switches of capacity n × m in 
the first stage, m switches of capacity k × k in the second stage, and k output 
switches of capacity m × n in the third stage. The capacity of this switching system 
is N × N, where N = nk.  

A multistage switching network is called strictly nonblocking when it is always 
possible to connect any idle input port to any idle output port irrespective of other 
connections set up in the network. A switching network is rearrangeable non-
blocking if it is possible to connect any idle input port to any idle output port, but 
some of the existing connections have to be reconfigured to do so. A switching 
network is called internally blocking when it is not able to guarantee connection 
between an idle input and an idle output. The three-stage Clos-network switching 
fabric is strictly nonblocking if m ≥ 2n-1 and rearrangeable nonblocking if m ≥ n. 

In a packet switching concept, like optical packet switching (OPS), time-sliced 
optical burst switching (TSOBS), and optical cell switching (OCS) the switch 
adopts a slotted mode of operation. In one time slot packets form the input side are 
switched to the appropriate outputs, therefore in the next time slot the switch may 
be completely reconfigured. In this case it is sufficient to have a rearrangeable 
nonblocking switch, because in each time slot we can choose other second-stage 
switch [30]. In all-optical switching schemes time is divided into fixed size slots. 
In each time slot we can send one optical packet called cell. While a cell is being 
routed in a packet switching system, it can face a contention problem resulting 
from two or more cells competing for a single resource. In terms of place, where 
the contention points occur it is possible to categorize the contention states into 
output port contention and internal contention (internal blocking) [31]. In general, 
there are three ways to avoid collisions i.e. optical buffering, optical wavelength 
conversion and deflection routing [32], [33]. Using optical buffering strategy 
would make the structure of an optical switch strictly close to that of a traditional 
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electronic packet switch, therefore it is extensively investigated. Since the optical 
RAM buffer is not available yet, the only practical optical buffers today are fibre 
delay lines (FDLs), which are fixed-length fibres. A packet which has entered the 
fibre must emerge from the other end after a fixed amount of time and cannot be 
removed before that time. The implementation of large buffers requires a large 
number of fibre delay lines of different length and causes a high hardware cost. 
The fibre loop memory may be also used for buffering (delaying) cells when con-
tention occurs. The contending packet is pushed into the loop on the available 
wavelength after converting it through tunable wavelength converter. The storage 
time is equal to the number of recirculations. 

Optical 
switch 
fabric

Z FDLs

1

N

1

N  
Fig. 5.10. Shared-FDL 
switch. 

Fig. 5.11. Three-stage shared-FDL-IM optical Clos-Network 
switch.  

The architecture of the single-stage shared-FDL switch was first proposed by 
Karol in [34] (Fig. 5.10). The switch called Shared-Memory Optical Packet 
(SMOP) switch uses feedback FDLs to resolve packet contentions and can achieve 
good performance with proposed control algorithms.  

The switch has N input ports, N output ports and Z feedback FDLs of appropri-
ately-selected length, that are shared by all input ports. The optical switching fab-
ric used within the SMOP switch is memoryless, rearrangeable non-blocking e.g. 
an optical crossbar switch fabric and has a (N + Z) × (N + Z) dimension. The 
lengths of the delay lines could be: d1, d2, d3, …, dm packet duration (slots). A total 
of B = (d1 + d2 + d3 + … + dm) packets can be stored in the recirculation fibres. This 
reduces to B = m(m+1)/2 when d1 = 1, d2 = 2, d3 = 3,…, and dm = m. Each FDL de-
lays cells by a fixed number of time slots, and in general, any two FDLs may have 
the same or different delay values. Delay lines of length greater than one packet 
duration reduce the number of recirculation loops needed. As a result the number 
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of amplifiers may be reduced and less noise is added to the signal. Another limita-
tion is that each FDL requires one switch port, thereby increasing the overall 
switch cost with increased number of FDLs. In the case of two or more cells colli-
sion only one of them gets access to the output port and the others are routed to 
the available FDLs according to how much delay each packet needs. A packet that 
is buffered in a loop of length di will exit the delay line after di time slots. The 
scheduling algorithm selects packets to be sent to outputs, and also assigns the 
remaining packets to the recirculation loops. The required delay of k time slots for 
the particular packet may be achieved by buffering it in a recirculation delay line 
of length k (if possible) or by combinations of delay-line lengths that sum to k. 
The scheduling decisions may be revised each time a packet returns to the optical 
switch fabric from the feedback loops e.g. new higher priority packets may be 
transmitted without delay. 

5.4.2 Scheduling Algorithms for the Single-Stage Shared FDL Switch  

In [34] Karol has proposed two scheduling schemes called non-FIFO and FIFO 
respectively. The non-FIFO algorithm does not attempt to keep packets in their 
proper first-in, first-out sequence, while the FIFO algorithm is more complex and 
maintains FIFO packet sequence. Both proposed algorithms cannot guarantee that 
packets that are lost in the contention and have to be buffered can get access to the 
desired output port after coming out from the FDLs. Therefore, the number of 
packet recirculation is unpredictable in advance. Minimum delay can be achieved 
by giving the higher priority to the packet that comes out from the longest FDL. 
The simulation results published in [34] show that the maximum number of recir-
culations required in Karol’s algorithm can be as high as 10. This is undesired 
since the optical signals will be significantly attenuated with such number of recir-
culations.  

Three FDL assignment algorithms for the single-stage shared-FDL optical 
switch, namely sequential FDL assignment (SEFA), multicell FDL assignment 
(MUFA), and parallel iterative FDL assignment (PIFA), were proposed by S. Y. 
Liew et al. in [35]. These algorithms alleviate the recirculation problem by the im-
plementation of FDLs and output port reservation. The algorithms can make the 
output port matching for current time slot and the FDLs assignment for the entire 
journey of a delayed packet so that it can be scheduled to match with the desired 
output port in the future time slot. The number of packet recirculation here de-
pends on the maximum number of FDLs. If the FDLs are unavailable and the 
packet fails to be scheduled it will be discarded before entering the switch to avoid 
any FDL resources occupation.  

The SEFA algorithm searches FDL routes for cells in a cell-by-cell basis, so the 
cells which arrive in the same time slot are scheduled one after another. The deci-
sions are taken on the basis of a configuration table which is maintained by the 
shared FDL switch. The configuration table is used to making all possible FDL 
routes and indicating the switching schedule of the switch. It can be formulated 
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into a slot transition diagram that includes all possible FDL routes for cells. The 
MUFA algorithm uses sequential search to assign FDLs for multiple cells simul-
taneously. The algorithm also maintains the configuration table as in SEFA algo-
rithm, but the slot transition diagram is modified to guarantee that the FDL routes 
with fewer delay operations are searched and assigned for cells earlier. The PIFA 
algorithm uses a distributed method to assign FDL routes for multiple cells simul-
taneously. The same modified slot transitions diagram as for the MUFA algorithm 
is used. The simulation results concerning the SEFA, MUFA and PIFA algorithms 
are presented in [35]. To avoid packets out-of-order problem X. Wang at al. have 
proposed and evaluated modified MUFA algorithm called SMUFA (Sequence 
MUFA) [36]. 

5.4.3 Scheduling Algorithms for the Three-Stage Shared FDL Optical 
Clos-Network Switch  

The three-stage optical Clos-network switch (OCNS) is a potential solution to 
overcome the limited scalability of single-stage switches. In general, the FDLs can 
be placed at the input modules (IMs), central modules (CMs) and/or at the output 
modules (OMs). Different FDL location influencing scheduling complexity and 
performance. The three-stage optical Clos-network switch with FDLs placed at 
IMs is shown in Fig. 5.11. In this kind of the optical Clos-network cells may be 
delayed only at the first stage, while the second and third stages are used only for 
switching.  

Two assignment algorithms for the OCNS were proposed by S. Jiang et al. in 
[37] namely sequential FDL assignment algorithm for Clos-network switches 
(SEFAC) and multicell FDL assignment for Clos-network switches (MUFAC). 
The former assigns FDL routes and determines central-module routes in the Clos-
network at a cell-by-cell basis, while the latter assigns FDL routes for multiple 
cells simultaneously and then assigns central-module routes in a heuristic manner.  

In the SEFAC algorithm each input module maintains its own slot transition dia-
gram, while the whole system maintains a configuration table to check the availabil-
ity of all outputs in each time slot. For each input port it is necessary to find the ear-
liest time slot that satisfies the following three conditions: (1) the destined output 
port is idle in the time slot; (2) on the corresponding input module there is the FDL 
route which can delay the cell to that time slot; (3) a connecting path between the 
input module and required output module is available at the time slot. 

If there is possible to find the time slot that fulfill these three conditions, the 
SEFAC algorithm assigns the FDL route, departure time, and randomly selects 
available central-module of the three-stage optical Clos-network for set up the con-
necting path to the desired output port. For each input port the searching process is 
performed sequentially and in addition the round robin mechanism is employed for 
selection of an input module with the highest priority for the searching process.  

The MUFAC algorithm is a modification of the MUFA algorithm and it can as-
sign FDL routes and departure times for multiple cells simultaneously in a distrib-
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uted manner. It has to perform three steps: (1) assignment of FDLs routes in the 
IMs; (2) scheduling cell departure times according to the output port availability; 
(3) assignment of connecting path between input modules and output modules for 
multiple cells in the same time slot. 

The heuristic algorithm proposed by M. Karol in [40] is used in MUFAC 
scheme for set up connecting paths between input modules and output modules in 
three-stage optical Clos-network switch. The optimized algorithms provided guar-
anteed routes for all matches were proposed in [38], [39]. 

The MUFAC scheme is based on transition diagrams maintained by each IM, 
where each level-k node keeps information about available FDLs of that IM for 
time slot t. In addition, each OM keeps information about availability of their out-
put-ports, and each of the IMs and OMs keeps the corresponding connecting path 
availabilities. The FDL assign process uses the transition diagram to find one or 
more delay lines to delay cell to required time slot n.  

In the next step the MUFAC algorithm attempts to pair up each IM to a par-
ticular OM using Karol’s matching algorithm. After this step there are k IM-OM 
pairs and only between these matched modules it is possible to send cells. The 
algorithm has to go through four phases namely request, grant, accept and up-
date to select cells to be sent to output ports. The request phase is performed in-
dependently in each IM. In this phase the parent node sends the unfulfilled re-
quests to its child nodes, and each child node collects information about 
availability of the output port from the paired OM for the corresponding time 
slot. This information is used in the grant phase to grant unfulfilled requests 
with the available output ports. In the next step grant decisions are sent back to 
the parent node. The parent node collects the central routes availabilities from 
the corresponding IM and the paired OM. The accept decisions made by the par-
ent node are based on the following criteria: (1) unfulfilled input port requests; 
(2) availability of FDL on that IM for the corresponding time slots; (3) availabil-
ity of connecting paths from that IM to the paired OM in the corresponding time 
slots; (4) in the case of several grants, the parent node accepts the grant with the 
earliest departure time. At the end of the accept phase a parent node passes the 
accept decision to its child nodes for updating. In the update phase, the parent 
node updates central route and FDL availabilities, while the child nodes update 
output port availabilities on paired output module. All phases mentioned above 
can be executed in a distributed manner. 

5.4.4 Simulation Experiments  

The performance of SEFAC and MUFAC algorithms was evaluated using com-
puter simulation. The three-stage optical Clos-network switch of size 1024×1024 
with FDLs placed at IMs was considered in simulation experiments (the same ar-
chitecture as in [37]). The investigated switching network consists of 32 IMs, 32 
CMs, and 32 OMs of capacity 32×32. Each IMs employs 32 FDLs, and there are 
5, 5, 5, 5, 4, 4, and 4 FDLs with delay values 1, 2, 4, 8, 16, 32, and 64 cell times 
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respectively. We have carried out the simulation experiments also for doubled 
number of FDLs (64) at each IM. The delay operation for each cell was limited to 
two in SEFA as well as in MUFA algorithms. The Bernoulli arrival model and 
uniform traffic distribution pattern are considered in simulation experiments. Two 
performance measures were evaluated: the average cell delay in time slots and cell 
loss rate. The simulation results are shown in Fig. 5.12 and Fig. 5.13.  

We can see that both FDL assignment algorithms proposed for the three-stage 
optical Clos networks switch with FDLs placed at IMs can achieve ~10-8 loss rate 
at 0.86 input load (Fig. 5.12). The results obtained for both algorithms are compa-
rable for the case with 32 FDLs at each IM. It is possible to observe that the 
SEFAC algorithm performs better at a load below 0.94, while the MUFAC algo-
rithm performs better at a load above 0.94. The results are a little bit different 
when 64 FDLs are employed and the better results gives the SEFAC algorithm. 
For the large number of FDLs the SEFAC algorithm uses the FDLs more effi-
ciently than the MUFAC algorithm. 

Fig. 5.12. Cell loss rate for SEFAC and 
MUFAC; 32 and 64 FDLs at each IM.  

Fig. 5.13. Average cell delay for SEFAC
and MUFAC, 32 and 64 FDLs at each IM.  

The average cell delay for both algorithms is very low for wide range of input 
load and do not exceed 20 for very high input load – close to 1 in the case with 
32 FDLs at each IM (Fig. 5.13). We observed that for input load greater than 
0.88 the SEFAC algorithm gives slightly lower average cell delay than the 
MUFAC algorithm. For 64 FDLs at each IM and input load greater than 0.9 the 
average cell delay grows faster for MUFAC than for SEFAC, but do not exceed 
40 and 30 cells respectively. This result is obvious due to lower cell loss rate for 
the case with 64 FDLs at each IM. Note that under heavy input traffic load the 
cell delay factor depends also on availabilities of connecting paths between IM 
and OM. The heuristic algorithms used in simulation experiments become also a 
recourse limitation. 

Taking into account the time complexity it is necessary to emphasize that 
MUFAC is more feasible than SEFAC. The MUFAC algorithm can handle multi-
ple packets at the same time and is scalable, while SEFAC has scalability limita-
tion mostly due to time complexity, which is in linear proportion to the switch 
size. The time complexity of SEFAC as well as MUFAC was evaluated in [37]. 
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5.5 Optical Asynchronous Packet Switch Architectures 

5.5.1 All-Optical Buffer Technologies 

To implement an optical memory using current technologies, we believe that two 
methods are practically relevant, namely the one based on electromagnetically in-
duced transparency EIT and one based on coupled cavity waveguides. 

5.5.1.1 Electromagnetically Induced Transparency 

When light interacts with a three atomic energy levels it is possible to observe 
electromagnetically induced transparency. This effect allows for using one optical 
field to control the absorption and dispersion of another optical field. More pre-
cisely, by varying the intensity of the controlling field it is possible to drastically 
modify the group velocity of a signal beam. The group velocity is given by: 

 
2

2

1
c

g Ng
cv

Ω
+

=

 

(5.1)

 

where g is the coupling constant for the signal beam, N is the density of the me-
dium, and cΩ is the Rabi frequency for the control field. Thus, very small group 
velocity can be achieved by decreasing the control field intensity. Also, by adia-
batically reducing the control field to zero the effective group velocity becomes 
zero, accompanied by storage of the light pulse as a material excitation. This has 
been observed in cold atomic gases, hot gases, and in doped crystals. The allowed 
storage time is determined by the coherence of the involved atomic levels, i.e. how 
well one can keep a quantum mechanical superposition of the atomic states. This 
coherence time is determined by the particular choice of material and the envi-
ronment of the medium. States encoded in cold atomic gasses are the most robust 
allowing storage times up to 1 ms. For doped crystals where the environment is 
more uncontrollable, storage times up to 100 µs has been observed at cryogenic 
temperatures. 

For practical use of electromagnetically induced transparency (EIT) in tele-
communication systems it is not favourable to use alkali metals, such as rubidium 
or sodium where the effect has been demonstrated. The reason for this is that opti-
cal transitions for these atoms are far from wavelengths suitable for optical com-
munication (1.3-1.5 µm). Atoms are also not subject to engineering, so it is diffi-
cult to engineer optical components based on atomic transitions, so one either 
adapt other components to suit the used atom, or one is lucky enough to find an 
atom that has the desired transitions. These two inflexibilities seem to imply that 
atoms will remain highly impractical to use as the active medium at the telecom-
munication wavelengths. The doped crystals are also unsuitable for practical ap-
plications because of the low crystal temperatures involved. For a successful im-
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plementation of a three-level system required by EIT one needs an optically active 
material with absorption in this interval with good coherence properties. There are 
plenty of semiconductor materials and structures with suitable optical transitions 
in this wavelength interval. These are frequently used to build lasers, modulators 
etc. Unfortunately, all these materials and structures have exceptionally poor co-
herence properties compared to the alkali atoms, so any application relying on a 
semiconductor implementation would have to operate at timescales faster than the 
decoherence time. For atoms, the coherence times are around seconds at room 
temperature, which is significantly longer than for any semiconductor material 
where the coherence rarely exceeds seconds, even at low temperatures. Error cor-
rection could in principle be used to increase the coherence time of semiconductor 
systems, but this remains experimentally untested. 

For an atomic implementation of EIT, there is one atom that is usable at tele-
com wavelengths. The lutetium atom (175Lu) has a ground state consisting of hy-
perfine levels (F=2, 3, 4, 5) with electronic configuration [Xe]5d16s2 (2D3/2). 
The main transition of this atom occurs at the wavelength 1.337 µm to the state 
[Xe]6s26p1 (2P3/2). This transition fulfils all the requirements needed for an im-
plementation of EIT. These transitions are within the O-band (1.260-1.360 µm) 
used for some telecommunication systems. The allowed storage time is deter-
mined by the coherence of the involved atomic levels, i.e. how well can one keep 
a quantum mechanical superposition of the atomic states. Expressed in another 
way, the storage time is roughly equal to the time the two (e g atomic) states stor-
ing the optical pulse can retain their relative phases. The performance of EIT 
based optical signal processing schemes, such as an optical delay line or buffer, 
depends on the coherence between the atomic levels. 

The most realistic semiconductor system would be quantum dot arrays. These 
would have the advantage that the coupling constant for the optical interaction is 
much larger than for the atoms. In addition the coherence properties are among the 
best for the semiconductor systems. Also, the quantum dots can be integrated with 
other opto-electronic components using standard semiconductor technology. 

5.5.1.2 Coupled Cavity Waveguides 

Another promising candidate for an optical memory is to use a coupled cavity 
waveguide where the light may couple into auxiliary cavities next to the waveguide. 
This approach has the advantage that the cavities can be microfabricated and engi-
neered for specific applications. To obtain storage times much longer than 50 ns 
will be a challenge using existing technologies and at the same time keep the de-
vice small. Therefore, also the cavity scheme is suitable only for high-speed sys-
tems that require short storage times. In the cavity storage scheme, it is necessary 
to control the coupling strength between the different cavities to switch the device 
from a guiding mode to a storing mode. Such switching can be performed either 
using electro-optic elements, or mechanical/thermal positioning of the cavities. 
This will unfortunately increase the device complexity. 
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5.5.2 Node Architectures 

5.5.2.1 Contention Resolution Based on Hybrid Buffers 

The considered optical packet switching node has a capacity of n × N wavelength 
channels, where N is a number of input and output fibres and n is a number of wave-
length channels multiplexed on each fibre. We show two architectures of the optical 
asynchronous packet switching node with hybrid buffers (see Fig. 5.14 and Fig. 
5.15) [41]. The first one, referred to as Structure I, is based on a dedicated output 
buffer while the second one, referred to as Structure II, is based on a shared buffer. 

Structure I consists of N × 2N optical switch matrices, N × N buffer blocks, and 
n × N 2-to-1 optical switches. The buffer block consists of one pipeline buffer per 
output and wavelength. After passing the switching matrix, packets can either be 
terminated to the addressed output link or, if the output port is occupied, the pack-
ets are routed to the dedicated buffer. As soon as the corresponding output link is 
available packets from the buffer are sent directly to the output link. The optical 
2 × 1 switches are to select a packet at the specific wavelength from either the 
switch matrix or from the buffer. This architecture is very simple and the pipeline 
is easy to control because no virtual queuing algorithms are needed. 

  
Fig. 5.14. Structure I. Fig. 5.15. Structure II. 

The second architecture (Structure II) is based on (N’ + N) × (N’ + N) optical switch 
matrices and N’ × N’ buffer blocks. This structure allows for sharing the buffer re-
sources. The buffer positions are not dedicated to the specific output links and can 
be shared by several channels. A number of parallel buffer positions (N’) is offered 
per wavelength and is shared by all output ports (see Fig. 5.15). Structure II is more 
flexible, but it requires a more sophisticated control system. Shared, parallel mem-
ory requires advanced virtual queue management that has to be done by the control 
unit. It requires more complicated algorithms and more computing time. 

For both node architectures the switch fabric can be divided into n identical 
modules. Each module serves one wavelength channel. The traffic load for a 
wavelength channel is assumed to be uniformly distributed between the outputs. 
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Further, we assumed that the traffic load at all inputs is identical. These assump-
tions make evaluation of one module representative for the entire switch. 

5.5.2.2 Contention Resolution Based on Optical Buffers and Tunable Wavelength 
Converters 

Fig. 5.16 and Fig. 5.17 [42] schematically illustrates the switch architectures A1 
and A2. The switch fabric of A1 can be divided into n identical wavelength mod-
ules. Each module serves one wavelength channel and consists of a buffer block 
with b optical buffers and (m + b) × (2m+b) strictly non-blocking optical switch 
matrix. The wavelength conversion part of each module consists of m TWCs 
which are connected to all m output ports. Arriving packets are delivered to the 
addressed output fibre at the same wavelength if available. Otherwise, if another 
wavelength at the addressed output fibre is available, packets are sent to the TWC, 
converted to the available wavelength and delivered to the addressed output fibre. 
Since in A1 m TWCs are provided in each module (i.e., the same number as the 
input/output fibres) there will always be TWCs available if needed. However, if 
all the wavelengths at the addressed output fibre are occupied, packets are sent to 
the all-optical buffer block and wait until the appropriate output channel is avail-
able. If the time of packets stored in the buffer is longer than the maximum storage 
time of the optical buffer, packets are expired. 

The switch fabric of A2 also can be divided into n identical modules. However, 
each module of A2 does not serve the specific wavelength, since the recirculation 
wavelength converters are attached to each switch matrix as shown in Fig. 5.17. 
Therefore, in A2 packets that have been converted to another wavelength pass the 
switching matrix twice. In the next section we evaluate how both the number of 
buffers b and the number of TWCs c can improve contention resolution at the node. 

 

 
Fig. 5.16. OPS architecture A1 based on opti-
cal buffers and tunable wavelength converters

Fig. 5.17. OPS architecture A2 based on op-
tical buffers and tunable wavelength con-
verters 
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5.5.3 Performance Evaluation 

Switch performance has been evaluated through a computer simulation tool that 
allowed simulations of ATM (Asynchronous Transfer Mode) and IP traffic. For 
Structures I and II we study the benefits of implementing optical memory in the 
optical packet switching node in addition to electronic ones. In [43] it is shown 
that Structure I is less suited for this kind of evaluation due to the limited flexibil-
ity of the scheduling algorithm that can be applied. We proposed to add a few all-
optical buffer positions to the electrical buffer block and evaluated the switching 
node based on the shared hybrid buffer. 

We studied the admission algorithm giving a priority for the service that re-
quires optical signal transparency in order to minimize the time a transparency 
packet has to spend in the buffer. We assumed that the load of this class of packets 
is 20% of the total load. The transparency packets were scheduled to be transmit-
ted before the packets that could wait in the electrical buffer. In order to avoid 
non-priority packets waiting for ever, the transparency packets did not get the “to-
tal” priority. We implemented the following scheduling algorithm. If, at arrival of 
a transparency packets which need to be buffered, there are already packets in the 
electrical buffer waiting to be transmitted at the same output up to seven optical 
packets will be transmitted prior to the electrical and then packets will be transmit-
ted in the order of arrival. 

We have shown that the packet loss probability can be significantly improved 
by implementing a few optical buffer positions. At the same time a new optical 
memory technology allows for building an asynchronous optical packet switch 
with optical buffers. Furthermore, we evaluate architectures A1 and A2. The simu-
lation results are presented in Fig. 5.18. It is shown that improvement achieved by 
TWCs is the higher, the larger optical buffer size is. Thus, for ATM traffic we can 
observe a boosting effect of caused by optical buffers. It is clearer for ATM traffic 
than for IP traffic. Furthermore, for IP traffic, packet loss probability less than 1%, 
which is often required, can be achieved only at low load (less than 30%) due to 
insufficient maximum storage time for IP traffic pattern while for ATM traffic 
packet loss probability passes the 1% level with a few buffer positions. It can be 
seen that for A2 increasing the number of TWCs above 8 does not make any im-
provement in the switch performance. It is due to small number of wavelengths on 
each fibre (n = 4) assumed for the simulations.  

It should be noted that our results are very much dependent on the choice of pa-
rameters m, n and the maximum storage time. It is obvious that for smaller number 
of input/output fibres (m) the packet loss probability would be lower. Also, we 
would expect that if n/m increased (i.e. with lower number of input/output fibres 
and/or higher number of wavelengths per fibre) to a certain level, TWCs would 
become more efficient in solving congestion than optical buffers. 

Our results reveal that A2 outperforms A1 with regard to number of TWCs, 
which is related to the cost of the switching node. However, one should take into 
account that fabrication of switching matrices for multiwavelenth operation can be 
more difficult and expensive than for one selected wavelength. 
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Fig. 5.18. Evaluation of A1 and A2. Packet loss probabilities for IP and ATM traffic patterns. 

Finally, it should be mentioned that the two main advantages of our architectures 
for implementing in an optical packet switching network are: the asynchronous 
operation and relatively small optical buffer and number of TWCs needed to ob-
tain low packet loss probability. 

5.6 Conclusions 

The new architectures of optical packet switches and optical buffers were studied 
in this Chapter. We have demonstrated the applicability of QD-SOAs in the reali-
zation of a 160 Gb/s line rate buffer architecture. Physical layer simulation results 
have shown regenerative performance in terms of extinction ratio and Q-factor 
improvement along the cascade of converters up to the third stage of the buffer. 
We have also considered applicability of QD-SOAs as multi-wavelength convert-
ers for constructing parallel optical buffers with high buffer depth and low number 
of wavelength converters. We have also discussed the switching fabric architec-
ture of greater capacity, constructed from optical switches arranged in stages and 
with recirculation buffering in the first stage. We have presented several schedul-
ing algorithms for such architecture and shown by simulation that performance of 
these algorithm are sufficient for using them in practice. Finally, we have dis-
cussed two switch architectures with optical buffering, which enables the asyn-
chronous operation. These architectures have been compared in the number of 
TWCs needed and the packet loss probability. 
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6 Cross-Layer Optimization Issues for Realizing 
Transparent Mesh Optical Networks 

S. Azodolmolky (chapter editor), T. Cinkler, D. Klonidis, Z. Szilard, 
and I. Tomkos 

Abstract. In transparent optical networks as the signal propagates through a 
transparent network it experiences the impact of a variety of quality degrad-
ing phenomena that are introduced by different types of signal distortions. In 
this chapter we present a new optical networking paradigm for mesh topol-
ogy, in which the impact of physical layer impairments are considered in 
lightpath routing (routing and wavelength assignment) process and also is in-
tegrated in the control plane and network planning and operational tools. We 
also show that by taking into account both, the physical impairments char-
acterized by the Q-factor, as we propose and the features of the electrical 
layer will have a strong impact onto the impairments constraints based rout-
ing The number of regenerator ports in optical nodes is another constraint 
which has a strong impact onto the routing. We show the impact of these 
ports to a routing that is based on impairment constraints where the elec-
tronic layer can support traffic grooming. 

6.1 An Impairment Aware Networking Approach for 
Transparent Mesh Optical Networks 

6.1.1 Introduction 

Increasing traffic volume due to the introduction of emerging broadband services 
and bandwidth demanding applications with different QoS requirements are driv-
ing carriers to search for a cost-effective core optical networking architecture that 
are tailored to the new Internet traffic characteristics. The optical network evolu-
tion and migration should aim at improved cost economics, reduced operations ef-
forts, scalability and adaptation to the future services and application require-
ments. The main drivers for this migration are: a) requirement for high bandwidth 
and end-to-end QoS-guaranteed connectivity and b) on demand (dynamic) tech-
nology-independent service provisioning.  

The network infrastructure of existing core networks is currently undergoing a 
transformation  [1]. All-optical core WDM networks using reconfigurable optical 
add/drop multiplexers (ROADMs) and tunable lasers appear to be on the road to-
ward widespread deployment and could evolve to all-optical mesh networks based 
on optical cross connects (OXCs) in the future. In order to realize the vision of 
transparency, while offering efficient resource utilization and strict quality of ser-



168 S. Azodolmolky et al. 

vice guarantees based on certain service level agreements the core network should 
efficiently provide high capacity, fast and flexible provisioning of links, high-
reliability, and intelligent control and management functionalities. To accommo-
date all the above requirements in a cost effective manner, an optical core network 
must planned in a way that can be easily managed and upgraded in terms of trans-
parency and reconfigurability. 

6.1.2 Transparent Optical Network Challenges 

Optical transparency has an impact on network design, either by adapting the size 
of WDM transparent domains in order to neglect physical impact on quality of 
transmission, or by introducing physical considerations in the network planning 
process (e.g. extra rules for WDM systems, or performance monitoring). Thus, 
measurement databases and physical impairments aware algorithms are required. 
Similarly, new management and control plane functionalities must be defined for 
dynamic connection management and fault monitoring. 

The realization of fully automated and dynamic transparent core optical net-
works is a difficult task although highly desirable due to the expected cost & per-
formance benefits. This goal has not been yet achieved in commercial exploitation 
due to: a) limited system reach and overall transparent optical network perform-
ance and b) difficulties related to the fault localization and isolation in transparent 
optical networks. 

In transparent optical networks as the signal propagates through a transparent 
network it experiences the impact of a variety of quality degrading phenomena 
that are introduced by different types of signal distortions. These impairments ac-
cumulate along the path and limit the system reach and the overall network per-
formance. There are distortions of almost “deterministic” type related only to the 
pulse stream of a single channel, such as Group Velocity Distortion (GVD) or the 
optical filtering introduced by the multiplexer/demultiplexer elements at the 
OXCs. The other category includes degradations with disruptive nature such as 
Amplified Spontaneous Emission (ASE) noise, WDM nonlinearities (four-wave-
mixing and cross-phase-modulation) and finally crosstalk.  

In a transparent optical network, failures also propagate transparently and there-
fore cannot be easily localized and isolated. The huge amount of information 
transported in optical networks, makes rapid fault localization and isolation a cru-
cial requirement for providing guaranteed quality of service and bounded unavail-
ability times. The identification and location of failures in transparent optical net-
works is complex due to three factors: a) fault propagation, b) lack of digital 
information and c) large processing time. A single failure may trigger a large 
number of alarms, which results in redundancy and/or false alarms for some fail-
ures. Supervisory information located in the overhead and/or payload of the data 
transported can only be processed at the source or destination of an optical con-
nection, where the O/E conversions could take place. Transparency also limits the 
amount of performance parameters available in the core nodes, which are fully 
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analog. The selection of performance parameters to cover the maximum range of 
faults while assuring cost effectiveness and maintaining transparency, the place-
ment of monitoring equipment to reduce the number of redundant alarms and to 
lower the capital expenses, and the design of fast localization algorithms are 
among challenges of fault localization in transparent optical networks.  

6.1.3 Proposed Approach 

The most commonly adopted approach to overcome the mentioned issues of opti-
cally layer transparency is the utilization of optoelectronic regenerators on per 
channel basis on all (opaque architecture) or selected (managed reach) optical 
nodes. The other approach is the exploitation of impairment management tech-
niques that may be implemented in-line or at the optical transponder interfaces. 
However in addition to physical layer impairment management techniques, a third 
approach could be considered, in which special Routing and Wavelength Assign-
ment (RWA) algorithms are used for lightpath routing that take into account the 
physical characteristics of the lightpaths. We categorize this class of algorithms as 
Impairment Aware RWA (IA-RWA) algorithms. The proposed approach, as de-
picted in Fig. 6.1, is that intelligence in core optical networks should not be lim-
ited to the functionalities that are positioned in the management and control plane 
of the network, but should be extended to the data plane (optical layer). 

 
Fig. 6.1. The proposed approach  

The key innovation of this approach is the development of a dynamic network 
planning tool residing in the core network nodes that incorporates real-time as-
sessments of optical layer performance into IA-RWA algorithms and is integrated 
into a unified control plane. The proposed solution serves as the key enabler for 
automated network reconfiguration capability, which also provides network resil-
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iency and QoS-guaranteed connectivity. In order to realize it, several building 
blocks should be considered in an orchestrated fashion. In the following sections 
we briefly present these building blocks.  

6.1.3.1 Physical Layer Modelling and Monitoring 

In order to realize the IA-RWA algorithms, covered later in this section, physical 
impairment should be carefully identified and modelled. Physical layer impair-
ments may be classified as linear and non-linear. Linear impairments are inde-
pendent of the signal power and affect each of the optical channels (wavelengths) 
individually.  

The important linear impairments that should be modelled and monitored are 
Amplified Spontaneous Emission Noise (ASE), Chromatic Dispersion (CD), 
Crosstalk, Filter Concatenation, and Polarization Mode Dispersion (PMD).ASE 
noise is the principal source of noise in doped fibre amplifiers. In these amplifiers 
the initial spontaneous emission is amplified in the same manner as the signals, 
which degrade the optical to signal noise ratio (OSNR). This noise limits the reach 
and capacity of WDM all-optical networks. Chromatic dispersion is the impair-
ment due to which different spectral components of a pulse (frequencies of light) 
travel at different velocities. Chromatic dispersion arises for two reasons. The first 
is that the dependency of refractive index of the fibre to the optical wavelength 
(material dispersion) and the other is due to the waveguide dispersion. Waveguide 
dispersion occurs when the speed of a wave in a waveguide (such as an optical fi-
bre) depends on its frequency for geometric reasons, independent of any frequency 
dependence of the materials from which it is constructed. Chromatic dispersion 
also limits the maximum transmission reach. The effect of chromatic dispersion 
can me minimized using Dispersion Compensation Fibres (DCF) or Dispersion 
Shifted Fibres (DSF). Crosstalk (inter-channel and intra-channel crosstalk) is the 
general term given to the phenomenon by which signals from neighbouring wave-
lengths leak and interfere with the signal in the actual wavelength channel. Almost 
every component in a WDM system introduces crosstalk impairment. Filter con-
catenation impairment is produced by signal passage through multiple WDM fil-
ters between the source and the destination and originates mainly due to the nar-
rowing of the overall filter pass-band. Finally, PMD is the most important 
polarization effect for high capacity, high bit rate long haul systems. PMD gives 
rise to the differential group delay between the two principle states of polarization.  

The effects of nonlinearities are more severe at higher bit rates and at higher 
transmitted powers. There are two categories of nonlinear effects. The first arises 
due to the interaction of light waves with photons (molecular vibrations) in the sil-
ica medium. The two main effects in this category are Stimulated Brillouin Scat-
tering (SBS) and stimulated Raman scattering (SRS). The second set of nonlinear 
effects arises due to the dependence of the refractive index on the intensity of the 
applied electric field, which in turn is proportional to the square of the field ampli-
tude. The most important nonlinear effects in this category are self-phase modula-
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tion (SPM) and four-wave mixing (FWM). References  [2,3] provide good overall 
starting points.  

In our previous work  [4] the benefits of 2R regeneration on the blocking prob-
ability was investigated. In the following figures, the corresponding performance 
is evaluated as a function of the dispersion-management scheme and for different 
values of the nonlinear parameter γ, considering only the effect of the random per-
turbations and having ignored the deterministic eye closure. The efficiency of the 
ICBR is compared to the SP, where the link lengths are considered as cost pa-
rameters. In Fig. 6.2(a), the blocking percentage is demonstrated as a function of 
the γ-parameter considering the optimum threshold value, L=30 (relative position 
of the threshold of the nonlinear element with respect to their full-width at half-
maximum ‘FWHM’ level), and two different pairs of pre- and inline residual dis-
persion values. It is clear that the ICBR scheme outperforms Shortest Path (SP) 
for lower values where the suppression of the amplitude/jitter distortion is more 
pronounced. in Fig. 6.2(b) for both ICBR or shortest path (SP) routing schemes 
where the benefits of the ICBR comparing to the conventional shortest path (SP) 
routing algorithm are evident almost over the whole range of input powers.  

In addition to analytical and simulation techniques for modelling the physical 
impairment, optical impairment and performance monitoring techniques are re-
quired to realize the impairment aware lightpath routing (i.e. IA-RWA) mecha-
nism. The monitoring could be implemented at the impairment level (Optical Im-
pairment Monitoring – OIM) or at the aggregate level where the overall 
performance is monitored (Optical Performance Monitoring – OPM)  [6]. In the 
former approach, every tunable network element should report its status in terms of 
e.g. input/output power, noise figure, and dispersion. Then the effect of physical  

 

a) Blocking percentage as a function of the 
γ-parameter for different routings 

b) Blocking percentage as a function of the 
input power in the SMF spans for ICBR and 
SP 

Fig. 6.2. Performance evaluation results  
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degradation is identified using appropriate analytical models. In the latter approach, 
optical monitoring systems are located at each node for assessing the overall im-
pact of each degradation. An effective OIM/OPM strategy, which evaluate the 
status of the link, would support the network Control Plane in performing light-
path establishment or rerouting functions. The most important link performance 
parameters can be summarized as: a) Residual dispersion, b) Total EDFA in-
put/output powers, c) Channel optical power & wavelength, d) OSNR (Optical 
Signal-to-Noise Ratio) and e) Q-factor – as an estimator of the overall system per-
formance.  

The development of a physical layer modelling and monitoring scheme will 
provide the intelligence to the proposed approach to: a) implement failure local-
ization methods of single and multiple failures in transparent optical networks b) 
implement novel impairment aware lightpath routing (i.e. IA-RWA) schemes that 
will consider all key physical impairments and their interplay and c) construct and 
control complex network topologies while efficiently maintaining a high QoS and 
the fulfilment of service level agreements.  

6.1.3.2 Impairment Aware Lightpath Routing 

In optical networks, the wavelength of the path should be also determined. The re-
sulting problem is considered as RWA problem in literature. If wavelength con-
version is allowed in the network, a lightpath can exit an intermediate node on a 
different wavelength. If no wavelength conversion is allowed then the wavelength 
continuity constraint is imposed to the generic RWA problem. This constraint im-
plies that a lightpath should occupy only a specific single wavelength, throughout 
its path from the source to the destination node  [7]. 

 In most RWA proposals the optical layer is considered as a perfect medial and 
therefore all outcomes of the RWA algorithms are considered valid and possible 
even though the performance may be unacceptable. The incorporation of physical 
impairments in transparent optical network planning problems has received more 
attention from research communities. These proposals can be classified into two 
main categories: a) effects of impairments on network performance and network 
design with impairment consideration. In the former category the RWA algorithm 
is treated in two steps: first a lightpath computation in a network layer module is 
provided, and then lightpath verification is performed by the physical layer mod-
ule. In the other category the physical layer impairments are considered before the 
network layer module proceeds to the lightpath computation and a validation of 
the signal quality requirements follows. Our proposed IA-RWA algorithms the 
cost of a link will be a vector (not a single cost value) with entries corresponding 
to individual impairments. This conceptual approach allows for handling impair-
ments differently and more efficiently.  

The impairment aware RWA proposals can be also classified as static and dy-
namic depending on whether or not the impairments and overall network condi-
tions are assumed to be time dependent. Physical impairments may vary during 
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time (i.e. dynamic network conditions) and thus change the actual physical topology 
characteristics. We refer to this situation as the “dynamic network condition”. 
Network traffic (i.e. request for lightpath establishment) can also be static or dy-
namic. The great majority of the proposed RWA algorithms in the literature only 
consider static traffic (permanent lightpaths demands) and network conditions 
(time invariant impairments). IA-RWA algorithms in our approach try to address 
other possible scenarios as indicated in Table 1. In Case 3, we consider the more 
realistic situation, in which dynamic traffic demands may induce a different be-
havior from certain devices like amplifiers or OXCs.  

Table 6.1. Network and traffic conditions captured by IA-RWA algorithms in DICONET 

 Static traffic conditions Dynamic traffic conditions 
Static network conditions N/A Case 2 
Dynamic network conditions Case 1 Case 3 

6.1.3.3 Failure Localization 

The peculiar behaviour of all-optical components and architectures bring forth a 
new set of challenges for network reliability and resilience. Failure management is 
one of the crucial functions and a prerequisite for protection and restoration 
schemes. An important implication of using all-optical components in communi-
cation systems is that available methods used to manage and monitor the health of 
the network may no longer be appropriate. All-optical components are not by de-
sign able to comprehend signal modulation and coding, therefore intermediate 
switching nodes are unable to regenerate data, making segment-by-segment test-
ing of communication links more challenging. As a direct consequence, failure de-
tection and localization using existing integrity test methods is made very difficult. 

In the proposed framework an algorithm that solves the multiple failure loca-
tion problem in transparent optical networks is proposed where the failures are 
more deleterious and affect longer distances. The proposed solution also covers 
the non-ideal scenario, where lost and/or false alarms may exist. Although the 
problem of locating multiple faults has been shown to be NP-complete, even in the 
ideal scenario where no lost or false alarms exist, the proposed algorithm keeps 
most of its complexity in a pre-computational phase. Hence, the algorithm only 
deals with traversing a binary tree when alarms are issued. This algorithm locates 
the failures based on received alarms and the failure propagation properties, which 
differ with the type of failure and the kind of device that are in the network. An-
other algorithm has been proposed to correlate multiple security failures locally at 
any node and to discover their tracks through the network. The algorithm is dis-
tributed and relies on a reliable management system since its overall success de-
pends upon correct message passing and processing at the local nodes. To identify 
the source and nature of detected performance degradation, the algorithm requires 
up-to-date connection and monitoring information of any established lightpath, on 
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the input and output side of each node in the network. This algorithm mainly runs 
a generic localization procedure, which will be initiated at the downstream node 
that first detects serious performance degradation at an arbitrary lightpath on its 
output side. Once the origins of the detected failures have been localized, the net-
work management system can then make accurate decisions to achieve finer 
grained recovery switching actions. In this scope, proposed approach aims at de-
veloping efficient and innovative failure localization algorithms based on the in-
formation received by the network management system to enable physical layer 
aware protection/restoration schemes. In addition novel attack detection and local-
ization methods will be investigated and deployed by the control plane to provide 
advance security and reliability in future optical networks 

6.1.3.4 Network Planning Tool 

The key goal is the development of a dynamic network planning tool residing in 
the core network nodes that incorporates real-time measurements of optical layer 
performance into IA-RWA algorithms and is integrated into a unified control 
plane. As depicted in Fig. 6.3, this tool will integrate advanced physical layer  

 
Fig. 6.3. Network planning and operation tool 
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models with novel impairment aware lightpath routing algorithms. It will serve as 
an integrated framework that considers both physical layer parameters and net-
working aspects (cross-layer) and will optimize automated connection provision-
ing in transparent optical networks. 

The network planning tool has two operational modes: a) off-line mode and b) 
on-line (or real-time) mode. In off-line mode a full map of network traffic and 
network conditions will be fed to the tool in order to produce the planning out-
comes. These results can be disseminated to the network management system, 
controlled by an operator. For on-line use of the network planning tool an online 
traffic engineering solution is required utilizing an interface between the control 
plane and the management plane so that network situation could be evaluated in 
real time and its results could be periodically disseminated into the network. In on-
line mode, this dynamic network planning tool can be used to support optimum 
network operation and engineering under dynamically changing traffic and physi-
cal network conditions.  

6.1.3.5 Control Plane Extensions 

In order to realize an impairment aware control plane (impairment aware light 
path routing, topology and resource discovery, path computation, and signalling), 
existing protocols should be properly extended. The extended control plane will in 
turn address traffic engineering, resiliency, and QoS issues and will support auto-
mated and rapid optical layer reconfiguration. The GMPLS protocol suite  [6] has 
gained significant momentum as a candidate for unified control plane  [7]. There 
are some proposals to address the integration of physical layer impairments into 
the GMPL control plane.  

One direction deals with enhancement of GMPLS signalling (e.g. Resource 
Reservation Protocol with Traffic Engineering extensions ‘RSVP-TE’) and man-
agement (e.g. Link Management Protocol ‘LMP’) protocols. In this approach, 
lightpaths from source to the destination are dynamically computed using current 
routing protocols (e.g. OSPF-TE), without considering the optical layer impair-
ments. Only upon lightpath establishment, the enhanced reservation protocol 
computes the amount of impairments and based on the results the lightpath setup 
request can be either accepted or rejected. Following this approach a local data-
base in each node (e.g. OXCs or ROADM) is required to store the physical pa-
rameters that characterize the node and its connected links. In order to setup a 
lightpath, the source node generates an extended version of the RSVP PATH mes-
sage, which includes the physical information of the transmitting interface and 
corresponding link. Each node along the path updates this message by adding its 
own local values. Admission control at the intermediate or the destination node 
compares the accumulated values with thresholds and decide to accept or reject 
the lightpath setup request.  

In the second approach, physical layer information are inserted into the some 
Interior Gateway Routing Protocol (IGRP) (e.g. OSPF-TE). The source node of 
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the lightpath interacts with the Traffic Engineering Database (TED). Network-
wide information, which are stored in TED serves as the input information for IA-
RWA algorithms in order to optimal lightpath taking into account the physical 
layer information. Physical layer information are carried on the TE link state ad-
vertisements (TE-LSA), in order to provide an updated and accurate inputs to the 
IA-RWA algorithms. By using the appropriate extensions to the OSPF-TE, physi-
cal layer information are flooded to the entire network. As a result of this flooding 
mechanism, the local TED database of nodes will be updated accordingly.  

In order to address the scalability requirements while maintaining TE support, 
Path Computation Element (PCE) architecture is also considered. The PCE can re-
side within or external to a network node, in order to provide optimal lightpath 
and interact with control plane for the establishment of the proposed path. The 
PCE could represent a local Autonomous Domain (AD) that acts as a protocol lis-
tener to the intra-domain routing protocols (e.g. OSPF-TE). Using the information 
of the global topology stored in the TED the PCE constructs a reduced topology of 
the network, based on which the IA-RWA algorithms proceed to the path compu-
tation taking into account the physical layer parameters.  

The main control plane aspects that are addressed by this approach relate to: a) 
Multilayer network control and b) Routing and signalling-related mechanisms and 
physical network characteristics information dissemination.  

6.2 Mutual Impact of Physical Impairments and Traffic 
Grooming Capable Nodes with Limited Number of O/E/O  

6.2.1 Motivation 

The tremendous growth in broadband communication services, brought for the 
phenomenal expansion of the internet, has triggered an unprecedented demand for 
bandwidth in telecommunication networks. Wavelength division multiplexing 
(WDM) has been introduced to increase the transmission capacity of existing opti-
cal links. Multi-wavelength technology appeared as the solution for the bandwidth 
hungry applications. WDM has been introduced to increase the transmission ca-
pacity of existing optical links. It has been soon recognized that the switching de-
cision can be made according to the incoming wavelength without any processing 
of the data stream. In single hop WDM based All Optical Networks (AON) a 
wavelength is assigned to a connection in such a way that each connection wave-
length is handled in the optical domain without any electrical conversion during 
the transmission [10, 11]. Routing and Wavelength Assignment (RWA) takes a 
central role in the control and management of an optical network. Many excellent 
papers deal with design, configuration and optimization of WDM networks. See 
e.g. [12-14]. The majority of these RWA algorithms assume that once the path and 
wavelengths have been identified, connection establishment is feasible. This is 
true when we consider that in each node the signal is regenerated but may not be 
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true in transparent networks, where the signal quality degrades as it is transmitted 
through optical fiber and nodes. Impairment constraint-based routing (ICBR) may 
be used in transparent networks as a tool for performance engineering with the 
goal of choosing feasible paths while obtaining the optimal routes regarding the 
RWA problem. Many excellent papers have been written about constraint based 
routing which obeys physical effects  [13-16]. 

There is no doubt, that the near future info-communications will be based on 
optical networks. In general for networks of practical size, the number of available 
wavelengths is lower by a few orders of magnitude than the number of connec-
tions to be established. The only solution here is to join some of the connections to 
fit into the available wavelength-links. This is referred to as traffic grooming. The 
main idea of our optimization was that in optical layer we do not make signal re-
generation. We assume that in the optical layer, there is no signal regeneration, 
and the noise and signal distortion accumulate along a lightpath. Actually, re-
amplification, re-shaping, and re-timing, which are collectively known as 3R re-
generation, are necessary to overcome these impairments. Although, 3R optical 
regeneration has been demonstrated in laboratories, only electrical 3R regenera-
tion is economically viable in current networks.  

We have already mentioned that in the electric layer it is possible to do traffic 
grooming. If we investigate the physical limitations in the optical domain, and 
take them into consideration, we will have to include new optical-electronic-
optical conversion just to ensure the quality prescriptions. These new optical-
electronic-optical conversions will have influence onto the RWA process. The 
idea described below was presented in  [17] – see Fig. 5.2. We assume that the num-
bers of opto-electro-opto conversion points are limited in one optical node. This 
leads to a limited number of grooming capabilities in nodes. Using this kind of 
approach it is possible to determine the number of conversion point in the nodes.  

6.2.2 Modelling the Physical Layer Impairments 

The signal quality of a connection is characterized by Bit Error Ratio (BER). Ex-
perimental characterization of such systems is not easy since the direct measure-
ment of BER takes considerable time. Another way of estimating the BER is to 
degrade the system performance by moving the receiver decision threshold value, 
as proposed in  [18]. This technique has the additional advantage of giving an easy 
way of estimating the signal quality (Q) of the system, which can be more easily 
modelled than the BER.  [19] explains well and gives a definition to it. The Q-
factor is the signal-to-noise ratio of the decision circuit in voltage or current units, 
and can be expressed by: 
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where: I1,0, are the mean values of the marks/spaces voltages or currents, and σ1,0 
are the standard deviations. 
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In our model we consider a chain of amplifiers and optical cross-connects 
(OXC). The calculation of the Q is based on  [20] where fully transparent optical 
cross connection architecture is presented. In this study the OXC architecture is 
based on wavelength selective architecture, as can be seen in Fig. 6.4.  

 
Fig. 6.4. Architecture of a switch  

The switching is done for each wavelength by an (N+k)x(N+k) switch that is in-
cluded between the demultiplexer and the multiplexer. Where k is the number of 
add-drop ports for one wavelength as it can be seen in Fig. 6.5. 

 
Fig. 6.5. Architecture of a switch  

In this approach the noise, power and distribution for ones and zeros are calcu-
lated recursively. Assuming we know the ASE and crosstalk parameters at node 
m-1 and the parameters of node m, then we can calculate the ASE and crosstalk 
parameters at node m. In this approach the crosstalk is introduced only in the 
OXC nodes and ASE is introduced by the erbium-doped fibre amplifiers 
(EDFA), which the signal passes through. We assume that in every 80 km there 
is an inline amplifier.  

The impact of PMD onto the signal quality can be calculated based on  [21], 
where the PMD-induced degradation is assessed by an eye-opening penalty (EOP) 
along the lines. This EOP is subsequently translated to a Q-factor penalty  [22].  
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6.2.3 The Routing Model 

The routing algorithm is a highly complex algorithm which can handle optical 
nodes, electrical nodes and optical nodes with electrical regenerations. We con-
sider two layer architecture, an electrical layer and an optical layer. The electrical 
layer supports some features such as traffic grooming and λ-conversion. The rout-
ing is realized by a shortest path algorithm. Each link and node has its own cost. In 
this way we can choose the lowest cost path by implementing Dijkstra’s algo-
rithm. This algorithm can route demands dynamically. The input of the optimiza-
tion is the network topology and the demands. The output of the algorithm is the 
set of optimal routes and statistical data on the blocking in the network. The rout-
ing parameters contain information about the blocking ratio and the reason why 
the route has been blocked. A route can be blocked due to the RWA problem, or 
because of the physical impairments. A route is blocked due to RWA problem if 
there is not enough resource to route the demand between the source and destina-
tion node. This happens when all the wavelengths are used or in case of grooming 
there is not enough free capacity to groom the demand We consider a route 
blocked due to physical impairments if Q value of the route is lower than 3.5 
which is still acceptable if using coherent detection schemes. 

6.2.3.1 Routing Algorithm 

The setup of the algorithm can be split in two main parts. The first one is the rout-
ing part and the second one is the calculation of physical impairments (CPI), 
which can be switched on or off, (Fig. 6.6). The communications between these 
two parts are as follow: The routing algorithm chose an optimal route, between the 
source and destination node and if the CPI is switched on, it sends the description 
of the route to CPI. The description of the route contains the lengths of the optical 
fibres between the nodes. The CPI calculates the signal quality and if it is ade-
quate it sends a message back to the routing part, that the connection can be estab-
lished. If the signal quality is not adequate the CPI determines the maximum 
reachable node (MRN) along the path and sends this information back to the rout-
ing model. The routing model establishes the connection between the source and 
the MRN, then chooses another route between the MRN and the destination node. 
If the MRN is the source node e.g. there is no possible connection due to the 
physical layer, the route is blocked. 

 
Fig. 6.6. Set-up of the algorithm  
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To perform the effects of grooming onto the ICBR we made four simulation types.  

• The first one when there is no grooming in the RWA and the physical effects 
are negligible 

• The second one when there is grooming and the physical effects are negligible 
• The third one when there is no grooming in the RWA and we take into consid-

eration the physical effects 
• The fourth one when there is grooming and the physical effects are taken into 

consideration 

As it was mentioned before the routing is done by a shortest path algorithm, when 
each link has its own cost. By using different cost values for the links of the net-
work we can optimize an RWA oriented, or a physical impairments oriented rout-
ing. For this purpose we use four metrics. 

• The first one where the cost of each link is the same. Will be referred as hop 
routing. 

• The second one when the cost of each link is equal to the length of the link. 
Will be referred as length routing. 

 
Fig. 6.7. Flow chart of the algorithm  
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• The third one when the cost of the link is equal to the 1/Q where the Q is the Q-
factor of the link 

• The fourth one when the cost of the link is equal to the 1/Q2 where the Q is the 
Q-factor of the link 

In the case of the third and of the fourth metrics we calculate the Q-factor of each 
link as a point-to-point connection between the two end nodes of the link. The Q-
factor based routings are not obviously the best routings for the point of view of 
the physical layer. This is due to the nonlinear behaviour of the Q-factor. If we 
have two lightpaths, each lightpath has its representative Q, for example Q1 and 
Q2. Consider a route which contains these two lightpaths in chain. The overall Q 
can not be calculated from these two Q-factors, if we take both the PMD and ASE 
effects into calculation. The only assumption which we can make, is that, if Q1 
and Q2 have a high values than the overall Q will be high as well. The exact flow 
of the algorithm can be seen in Fig. 6.7. 

6.2.3.2 Network and Traffic Generation 

The used network scenario is one of the COST266 basic topology  [22]. Each link 
contains 24 wavelengths. The used bit rate is 10Gbit/s. The generation of the de-
mands is based on the traffic matrices for year 2006 of the COST266 European 
Reference Network. More than 9000 demands were generated and routed in each 
simulation. The arrival of the demands occurred according to a Poisson process 
with the intensity of 0.005. 

6.2.4 Simulation Results 

We compared the four metrics used for representing the cost values of the links, in 
Fig. 6.8, 6.9. In Fig. 6.8 the calculation of the physical impairments was switched 
off and the grooming capability was switched on, and in Fig. 6.9 both modules 
were switched on. In the X axis the scale of the network can be seen. The meaning 
of it is that we changed the used network link lengths by multiplying the original 
lengths with the scale parameter. This resulted in increase of impairments. It was 
also use infinite number of O/E/O ports to ensure the grooming capability of the 
nodes. On the Y axis the blocking ratio is plotted. As shown in Fig. 6.8 the best 
metric from the point of view of the blocking ratio is the hop-metric followed by 
1/Q and 1/Q2 metrics while length metric yields the worst results. We expected 
that in case when the physical impairments are switched off the scale of the net-
work has no influence onto the blocking ratio. This is true when the grooming is 
switched off. In case of grooming there are several routing decisions which have 
the same ratio so it is done randomly. These random decisions lead to the non-
deterministic behaviour. 
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Fig. 6.8. Blocking ratio dependency from the scale of the network in case of grooming 
without physical effects 

In Fig. 6.9 where the physical effects are taken into consideration the differences 
between the four metrics decrease. To understand this behaviour we investigated 
the blocking ratio dependency on to the physical effects (Fig. 6.10). In the X 
axis the network scale and in the Y axis the blocking ratio due to physical ef-
fects is plotted. This blocking ratio contains only the blockings due to physical 
effects without rerouting. This means that the routing module chooses an opti-
mal lightpath and the CPI module calculates its Q-factor. If the Q is lower than 
3,5 then the request is blocked. As depicted in Fig. 6.10 the characteristics of the 
curves are what we expected. In case of low network scales, where the lengths 
of the links are very small, where the physical effects have no influence, the 
blocking ratio is very low. While increasing the link lengths, we increase the in-
fluence of the physical effects, the blocking ratio is increasing. We compared 
the four metrics from the point of view of blocking ratio due to physical im-
pairments i.e. grooming and rerouting capabilities were not used at all. Length 
routing has the best performance while hop routing has the worst. Between these 
two are the Q-based routings. Of course it is possible to find a metric which is 
the function of Q, f(Q), that gives better results than the length based metric, 
however this is not the scope of this paper.  

Returning to Fig. 6.9 the blocking ratio subsidence between the four metrics is 
due to the constraints on the physical effects. In the aspect of physical effects the 
best metric is the length followed by the 1/Q2, and the 1/Q while the worst is the 
hop metric. From the point of view of RWA the order of these four metrics is re-
verse. Taking into account both the physical effects and the RWA problem, as we 
did, will leads to the behaviour.  
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Fig. 6.9. Blocking ratio dependency from the scale of the network in case of grooming and 
physical effects.  

 
Fig. 6.10. The dependence of the blocking ratio on physical effects as the network scales  



184 S. Azodolmolky et al. 

The other interesting property is that while increasing the scale of the network the 
blocking ratio decreases. This is due to the fact that increasing the lengths of the 
network increases the influence of the physical effects. The effect of this influence 
is that we have to do more optical-electrical-optical regenerations (OEO). If there 
are more points where the signal goes to the electrical layer, and we are capable to 
groom in these nodes, the network will be more optimally used. This leads to de-
creased blocking ratio.  

In Fig. 6.10 we plotted the blocking ratio dependency on the scale of the net-
work for the four routing scenarios using the length routing metric. The character-
istics of the curves were the same for each metric. As it was expected there is a 
huge difference in the blocking ratio when the grooming capability is switched on 
or off. The other interesting property is that in case when the grooming is switched 
off and the physical impairments constraints are taken into consideration while in-
creasing the scale of the network the blocking ratio is increasing. This is because 
increasing the lengths of the network the physical effects become dominating so 
we have to do more often OEO regeneration which increase the overall load of the 
network. In case when the nodes are capable to groom this trend of blocking 
growth can not be observed. As we mentioned before (Fig. 6.9), the blocking ratio 
is even decreasing while increasing the scale of the network.  

Another interesting problem is if we assume that the numbers of O/E/O conver-
sion points are limited in one optical node. This leads to a limited number of 
grooming capabilities in nodes. Using this kind of approach it is possible to de-
termine the number of conversion point in the nodes. To analyze the influence of  

 
Fig. 6.11. The dependency of the blocking ratio from the scale of the network from four 
routing scenarios using length routing metric  
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the number of O/E/O (opto-electro-optical) ports onto the traffic routing we set dif-
ferent number of ports in the optical nodes. The chosen values were 10, 20, 40, 80, 
and 1000 to simulate the infinite number of O/E/O ports. This number of ports per 
node denoted by k is the number of add-drop links multiplied by the number of 
input ports as can be seen in Fig. 6.10 and 6.11. For example if we have 16 wave-
lengths and 5 input fibres in an OXC to have non-blocking switching we need 5 
pairs of add-drop links (k = 5) for all 16 switching matrices (one per wavelength). 
In overall this means that we need 5x16= 80 O/E/O ports to have a non-blocking 
switching architecture. Of course most of the traffic does not need to be regener-
ated or dropped therefore in real networks the number of O/E/O ports should be 
lower than this. The more O/E/O ports we have the more likely we can use traffic 
grooming i.e. the network can be better utilized.  

In Fig. 6.12 the Y axes shows the blocking ratio as the scale of the network 
grows (X axes). The high blocking ratio of over 10% is due to the high network 
usage of 80 %. As it was expected in case of scale larger than one the blocking ra-
tio is increasing due to the physical effects. The results obtained for scale 2,718 
show an extreme situation where nearly all point-to-point links are blocked and 
the original topology is split in multiple sub–topologies (“islands”). The curves 
corresponding to port numbers of 1000 and 80 are the same since even in case of 
80 ports they are not all utilized for this network scenario. Decreasing the number 
of ports the blocking ratio increases. From the point of view of the blocking ratio, 
40 and even only 20 ports are still acceptable in real network scenarios.  

 
Fig. 6.12. Blocking ratio dependency on the scale of the network for different number of 
O/E/O ports  



186 S. Azodolmolky et al. 

In Fig. 6.13 the average number of wavelength conversion is plotted versus the 
network scale for different O/E/O ports. The average number of wavelength con-
versions describes the average number of O/E/O conversions in intermediate 
nodes. This is a good parameter to illustrate the grooming capabilities of the net-
work since if a demand is groomed the average number of wavelength conversions 
is increasing by one. The curves for 1000 and 80 ports are the same for the reason 
mentioned before. As it is to be seen in case of a scale less than one where the 
point-to-point links do not block due to physical effects the average wavelength 
conversion is increasing. This effect has been investigated previously, and it is be-
cause of the physical limitation of the demands. There is another aspect of de-
creasing the number of O/E/O ports. On the one hand while decreasing the number 
of ports there will not be enough ports to make the signal regeneration due to 
physical layer impairments. This leads to the increasing blocking ratio. On the 
other hand due to decreasing the number of ports the average number of physical 
links between electronic regeneration points will increase, as shown before.  

The average hop count is the number of physical links the signal passes without 
O/E/O conversion. As it can be seen while decreasing the number of ports the av-
erage number of hops is decreasing in case of scale factors less than one where the 
point-to-point links are not blocking. In the case of scales higher than one even the 
point-to-point links start to block the demands due to increased physical impair-
ments. In this case in nearly every node electronic regeneration must be done 
which leads to an increased blocking ratio, particularly in case of lower number of 
O/E/O ports.  

 
Fig. 6.13. The average number of wavelength conversions as the scale of the network 
grows for different numbers of O/E/O ports  
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6.3 Conclusion 

Transparent optical networks are the next evolution step of managed reach (trans-
lucent) optical networks. Both of them have been recognized as the evolution of 
static WDM networks. In order to provide high-speed and QoS guaranteed con-
nectivity, with high reliability, considering the realistic optical layer, the proposed 
approach in this article is a disruptive and novel solution for optical networking. 
Two main challenges of transparent networks, which are: a) limited system reach 
and overall network performance due to physical impairments and b) challenges 
related to failure localization and isolation, presented in this article as the main 
motivations behind the proposed approach. Intelligence in the core optical net-
works should not be limited only to certain functionalities of control and manage-
ment planes, but should also be extended to the physical layer. Following this vi-
sion, the main physical impairment and the essential role of optical impairment 
and performance monitoring discussed and the consequently the impairment 
aware lightpath routing (IA-RWA) algorithms and failure localization algorithms 
complemented with an impairment aware control plane presented in this article. 

In this chapter we have also shown how the physical impairments and the lim-
ited number of O/E/O ports can be taken into account while routing the demands 
in a grooming capable two layer network. We have turned attention to the mutual 
impact of grooming and physical impairments, i.e. of using the electronic time- 
and space-switching capable layer for signal regeneration and better resource utili-
zation jointly. We have shown, that having too few O/E/O ports leads to signifi-
cant performance deterioration, while having more O/E/O ports than a certain 
number does not change the performance at all, since they will not be used at all.  
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Abstract. This chapter summarises the activities on optical packet switch-
ing (OPS) and optical burst switching (OBS) carried out by the COST 291 
partners in the last 4 years. It consists of an introduction, five sections with 
contributions on five different specific topics, and a final section dedicated 
to the conclusions. Each section contains an introductive state-of-the-art de-
scription of the specific topic and at least one contribution on that topic. 
The conclusions give some points on the current situation of the OPS/OBS 
paradigms. 

7.1 Introduction 

Optical Burst Switching (OBS) [84] and Optical Packet Switching (OPS) [16] 
have arisen as an alternative to low-flexible wavelength switching network and are 
still gaining considerations in the research community. 
The principal design objective for an OBS/OPS network is that aggregated user data 
is carried transparently as an optical signal, without O/E/O conversion. This optical 
signal goes through the switches that have either none or very limited buffering ca-
pabilities. Besides, the control information is carried separately from the user data 
either in time (OPS) or in space (OBS). In such a network the wavelengths are tem-
porally utilised and shared between different connections. It increases network flexi-
bility and its adaptability to the bursty characteristics of IP traffic.  

An OBS/OPS network consists of a set of electronic edge nodes and optical 
core nodes connected by WDM links (see Fig. 7.1). At the edge nodes, client 
packets of the same forwarding equivalence class are assembled into containers 
(called bursts in OBS and packets in OPS). This process is usually called burstifi-
cation or packetisation. After transmission through the network towards their des-
tination the containers are disassembled at the egress and the original client pack-
ets are forwarded to the client network. Each container is composed of a data 
payload (usually also referred simply as burst or packet) and a header packet (HP). 
The HP is generated when the burstification process is finished and carries all the 
information necessary to discriminate the burst or packet inside the network, like 
for instance, the traffic class or its length. Inside the network the control informa- 
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a) b) 

Fig. 7.1. a) OPS node and network architecture, b) OBS node and network architecture. δs 
is the switching time, ∆ is the processing time, and OT is the offset time (only for OBS). 

tion is processed electronically, whilst the data payload is transmitted all-optically, 
without optical to electrical conversion. 

It has to be mentioned that in the case of OBS network, two different signalling 
protocols have been proposed adapting the ATM block transfer (ABT) standard 
designed for burst-switching ATM networks [47]: 

• Tell-and-Wait (TAW) signalling based on delayed transmission [29]. The TAW 
protocol, which is recognised sometimes as a two-way signalling protocol, per-
forms an end-to-end resources reservation with acknowledgment in advance of 
the burst transmission. 

• Tell-and-Go (TAG) signalling based on immediate transmission [84]. The TAG 
protocol operates with a one-way signalling and it allocates transmission re-
sources on-the-fly, a while before the burst payload arrives to a node. 

The majority of research attentions are put on the one-way signalling model since 
two-way signalling protocols may present some concerns on the latency produced 
during the connection establishment process. For this reason this chapter only fo-
cus on an OBS network adopting the TAG signalling scheme, which is also the so-
lution adopted in OPS networks. 

According to this scheme, each core node must process on the fly the control 
information. In OPS network (Fig. 7.1(a)), the HP is usually time separated from 
the optical packet by a guard-time in the order of tens of nanoseconds which helps 
the extraction of the HP from the optical packet. In OBS network (Fig. 7.1(b)), the 
HP is delivered to the core node with some offset time prior to its burst data pay-
load. While in the OBS network, the offset time is introduced in order to give time 
for both processing the control information and reconfiguring the switching ma-
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trix, in OPS this delay time is supplied by the fibre delay unit introduced at the in-
put interface which delays the arrive of the optical packets. 

Once received at the core nodes, the HP is processed in an electronic controller. 
The controller performs several functions, among others the burst forwarding and 
resources reservation. The forwarding function, which is related to the network 
routing, is responsible for determination of an output link (port) the data container is 
destined to. The resources reservation function makes a booking of a wavelength in 
the output link for the incoming data container. In case the wavelength is occupied 
by another burst a contention resolution mechanism, if exists, is applied. In case no 
resources are available for the incoming data, it is lost. After the data transmission is 
finished in a node the resources can be released for other connections. 

Briefly, the main differences between OPS and OBS are: 

• OPS uses short data containers (optical packets in the order of one to tens of 
microseconds), the HP (the control information) is attached at the head of the 
data packets and therefore both (control and data) use the same channel (i.e., 
in-band control), and finally the switching and control elements must be able to 
operate very fast (less than one microseconds). 

• OBS uses large data containers (optical bursts in the order of tens to thousands 
of microseconds), the HP is transmitted out-of-band in a separate channel than 
the data bursts (but a close time relationship is required between control and 
data), and less time demanding are required for switching and control elements 
(tens to hundreds of microseconds). 

It has to be noticed that the time demanding of the switching and control opera-
tions is a consequence of the length of the data containers; shorter data containers 
require faster operations in order to service the faster arrival rate and to optimize 
the utilisation of the channel capacity. 

In summary the OBS/OPS paradigms support highly dynamic traffic in future 
networks. By switching on a burst/packet level in the optical data plane it provides 
on the one hand a much greater flexibility than a network based on circuit switching. 
With processing of information in the electrical domain, they avoid on the other 
hand severe technological challenges as for example optical signal processing. 

The rest of the chapter summarises the research activities on OPS and OBS car-
ried out by the COST 291 partners in the last 4 years. In the following, we include 
five sections with contributions on five different specific topics, namely OBS/OPS 
performance (Section 7.2), burstification mechanisms (Section 7.3), QoS provi-
sioning (Section 7.4), routing algorithms (Section 7.5) and TCP over OBS net-
works (Section 7.6). Each section contains an introductive state-of-the-art descrip-
tion of the specific topic and at least one contribution on that topic. 

Section 7.7 concludes the chapter with some discussions on the current situa-
tion of the OPS/OBS paradigms. 

Some other aspects such as interoperability with control plane, physical layer 
constraints, burst switch architectures, test-beds implementation and verification, 
are not discussed in this chapter. A survey on OBS networks covering some of 
these issues is presented in [3]. 
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7.2 OBS/OPS Performance 

7.2.1 Introduction and State-of-the-Art 

Two operations mainly determine the performance of the OBS/OPS networks: re-
source reservation and contention resolution.  

The resources reservation process concerns the reservation of resources neces-
sary for switching and transmission of data containers from input to output port. 
The resource reservation starts from the setup and finishes after the resource re-
lease. Both resources setup and release can be either explicit or estimated. Differ-
ent resources reservation algorithms have been proposed adopting the above rules: 

• Just-In-Time (JIT) [100] – performs an immediate resource reservation. It 
checks for the wavelength availability just at the moment of processing of 
header packet.  

• Horizon [96] – performs estimated setup and resources release. It is based on 
the knowledge of the latest time at which the wavelengths are currently sched-
uled to be in use. 

• Just-Enough-Time (JET) [105] – performs estimated setup and resources re-
lease. It reserves resources just only for the time of data transmission. 

JET is one of the most efficient mechanisms, with improved data loss probability 
when comparing to other algorithms. A disadvantage is its high complexity com-
pared to the O(1) runtime of Horizon and JIT [14]. 
The search of the resources can be based on several policies being the simplest 
ones based on random or round-robin. More advanced policies [101] are: 

• Latest Available Unscheduled Channel (LAUC), which is a Horizon-type algo-
rithm, keeps a track of the latest unscheduled resources and searches for a 
wavelength with the earliest available allocation; 

• Void-Filling (VF), which is a JET-based algorithm, keeps a track of the latest 
unused resources and allows putting a data container into a time gaps before the 
arrival of a future scheduled one. VF algorithms achieve better performance 
than Horizon-based ones, however, at the cost of high processing complexity. 

The resources available for the reservation depend on the capabilities of the nodes. 
Indeed, in case two or more containers pretend to use the same resource, a conten-
tion resolution must be applied. Two factors complicate the contention resolution: 
unpredictable and low-regular traffic statistics, and the lack of optical random ac-
cess memories. The contention can be resolved with the assistance of following 
mechanisms: 

• Wavelength conversion (WC) [20] – converts the frequency of a contending 
data container all-optically to other, available wavelength; 

• Deflection routing (DR) [11] – forwards a data container spatially, in the 
switching matrix, to another output port; 
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• Fibre delay line (FDL) buffering [16] – operates in time domain and resolves 
the contention by delaying the departure of one of data containers by a specific 
period of time. 

In case none of mechanisms can resolve the contention, the data container is 
dropped. 

The wavelength conversion is natural way to resolve contention. A drawback of 
this mechanism, however, is high cost of WC devices, especially, in case of a full-
wavelength conversion, which is performed in wide frequency range. Some solu-
tions make use of limited or shared wavelength conversion capabilities (e.g., [26]). 

Application of deflection routing is almost cost-less since no additional devices 
are necessary for this mechanism. On the other hand, it was shown that deflection 
routing can improves network performance under low and moderate traffic loads 
whilst it may intensify data losses under high loads [110]. Another drawback that 
has to be managed properly is the out-of-order arrival. 

Even if one of the principal design objectives was to build a buffer-less net-
work, the application of FDL buffering is considered as well. Both feed-forward 
and feed-back FDL buffer architectures can be used [45]. In [32] it was shown that 
combined application of FDL buffering with WC can significantly reduce data 
loss probability. Some of these results are illustrated in Section 7.6. 

Several analytical studies have been proposed to model the behaviour of the re-
source reservation and contention resolution in OBS/OPS nodes (e.g., [2,9]). Sec-
tion 7.2.2 studies the accuracy on the use of balking models to analytically esti-
mate the blocking probabilities in OBS nodes that use Fibre Delay Lines (FDLs). 

Section 7.2.3 compares the two different switch architectures for OPS nodes, 
namely Input-Buffered Wavelength Routed (IBWR) switch and Output Buffered 
(OB) switch.  

To enhance the performance of the OBS networks, some hybrid approaches 
have been proposed employing more than one switching paradigm like Optical 
Burst Transport Network (OBTN) [34], Overspill Routing in Optical Networks 
(ORION) [97] or Optical Migration Capable Networks with Service Guarantees 
(OpMiGua) [6]. Section 7.2.4 presents a comparison between a generic OBS node 
and the OpMiGua node by means of a qualitative and quantitative analysis. In or-
der to achieve a maximum of comparability both models are chosen as similar as 
possible and especially are fed with identical traffic. 

7.2.2 On the Use of Balking for Estimation of the Blocking Probability for 
OBS Routers with FDL Lines 

Burst blocking probability is the primary performance measure for OBS networks. 
Typical approach to reduce blocking probability is increasing the time during 
which an incoming request can be satisfied. This is usually made by storing the 
packet to be served in memory waiting for delivery at a later time. But since opti-
cal buffering is not available at the moment, nor it is a foreseeable technology that 
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will appear in the close future, optical switch designers resort to alternate solutions 
such as the Fibre Delay Lines (FDLs). Due to the limited delay availability, a 
buffered burst may be dropped if the output port/wavelength occupation persists 
when the burst is to exit the FDL. 

Typical approaches to this system assume N input and output ports c wave-
lengths per port and full wavelength conversion capability. Let us assume that the 
c wavelengths of an output port are occupied (namely the output port is blocked). 
An arrival to the system that finds the output port blocked will not enter an FDL if 
the delay provided by the FDLs is not large enough to hold the burst during the 
system blocking time; namely if the output port residual life is larger than the delay 
provided by the fibres. A queuing system in which arrivals decide on whether to 
enter the system based on the system state (number of users, current delay, etc) is 
called a balking system or a system with discouraged arrivals [37]. For instance, 
an M/M/c/K system falls within this category, since arrivals will not enter the sys-
tem if K customers are already inside it. 

We describe the system as a continuous-time discrete Markov chain that repre-
sents the number of bursts in the output port (c servers and FDLs). The balking 
model incorporates the probability that a burst is dropped, i.e. the probability that 
a burst does not enter the system because the FDL is too short to hold the burst for 
the system residual life, into transition rates of states with index i >= c, as shown 
on Fig. 7.2. 

 
Fig. 7.2. {Xt, t > 0}, number of bursts in the output port  

The probabilities βk in a system with FDLs of length L are βn-c = P(Tn > L). They 
depend on Tn the residual life of state n which is the sum of the residual life of the 
blocked state and the departure time of every previous burst in the FDL. Tn can be 
calculated as a close expression for a Poisson-distributed arrival and burst length 
system. From this expression the steady state probabilities πn for every state can 
be expressed as seen in (2). This is the model that has been proposed in [9,67]. 

On [72] we describe simulations performed to check the model on scenarios of 
10 Gbps wavelengths in number c from 8 to 128. The burst average size was set to 
15 kBytes, which is the average file size in the Internet as reported by [27], yield-
ing a transmission time E[X] = 12.288 µs. Switching times will be assumed to be 
negligible, since SOA-based switches achieve switching times in the vicinity of 
nanoseconds [15,68,71]. Finally, each simulation run consists of 108 burst arrivals. 
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We compared simulation results to theoretical results from the model. We 
found discrepancies in blocking probability P(blocking) versus the maximum FDL 
delay normalized by the time to transfer average burst Dmax/E[X] (see Fig. 7.3(a)). 
For low delay values it can be approximated accurately by the Erlang-B formula 
as expected. However, as Dmax increases, theoretical blocking probability differs 
from simulation results. 

The hypothesis of the balking model is checked to explain the discrepancy. The 
discrepancies can be traced to the calculation of βk. It turns out that the probabili-
ties βk don't accurately model simulated values and this translates to theoretical 
state probabilities πn which don't fit simulated values either. See Fig. 7.3(b) for 
example comparisons of theoretical βk and πn against simulation observed values, 
for a number of wavelengths equal to 64. Both values (βk and πn) take part in 
product form on the calculation of the loss probability. Fig. 7.3(b) also shows this 
product βk πn. The discrepancy in the discouraged arrival probability and state 
probabilities happen precisely for high occupancy states with small probabilities 
of occurrence. However, those are the states where losses take place. Therefore, 
the deviation from the analytical to the real values in that region of the state-space 
produces the misbehaviour of the loss probability shown in Fig. 7.3(a). 

a) b) 

Fig. 7.3. Comparison of simulated and theoretical values, a) Burst dropping probability ver-
sus normalized FDL length, b) Comparison between the state probabilities (πn) and the dis-
couraged arrival probabilities (βk) 

Results in [72] show that the discrepancy between analytical and empirical results 
become more significant as the loss probability is decreased. Hence, the model be-
comes less accurate for realistic systems of WDM technology, with a higher out-
put degree (number of wavelengths) and lower losses. 

Thus we have shown that balking model accuracy depends on the ratio between 
fibre delay and service time. If the ratio is large then the balking model is not ac-
curate to derive the blocking probability. On the other hand stronger discrepancies 
between analytical and simulation results are observed as the number of wave-
lengths per port increases. But precisely, the foreseeable technological evolution is 
towards hundreds of wavelengths. 
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7.2.3 A Performance Comparison of Synchronous Slotted OPS Switches 

This contribution surveys the work in scheduling design and performance evalua-
tion of OPS switching architectures, for synchronous slotted traffic. This means, 
switching nodes where traffic is composed of fixed size optical packets, which are 
aligned at switch inputs by means of synchronization stages. Results for fixed size 
and aligned traffic are a performance upper bound, when compared to the asyn-
chronous and/or variable length traffic. 

Two types of switching fabrics are studied: Input-Buffered Wavelength-Routed 
switches [116] (Fig. 7.4) and the OPS switching fabrics able to emulate output 
buffering (i.e. the KEOPS switch [38], the Output-Buffered Wavelength-Routed 
switch [116] or the space switch [15]). 

IBWR switch is a more cost-effective and scalable architecture, when com-
pared to output buffered fabrics, at a cost of a lower performance because of inter-
nal contention. The schedulers included in the comparison are: 

• IBWR switch: The IBWR switch is evaluated with two parallel schedulers: (i) 
I-PDBM [86] scheduler which does not preserve packet sequence, and (ii) OI-
PDBM scheduler, which preserves packet sequence at a cost of adding a further 
performance penalty [36]. Both of them are improvements to the Parallel De-
synchronized Block Matching scheduler (PDBM), presented in [79]. PDBM-
like schedulers allow a practical implementation which permits a response time 
independent from switch size. 

• Output-buffered switches: For the output-buffered switches and synchronous 
traffic, the scheduler in [80] is used. This scheduler preserves packet sequence 
with no performance penalty, yielding to the optimum throughput/delay per-
formance. Output-buffered switches are a performance upper bound for other 
OPS switching fabrics. 

In [36, 79] the performance of IBWR and output buffered fabrics are evaluated 
under correlated and uncorrelated traffic, for different switch sizes. The results ob-
tained show that the performance of the IBWR switch when packet order is not 

 
Fig. 7.4. Input-Buffered Wavelength-Routed switch (IBWR). 
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preserved (I-PDBM scheduler) is very close to the optimum performance given by 
output-buffered fabrics. A minor loss of performance appears when OI-PDBM 
scheduler is applied, which preserves packet order. Nevertheless, this performance 
loss is negligible even at medium and high loads, when the number of wave-
lengths per fibre is close to 32 or higher (that is, in Dense WDM networks). As an 
example, in most of the occasions, the same number of Fibre Delay Lines where 
required in IBWR switches and in output-buffered OPS architectures to achieve 
the target loss probability of 10-7. 

We conclude that the results endorse the application of the IBWR architecture 
in OPS networks, as a feasible competitor against less scalable output-buffered 
OPS architectures. 

7.2.4 A Performance Comparison of OBS and OpMiGua Paradigms 

While in the previous section aspects of OBS have been discussed, in this section 
OBS is compared with a hybrid optical network architecture named Optical Mi-
gration Capable Networks with Service Guarantees (OpMiGua) in order to deter-
mine which architecture is better suited for a given scenario. After introducing 
OpMiGua, we discuss qualitative differences and present results of a quantitative 
performance evaluation. 

7.2.4.1 Optical Migration Capable Networks with Service Guarantees 

OpMiGua inherently separates two different traffic classes [6]. High requirements 
concerning packet loss and jitter are granted by the so called Guaranteed Service 
class Traffic (GST). Traffic of this class is aggregated into bursts and transported 
in a connection oriented manner along preestablished end-to-end light paths and is 
given absolute priority. This ensures that there are no losses due to contention and 
delay jitter is minimized. 

The other class with looser requirements is Statistically Multiplexed (SM) traf-
fic. This is handled without reservations via packet switching. Losses due to con-
tention and delay jitter due to buffering or deflection routing are allowed. Despite 
this inherent separation both traffic classes use sequentially the capacity of the 
same wavelength. 

The architecture of a basic OpMiGua node is shown in Fig. 7.5. After entering 
the node on a wavelength SM and GST packets are separated in the optical do-
main according to a specific label, e.g., polarization. While GST packets are for-
warded to a circuit switch, SM packets are directed to a packet switch. After trav-
ersing the respective switches GST and SM packets directed to the same output 
wavelength have to be multiplexed. Thus, by inserting SM packets in-between the 
gaps created by subsequent GST packets, the resource utilization is increased. 

In order to maintain the absolute prioritization of GST packets, the switching 
decision for SM packets in the depicted scenario is aware of interfering GST 
packets on the output wavelengths within a sufficiently large time window [7]. 
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Fig. 7.5. OpMiGua node architecture 

In the following we assume the packet switch as well as the circuit switch to be 
all-optical with full wavelength conversion but without any buffering. Also, we 
assume that the GST class is used for high priority (HP) and the SM class for low 
priority (LP) traffic. For OBS, we assume QoS differentiation for two traffic 
classes, i.e. high priority and low priority, by Offset Time Differentiation (see Sec-
tion 7.4.2.1 for details on his behaviour). 

7.2.4.2 Qualitative Comparison of OBS and OpMiGua 

Comparing the two architectures, two main differences can be seen, that have an 
impact on the system performance. First, while in OBS all traffic is aggregated 
into bursts at the network ingress, in OpMiGua only the HP traffic is aggregated. 
Second, while in OBS all traffic shares all wavelengths, in OpMiGua each HP 
packet is transported on an end-to-end wavelength and only LP traffic can use all 
wavelengths – in the ingress as well as each core node. 

In terms of delay, for reasonable load the delay of HP traffic is comparable in 
OBS and OpMiGua whereas the delay of LP traffic is higher in OBS. In OpMi-
Gua, the delay of HP is due to three factors: delay in burst assembler, delay in 
each core node to have absolute priority of HP over LP, and delay due to the seri-
alization of HP bursts into limited number of wavelengths; LP traffic is not aggre-
gated in OpMiGua, thus it is only marginally delayed at the network ingress while 
the delay in core nodes depends only on the realization of the switching. In OBS, 
both HP and LP traffic classes are aggregated – thus delayed – and need to be de-
layed by the offset time; in contrast, the use of all wavelengths for HP bursts may 
reduce their waiting time. 

In terms of delay jitter, it depends on the node architecture – e.g., whether 
processing delay is compensated by delay lines or by offset times – as well as on 
contention resolution strategies – whether FDLs and deflection routing is applied 
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or not. Both aspects have impact on HP traffic as well as on LP traffic. Accord-
ingly, in the network the delay jitter of HP traffic is usually higher in OBS than in 
OpMiGua whereas the delay of LP traffic is almost comparable. 

In terms of network capacity, as in OpMiGua high priority traffic is only circuit 
switched, direct end-to-end wavelengths are necessary for each node pair ex-
changing HP traffic. Thus, a full mesh of wavelength channels is needed under the 
assumption that every node exchanges HP traffic with each other. In contrast, in 
an OBS network the lower bound is a single wavelength. 

7.2.4.3 Quantitative Comparison of OBS and OpMiGua 

Our approach for a quantitative comparison of the two architectures OBS and 
OpMiGua is to use simulation scenarios as similar as possible, which especially 
includes the traffic offered to both models. Traffic offered to the OBS and Op-
MiGua node is generated statistically identical traffic on packet level and fed af-
terwards to an architecture specific aggregation unit, which aggregates HP and 
LP packets if needed.  

One commonly used metric for evaluation of architectures like OBS and Op-
MiGua is the packet or burst loss probability, which has the disadvantage of not 
considering differences in the length of lost units. We choose instead the bit loss 
probability (BLP) as metric, which specifies the lost traffic volume in comparison 
to total traffic. We consider for this metric both traffic classes in OBS and OpMi-
Gua. However, in OpMiGua, HP traffic does not contribute to this metric as it is 
by definition lossless.  

For the simulations we select a basic single node scenario with n incoming and 
outgoing fibres and w wavelengths per fiver. Traffic of both priority classes is 
equally distributed on all wavelengths with S giving the share of HP traffic with 
respect to the total traffic. Also, the traffic offered to the n output fibres is uni-
formly distributed. In case of OpMiGua each wavelength carries one HP connec-
tion. Packets are generated with exponentially distributed interarrival times and 
trimodal distributed length [17]. 

a) b) 

Fig. 7.6. a) BLP vs. S at load 0.6, b) BLP vs. S for n=4 and w=32 at load 0.6. 
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Traffic is aggregated per wavelength with a size threshold equivalent to a burst 
duration of 150 µs and a time threshold of 5 ms [51] (see section 7.3 for more de-
tails on burstification processes). The additional QoS offset of HP bursts in OBS 
we chose such that it is bigger than the maximum LP burst duration. This result in 
an absolute prioritization, but HP bursts may still be lost due to contention among 
themselves. Finally we use Just-Enough-Time (JET) and LAUC-VF as signalling 
and scheduling algorithm, respectively. For further details on the model, please re-
fer to [89]. 

The dependency of BLP and S is shown in Fig. 7.6(a) for a fixed load of 0.6 in 
scenarios with 3 and 4 fibres and 8 and 32 wavelengths per fibre. At load 1 the 
mean generated traffic amount per time is equivalent to the maximum transmis-
sion capacity of the system. It can be seen that the BLP drops with increasing 
number of wavelengths. Furthermore the number of fibres has only a very small 
influence. Last but not least the BLP for OpMiGua is lower than that for OBS. 

However, there are obvious differences in the behaviour of OBS and OpMiGua. 
The BLP of OpMiGua is monotonically decreasing with increasing S. This seems 
reasonable as the share of lossless HP traffic increases. Fragmentation of the 
available phases of output wavelengths due to HP traffic is not a real problem for 
the small LP packets. 

All OBS curves show the same basic behaviour, but this is totally different to 
OpMiGua. Therefore it is exemplarily explained for the scenario n=4 and w=32, 
which is also depicted in Fig. 7.6(b). Furthermore, BLP is broken down into the 
parts caused by losses of LP and HP traffic (“OBS-LP” and “OBS-HP”). 

BLP for S=0 and S=1 should be nearly identical in case of OBS as the offset 
does not matter anymore if all bursts belong to the same traffic service class. The 
simulations clearly confirm this expectation. 

For very small values of S the completion of HP bursts is mainly triggered by 
the timeout criterion, which results in small bursts. These small bursts fragment 
the phases during which a maximum size LP burst can be scheduled. This schedul-
ing is not always possible and in comparison to S=0, where this fragmentation 
does not occur, the BLP is higher. 

In the range S=0.2 to S=0.8 the BLP stays rather constant and originates only of 
LP losses. Although the LP share decreases it becomes more and more difficult to 
schedule the maximum size LP bursts due to increasing occupation by HP bursts. 

For S>0.8 the LP part of the BLP traffic drops very fast. Besides the obvious 
reason of decreasing share of LP traffic, the LP bursts also get smaller and by this 
better to be scheduled into the voids. On the other hand an increasing amount of 
HP traffic is lost. These two trends in opposite directions result in the minimum of 
the BLP at 0.95. 

Until now only the accumulated impact of the differences between OBS and 
OpMiGua has been observed and it is unclear to which extend the smoother HP 
traffic of OpMiGua influences the BLP. Therefore the OBS node is fed with HP 
traffic having the same characteristics like in case of OpMiGua. Nevertheless this 
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hybrid scenario is rather theoretical, as it is impossible to guarantee this lossless 
HP traffic within an OBS network scenario. 

The resulting BLP can also be seen in Fig. 7.6(b). While this BLP shows at 
small S more similarities to OBS, it finally behaves like OpMiGua and goes to 
zero. The sharp increase for S>0 is not as big as for OBS. The reason is that in this 
scenario less HP bursts are produced. However these bursts are longer as the HP 
traffic amount is still the same. Remaining differences to OpMiGua, which are in 
the order of one magnitude, are due to the aggregation of LP traffic. 

7.2.4.4 Conclusions 

With OBS and OpMiGua we compared two transport network architectures with 
QoS support for two traffic classes. Based on the current technological develop-
ment status OBS has less stringent requirements, as switching is done on a bigger 
granularity. 

With respect to delays, the predominant part (besides propagation) originates 
from aggregation in ingress nodes. Here OpMiGua might have a disadvantage in 
case of very bursty high priority traffic. On the other hand in OBS high priority traf-
fic has an additional delay due to the offset between header control packet and burst. 

Furthermore, for the investigated scenario OpMiGua is better suited. Although 
traffic generated for both models is statistically identical, traffic fed to the nodes 
itself shows differences due to absence of LP traffic aggregation and one single 
destination per wavelength for HP traffic in case of OpMiGua. Observed perform-
ance advantages of OpMiGua are caused by these two factors and the difference 
generally increases with higher HP traffic share. 

7.3 Burstification Mechanisms 

7.3.1.1 Introduction and State-of-the-Art 

The architecture of a typical OBS edge router is depicted in Fig. 7.7. The switch-
ing unit forwards incoming packets to the burst assembly units. The packets ad-
dressed to the same egress node are processed in one burst assembly unit. There is 
one designated assembly queue for each traffic class. 

Burstification (also known as burst assembly) algorithms can be classified as 
timer-based (e.g., [35,102]), size-based (e.g., [76,98]), and hybrid timer/size-based 
(e.g., [107]). In the timer-based scheme, a timer starts upon the arrival of the first 
packet to an empty queue, i.e. at the beginning of a new assembly cycle. After a 
fixed time (TThr), all the packets arrived in this period are assembled into a burst. 
In the threshold-based scheme, a burst is sent out when enough packets have been 
collected in the assembly queue such that the size of the resulting burst exceeds a 
threshold of SThr bytes. In the hybrid algorithm, a burst can be sent out when either 
the burst length exceeds the desirable threshold or the timer expires. 
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Fig. 7.7. Architecture of an OBS edge node. 

Recently, it has been shown that the use of fixed thresholds in burstification al-
gorithms may lead to some performance degradation since they are not flexible 
enough to take into account the actual traffic situation. In fact, considering that 
incoming traffic is in general strongly correlated traffic such as TCP or long-
range-dependent traffic [23,54,61], the burstification processes based on fixed 
thresholds are not able to respond to the traffic changes accordingly. Several 
adaptive burstification algorithms have been proposed to ameliorate this situa-
tion [12,85] which can better respond to traffic changes and can provide better 
performance. 

One example is illustrated in Section 7.3.2 where the case of a timer-based 
burstfication algorithm is analyzed. Given a burstifier that incorporates a timer-
based scheme with minimum burst size, bursts are subject to padding in light-load 
scenarios. Due to this padding effect, the burstifier normalized throughput may be 
not equal to unity. The results, obtained using input traffic showing long-range 
dependence, motivate the introduction of adaptive burstification algorithms, which 
choose a timeout value that minimizes delay, yet they keep the throughput very 
close to unity. 

On the other hand, the burstification, which is executed at the edge nodes, can 
substantially change the client traffic characteristics and lead to significant im-
provements to the network performance if the long-range dependence is alleviate.  
A number of recent publications have studied the traffic characterization of the 
burstification. The statistics for the size and interarrival time of bursts from the as-
sembly are investigated in [22, 59]. The impact of burstification on the self-
similarity level of the data traffic is studied in [42, 48, 103, 107]. A complete 
analysis is investigated in Section 7.3.3 where the impact of timer- and size-based 
burstification algorithms on the self-similarity level of the output traffic is re-
ported. Both static and adaptive algorithms are examined and the performance im-
pact of the burstification algorithms in terms of burst assembly delay and its jitter 
is assessed. The study has shown that the burst assembly mechanism at the OBS 
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edge router reduces the self-similarity level of the output traffic and that this re-
duction depends on the parameters of the algorithm. The results reveal that the 
proposed adaptive burst assembly algorithm performs better comparing to its non-
adaptive counterpart. 

7.3.2 Delay-Throughput Curves for Timer-Based OBS Burstifiers with 
Light Load 

OBS proposals are in part motivated by the inability to switch optical paths fast 
enough to be done on a per-packet basis. This problem is solved by gathering 
bursts of packets to be switched to the same destination, but to keep a low 
enough rate of switching a minimum burst size use to be proposed as well. This 
leads to padding short bursts in order to keep this minimum size in timer-based 
burst gatherers. Padding will not be likely to occur in medium to heavily loaded 
OBS networks using a timer-based burstifier. However, a light load scenario 
will potentially produce many bursts with a number of packets below the mini-
mum burst size and padding will be necessary. But load fluctuations do happen 
in highly loaded networks, during weekends or due to different busy hours at 
different geographical locations and light-load epochs will be observed1. The 
light-load will imply that when the timer expires, all packets awaiting transmis-
sion in the burst assembly queue are transmitted along with a padding space that 
will add load to the network. Even if this load is not significant in the link that is 
generating the burst it increases also load at other links and thus it should be 
quantified. 

On [49] this effect is analyzed. The incoming traffic (bytes per time interval) is 
modelled by a Fractional Gaussian Noise (FGN), which has been shown to model 
accurately traffic from a LAN [74]. Note that in order to calculate the throughput 
only the number of information bytes per burst matters and not the packet arrival 
dynamics. Precisely, the FGN is a fluid-flow model that provides the number of 
bytes per time interval only. While the small timescale traffic fluctuations are not 
captured by the model, the long-range dependence from interval to interval is in-
deed accurately portrayed. 

According to our previous results in [48], for a timer-based burstifier, it turns 
out that the traffic arriving per time interval T0 is a Gaussian random variable X 
with mean µ = µ' T0 and standard deviation σ = σ' T0

H (being µ', σ' and H the 
mean, standard deviation and Hurst parameter of the traffic arrival process at one 
time unit time slots). 

The throughput of a given burstifier is defined as the ratio between the informa-
tion bits and the total bits transmitted. If the minimum burst size is bmin, the 
throughput will equal unity whenever X > bmin and E[X]/bmin if X < bmin. By using 

                                                           
1  See for instance http://loadrunner.uits.iu.edu/weathermaps/abilene/ for daily variation of 

traffic in an Internet 



204 D. Careglio et al. 

a convenience variable Y = min{bmin, X} the throughput can be expressed as ρ = 
E[Y]/bmin and we derive in [49] an expression for ρ depending on input traffic pa-
rameters. 

 ( )( ) ( ) ( )( )1
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function of a normalized Gaussian random variable. 
To quantify the extra load that enters the OBS backbone because of the added 
padding we define a new convenience variable Z = max{bmin, X} that denotes the 
bits generated by the burstifier. Z is a truncated Gaussian variable from which we 
derive (in [49]) an expression for the input rate to the OBS core introduced by the 
burstifier 
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Equations (1) and (2) are validated against high speed traffic from Abilene-I 
data set. The Abilene-I data set traces contain traffic from two OC-48 links, col-
lected at US core router nodes and are provided by NLANR2. For the example 
we use 10 minutes worth of traffic from a 2.5Gbps link as a real-world traffic 
source for the burstifier. The trace selected shows an average traffic rate around 
480Mbps which, assuming a 10Gbps wavelength in the OBS port, makes the 
utilization factor be approximately equal to 0.05. Fig. 7.8 shows equations com-
pared to the burst process that would be generated by burstifiying the Abilene-I 
trace with several T0 and bmin values. Similar results are obtained with synthetic 
FGN traffic generated with Random Midpoint Displacement algorithms that al-
lows us to have results for broader H parameter range (Abilene-I traces have H 
values between 0.7 and 0.8. 

Results show a negative gradient of the throughput with both the coefficient of 
variation (instantaneous variability) and Hurst parameter (long-range dependence). 
However, there is a timeout value that makes such gradient be equal to zero (as 
can be seen on Fig. 7.8). Such timeout value depends on the minimum burst size, 
the traffic load and, to a lesser extent, it also depends on the long-range depend-
ence parameter H and the coefficient of variation cv. 

The above observation leads us to seek for an expression that provides the 
timeout value (T0) for which the delay throughout curves flatten out to unity. This 
is beneficial to maximize the throughput at the minimum delay cost and also to 
decrease the network load. For the Abilene-I trace considered the increased traffic 
load due to padding is shown in Fig. 7.8. The effect of choosing a wrong timeout  

                                                           
2  http://pma.nlanr.net/Traces/long/ipls1.html 
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a) b) 

Fig. 7.8. Throughput-delay curve and input traffic to the OBS network for the Abilene-I trace. 

value is very significant not only for the throughput, but also for the generated 
load to the OBS network. 

Concerning the change rate of the traffic moments, other proposals based on 
link state estimation assume that the network load remains stable in timescales of 
minutes [92]. If that is the case, one could devise an adaptive burstifier that would 
offer minimum delay and maximum throughput for any given input traffic stream. 
The timeout value rate of change would be in the scale of minutes, which seems 
reasonable from a practical implementation standpoint. 

In [49] we propose three different adaptive timeout algorithms and compare 
them for different values of the Hurst parameter H and coefficient of variation cv. 
The proposed algorithms are trade-off of complexity versus accuracy. The sim-
plest (L-estimate) requires to estimate the burstifier load ˆ 'µ  and set timeout 

min
0 ˆ '
L bT µ= . The chosen T0

L is the number of sampling intervals needed to fill on 

average a size of bmin at the estimated rate. The basic assumption is that the influ-
ence of the second moment and H parameter is negligible. 

Using estimators for first and second moments of the traffic arriving to the 
burstifier we can build more accurate algorithms (LV-estimate) or (LVH-estimate) 
using also estimations of H parameter of the arrival process. T0

LVH or T0
LV are cho-

sen as the solutions of the nonlinear problem of minimizing T0 subject to the con-
dition that equation (1) gives throughput values above a desired threshold (i.e. 

( )' ' 'ˆˆ ˆ, , Hρ µ σ > 0.95). 

Our trace-driven analysis of the Abilene backbone shows that, for most cases of 
real Internet traffic, first moment estimation is enough to provide a timeout value 
very close to the optimum. Thus, an adaptive timeout algorithm can be easily in-
corporated to timer-based burstifiers, with a significant benefit in burstification 
delay and throughput. 
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7.3.3 Performance Evaluation of Adaptive Burst Assembly Algorithms in 
OBS Networks with Self-Similar Traffic Sources 

In this work the self-similarity level of the traffic both before and after the execu-
tion of a parameterized hybrid and adaptive burstification algorithm is analyzed. 
The burstification algorithm is an improvement of the one presented in [12]. 

In order to model the realistic input traffic from the client networks, the arriv-
ing and aggregated traffic is made of superposition of fractal renewal point proc-
ess as it actually describes the self-similar web requests generated by a group of 
users [88]. The detailed model is described in [5]. 

Regarding the traffic volume measurement, the approach presented in [42] is 
adopted focusing on packet and burst-wise measurements because the packet-wise 
and burst-wise analysis is important on the performance of the electronic control 
units in core routers. The quantitative values for the Hurst parameter estimation 
are reported for the proposed adaptive burstification algorithm. The performance 
of the OBS edge node in terms of delay and delay jitter is also investigated. 

7.3.3.1 Adaptive Burstification Algorithm 

Within an OBS edge router, the incoming packets (e.g. IP packets) from the client 
networks will be forwarded to respective queues based on the destination address 
of egress OBS edge router and possibly the QoS parameters, where the burstifica-
tion algorithms are used to generate the burst control packet and the data burst. 
Then the burst control packet and the optical burst will be scheduled to the trans-
mitter and sent out to the core network. 

The packet length distribution used in our study has been reported in [101] and 
has been modified to ignore the packets with size larger than 1500 bytes. The av-
erage packet length of the modified distribution is 375.5 bytes and reflects the re-
alistic predominance of small packets in IP traffic. 

The main disadvantage of such static burstification algorithm is that it does not 
take into account the dynamism of traffic and therefore they cannot respond to the 
traffic changes. This adversely impacts the network performance. Therefore adap-
tive burst assembly algorithms are proposed to ameliorate this situation. The main 
idea in these burstification algorithms is to adaptively change the value of the TThr 
and SThr. If we assume that the network uses a static routing algorithm, then ac-
cording to the link capacity, for each burst assembly queue inside the edge router, 
we have the following inequality: 

 
,1

N
i

Thr ii

avgBL
Bandwidth

T=

≤∑  (7.3) 

where avgBLi represents the average burst length in the ith burst assembly queue, 
and the bandwidth of the link is given by Bandwidth. Since from (3) the value of 
TThr changes with the value of average burst length, we have to infer the value of 
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avgBLi from the traffic history. One possible approach is to take into account both 
the previous value of average burst length and the current sampled value (Sav-
gBLi) as expressed in the following expression [12]: 

 1 2i i iavgBL w avgBL w SavgBL← +  (7.4) 

where w1, w2 are two positive weights (w1 + w2 = 1). Based on (3) and (4) the two 
threshold values for the adaptive burstification algorithm are computed as follows: 
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 (7.6) 

where α, β are burst assembly factors and E[Lp] is expected packet length. In or-
der to synchronize this adaptive burst assembly algorithm with the changes in 
TCP/IP traffic, we set the value of w2 > 0.5. This will put more weight on the re-
cent burst size. More specifically, when a long burst is sent out (high value of Av-
gBLi) it is very probable that TCP will send out more packets in the sequel. There-
fore it is better to increase the value of both time and size thresholds to deal more 
efficiently with the incoming traffic. Similarly as soon as the TCP traffic is termi-
nated or initiating a slow start stage, by giving higher weight to w2, we also dra-
matically decrease the time and size threshold values. The results that we will pre-
sent in next section are obtained by setting w1 = 0.25, w2 = 0.75. More details of 
this adaptive burstification algorithm is presented in [5]. Note that TminThr is given 
by the following equation: 

 p
Thr

E L N
Tmin

Bandwidth

β ⎡ ⎤⎣ ⎦=  (7.7) 

We put a lower limit on TThr in order to keep the assembly period within a reason-
able range and to prevent the burst length decreasing by too much. 

7.3.3.2 Numerical Results 

The simulation scenario consists of 12 client networks connected to an OBS edge 
router via a 10 Gbps link. The link between the OBS edge router and the core 
network is running at 40Gbps. The burst assembly algorithm is implemented 
within the OBS edge router. The incoming IP packets will be forwarded to the as-
sembly queue associated with its egress edge router. We have defined three levels 
of traffic load (ρ) at the edge router: 0.3 (light load), 0.5 (medium load) and 0.7 
(heavy load), which corresponds to 332889, 554816, and 776742 packets per sec-
ond, respectively. 
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The simulation records each packet arrival at the OBS edge router regardless of 
the source client network and all the incoming packets comprise the aggregated 
input traffic. The twelve client networks are divided into four groups and the Hurst 
parameter of each group is set at H=0.7, 0.75, 0.80, and 0.85 respectively. Among 
the well-known Hurst parameter estimators, i.e. aggregated variance, R/S plot, pe-
riodogram, local Whittle and wavelet techniques [18], the wavelet analysis is used 
because it is robust to many smooth trends, non-stationarities, and high frequency 
oscillations [91]. In our simulation scenarios we have assumed that there is only 
one quality of service (QoS) class supported and the destination address of each IP 
packet is randomly selected from N egress edge routers within the core network. 
Thus there are N assembly queues in the OBS edge router. We choose N=1, 10, 20 
in our simulation. All the traffic processes are measured at the time-scale of 100 
µs. The simulation time is 6 seconds and owing to the sufficiently large queues in 
the OBS edge router, no packet loss is assumed. 

The effect of adaptive burstification algorithm on the self-similarity level of the 
output traffic and burstification delay and delay jitter is studied in the following 
scenario. The TThr parameter of the burstification algorithm is estimated dynami-
cally and the SThr parameter is also evaluated dynamically in favour of larger val-
ues for average burst length. Fig. 7.9 depicts the estimated Hurst parameter of the 
both aggregated input traffic and the optical output traffic, which is injected from 
edge router to the core network (N = 1, N = 10). 

It can be seen that the burst-wise output traffic, which is the result of adaptive 
burstification algorithm, exhibits much lower level of self-similarity in terms of 
estimated Hurst parameter. In order to compare the hybrid and adaptive burstifica-
tion algorithms in term of their effects on the self-similarity level of the output 
traffic, we set up another simulation scenario and the estimated Hurst parameter is 
depicted in Fig. 7.10. We have to mention that in order to make our comparison 
unbiased, we have focused on the distribution of bursts, which are generated ac-
cording to time or size constraints and we have set the parameters for both hybrid 
[103] and adaptive algorithms in a way that both algorithms generate the same 
percentage of time-constrained and size-constrained bursts. In other words, both 
algorithms behave similarly as far as the distribution of bursts is concerned. 

a) b) 

Fig. 7.9. Hurst parameter of input and output traffic for different values of load, a) N = 1, b) 
N = 10. 
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a) b) 

Fig. 7.10. Estimated H of output traffic for different values of load, a) N = 1, b) N = 10. 

It can be observed that the byte-wise self-similarity level for both algorithms re-
mains the same. However the burst-wise output traffic for the adaptive burstifica-
tion algorithm, as expected, exhibits lower level of self-similarity in comparison to 
the non-adaptive (hybrid) burstification algorithm. This is due to the dynamic fea-
ture of algorithm, which adapts the value of both TThr and SThr to match dynami-
cally with the incoming traffic. 

It can be seen that the adaptive burstification algorithm performs noticeably 
better that its non-adaptive counterpart. In other words the burstification delay and 
its jitter in the adaptive algorithm are lower than the same metrics for the non-
adaptive (hybrid) algorithm. This observation is valid mainly due to the mecha-
nism that is employed in burstification algorithm. In the adaptive algorithm the 
TThr parameter is determined based on the weighted average of burst lengths. Thus 
TThr parameter tries to adapt itself according to the computed average burst length 
and also the recent value of burst length. Furthermore we also enforced a SThr in 
our burstification algorithm, which not only put a limit on burstification delay but 
also tries to synchronize with TCP/IP traffic as much as possible. 

Summarizing, the obtained results show that the burstification algorithm at the 
OBS edges can be used as a traffic shaper to smooth out the burstiness of the input 
traffic as indicated by the noticeable reduction in the Hurst parameter. Comparing 
the traffic shaping capability, the adaptive outperform the non-adaptive (hybrid) 
algorithm in terms of reduction in Hurst parameter, burst assembly delay and burst 
assembly delay jitter. 

7.4 QoS Provisioning 

7.4.1 Introduction and State-of-the-Art 

This section addresses the problem of quality of service (QoS) provisioning in 
OBS networks. The lack of optical memories results in quite complicated opera-
tion of OBS networks, especially, in case when one wants to guarantee a certain 
level of quality for high priority (HP) traffic. Indeed the quality demanding appli-
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cations, like for instance real-time voice or video transmission, need for dedicated 
mechanisms in order to preserve them from low priority (LP) data traffic. In par-
ticular, the requirements concern to ensure a certain upper bounds on end-to-end 
delay, delay jitter, and burst loss probability. 

The delays arise mostly due to the propagation delay in fibre links, the intro-
duced offset time, edge node processing (i.e., burstification) and optical FDL 
buffering. The first two factors can be easily limited by properly setting up the 
maximum hop distance allowed for the routing algorithm. Also the delay produced 
in the edge node can be imposed by a proper timer-based burstification strategy. 
Finally the optical buffering, which in fact has limited application in OBS, intro-
duces relatively small delays. Regarding the jitter, it depends on many factors and 
it is more complicated to analyze; nonetheless, since the delay can be easily 
bounded, its variations could be also limited accordingly. In this context the burst 
loss probability (BLP) metric is perhaps of the highest importance in OBS net-
works that operate with one-way signalling. 

In a well-designed OBS network the burst losses should arise only due to re-
sources (wavelength) unavailability in a fibre link. The probability of burst blocking 
in the link strongly depends on several factors, among others on the implemented 
contention resolution mechanisms, burst traffic characteristics, network routing, traf-
fic offered to the network and relative class load. Since this relation is usually very 
complex the control of burst losses may be quite awkward in OBS networks. 

Several components can contribute to QoS provisioning in OBS networks. In 
general, they are related to the control plane operation, through signalling (e.g., 
[21]) and routing (as e.g., in [10]) functions, and to the data plane operation both 
in edge nodes (e.g., [106]) and in core nodes (e.g., [52,53,112]). See Fig. 7.11 for 
a classification of the QoS mechanisms. 

Although, a great number of QoS mechanisms have been proposed for OBS 
networks, still, only a few works study their comparative performance. In [112] 
some QoS scenarios with two different burst drooping principles applied, 
namely, a wavelength threshold-based and an intentional burst drooping are ana-
lyzed. Finally, the evaluation of different optical packet-dropping techniques is 
provided in [77]. In this direction Section 7.4.2 makes an extension to these  

 
Fig. 7.11. Categories of QoS mechanisms in OBS networks. 
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studies. In particular, the performance of most frequently referenced QoS mecha-
nisms, namely offset time differentiation, full burst preemption and wavelength 
threshold-based dropping are compared. 

One of the more effective solutions, the burst segmentation mechanism [99], is 
analyzed in Section 7.4.3. The fact that a burst is composed by several packets 
makes it possible to drop part of a burst, so that the remaining packets may con-
tinue transmission in subsequent hops. Consequently, the use of burst segmenta-
tion provides significant throughput advantages. 

7.4.2 Performance Overview of QoS Mechanisms in OBS Networks 

7.4.2.1 Frequently Referenced QoS Mechanisms 

In this study we focus on three mechanisms: 

• Offset time differentiation (OTD), which is an edge node-based mechanism [106]. 
It assigns an extra offset-time to HP bursts in order to favour them during the re-
sources reservation process (see Fig. 2.12a). The extra offset time, when properly 
setup, allows to achieve an absolute class isolation, i.e., the probability to block a 
HP class burst by a LP class burst is either inconsiderable or none. 

• Burst preemption (BP), which is a core node-based burst dropping mechanism 
[52]. In case of the burst conflict, it overwrites the resources reserved for a LP 
burst by a HP one; the pre-empted LP burst is discarded (see Fig. 7.12b). In this 
work we consider a full preemption scheme, i.e., the preemption concerns the 
entire LP burst reservation. 

• Burst Dropping with Wavelength threshold (BD-W), which is a core node-
based burst dropping mechanism [112]. It provides more wavelength resources 
in a link to HP bursts than to LP bursts, according to a certain threshold pa-
rameter (see Fig. 7.12c). If the resource occupation is above the threshold, the 
LP bursts are discarded whilst the HP bursts can be still accepted. 

 
Fig. 7.12. The principle of operation of selected QoS mechanisms. 
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In order to gain some insight into the mechanism behaviour let us assume a Pois-
son burst arrival process and i.i.d. burst lengths. Under such an assumption, a 
burst loss probability in a link can be modelled with the Erlang loss formula (see 
e.g., [87]). 

Both OTD and BP can be characterized by absolute class isolation. In the for-
mer, the extra offset time assures that the contention of HP bursts is only due to 
other HP burst reservations. In the latter, a HP burst can pre-empt whatever LP 
reservation and the loss of HP bursts is again only due to the wavelength occupa-
tion by other HP reservations. In both cases HP bursts compete among themselves 
in access to the resources and thus the HP class BLP can be estimated as BLPHP = 
Erlang(αHP ρ, c), where αHP and ρ denote, respectively, the HP class relative load 
and the overall burst load and c the number of wavelengths. 

The behaviour of BD-W depends greatly on its threshold (Tw) selection. Indeed, 
if Tw = 0 (i.e., no resources available for LP bursts), there is only HP class traffic 
accepted to the output link. Although, the mechanism achieves its topmost per-
formance with regard to HP class and BLPHP is the same as in OTD and BP, still, 
the LP class traffic is not served at all and BLPLP = 1. Notice that in both OTD and 
BP the LP class traffic still has some possibilities to be served, in particular, if 
there can be found a free wavelength, not occupied by any earlier HP reservations 
(the OTD case), or the LP burst is not preempted (the BP case). Now, if we pro-
vide some wavelength resources for LP class traffic (i.e., Tw > 0), the performance 
of HP class will be worsening as long as HP bursts will have to compete with LP 
bursts. In the extreme case Tw = c, there is no differentiation between traffic 
classes and BD-W behaves as a classical scheduling mechanism. Accounting on 
this analysis, BD-W might require some regulation mechanisms in order to adjust 
the threshold value according to the required class performance and actual traffic 
load conditions. 

7.4.2.2 Numerical Results 

We set up an event-driven simulation environment to evaluate the performance of 
QoS mechanisms. The simulator imitates an OBS core node with no FDL buffer-
ing capability, full connectivity, and full wavelength conversion. It has 4 x 4 in-
put/output ports and c = {4, 8, 16, 32, 64} data wavelengths per port, each one op-
erating at 10Gbps. The switching times are neglected in the analysis. 

The burst scheduler uses a void filling-based algorithm. In our implementation, 
the algorithm searches for a wavelength that minimizes the time gap which is pro-
duced between currently and previously scheduled bursts. We assume that the 
searching procedure is performed according to a round-robin rule, i.e. each time it 
starts from the less-indexed wavelength. To avoid in the analysis the impact of 
varying offset times on scheduling operation (see [62]) we setup the same basic 
offset to all bursts. 

The extra offset time assigned to HP bursts in OTD is equal to 4 times of the av-
erage LP burst duration. Each HP burst is allowed to preempt at most one LP burst if 
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no free wavelength is available in BP. The preemption concerns a LP burst the 
dropping of which minimizes the gap produced between the preempting HP burst 
and the rest of burst reservations. We establish Tw = 0.5c in BD-W so that LP class 
bursts can access at most the half of all the available wavelengths simultaneously. 

The traffic is uniformly distributed between all input and output ports. In most 
simulations the offered traffic load per input wavelength is ρ = 0.8 (i.e., each 
wavelength is occupied in 80%) and the percentage of HP bursts over the overall 
burst traffic, also called HP class relative load αHP, is equal to 30%. 

The burst length is normally distributed (see e.g., [107]) with the mean burst 
duration L = 32 µs and the standard deviation σ = 2 10-6. In further discussion we 
express the burst lengths in bytes and we neglect the guard bands. Thus the mean 
burst duration L corresponds to 40 kbytes of data (at 10Gbps rate). The burst arri-
val times are normally distributed with the mean that depends on the offered traf-
fic load and the standard deviation σ = 5 10-6. 

We evaluate both a data loss probability, i.e., an effective lost of data due to the 
burst loss, and effective throughput, which represents the percentage of data burst 
served with respect to overall data burst offered. 

All the simulation results have 99% level of confidence. 
The results of BLPHP presented in Fig. 7.13(a) confirm the correctness of theo-

retical argumentation provided in the previous section. In particular, we can see 
that the performance of both OTD and BP is similar without respect to the number 
of wavelength in the link. 

a) b) 

c) d) 

Fig. 7.13. Performance of QoS mechanism vs. link dimensioning (ρ =0.8, αHP=30%), a) HP 
class BLP, b) LP class BLP, c) overall BLP, d) effective data throughput. 
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Regarding BLPLP and the overall burst loss and throughput performance (Fig. 
7.13(b)-(d)), the results are slightly in the favour of BP when comparing to OTD. 
The explanation can be found in [62], where it is shown that the scheduling opera-
tion may be impaired by the variation of offset-times, the feature which is inherent 
to OTD mechanism. 

Finally, we can see that the BD-W mechanism exhibits very poor performance. 
The reason is that BD-W has effectively fewer wavelengths available for the burst 
transmissions than the other mechanisms, whilst at the same time it attempts to 
serve the same volume of burst traffic. 

7.4.2.3 Discussion and Conclusions 

Both OTD and BP can be distinguished by their high performance. 
Although, OTD is characterized by a relatively simple operation, as long as it 

does not require any differentiation mechanism in core nodes, still, this mecha-
nisms may suffer from extended delays due to extra offset times. Also, the man-
agement of extra offset times with the purpose of providing absolute quality levels 
might be quite complex in the network. 

On the other hand, there exist several proposals that extend the functionality of 
BP mechanism. Particular solutions focus on providing absolute quality guaran-
tees to individual classes of service [112], improving resources utilization [99], 
and supporting a routing problem [64]. An inconvenient overhead in the data and 
control plane due to the preemption operation can be overcome with the assistance 
of a preemption window mechanism [57]. 

Finally, we can see that BD-W offers very low overall performance in the stud-
ied scenario. It may be advisable to use this mechanism only in the networks of a 
large number of wavelengths in the link, where the wavelength threshold parame-
ter could be relatively high (in order to accommodate the LP traffic efficiently) 
and could adapt accordingly to traffic changes. 

Concluding, the BP mechanism seems to be an adequate mechanism for QoS 
differentiation in OBS networks, thanks to its high performance characteristics 
and advantageous operational features. 

7.4.3 Evaluation of Preemption Probabilities in OBS Networks with Burst 
Segmentation 

In case of partial overlapping of two contending bursts, there is no need to drop 
the entire burst as in the case of full burst preemption; with burst segmentation, ei-
ther the head of the incoming burst or the tail of the burst in service can be 
dropped. It has been shown that the burst segmentation technique provides signifi-
cant throughput benefits and allows for a higher flexibility in quality of service al-
location, by placing packets either towards the burst tail or head [99]. In the case 
of two contending bursts with the same priority a proposed solution (in [99]) is to 
drop the less amount of data. If the residual length of the burst in service is larger 
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than the incoming burst length, then the burst in service wins the contention. The 
incoming burst is dropped (either entirely or partially -head-). If the residual 
length of the burst in service is smaller than the incoming burst length then the in-
coming burst wins the contention. The burst in service is segmented and the tail is 
dropped. 

On [70] the preemption probability, or probability that the incoming burst wins 
the contention, is evaluated, within the same priority class. This probability is 
relevant for OBS network engineering for a twofold reason. First, since the incom-
ing burst and the burst in service contend for the same resources, it is likely that 
they both follow the same route. Thus, due to tail dropping upon preemption, 
packet disordering may occur. Second, optical networks are limited by the so-
called “electronic bottleneck”. If preemption occurs, the optical switch must drop 
the tail of the burst in service and then switch the contending burst to the corre-
sponding wavelength. This implies a processing cost not only in the optical do-
main but also in the electronic domain. Actually, additional signalling must be 
created to re-schedule bursts in the downstream nodes. Another control packet 
called “trailer” [99] is sent as soon as preemption happens in order to update 
scheduling information for the rest of OBS switches. Since this implies a process-
ing cost, the likelihood of preemption becomes a relevant issue in OBS network 
performance. 

Switching time is assumed to be negligible in comparison to the average burst 
length. Burst arrival can be assumed to be Poisson regardless of the possible long-
range dependence of incoming traffic, as we have discussed in [48], but burst size 
will depend on the burst gathering algorithm and traffic input characteristics so 
several input size distributions will be considered. 

Let's call (t0, l0) the arrival time and burst size of the first burst to arrive in a 
busy period, and (ti, li) to subsequent bursts in the same busy period. We show in 
[70] that if there is a burst (t*, l*) in that busy period that wins the contention and 
preempts the first burst the time distribution of L* is shifted to larger values in 
comparison to l0. Intuitively, the preempting burst has a larger probability of high 
service times, in comparison to the burst in service. 

 ( ) ( )* 0 0P l x P l x x> > > ∀ >  (7.8) 

From this theorem it turns out that preemption is less likely to occur for the burst 
that wins the contention than for the first burst in a busy period (burst 0). Hence, 
the preemption probability reaches a maximum with the first burst in a busy pe-
riod and this probability is given by 

 ( ) ( ) ( )
0

AP L A P L x dF x
∞

> = >∫  (7.9) 

where A is a random variable that provides the residual life of the server (wave-
length). We derived it for several usual incoming burst length distributions in [70] 
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and provided closed expressions for P(L>A) for the case of exponential and 
Pareto-distributed burst lengths. 

We verified by simulation upper bound preemption probabilities for several 
burst length distribution. For example, Fig. 7.14 shows the cases for Pareto and 
Gaussian distributions. Note as the utilization factor decreases, the busy periods 
tend to be shorter. Thus, the system behaviour is closer to the best case that was 
assumed for the upper bound derivation, i.e. pre-emption of the first burst in a 
busy period. Hence, the upper bound becomes closer to the simulation results. 

  
a) b) 

Fig. 7.14. Preemption probability, a) Gaussian and b) Pareto. 

We have shown preemption probabilities are highly dependent on the burst length 
distribution. Hence, for the same traffic load, the burst assembly algorithm has a 
strong impact on the burst segmentation dynamics in the optical network core. 

7.5 Routing Algorithms 

7.5.1 Introduction and State-of-the-Art 

In this section we concern on the problem of routing in optical burst switching 
networks (OBS). OBS architectures without buffering capabilities are sensitive to 
burst congestion. An overall burst loss probability (BLP) which adequately repre-
sents the congestion state of entire network is the primary metric of interest in an 
OBS network. 

In general, routing algorithms can be grouped into two major classes: non-
adaptive (when both route calculation and selection are static) and adaptive (when 
some dynamic decisions are taken) [93]. In static routing the choice of routes does 
not change during the time. On the other hand, adaptive algorithms attempt to 
change their routing decisions to reflect changes in topology and the current traf-
fic. Adaptive algorithms can be further divided into three families, which differ in 
the information they use, namely centralized (or global), isolated (or local), and 
distributive routing. Single-path or multi-path routing corresponds, respectively, to 
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the routing scenarios with only one or more paths between each pair of nodes 
available. If the decision of path selection in multi-path routing is taken at the 
source node, thus such routing is called source routing. A special case of multi-
path routing is deflection (or alternative) routing. Deflection routing allows select-
ing an alternative path at whatever capable node in case a default primary path is 
unavailable. 

Static shortest path routing based on Dijkstra's algorithm is the primary routing 
method frequently explored in OBS networks (e.g., [107]). In such routing, some 
links may be overloaded, while others may be spare, leading to excessive burst 
losses. Therefore several both non-adaptive and adaptive routing strategies, based 
on deflection, multi-path or single-path routing, have been proposed with the ob-
jective of the reduction of burst congestion. 

Although deflection routing can improve the network performance under low 
traffic load conditions, still it may intensify the burst losses under moderate and 
high loads [110]. Indeed the general problem of deflection routing in buffer-less 
OBS networks is over-utilization of link resources, what happens if a deflected 
path has more hops than a primary path. Hence, since first proposals were based 
on the static route calculation and selection (e.g., [41]), in the next step the authors 
proposed an optimisation calculation of the set of alternative routes (e.g., [60,65]) 
as well as an adaptive selection of paths (e.g., [19]). The assignment of lower pri-
orities to deflected bursts is another important technique which preserves from ex-
cessive burst losses on primary routes [11]. 

Multi-path routing represents another group of routing strategies, which aim at 
the traffic load balancing in OBS networks. Most of the proposals are based on a 
static calculation of the set of equally-important routes (e.g., [81]). Then the path 
selection is performed adaptively and according to some heuristic [75,95] or opti-
mised cost function [66,94]. Both traffic splitting [4,63] and path ranking [46,104] 
techniques are used in the path selection process. 

The network congestion in single-path routing can be avoided thanks to a pro-
active route calculation. Although most of the strategies proposed for OBS net-
works consider centralised calculation of single routes [111], still some authors 
focus on distributed routing algorithms [31,44]. Both optimisation [63] and heuris-
tic [28] methods are used. 

In literature they are present other routing strategies that give support to net-
work resilience by the computation of backup paths [13,44] and to multicast 
transmission by duplicating [43,50]. 

In terms of network optimisation, since an overall BLP has a non-linear charac-
ter [87], either linear programming formulation with piecewise linear approxima-
tions of this function [94] or non-linear optimisation gradient methods [40] can be 
used. Section 7.5.2 focuses on a multi-path source routing approach and applies a 
non-linear optimization of BLP with a straightforward calculation of partial de-
rivatives to improve OBS network performance. 
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7.5.2 Optimization of Multi-Path Routing in Optical Burst Switching 
Networks 

In a non-linear optimization problem we assume that there is a pre-established vir-
tual path topology consisting of a limited number of paths between each pair of 
source-destination nodes. Using a gradient optimization method we can calculate a 
traffic splitting vector that determines the distribution of traffic over these paths. 
In order to support the gradient method we propose straightforward formulas for 
calculation of partial derivatives. 

7.5.2.1 Routing Scenario 

We assume that the network applies source-based routing, so that the source node 
determines the path of a burst that enters the network. Moreover, the network uses 
multi-path routing where a burst can follow one of the paths given between the 
pair of source-destination (S-D) nodes. We assume each node is capable of full 
wavelength conversion and thus there is no wavelength-continuity constraint im-
posed on the problem. 

Selection of path p is performed according to a traffic splitting factor xp. Con-
straints on the traffic splitting factor are the following: 1) xp should be non-
negative and less or equal to 1, and 2) the sum of traffic splitting factors for all 
paths connecting given pair of S-D nodes should be equal to 1. 

The reservation (holding) times on each link are i.i.d. random variables with the 
mean equal to the mean burst duration. Bursts destined to given node arrive ac-
cording to a Poisson process of (long-term) rate specified by the demand traffic 
matrix. Thus traffic offered to path p can be calculated as a fraction xp of the total 
traffic offered between given pair of S-D nodes. 

Here vector x = (x1, ... , xP), where P means the number of all paths, determines 
the distribution of traffic over the network; this vector should be optimized to re-
duce congestion and to improve overall performance. 

7.5.2.2 Formulation and Resolution Method 

A loss model of OBS network based on the Erlang fixed-point approximation was 
proposed in [87]. In particular, the traffic offered to link e is obtained as a sum of 
the traffic offered to all the paths that cross this link reduced by the traffic lost in 
the preceding links along these paths. 

The formulation of [87] may bring some difficulty in the context of computa-
tion of partial derivatives for optimization purposes. Therefore in [56] we propose 
a simplified non-reduced link load model where the traffic offered to link e is cal-
culated as a sum of the traffic offered to all the paths that cross this link. The ra-
tionale behind this assumption is that under low link losses, observed in a properly 
dimensioned network, the model in [87] can be approximated by our model [56]; 
in [56] we can see that the accuracy of the simplified model is very strict for losses 
below 10-2. 
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Having calculated the traffic offered to each link, the main steps of the network 
loss modelling include the calculation of burst loss probabilities on links, given by 
the Erlang loss formula, loss probabilities of bursts offered to paths, and the over-
all burst loss probability B (see [56] for detailed formulae). 

From this network loss model we define cost function B(x) to be the subject of 
optimization. The optimization problem is formulated as to minimize B(x) subject 
to the constraints imposed on the traffic splitting factor (discussed in SubSection 
7.5.2.1). Since the overall BLP is a non-linear function of vector x the cost func-
tion is non-linear as well. A particularly convenient optimisation method is the 
Frank-Wolfe reduced gradient method (algorithm 5.10 in [83]); this algorithm was 
used for a similar problem in circuit-switched networks [40]. 

Gradient methods need to employ the calculation of partial derivatives of the 
cost function. The partial derivative of B(x) with respect to xp, where p means a 
path, could be derived directly from the network loss formulae by a standard 
method involving resolution of a system of linear equations. Such a computation, 
however, would be time-consuming. 

Therefore instead in [56] we provide a straightforward derivation of the partial 
derivative that is based on the approach previously proposed for circuit switched 
networks [55]. We have managed to simplify the model described in [55] and 
make the calculation of partial derivatives straightforward, not involving any itera-
tion. The calculation of gradient in our method, therefore, is not longer an issue. 

It can be shown numerically that objective function B(x) is not necessarily con-
vex. Nevertheless, under moderate traffic loads we have observed that several 
repetitions of the optimization program always give us the same (with a finite nu-
merical precision) near-optimal value of B. 

7.5.2.3 Numerical Results 

We evaluated the performance of our routing scheme in an event-driven simulator. 
In order to find a splitting vector x specifying a near-optimal routing we used 
solver fmincon for constrained nonlinear multivariable functions available in the 
Matlab environment. Then we applied this vector in the simulator. 

The evaluation is performed for NSFnet (15 nodes, 23 links) and EON (28 
nodes, 39 links) network topologies; different numbers of wavelengths (λs) per 
link are considered, each transmitting at 10Gbps. The optimized routing (OR) is 
compared with two other routing strategies: a simple shortest path routing (SP) 
and a pure deflection routing (DR). We consider 2 shortest paths per each source-
destination pair of nodes; they are not necessarily disjoint. In SP routing only 1 
path is available. Uniform traffic matrix and exponential burst inter-arrivals and 
durations are considered. All the simulation results have 99% level of confidence. 

In Fig. 7.15 we show B as a function of offered traffic load for different routing 
scenarios. We see that the optimized routing can achieve very low losses, particu-
larly, when compared with the shortest path routing. Analytical results ('OR-an' in 
the figure) correspond very well to simulation results. The optimization takes about  
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a) b) 

Fig. 7.15. Comparison of routing schemes a) NSFnet, b) EON. 

23s and 1800s for NSFnet network (of 420 paths) and EON network (of 1512 
paths), respectively, when using a non-commercial Matlab solver on a Pentium D, 
3GHz computer. 

7.5.2.4 Conclusions 

In this Section we have proposed a non-linear optimization method for multi-path 
source routing problem in OBS networks. In this method we calculate a traffic 
splitting vector that determines a near-optimal distribution of traffic over routing 
paths. Since a conventional network loss model of an OBS network is complex we 
have introduced some simplifications. The references formulae for partial deriva-
tives are straightforward and very fast to compute. It makes the proposed non-
linear optimization method a viable alternative for linear programming formula-
tions based on piecewise linear approximations of the cost function. 

The simulation results demonstrate that our method effectively distributes the 
traffic over the network and the network-wide burst loss probability can be sig-
nificantly reduced compared with the shortest path routing. 

7.6 TCP over OBS Networks 

7.6.1 Introduction and State-of-the-Art 

TCP is today the dominant transport protocol in Internet, and it is expected to con-
tinue to be used. As TCP is not specifically designed for a particular technology, 
modifying the standard TCP can lead to a performance optimization in specific 
environments. In this direction, a great amount of novel TCP versions have been 
proposed for mobile networks, wireless mesh networks, and high speed networks 
such as optical switched networks. The development of TCP of the last years has 
covered three major topics: 1) making TCP more suitable for high speed environ-
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ments and grid computing applications (e.g. Fast TCP and High Speed TCP), 2) 
making TCP more robust for non congestion events (e.g. TCP-NCR, TCP-PR and 
TCP-Aix), and 3) TCP for special environments and applications e.g. for wireless 
networks. 

In the context of OBS network, the problem of having TCP has been widely 
studied in the literature. The design of novel specific TCP implementation are 
considered in [89,114,115]. Nonetheless, there is no consensus in whether a com-
pletely new TCP version is needed, and which new TCP version should be stan-
dardized within all the proposals. In order to have some benchmarking reference, 
TCP Reno 0 and TCP Sack [30] are generally considered as they are the most 
popular versions in current networks. 

From the performance point of view, the main focus is put on the effect of the 
burstification delay on TCP behaviour [24,108,109]. In fact, the burstfication 
process can increase the value of the Round Trip Time and thus decrease the TCP 
throughput accordingly. At the same time, the high bandwidth delay product of the 
OBS networks contributes to enlarge faster the congestion window than in current 
networks and thus increase the TCP throughput [24,25]. As a consequence, the 
(timer and/or size) thresholds in the burstification process become important trade-
offs to achieve high TCP performance [108]. 

On the other hand, TCP over OBS suffers of the so called False Timeout effect 
[109]. Due to the bufferless nature of OBS core network and the one-way signal-
ling scheme, the OBS network is subject of random burst losses, even at low traf-
fic loads. The random burst loss may be falsely interpreted as network congestion 
by the TCP layer, which is therefore forced to timeout and to decrease the sending 
window. Some mechanisms based on burst retransmission are proposed to allevi-
ate the false timeout effect (e.g., [113]). 

The effect of the packet reordering is addressed in Section 7.6.2 where a lay-
ered framework to measure the reordering introduced by contention resolution 
strategies in OBS networks is presented. In particular, characterization is based on 
the reordering metrics proposed by the IETF IPPM Working Group. The obtained 
results are twofold. First, they quantify the impact of burst reordering on TCP 
throughput performance, and secondly, they give insight into solving burst reor-
dering by well dimensioned buffers. 

7.6.2 Burst Reordering Impact on TCP over OBS Networks 

7.6.2.1 Introduction 

In this work, we follow a layered approach to study the viability of OBS as a car-
rier technology for TCP. Firstly, we quantify the introduced reordering at the OBS 
layer. With such purposes, we apply the reordering metrics presented by the IETF 
in [73], which provide us extensive information. First, they quantify the buffer 
size that should be placed at edge nodes to solve reordering at the OBS layer. This 
would permit the sending of already ordered packets to the IP layer, so that burst 
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reordering would remain transparent to TCP. Second, in the case that reordering is 
left to the TCP layer, they provide information about the violation of the DUP-
ACK threshold due to reordering, which allows TCP performance estimation. 

It is widely known the effect of packet loss on TCP. In TCP Reno [1], the 
sender of a TCP session is notified of a packet loss by means of duplicate ac-
knowledgments. In this context, the TCP fast retransmit algorithm is invoked once 
the duplicate acknowledgment threshold (DUP-ACK) is reached. As a result, the 
missing packet is retransmitted and the sender's congestion window is halved, 
which decreases TCP throughput significantly. A similar situation occurs whether 
a packet becomes reordered. Note, that in the event of reaching the DUP-ACK 
threshold, TCP may consider a reordered packet as lost, even though it is only de-
layed and it would later be received. 

For the sake of generality, we quantify reordering in OBS networks under sev-
eral contention resolution strategies. As in [33], we deal with Conv, Defl and FDL 
basic strategies and combinations of them. Because the order of application of each 
strategy is essential, combined strategies are named by a concatenation of the for-
mer's acronyms. In particular, performance of ConvFDL, ConvDefl, ConvFDLDefl 
and ConvDeflFDL is also here evaluated. 

7.6.2.2 Scenario under Study 

With evaluation purposes, we implement the 16-node COST 266 reference net-
work [69]. For simplicity, all links have the same length of 200 km, which intro-
duces a link propagation delay of 1 ms. Network resources are dimensioned ac-
cording to a static traffic demand matrix, obtained from a 2006 European 
population model [69]. Particularly, a total demand of 9.9 Tbps is offered to the 
network which corresponds to 990 Erlangs for a 10 Gbps line rate. Then, wave-
length capacity is distributed in the network, so that shortest path routing leads to 
equal blocking probabilities on all links (i.e., dimensioning according to the Er-
lang model [58]). In this context, different network load situations can be achieved 
by overdimensioning wavelength capacity by a given factor (denoted as overdi-
mensioning factor in the figures). 

Regarding traffic characteristics, the burst departure process follows a Poisson 
process and burst length is exponentially distributed with mean 100 kbit [32]. In 
turn, in OBS nodes, the number of add/drop ports is unlimited and the switching 
matrix is non-blocking. Besides, the delay for burst control packet processing is 
compensated by a short extra FDL of appropriate length at the input of the node. 

With contention resolution purposes, we assume one FDL per node with a cer-
tain number of wavelengths. The length of this FDL equals the mean burst trans-
mission time, defined as the time needed to transmit an average sized burst (i.e., 
10 µs for 100kbit bursts over 10Gbps data links). Note that the wavelengths of this 
FDL are shared and the number of wavelength converters per node is unlimited. 
Nonetheless, if all wavelengths are occupied upon burst arrival in the FDL, the 
burst is discarded. 



7 Performance Issues in Optical Burst/Packet Switching 223 

7.6.2.3 Simulation Results 

In this section, we evaluate the performance of the strategies Conv, ConvFDL, 
ConvDefl, ConvFDLDefl and ConvDeflFDL in an OBS scenario. We focus not 
only on burst loss probability, but also on introduced reordering, which harms 
TCP performance as well. Note that a complete characterization of reordering be-
comes important, especially when assessing a protocol's viability over a given 
network. With such an objective, the IETF IPPM working group has recently 
standardized a set of metrics [73] to characterize reordering effects in generic 
packet networks (e.g., OBS networks). In this section, three of them are selected 
and further quantified. 

Specifically, we evaluate reordering ratio, reordering extent and 3-reordering 
ratio, which provide a broad view of reordering in the scenario under study. To 
this end, we measure burst reordering between each demand source-destination 
pair and we provide global network statistics. Note, that if no wavelength conver-
sion would have been feasible in the network, our conclusions on reordering 
would still be valid, as Conv is applied first in all schemes. In the evaluation, we 
assume 8 wavelengths in the FDLs mainly due to cost and hardware integration is-
sues. Moreover, to avoid unnecessary load and high propagation delays in the 
network, we limit the number of deflections to 1. Previous works demonstrate that 
the improvements due to further deflections are marginal [32], as long as a reason-
able amount of flexibility is allowed in the network. The results have been ob-
tained using the event-driven simulation library IKRSimlib [8]. 

As can be seen in [82], for high and medium loads ConvDeflFDL introduces 
the highest reordering, followed by ConvFDLDefl, ConvDefl and ConvFDL. 
However, towards low loads, all strategies behave similarly in terms of reordering 
ratio. Particularly, the introduced reordering ratio by Conv alone was there not 
evaluated. In fact, when applying this strategy all bursts travel along the same path 
and no buffering is used. Therefore, no reordering is introduced. Concerning burst 
loss probability, it was distinguished that for high loads the performance of all the 
strategies that use deflection routing (i.e., ConvDefl, ConvFDLDefl and Con-
vDeflFDL) is poor, as they overload an already highly loaded network. Nonethe-
less, towards lower loads, deflection (alone or combined) decrease burst loss 
probability rapidly, as enough network resources become available. The majority 
of studies coincide that in a realistic OBS scenario, burst blocking probabilities 
should range from 10-3 to 10-6. Particularly, in this operating range, all strategies 
introduced the same reordering to the network. However, ConvDeflFDL provided 
the best performance regarding burst loss probability. At a first sight, this leads to 
the conclusion that this strategy may provide the best compromise between burst 
losses and introduced reordering. 

In addition, we analyze the possibility to restore burst order directly at the OBS 
layer. Then, already ordered packets could be sent to the IP layer, so that burst re-
ordering would remain transparent to TCP. With these purposes, a possible solu-
tion is the placement of buffers on a per flow basis at OBS edge nodes. Such buff-
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ers would store incoming out-of-order bursts, waiting for the expected one to be 
received. In this context, the reordering extent metric provides information about 
the mean extent to which bursts are reordered. Therefore, this gives an idea of 
these buffers' size. 

As depicted in [82], deflection routing technique introduces large extents, in the 
order of one thousand. In fact, deflected bursts transverse at least one more hop 
than those that go through the direct path. This accounts for an additional propaga-
tion delay of 1 ms, which is two orders of magnitude greater than the mean burst 
transfer time (10 µs in our scenario). Conversely, the use of buffering such as in 
ConvFDL introduces relatively low extents. Hence, these strategies would enable 
the restoration of the burst order directly at the OBS layer by means of small buff-
ering capacities. It is noteworthy that towards low loads, the introduced extent by 
combined strategies tends to the former (e.g., towards low loads, ConvDeflFDL 
tends to ConvDefl). This is due to the fact that, in a low loaded network, conten-
tions can be solved in the first attempt in most situations. 

Until now, we have quantified the reordering ratio and introduced reordering 
extent for each contention resolution strategy under consideration. While the for-
mer provides a general view of what happens in the network, the latter evaluates 
the possibility to restore order directly in the OBS layer. Note that this information 
provides understanding about the origins of reordering and evaluates specific solu-
tions to restore it. However, it does not illustrate the direct implication of reorder-
ing on TCP. It is our goal now to quantify the n-reordering burst ratio. To this end, 
we assume n = 3, which matches TCP Reno operation [1]. 

Referring again to [82], it was shown that 3-reordering ratio increases along 
with the overdimensioning factor. This could be due to several reasons. For low 
loads, deflected bursts have more possibilities to succeed, which would increase 3-
reordering ratio. Moreover, for higher loads, since more reordering exists, this 
could decrease 3-reordering. For instance, let us assume a reordered burst. It may 
happen, that the following ones become also reordered, which could cause this one 
not to be 3-reordered. Further looking at the obtained results there depicted, it can 
be seen that buffering technique introduces less 3-reordering ratio than deflection, 
outperforming ConvFDL all the remainder strategies. For better illustration, abso-
lute 3-reordering ratio was also evaluated in [82]. In fact, it quantifies the ratio of 
received packets, which become 3-reordered or more. The obtained results pre-
sented a behaviour inline with the reordering packet ratio. For high loads, differ-
ences between the strategies can be appreciated, outperforming ConvFDL the re-
mainder ones. However, towards lower loads, in a more realistic OBS scenario, all 
strategies behave equally. 

7.6.2.4 Impact of Burst Reordering on TCP Performance 

In this section, we quantify the impact of burst reordering on final TCP through-
put. Taking into account the already measured 3-reordering ratio at the burst layer 
in [82], we derive a worst case situation for 3-reordering packet ratio. Then, con-
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sidering both burst reordering and burst loss pernicious effects, we provide a new 
figure of merit, called PFR, which quantifies the probability to invoke fast re-
transmit algorithm in TCP Reno. Finally, as the key point of this work, we esti-
mate the theoretical TCP throughput over the scenario under study, which allows 
us to conclude on its viability. 

For the n-reordering packet ratio, and according to the definition presented in 
[73], only the first packet contained in an n-reordered burst is considered as n-
reordered. Intuitively, this leads to think that an upper bound for the n-reordering 
packet ratio is given when exactly 1 packet of the TCP flow under study is con-
tained in each burst. One should remind, that the n-reordering packet ratio is 
measured on a per TCP flow basis. Therefore, only those packets belonging to the 
TCP flow under study are considered (bursts can be composed of more packets ar-
riving from different TCP sessions). To validate this intuitive assumption, analyti-
cal derivations were provided in [82]. Particularly, it was concluded that the fol-
lowing equation must hold to ensure the worst case assumption 
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where P(Nr ≥ nr) denote the Complementary Cumulative Distribution Function 
(CCDF) of a burst to become at least nr-reordered and np stays for the number of 
packets of the same TCP flow per burst. In [82], it was obtained the CCDF of the 
burst n-reordering ratio for each strategy under study. Indeed, for nr = 3 and nr∈N, 
the gathered results accomplished in equation (10). This demonstrates that the as-
sumption of having one packet of the same TCP flow under study to be contained in 
each burst truly contemplates the worst case scenario for the 3-reordering ratio. 

This analysis allows us to estimate a worst case for the final TCP throughput, 
supposing that TCP runs over the network under study. According to the conclu-
sion above, we assume that 1 packet per TCP flow is contained in each burst. In 
such a case, 3-reordering packet ratio coincides with the already measured 3-
reordering burst ratio. Furthermore, we consider that upon contention a burst is en-
tirely dropped. Thus, packet loss probability PL equals to burst loss probability PB. 
Note that if the receiver does not use selective acknowledgments and the sender 
uses the basic congestion control presented in [1], reordering has the same effect 
as packet loss. In fact, reordered packets which exceed the DUP-ACK threshold 
also trigger the fast retransmit algorithm (i.e., as if they would have been lost). 
Hence, whether P(Nr* ≥ nr) identifies the CCDF function of a packet to become at 
least nr-reordered, the probability to invoke fast retransmit algorithm can be stated 
as PFR = P(Nr* ≥ nr) + PL. 

In Fig. 7.16(a), we depict the upper bound for PFR for a DUP-ACK threshold 
set to 3. In particular, it is obtained as PFR = P(Nr ≥ 3) + PB, using the results pre-
sented in [82]. As seen, for high loads, Conv and ConvFDL lead to better results, 
due to the lower reordering they introduce. However, for lower loads, all com-
bined strategies provide similar performance. This is due to the fact that along this  
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Fig. 7.16. a) Probability to trigger TCP fast retransmit (worst case scenario), b) Theoretic 
TCP throughput (bits/s) according to the model proposed in [78]. 

range, 3 reordering ratio dominates in front of PL. The fact that Conv alone pro-
vides substantially worse performance demonstrates the need for additional con-
tention resolution in OBS networks. 

Up to now, several analyses have been proposed in the literature to model the 
steady state throughput of a TCP connection. In [78] a model, which considered 
both congestion avoidance phase and retransmissions caused by time out, is de-
veloped and an approximated formula for the throughput BTCP of a TCP session 
is given. 

Fig. 7.16(b) illustrates, for different RTT values, the theoretical TCP through-
put according to this model. Mainly, it depicts BTCP and the limitation due to the 
receiver limitation window, both function of p (the total packet loss probability 
along the path, or PFR since, in this scenario, 3-reordering has the same effect as 
packet loss). In this way, given a certain p, the theoretical TCP throughput will be 
the minimum of both curves. 

As mentioned earlier, OBS networks are usually dimensioned to achieve burst 
loss probabilities ranging from 10-3 to 10-6. Looking at Fig. 7.16(a), a network di-
mensioned to achieve these values (from the results presented in [82], overdimen-
sioning the network by 1.25 - 1.35) would experience PFR values from 10-2 to 10-3, 
depending on the strategy used. Observing now Fig. 7.16(b), we find that, for 
these p values, the performance of TCP is highly affected by the reordering intro-
duced at the OBS layer. In fact, to assure the proper performance of TCP, p should 
be lower than 10-3, so that the limiting factor would be the receiver advertised 
window, rather than the reordering introduced in the network. This demonstrates 
that reordering should be also considered when dimensioning an OBS network for 
TCP traffic. As seen, its impact on TCP is much more significant than PL in the 
range of operation of typical OBS networks. Moreover, as far as TCP performance 
is concerned, almost all combined contention resolution strategies under study be-
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have similarly. Although we mentioned earlier that ConvDeflFDL may outperform 
the remainder, such improvements are hidden by the fact that 3-reordering domi-
nates in front of PL. 

7.6.2.5 Conclusions 

In this section, we propose a layered framework to quantify the impact of burst re-
ordering on TCP performance. First of all, we measure the reordering introduced 
by several contention resolution strategies. With such purposes in mind, we use 
the packet reorder metrics proposed by the IETF. Two different approaches to 
tackle reordering in an OBS scenario have been highlighted and subsequently 
evaluated. On the one hand, reordering can be solved directly at the OBS layer, by 
means of well dimensioned buffers. On the other hand, reordering can be left to 
higher layers, expecting this one to be solved by them. 

For the former strategy, we quantify the size of the buffers which should be 
placed at OBS edge nodes on a per flow basis. Following this line, we find that 
deflection routing prohibits this solution, since the introduced extents are ex-
tremely high. Conversely, we demonstrate that buffering introduces significantly 
lower extents, which would, a priori, enable this strategy. 

For the latter strategy, we focus on its impact on final TCP Reno performance. 
We propose a new figure of merit, named PFR, which considers not only the perni-
cious effects from packet loss, but also the ones from caused by reordering. This 
allows us to conclude, based on the model proposed by [78] that the usual OBS 
operating range fits no more. On the contrary, network should be dimensioned tak-
ing into account not only burst loss probability, but also burst reordering intro-
duced by contention resolution. 

7.7 Conclusions 

Ten years ago, the growth of the Internet and its bursty statistical characteristic 
were the main drivers to develop innovative data-centric optical transport net-
works. In this context the optical burst switching (OBS) and optical packet switch-
ing (OPS) technologies were proposed as promising network solutions overcom-
ing the typical inefficiency of the circuit switching network. In fact they were 
designed with the aim of optimising the utilisation of the WDM channels by 
means of fast and highly dynamic resource allocation based on a statistical multi-
plexing scheme. 

These ten years of research activities in OPS and OBS covered different, exten-
sively and heterogeneous topics: novel switch architecture with no, partial or full 
wavelength conversion, multi-switching architecture, efficient scheduling algo-
rithms, routing with traffic engineering capability, mechanisms to support QoS, 
novel TCP mechanism to enhance the random loss behaviour of the OPS/OBS 
networks, protection and restoration mechanisms, etc. Some of these topics have 
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been reviewed in this chapter. An important issue which is a hot topic of current 
research activity is the deployment of control plane in OBS/OPS networks. As a 
solution, some studies have initiated to consider a common control plane based for 
example on the generalised MPLS protocol (GMPLS). Having a common control 
plane might be desired, in particular, in the context of coexistence of different 
switching technologies and of the network migration towards all-optical networks. 
Therefore, the loop can be closed allowing the continuous deployment of optical 
circuit switching, OBS and OPS. 

Nonetheless, nowadays OPS/OBS are still not feasible since the majority of the 
required optical devices are not commercially available or even not proved in 
laboratory. This situation creates some slowdown interest in these fields. To move 
up and gain insight into OPS/OBS, a more strict cooperation between interdisci-
plinary areas is desired: researchers in photonic material, optical communication 
and optical networking should dedicate efforts in defining clear requirements, rec-
ommendations and guidelines and proposing viable solutions. 
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8 Multi-layer Traffic Engineering (MTE) in 
Grooming Enabled ASON/GMPLS Networks 

M. Köhn (chapter editor), W. Colitti, P. Gurzì, A. Nowé, and K. Steenhaut 

Abstract. The Automatically Switched Optical Networks (ASONs) and the 
Generalized Multi Protocol Label Switching (GMPLS) control plane are 
envisaged to play an important role in the next generation Internet. They 
provide optical networks with intelligence and automation and they enable 
the Multi-layer Traffic Engineering (MTE) paradigm. In this chapter we re-
view different aspects of Multi-layer Traffic Engineering that have been in-
vestigated in COST action 291. We introduce integrated routing schemes 
and show fundamental performance metrics. Furthermore, we discuss 
mechanisms for multi-layer traffic engineering beyond routing that either 
improve the overall performance of the network or increase the fairness 
among different users. Finally, we summarize results of an performance 
evaluation that shows the impact of fundamental traffic and network char-
acteristics on the performance. 

8.1 Introduction 

The increasing usage of the Internet around the world has been leading to a mas-
sive growth in traffic volume and dynamics to be transported by network back-
bone. To cope with this, highly flexible and dynamic IP-over-WDM solutions 
were envisioned a few years ago that provide virtually unlimited bandwidth and 
support dynamics not only in the electrical layer but also in the optical layer. Dur-
ing the dot-com-bubble, the need for circuit-switched connections of smaller 
bandwidth than full wavelengths was mostly neglected and greenfield solutions 
with large optical cross connects seemed close to reality. However, today carriers 
look much more closely at new business opportunities as well as operating and 
capital expenditure (OPEX/CAPEX) reductions and thus an important requirement 
is the bandwidth provisioning at sub-wavelength granularity.  

Automatically Switched Optical Networks (ASONs) are optical transport net-
works with dynamic connection capability [1]. Controlled by the Generalized 
Multi Protocol Label Switching (GMPLS) [2], an ASON assist the IP/MPLS layer 
in traffic engineering the network by automatically allocating capacity. The coop-
eration between IP/MPLS layer and ASON/GMPLS layers is called Multi-layer 
Traffic Engineering (MTE). The MPLS and GMPLS control plane similarity and 
the MTE paradigm have brought the IP and optical domains in a tighter relation-
ship. A platform containing both IP/MPLS and ASON/GMPLS domains are en-
visaged to be the preferred infrastructure for the future Internet [3]. It allows an  
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Fig. 8.1. Network and Node Architecture 

operator to execute routing algorithms in a multi-layer and integrated fashion. In-
tegrated routing takes into consideration both layers’ states when accommodating 
traffic and consequently improves the resource optimization while meeting the 
user’s needs.  

Such multi-layer networks consist of multi-layer nodes with switches on the 
electrical layer as well as cross connects on the optical WDM layer. The principal 
network architecture we use throughout this work is shown in Fig. 8.1. It consists 
of nodes that are interconnected by fibres or fibre trunks. In the nodes, the electri-
cal layer consists of a non-blocking electrical switch (EXC). This is either a packet 
switch or a TDM switch with switching capabilities for all granularities. In the op-
tical layer, after demultiplexing the wavelengths are either connected directly to 
the output multiplexer or via a transponder to the EXC. For this, a wavelength se-
lective non-blocking optical cross connect (OXC) operating on wavelength granu-
larity is used which is capable of setting up and tearing down on demand transpar-
ent lightpaths from any source node to any destination node through the network. 
With this, the virtual topology on the electrical layer, i.e., the capacity connecting 
two nodes can be adapted during operation by adding and removing links. The 
EXC and OXC are interconnected by a limited number of tunable transponders at 
a given line rate.  

In the following we address the different aspects of traffic engineering in such 
networks. In Section 8.2 we present a new integrated routing scheme and evaluate 
its performance. In Section 8.3, we introduce improvements to traffic engineering 
schemes which have been investigated during COST Action 291. Finally, we dis-
cuss application scenarios for such networks with respect to key traffic and net-
work characteristics in Section 8.4. 

8.2 Routing and Grooming in Multi-layer Networks 

In literature, several algorithms for routing and grooming have been proposed in the 
last years, e.g. Necker et al. [4], Zhu et al. [5], Kodialam et al. [6], Zhu et al. [7]. 
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They all try to minimize the blocking probability but do not explicitly consider the 
current load situation of the network.  

In the following, we first review the two basic algorithms commonly used in 
literature for reference. We then introduce our new algorithm and show its per-
formance. 

8.2.1 Basic Schemes 

Integrated MTE routing can accommodate new services either on the existing vir-
tual topology or on newly established lightpaths [8]. The two basic policies are: 

• Optical Layer First (OLF) policy. The system first attempts to establish a 
new direct lightpath between source and destination nodes. If a new lightpath 
cannot be established due to physical resource shortage (i.e. unavailability of 
wavelengths and ports) the system tries to aggregate the traffic over the existing 
virtual topology. The OLF policy tries to exploit the physical resources as much 
as possible. The advantage of this policy is a lower blocking probability and a 
higher QoS in terms of packet loss and end-to-end delay. In fact, the communi-
cation often occurs on direct end-to-end lightpaths without traversing interme-
diate electronic IP routers. Such components, in fact, are considered to be the 
bottleneck of the communication as a consequence of the optical-electronic-
optical signal conversion and queuing delay. Nevertheless, the OLF policy 
likely installs a high quantity of lightpaths which are not optimally used and 
therefore it results in a non optimal resource utilization level.  

• IP Layer First (ILF) policy. The system first attempts to groom an LSP re-
quest over the existing virtual topology. If there is not sufficient bandwidth to 
find a path, a new lightpath establishment is triggered. Unlike the OLF policy, 
the ILF policy tries to exploit the available capacity as much as possible by ag-
gregating traffic on the existing virtual topology. The advantage for an operator 
is the more optimized use of the capacity at the expenses of a higher blocking 
probability. Since the communication occurs over paths consisting of more than 
one lightpath, this policy results in a higher packet loss and end-to-end delay 
which can degrade the QoS. 

8.2.2 Adaptive Integrated Multi-layer Routing 

The comparison between the two multi-layer routing policies illustrated in Section 
8.2.1 highlights that ILF is a policy optimal from the operator’s perspective while 
OLF is the one that better meets the user’s needs. This implies that a strategy that 
uses both routing policies would achieve a fair compromise between resource op-
timization and QoS. In this section we describe a policy for adaptive integrated 
routing in ASON/GMPLS networks. The policy decides the multi-layer routing 
policy according to the load condition. The scheme is called Network State De-
pendent (NSD) and has been proposed in [8].  
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8.2.2.1 Network State Dependent (NSD) Strategy 

The NSD strategy is a combination of the OLF and ILF policies. More precisely, it 
is based on the idea that the OLF policy should be used under high load conditions 
on the IP/MPLS layer (i.e. virtual topology) while the ILF policy should be pre-
ferred when the load condition is high on the optical layer (i.e. physical topology). 
This means that the routing decision is based on the resource utilization level ex-
perienced on both the virtual and physical topologies. In fact, a high resource 
utilization level on the virtual topology is an indication of a possible congestion 
due to a high number of LSPs aggregated on the lightpaths. In this case the system 
should facilitate the installation of new lightpaths in order to add additional capac-
ity to the IP/MPLS layer. While, a high resource utilization level on the physical 
topology indicates that the system has established a high number of lightpaths and 
therefore is running out of physical resources. In this case, LSP grooming should 
be favoured in order to better optimize the capacity on the virtual topology.  

To measure the resource utilization on the physical and virtual topologies, we 
introduce two indexes described in subparagraphs 8.2.2.1.1 and 8.2.2.1.2, respec-
tively. The strategy’s operations during the routing decision are then summarized 
in subparagraphs 8.2.2.1.3.  

Resource Usage Index on the Physical Topology Ipt(tk)  
This index is a measure of the optical layer’s resources being used at a certain 
instant tk in which a new LSP request arrives at a node. The quantities contribut-
ing to the index Ipt(tk) are the total number of busy ports Pbusy(tk) and the total 
number of busy wavelengths Wbusy(tk) at the instant tk. These are the parameters 
giving an indication on the number of lightpaths being installed in the system. In 
fact, a node having no available ports is unable to be source or destination node 
of a lightpath, while a fibre without free wavelengths is unable to establish new 
lightpaths. The formula calculating the physical resource usage index is reported 
in (6.1).  
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In (1), N is the total number of nodes, P the total number of ports per node, Mfibres 
the total number of fibres, W the number of wavelengths per fibre and f is the ratio 
between W and P. The presence of the factor f is due to the influence that the 
minimum number between P and W has on the number of lightpaths that can be 
installed. More precisely, when P>W the maximum number of lightpaths is lim-
ited by the number of wavelengths and therefore less importance should be given 
to the number of ports. When P<W the maximum number of lightpaths is limited 
by the number of ports and therefore we give less importance to the number of 
wavelengths. 
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Resource Usage Index on the Virtual Topology IVT(tk) 
IVT(tk) indicates the logical layer’s resources being used at a certain instant tk in 
which a new LSP request arrives at a node. The quantity contributing to this index 
is the total capacity being used among the already established lightpaths, Cused(tk). 
In fact, by calculating the resource usage index on the virtual topology the system 
has an indication about the level of exploitation of the virtual topology. The for-
mula representing the IVT(tk) index is reported in (6.2).  
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In (1), Mlightpaths(tk) indicates the total number of lightpaths being established at the 
instant tk and Ctot is the amount of lightpath capacity.  

Routing Decision Phase 
The routing decision phase is summarized in Fig. 8.2.  

 
Fig. 8.2. Routing decision phase in the NSD strategy. 

As illustrated in Fig. 8.2, when a node receives a new LSP request at an instant tk, 
it evaluates and compares the two resource usage indexes. The result of the com-
parison decides the suitable policy to execute. If the resource usage index related 
to the physical topology is the higher one, the system accommodates the LSP re-
quest by using the ILF policy. If the resource usage index related to the virtual to-
pology is the highest one, the system chooses the OLF policy to route the request. 
The aim of the NSD strategy is to balance the resource utilization on the optical 
and virtual topologies in order to avoid congestion. However, the proposed strat-
egy requires every node to have full knowledge about the network state when ac-
commodating a connection. This means that every node has to flood LSAs to in-
form the other nodes about the number of its available ports, the number of 
available wavelengths on its outgoing fibres and the used capacity on its outgoing 
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lightpaths. Even though the OSPF-TE protocol guarantees that such information is 
advertised over the entire network, there can be scalability problems in wide net-
work topologies. To overcome this problem, we propose a heuristic that is based 
on the NSD policy but requires a lower amount of control information exchanged. 
The proposed heuristic is described in the following section.  

8.2.2.2 NSD_source Heuristic  

In the NSD_source heuristic the routing decision is based only on the resource us-
age experienced by the LSP request’s source node. This means that the node ac-
commodating the request calculates the two resource usage indexes taking into 
consideration only its number of available ports, the number of available wave-
lengths on its outgoing fibres and the used capacity on its outgoing lightpaths. 
Therefore, (6.1) and (6.2) are replaced by the following equations, respectively: 
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For simplicity, we do not explain the meaning of all the parameters appearing in 
(6.3) and (6.4). They represent the same quantities as the ones described in (6.1) 
and (6.2) but referring only to the LSP request’s source node and to its outgoing 
fibres and lightpaths.  

The NSD_source heuristic drastically decreases the amount of control informa-
tion needed by the LSP’s source node. Therefore, this policy overcomes the scalabil-
ity problem undergone by the NSD policy. However, the drawback of this policy is 
that likely the routing solution is not the optimal one. In fact, the routing decision 
only relies on the state of the LSP request’s source node, which is not representative 
of the complete network state. Since the amount of control information needed 
strictly depends on the network topology, the operator should find a fair tradeoff and 
balance the quantity of control flooding needed with the quality of the solution.  

8.2.3 Simulation Study 

This section discusses our simulation study. Information on simulation settings 
and network topology can be found in [8]. The performance of the proposed strat-
egy has been evaluated and compared with the performance obtained for the poli-
cies OLF and ILF and also with a random strategy. When accommodating a re-
quest with the random strategy, the source node of the LSP request randomly 
selects either the OLF or the ILF policy as routing policy.  

The performance has been evaluated in terms of blocking probability and re-
source usage, presented in subparagraphs 8.2.3.1 and 8.2.3.2, respectively. 
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8.2.3.1 Blocking Probability 

The blocking probability is defined as the ratio between the number of rejected 
LSP requests and the total number of generated LSP requests.  
The blocking probability is illustrated in Fig. 8.3. 

As expected, the ILF policy results in a blocking probability significantly higher 
than the one obtained for the OLF policy. The gap between the two related curves 
reaches values of 5%. This is due to the fact that the OLF policy establishes a high 
amount of lightpaths and therefore provides the virtual topology with a huge amount 
of capacity. Moreover, the physical resources do not saturate as a consequence of 
the high number of wavelengths and ports used. This has been necessary to use high 
traffic loads and to test the network under overload conditions. 

The blocking probability experienced by the system when using the proposed 
NSD strategy is almost similar to the one measured for the OLF policy. For traf-
fic loads between 180 and 220 Erlangs it is slightly higher, while for loads 
higher than 220 Erlangs it becomes slightly lower. This is a significant result if 
we also consider the improvement that the NSD policy obtains in terms of re-
source usage (see paragraph 8.2.3.2): the NSD policy combines the advantages 
of both ILF and OLF policy. In fact, it achieves the blocking probability ob-
tained by the OLF policy while balancing the resource usage experienced in the 
physical and virtual topology.  

 
Fig. 8.3. Blocking probability against traffic load. 

As anticipated in paragraph 8.2.2.2, the heuristic NSD_source reduces the amount 
of control information needed at the expenses of a higher blocking probability 
with respect to the NSD policy. In Fig. 8.3, the gap between the two curves 
reaches the value of more than 2% for traffic loads of about 200 Erlangs. This is 
the proof that the system is not always able to find the best routing solution and 
therefore the resources are not used in an optimal way. Consequently, a higher 
number of LSP requests needs to be blocked. This is confirmed by the blocking 
probability experienced by the random policy. It remains in the middle between 
the blocking probabilities measured for the NSD and the NSD_source policies. 
This means that the random choice between the ILF and OLF policies achieves a 
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use of the resources which is better optimized with respect to the policy that uses a 
limited amount of information (NSD_source). It is also interesting to notice that 
until a traffic load of about 190 Erlangs, the random policy and the NSD policy 
have the same values of blocking probability. This suggests that the random policy 
could be a convenient solution for an operator, but not under relatively high load 
conditions. In more loaded networks, in fact, it is more convenient to have more 
control on the use of the resources. This is only achieved by the NSD strategy. 

8.2.3.2 Resource Usage 

The resource usage has been evaluated by measuring the average resource usage 
indexes on the physical and virtual topologies, introduced in paragraphs 8.2.2.1.1 
and 8.2.2.1.2, respectively. To further demonstrate the benefits of the proposed 
strategy, we also report the average number of established lightpaths and the aver-
age number of used wavelengths.  

The resource usage indexes on the physical and virtual topologies are reported 
in Fig. 8.4 and 8.5, respectively.  

 
Fig. 8.4. Resource usage on the physical topology against traffic load. 

Fig. 8.4 and 8.5 demonstrate that the use of only one policy between OLF and ILF 
is not a convenient choice for an operator. In fact, the OLF policy has a high re-
source usage on the physical topology (about 75% for traffic loads of 160 Er-
langs), as a consequence of the high amount of established lightpaths; while the 
ILF policy results in a high amount of used resources on the virtual topology 
(about 85% for traffic loads of 160 Erlangs), as a consequence of the higher quan-
tity of LSPs multiplexed on the same lightpaths. A high resource usage can bring 
the system in an overloading state and therefore to an increase of the blocking 
probability when the traffic increases.   

On the virtual topology (Fig. 8.5), the proposed NSD strategy experiences a re-
source usage which is higher than the one reported for the OLF policy but signifi-
cantly lower than the one experienced the ILF policy. On the physical topology 
(Fig. 8.4), the NSD strategy achieves a resource usage which is lower than both 
ILF and OLF policies, under any traffic load condition. This reinforces our thesis 
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Fig. 8.5. Resource usage on the virtual topology against traffic load. 

that the proposed hybrid policies improve the network performance with respect to 
a pure ILF or OLF based network.  

The NSD_source obtains a slightly lower resource usage on the physical topol-
ogy with respect to the one measured for the NSD strategy (Fig. 8.4); while the re-
source usage is slightly higher on the virtual topology (Fig. 8.5). In both cases the 
difference between the two curves is limited between about 1% and 2%. It is 
straightforward that if we only look at the resource usage, the NSD_source heuris-
tic represents a better choice compared to the NSD strategy. In fact, the two poli-
cies achieve similar values of the resource usage but the NSD_source heuristic 
needs a significantly lower quantity of control information. However, the blocking 
probability of the NSD_source policy shows values that are about 2% higher than 
the ones measured for the NSD strategy. This can represent a rather significant 
difference and therefore the operator needs to find a more convenient compromise 
between control information needed and blocking probability when he chooses an 
information limited based strategy like NSD_source. 

Fig. 8.4 also shows the drawbacks of the random policy. It undergoes a re-
source usage on the physical topology which has similar values as the one ob-
served for the OLF policy. Unlike the NSD strategy, the random policy follows 
the low blocking probability experienced by the OLF policy but does not provide 
any improvements in terms of resource usage. As a consequence, the random pol-
icy does not represent a convenient choice for an operator.     

To reinforce the demonstration of the benefits of the proposed NSD strategy, 
we also report the average number of installed lightpaths and of used wavelengths. 
They are illustrated in Fig. 8.6 and 8.7, respectively.  

In line with the resource usage reported in Fig. 8.4 and 8.5, we can observe in 
Fig. 8.6 and 8.7 that the NSD and NSD_source policies result in a significantly 
lower number of established lightpaths and of used wavelengths. It is straightfor-
ward that the ILF policy should not be considered in this analysis due to its unac-
ceptably high blocking probability. The difference among the curves is more visible 
in the region where the blocking probability is very low (for traffic loads between 
120 and 160 Erlangs). This is indeed the region of higher interest for an operator 
because he can accommodate the highest amount of traffic. 
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Fig. 8.6. Average number of established lightpaths against traffic load. 

 
Fig. 8.7. Average number of used wavelengths against traffic load. 

8.3 Improvements for Multi-layer Routing and Grooming 
Schemes 

Routing and grooming is only one part of traffic engineering in a multi-layer net-
work. Beyond solely controlling the traffic in a multi-layer network by routing and 
grooming schemes, extensions are feasible, that either try to further reduce the 
blocking probability or to improve other important characteristics of the network. 
Examples of such extensions are rerouting of established connections if resources 
are needed to setup new connections (e.g. [9]).  

In COST action 291, we worked on two types of extensions and investigated 
them in depth. First, we developed a new approach to rearrange connections in or-
der to optimize the usage of network resources and to reduce the blocking prob-
ability. Second, we generalized an existing connection admission control (CAC) 
scheme that improves fairness among connections. In the following, we introduce 
both work shortly and explain the most important results. 
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8.3.1 Online Optimization at Connection Teardown 

Analyzing the connection setup processes in a dynamic network, one can see that 
in general the selection of a path for a new connection can only be optimal for the 
instant of connection setup. This is due to the fact that at this instant of time nei-
ther the holding time of the connection itself nor other connections which arrive 
during the holding time are known. Accordingly, all algorithms try to find a path 
for a new connection based on heuristics. 

In a low loaded network these algorithms usually select a path which is optimal 
for the entire connection holding time. The reason is the small number of e.g. de-
tours. Thus the amount of resources occupied by a certain connection is usually 
always minimal. Furthermore, due to the low load the probability that a new con-
nection is blocked due to a detour of another connection is low. 

In contrast, in a medium or highly loaded network often detours are needed 
leading to a waste of resources. Especially in high load situations, high blocking 
probabilities can be observed due to positive feedback [10]. 

This problem tries to solve our extension which is applicable to any routing and 
grooming scheme. We reduce the occupied capacity by rearranging detoured con-
nections onto shorter paths. We rearrange connections always if capacity is freed, 
i.e., if a connection is torn down. The algorithm works as follows: 

As soon as a connection is torn down, a set of established connection candi-
dates is created. This set contains candidates, which could use the resources freed 
by the terminated connection. Among these connections, those are selected for re-
arrangements which most improve the network state. For this, several questions 
must be solved, e.g.:  

• A metric must be defined to measure the network state. This metric must in-
crease if it can be expected that connections arriving in future see a reduced 
blocking probability.  

• A scheme must be defined to select the set of candidates. This scheme should 
select with low computational complexity candidates based on simple rules. 

Basic results of an investigation are published in [11]. In this publication, we use 
candidate set consisting of all connections originating and terminating at the ter-
minating connection’s source and destination node, respectively. Furthermore, the 
terminating connection and all candidate connections must occupy the same 
bandwidth. For measuring the network state, we compare two metrics. First, we 
use the total grooming capacity occupied for grooming in electrical nodes. Sec-
ond, we use the total link capacity occupied in the electrical layer. 

In general, the algorithm reduced the blocking probability significant while 
only up to 10% of the connections have been touched. Nevertheless, it has to be 
mentioned that the routing and grooming scheme and the selection scheme and the 
metric of the rearrangement algorithm have to be well aligned in order to maxi-
mize the performance gain. Detailed results will be published.  
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8.3.2 Admission Control for Improving Fairness 

While the commonly known routing and grooming schemes are usually designed 
for minimizing the overall blocking probability or maximizing resource efficiency, 
fairness is not considered. The term fairness reflects that with respect to a certain 
service attribute, e.g. the required bandwidth, all independent connection requests 
having the same requirement will experience the same service quality, e.g., the 
same blocking probability. Furthermore, different service requirements lead to a 
well defined differentiation in the service quality. Since from both perspectives—
the user’s as well as the operator’s perspective—fairness is an important aspect, an 
additional mechanism has to be provided in order to ensure fair handling of con-
nections. This is usually at the cost of penalizing the overall network performance. 
So such a mechanism has to be carefully designed and optimized. 

In general, fairness applies to different aspects, e.g. distance, or required band-
width. For bandwidth fairness, in [12] a CAC algorithm has been presented for 
TDM/WDM networks. This algorithm provides fairness among connections of dif-
ferent bandwidth granularities. The authors define a network to be fair if the block-
ing probability of a number of connections is independent from the granularities re-
quested. This means the blocking probability of N1 connections of a bandwidth of 
B1 is equal to N2 connections of bandwidth B2 as long as N1 · B1 = N2 · B2. It works 
as follows: 

If for a connection request a path with sufficient free capacity is available, the 
CAC has to decide whether the connection request is rejected for fairness reasons 
or can be accepted. For this, it classifies all arriving connection requests according 
to their bandwidth j. For each j it monitors the actual blocking probability pj. Fur-
thermore, it derives the so called blocking probability per unit line speed 

j
jj pq −−= 11 . This inherently assumes that the small capacity connections are 

independent of each other. It further derives from the actual overall blocking 
probability the so called target blocking probability Pj. 

The CAC accepts a connection request of bandwidth j if the blocking probabil-
ity of this bandwidth, i.e. pj, is greater than its target blocking probability Pj. If and 
only if pj is smaller than P, it randomly rejects the connection request with a rejec-
tion probability Q = 1 − pj ⁄ P.  

Based on this description, it can be seen that this algorithm can be generalized to 
any class-based systems. For this transfer, we identified two functions that have to 
be adapted accordingly: First, a scheme for classifying connection requests to a cer-
tain class and, second, a scheme for determining the target blocking probabilities per 
class. In the following, we explain these functions for the case of distance fairness. 

In case of distance fairness, we classify the connections according to the dis-
tance between the connections endpoints. In a multi-layer network this can be 
translated to different mathematical definitions ranging from the airline distance to 
the hop distance in the actual virtual topology. As simulation studies have shown 
that the distance dependant behaviour is usually correlated to the hop distance in 
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the physical topology, we use the length of the shortest path between source and 
destination node in the optical layer.  

The calculation of the target blocking probability we derive from the definition 
of fairness. We consider two fairness definitions. 

• First, assuming a nation-wide network, the blocking probability shall be equal 
for all connections independent of the distance. In this case, the target blocking 
probability Pj is the mean blocking probability P. The blocking probabilities 
per class are not normalized, i.e. qj = pj. 

• Second, in international networks it may be required that similar to the band-
width fairness definition N1 connection requests with a distance of D1 hops 
have the same blocking probability as N2 connection with a distance of D2 hops 
if N1 · D1 = N2 · D2. Analog to the bandwidth fairness, we normalize the block-
ing probabilities per unit hop length. 

Beyond this generalization, we developed a new formula to calculate the rejection 
threshold. The threshold as proposed is in scenarios with low overall blocking 
probability too aggressive.  

The blocked connections can be separated into two groups: First, connections 
that are rejected by the network as no free path is available and second, connec-
tions that are blocked by the CAC. We use the probabilities Pj,NW and Pj,CAC for a 
connection request of bandwidth j being blocked by the network or rejected by the 
CAC, respectively. 

The target of the CAC system is to control the normalized blocking probability 
of a connection class, i.e., the sum of the network blocking probability and block-
ing probability due to rejection by the CAC, such that a given target blocking 
probability is reached: Pj,target = Pj,NW + Pj,CAC. With the probability 1 − Pj,NW, a 
connection request is not blocked by the network and has to be handled by the 
CAC. There, it is either accepted if pj > Pj,target holds or with the probability Q ran-
domly blocked. So, the blocking probability due to (random) rejects by the CAC 
can be calculated by Pj,CAC = Q · ( 1 − Pj,NW ). Using this, the required rejection 
probability Q can be calculated. 

We investigated these new schemes in several scenarios [13]. The results of this 
investigation show that the algorithm improves the fairness in all scenarios at cost 
of overall blocking probability. This degradation depends on the method which is 
used to determine the rejection probability, but can be reduced to far below one 
order of magnitude. 

8.4 Evaluation of Traffic and Network Patterns 

In this section we summarize results of a detailed performance evaluation of two 
basic multi-layer architectures with respect to the traffic composition and network 
capacities.  
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The first network and node architectures have been introduced above. The sec-
ond network and node architecture are derived from this architecture by replacing 
the dynamic switching OXC by a static optical layer, i.e., after demultiplexing the 
wavelengths are either connected directly to the output multiplexer or via a trans-
ponder to the EXC. The fixed transponders terminate the wavelengths at a given 
line rate. This means that in contrast to a single-layer network with only a electri-
cal layer, wavelengths can transparently pass through the node and only those 
wavelengths that have to be terminated in the node are converted to the electrical 
domain while all the other wavelengths bypass the electrical domain without being 
modified and without occupying any transponders or switching resources there. 
However, as those optical bypasses either have to be installed in advance or recon-
figured manually, the network is only dynamic in the electrical layer. Although 
dynamic switching of connections is also possible due to the functionalities in the 
electrical layer, this architecture is referenced as static.  

Comparing the two multi-layer architectures, several major differences can be 
observed. With respect to functionality, in the dynamic architecture a new degree 
of freedom has been added as additional lightpaths can be established and unused 
lightpaths can be removed. Also, the used components vary. In the static case the 
wiring in the optical layer is fixed. So the wavelengths of the transponders are 
predetermined and thus, fixed transponders can be used. In the dynamic architec-
ture, the wavelengths of the transponders are selected on demand and thus tunable 
transponders have to be used. Still, tunable transponders are more expensive than 
fixed transponders but prices are declining and due to e.g. more efficient stock 
keeping, operators are willing to pay the higher price. Another difference lies in 
the OXC. While in the static case either no such component or only a simple wir-
ing panel is needed, this component is more complex in the dynamic architecture. 
Depending on characteristics like switching speed or number of wavelengths, 
OXCs are a high cost factor. 

In both network and node architectures, the interconnection between the nodes 
as well as between the cross connects have an impact on the overall performance. 
Specifically, in the static scenario the number of lightpaths connecting a node pair 
has to be dimensioned. With this, the demands for the optical layer are known in 
advance and can be used for dimensioning of fibres. For this, the so called routing 
and wavelength assignment problem (RWA) must be solved [14]. In the dynamic 
scenario also the optimal number of transponders and fibres for the nodes and 
links has to be determined. As the lightpaths are established on demand, heuristics 
have to be used to calculate the optimized fibre topology. To be as general as pos-
sible while keeping the number of degrees of freedom on a reasonable level, we 
assume the optical layer to be infinitely large. This is reasonable as the cost of a 
multi-layer transport network is mostly dominated by the transponder cost [15]. 
With this assumption, no influences of specific RWA algorithms and specific di-
mensioning schemes must be considered. Compared to a scenario with limited re-
sources in the optical layer, the difference will be rather small in the static sce-
nario as the path of a wavelength in the optical layer has no influence on the 
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routing in the electrical layer. In the dynamic case, decreasing the number of fi-
bres will lead to worse results due to blocking in the optical layer if the dimen-
sioning is too tight. 

We performed simulation studies in the fictitious 16-node reference network of 
COST 266 [16] with 23 bidirectional links. We considered two total network ca-
pacities and two traffic mixes: a low capacity network dimensioned for a total of-
fered traffic of 4.9 Tbps, and a high capacity network dimensioned for a total of-
fered traffic of 49 Tbps. These networks have a mean number of 2.0 and 20.0 
lightpaths per node pair, respectively. 

The traffic mixes both consist of requests of 1/64 and 1/16 of a wavelength but 
differ with respect to the maximum bandwidth granularity. While one mix con-
tains 20% of full wavelength connections, the highest granularity in the second 
mix is a quarter of a wavelength. 

The results show, that the traffic mix has a significant impact on the performance 
of static and dynamic multi-layer networks [17]. A network with a dynamic switch-
ing optical layer can cover changes in the traffic mix very well, however, at the cost 
of increased complexity of required components as well as of routing. Assuming the 
traffic mixes used in this paper represent today’s and future requirements, it can be a 
solution to first introduce nodes with a transparent static optical plane and when high 
bandwidth requests come into the network extend the nodes by a dynamic switching 
optical layer. However, the performance benefits can not be the only driver to bring 
dynamic optical cross connects into the field. Still, other value adding features e.g. 
restoration of entire fibres or lightpaths will be an argument. 
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Abstract. Network resilience is an issue of deep concern to network opera-
tors being eager to deploy high-capacity fibre networks, since a single fail-
ure in the network could result in significant losses of revenue. The impor-
tance of network reliability will keep pace with the steadily increasing 
network capacity. For very-high-capacity future optical networks, carrying 
multitudes of 10 Gbit/s channels per fibre strand, a failure of optical con-
nection will interrupt a vast amount of services running on-line, making the 
connection availability a factor of great significance. Therefore the ultra-
high capacity future optical networks will face a challenge of providing 
very efficient and fast survivability mechanisms. In this chapter we review 
the terminology and basic resilience techniques along with the results of re-
search work on optical network survivability performed in the frame of 
COST291 cooperation. Our research work was focused on reliability per-
formance improvement and on recovery in multilayer optical networks. 

9.1 Introduction 

Backbone networks carrying Internet (IP) traffic, possibly enhanced with Multi-
Protocol Label Switching (MPLS) functionality, are supported by Optical Trans-
port Networks (OTNs) that provide transmission links between IP routers. By ap-
plying Wavelength Division Multiplexing (WDM), OTNs are capable of carrying 
many independent channels, carried on different wavelengths, over one single op-
tical fibre. This allows the network to transport huge amounts of data and provide 
communication services that play a very important role in many of our daily social 
and economical activities. For instance, strategic corporate functions show an in-
creasing dependence on communication services. 

Communication networks can be subject to both unintentional failures, caused 
by natural disasters, wear out and overload, software bugs, human errors, etc and 
intentional interruptions due to maintenance. As core communication networks 
also play a vital military role, key telecommunication nodes were favoured targets 
during the Gulf War, and could become a likely target for terrorist activity. For 
business customers, disruption of communication can suspend critical operations, 
which may cause a significant loss of revenue, to be reclaimed from the telecommu-
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nications provider. In fact, availability agreements now form an important compo-
nent of Service Level Agreements (SLAs) between providers and customers.  

In the cutthroat world of modern telecommunications, network operators need a 
reliable and maintainable network in order to hold a leading edge over the compe-
tition. Fast and scalable network recovery techniques are of paramount importance 
in order to provide the increasingly stringent levels of reliability these network op-
erators are demanding for their future networks. 

A multilayer transport network typically consists of a stack of single-layer net-
works. There is usually a client-server relationship between the adjacent layers of 
this stack. Each of these network layers may have its own (single-layer) recovery 
schemes. As will be shown in the following sections, it is important to be able to 
combine recovery schemes in several layers in order to cope with the variety of pos-
sible failures in an efficient way and to benefit from the advantages of the schemes 
in each layer. It is worth mentioning that implementing a multilayer recovery strat-
egy does not mean that all the recovery mechanisms will be used at every layer. 

As Internet traffic is continuously shifting and changing in volume over time, 
for instance due to diurnal traffic fluctuation and overall traffic growth, there is 
ongoing research towards creating optical networks with the flexibility to recon-
figure transmission according to traffic demands. This requires the possibility to 
set up and tear down OTN layer connections that implement logical links in the 
higher network layer in real-time, which has led to the concept of intelligent opti-
cal networks (IONs). In addition to allowing the network to adapt to changing traf-
fic demands, this flexibility in setting up lightpaths on demand turns restoration 
into a viable recovery option. 

In the following sections we introduce some basic terminology, describe the 
common resilience techniques, and address the issues related to improvement of 
the network reliability performance. We also discuss three generic approaches for 
providing recovery in multilayer networks (more specifically in IP-over-OTN 
networks) namely single-layer recovery schemes in multilayer networks, static 
multilayer recovery schemes and the dynamic multilayer recovery strategies. 
Some quantitative studies and comparisons between the different methods will re-
veal the advantages and disadvantages of each approach. 

9.2 Terminology 

In this section we provide the set of definitions used in this chapter [1]. 

Fault or failure represents a catastrophic event that causes the disruption of com-
munications. For instance a failure might be a fibre disruption, an interface failure, 
or a device failure. 

Resilience, survivability and fault-tolerance are synonyms and represent net-
work’s ability to continue to provide service in the presence of failures. The gen-
eral aim of resilience is to make network failures transparent to users.  
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We define protection as the use of pre-assigned capacity to replace a failed 
transport entity. It can be very fast (typically, traffic should not be interrupted for 
more than 60 ms [2] in the event of a failure for SONET/SDH networks). Three 
fundamental types of protection mechanisms are: 1+1, 1:1 and 1:N protection (so 
called shared protection). 

Link protection is the mechanism that automatically switches the traffic on the 
failed fibre link to a pre-assigned protection path between the nodes adjacent to 
the failed link.  

Path protection is the mechanism that automatically switches the traffic from the 
failed path through a pre-assigned protection path. The backup path should be link 
or node disjoint with the primary path.  

Restoration is based on the use of capacity available between nodes to replace a 
failed transport entity. Restoration is also called network protection and is based 
on alternative routing.  

Network integrity is defined as the ability of a network to provide the desired 
QoS to the services, not only in normal (i.e., failure-free) network conditions, but 
also when network congestion or network failure occurs. 

Physical topology is the real network, composed of optical links and photonic 
nodes. 

Virtual topology (or logical topology) is the view of the network available to the 
higher layer switches. 

Network survivability is a network’s ability to continue to provide service in the 
presence of failures.  

Instantaneous availability A(t) is the probability that an item is in up state at a 
given instant of time, t [3]. 

Instantaneous unavailability U(t) is the probability that an item is in down state 
at a given instant of time, t. U(t)=1− A(t) [3]. 

(Asymptotic) availability or steady-state availability A is the limit, if this exists, 
of instantaneous availability when the time tends to infinity. Under certain condi-
tions, for instance constant failure rate and constant repair rate, the asymptotic 
availability can be expressed as [3]: A= MUT/(MUT+MDT) or A=MTTF/(MTTF+ 
MTTR), where MDT = the mean down time, MUT = the mean up time, MTTF= ex-
pectation of time to failure and MTTR=expectation of time to restoration (repair).  

(Asymptotic) unavailability or steady-state unavailability is equal to: U=1−A. 
Note: if not specified in this paper the term (un)availability means asymptotic 

or steady-state (un)availability. 
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Reliability is the probability that an item can perform a required function under 
stated conditions for a given time interval. 

Connection availability (asymptotic or steady-state availability of the connec-
tion).is the probability that there is at least one optical path available between the 
considered network ports.  

Network port (or ingress/egress point) is a point on the node, which gives access 
to the photonic network. Connected to the port may be a higher level switch, e.g. 
an SDH cross-connect, an ATM node, or an IP router. 

Optical link is a bidirectional physical connection between two nodes. Optical 
links consist of fibres and fibre amplifiers. 

Optical path (or lightpath) is a bidirectional wavelength channel between two 
network ports which may consist of one or more optical links and optical network 
nodes. 

9.3 Basic Resilience Techniques and Failure Management 

Network survivability schemes can be classified in two forms, i.e., protection and 
restoration.  

Protection refers to pre-provisioned failure recovery. Protection schemes are 
typically fast and recovery time below 50 ms can be offered. Varying protection 
levels can be provisioned, ranging from 1+1, 1:1, to 1:N depending on user de-
mands and budgetary constraints. If the network is protected on the 1+1 or 1:1 ba-
sis the single failure network survivability is 100%. Protection, however, can be 
quite expensive due to need of duplicating network equipment.  

Restoration refers to rerouting the traffic around the failure if there are re-
sources available. The alternative route is computed after occurrence of the failure 
searching for the available resources and therefore restoration uses to take longer 
time than protection where the spare resources are pre-computed and reserved. If 
no network resources are available upon failure the restoration is not possible. The 
average number of blocked calls over time shows the connection survivability. 

Failure management deals with the countermeasures taken to compensate for 
vulnerabilities in the network, which include prevention, detection and reaction 
mechanisms [4]. Prevention schemes can be realized through hardware (e.g. 
strengthening and/or alarming the fibre), transmission schemes (e.g. coding 
schemes), or network architecture and protocols. 

Detection mechanisms are responsible for identifying and diagnosing failures, lo-
cating the source and generating the appropriate alarms or notification messages to 
ensure successful reaction. Due to the constraints inherent in optical performance 
monitoring, these tasks are more difficult than in electrical networks. Methods to lo-
cate and recover from various component faults are proposed in [2]. In [5] and [6], 
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efficient centralized failure location algorithms are proposed which process alarms 
received from various monitoring equipment to find a small set of potential failure 
locations. In [7], the authors propose a model for monitoring and localizing crosstalk 
attacks, and show that it is not necessary to place monitoring equipment at all the 
nodes in the network. In [8], a distributed algorithm based on message-passing is 
proposed to help localize propagating attacks, as well as component faults. 

The third aspect of failure management is reaction to failures. Reaction mecha-
nisms restore the proper functioning of the network by isolating the failure source, 
reconfiguring the connections, rerouting and updating the security status of the 
network [4]. In the presence of attacks, it is crucial that reaction mechanisms 
quickly isolate the source to preclude further attacks. Restoration techniques can 
use preplanned backup paths or reactive rerouting schemes, which can be slower 
but more efficiently utilize network resources. Reacting quickly and efficiently is 
crucial, not only due to the high data rates, but also to prevent from triggering a 
plethora of higher level reaction mechanisms. Automatic reaction mechanisms to 
handle component faults are proposed in [2]. In [8], distributed attack localization 
algorithms are applied to network restoration to achieve automatic protection 
switching and loopback in ring networks. 

9.4 Resilient Network Performance Improvement, Evaluation 
Methods and Parameters 

The increase in the complexity of optical network architectures causes the need for 
suitable network static design strategies. Given a specific recovery technique, the 
resilient network static design consists in allocating network resources, so that all 
(or some, in case of resilience differentiation) connections can be recovered from 
the considered failure event. 

The various proposed solutions can be classified into two main groups: heuristic 
methods and exact methods. The former returns suboptimal solutions that in many 
cases are acceptable and have the advantage of requiring a limited computational ef-
fort. The latter, mainly Integer Linear Programming (ILP) based approaches, are 
much more computationally intensive and do not scale well with the network size. 

While static design deals with the case of a known set of permanent connection 
requests, recently, studies on dynamic traffic routing are gaining more attention. In 
the case of dynamic traffic, optical networks optimized for a specific set of static 
connections may also be used to support on-demand lightpath provisioning. 

9.4.1 Availability Calculation in Optical Network  

As the complexity of a network increases, analytical availability calculation be-
comes more and more time and space consuming. Often it is very hard or even 
impossible to include all parameters from a real network in the analytical avail-
ability calculation. Especially, failure dependencies between network components 
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make analytical approach inapplicable. Additional motivation for analysis of the 
influence of dependent failures comes from the fact that failure dependencies are 
often neglected in availability calculations assuming that dependency has no sig-
nificant influence on availability performance. Failure dependencies in real redun-
dant network structures decrease availability. In cases where it is obvious that de-
pendencies exist, at least it should be proved if the availability is significantly 
affected. For example, influence of failure dependence could be checked in the 
ring network where ingress and egress links in some node share a common duct. 
Each failure caused by digging could affect more than one cable and probably all 
cables in the duct. The data from the field show that failures caused by digging are 
the most frequent fault events. 

In order to evaluate the availability of complex network structures with possible 
dependent failures Monte Carlo simulation is used. 

9.4.1.1 Availability Model 

Markov availability model is applied in both analytical and simulation approach. 
In analytical approach availability expression for a structure is derived from tran-
sition probabilities between states of the network. In the model to be applied in 
simulation for each component a separate two-state Markov model is used. A 
working state of a component is changed to non-working state by occurrence of 
failure and the opposite transition occurs by repair action. Entire network state is 
evaluated from component states according to logical expressions that describe the 
relationship between component events (failure/repair) and total network state 
(working or non-working state). Basic parameters for each Markov availability 
model are component failure (λ) and repair rates (µ). It is assumed that both rates 
are constant. This approximation reflects the real behaviour of electronic and 
photonic components’ failures during operation period of time. Constant rates lead 
to exponentially distribute times to failure (TTF) and times to repair (TTR). As the 
rates are invariant in time, simulation procedure can cover unlimited period of real 
time. Dependencies of failures are modeled by marking any pair or group of com-
ponents that show any partial or total grade of dependency. 

9.4.1.2 Monte Carlo Simulation 

When used for network availability calculation, Monte Carlo simulation is used to 
generate times to failures and repairs of components in the network. Each TTF and 
TTR is derived from random number generator with defined probability density 
function (PDF) related to chosen component. Generated random numbers are uni-
formly distributed in [0, 1] interval. For example, in order to obtain an exponential 
from a uniform distribution following transformation is used: 

 )1ln(
λ
1 xt −−=  (9.1) 

where x is random number. 
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Statistical data related to occurrence of specific component failure are collected 
during component life test or by measuring TTFs for deployed systems. By moni-
toring real optical links one can distinguish between failures of cable and opti-
cal/electronic devices. By monitoring maintenance data from the field PDF for 
TTR can be estimated. Mean time to failure and mean time to repair can be calcu-
lated as the mean value of corresponding PDFs.  

Each component changes randomly up and down state. Impact of each compo-
nent state change is analyzed and decision should be done if the network state will 
be affected by component state change. Network total uptime Tup and downtime 
Tdown are cumulatively calculated. When the simulation is completed the network 
availability A is calculated as: 

 
downup

up

TT
T

A
+

=  (9.2) 

Unavailability U=1−A, which is the complement of A, is used more frequently as 
a more suitable measure. 

Event-driven simulation is assumed. An event can be produced just in two 
cases: at time point when a component failure occurs or at time point when some 
repair action is completed. Single simulation iteration is triggered by an event. It 
is assumed that only one component changes its state at time. A component can 
change its state from working to non-working or vice versa. At the beginning of 
the simulation all components are assumed to be in working state. Events, TTF or 
TTR for each component are generated according to the PDFs. A current compo-
nent event occurs at the specified time that was set up during previous component 
event. All component produced events (failures and repairs) are put on the com-
mon simulation heap. The heap is used in the way that the next event to be se-
lected for processing is taken as the earliest event in the heap. At the very begin-
ning of the simulation all events on the heap represent failures of components. The 
first event is taken from the heap and corresponding component’s state is changed 
from working to non-working state. At any other time point during the simulation 
when an event is selected from the heap, the change of the component state de-
pends on type of the event: repair event changes component state from non-
working to working state and failure event produces an opposite transition.  

In the case where dependency of failures appears with the probability d within a 
set of components, the following procedure is carried out: when the iteration is 
triggered by one of component events from the set, first it should be decided 
whether in this iteration the dependent failure occurs or not. The presence of de-
pendency is generated randomly with probability d. If the dependency of failures 
is selected then all components from dependent set are changing their state.  

In every iteration, the impact of component state change on the network state is 
analyzed. In redundant structure a single component change may or may not cause 
the overall change of the network state. If the network state is changing, network 
uptime Tup or network downtime Tdown are cumulatively increased. When the 
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simulation is completed, the network availability A is calculated using (9.2). Note 
that network uptime and downtime obtained from simulation are treated in the 
same way as experimental data from monitoring successful/unsuccessful operation 
of a real system. 

Availability calculation based on Monte Carlo simulation also introduces a 
simulation error but this error can be controlled by the number of simulation itera-
tions. Unfortunately, better simulation accuracy requires the increase of simulation 
time. In addition, time complexity of simulation depends on the number of net-
work elements and the level of network redundancy. In high redundant network 
total outcome of some network entity is very rare event and many of single or 
multiple element failures, including dependent failures, should be simulated be-
fore total outcome occurs.  

9.4.1.3 Case Study: Ring Network with Dependent Failures 

In this section, a simple case study of a ring network with dependent failures is ana-
lyzed. Ring topology is shown in Fig. 9.1. Topology consists of three nodes and 
links between them. A length is assigned to each link (in kilometers). Bolded sec-
tions of the links adjacent to the nodes A, B and C share a common duct and their 
failures are mutually dependent. In this case study the length of the section with de-
pendent failures is 100 m. Mutually dependent parts of the links are denoted as (A1, 
A2), (B1, B2), (C1, C2). This model reflects the real cable deployment when two ca-
bles that belong to separate ring sections use the same duct; in most cases at the exit 
from the building where ring node is located. According to data from the field [9]  

 
Fig. 9.1. Ring network 

 
Fig. 9.2. Availability model for the connection A-C 
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70% of the total cable failures are caused by cable cuts. In other words, when a  
failure occurs there is a 70% probability that a cable cut failure occurred. We as-
sume that a cable cut affects all cables in the duct. Thus, we assume that there is 
70% dependence between failures of cables that share the same duct. If there were 
data from the field with more details on failure dependencies between fibres in a 
cable and between cables in a duct, these data could be used in simulation. 

Availability model for the connection between nodes A and C in the analyzed 
ring topology is shown in Fig. 9.2. Nodes A and C are assumed perfect in order to 
avoid their impact on connection availability. In real network the nodes have high 
availability comparing to those of optical cables. 1+1 protection is assumed so the 
availability model consists of two paths: primary path over links A2, AC and C2, 
and spare path that passes node B. Dependence between failures of availability 
model elements is denoted with d. The grade of dependence between failures can 
vary in the range of maximum 100%, when failures are totally dependent, to 
minimum 0%, when failures are independent.  

Availability of the connection A-C can be calculated analytically for the case 
when failures of the components are independent using following formula: 

221211221211 CACACBCBBBABACACACBCBBBABACA AAAAAAAAAAAAAAAAAAAAA −+=−  (9.3) 

Components availability data, taken from [10] and shown in Table 9.1, are used 
both for analytical availability calculation and as input parameters for the Monte 
Carlo simulation. Components failure rates are expressed in FIT (Failures In 
Time). The FIT rate of a component is the number of failures that can be expected 
in 109 hours of operation.  

Table 9.1. Components Availability Data 

Component Type λ [FIT] MTTF [h] MTTR [h] 

Nodes 1000 1 000 000 6 

Cable [1/km] 100 10 000 000 21 

Analytical and simulation results are presented in Table 9.2. 

Table 9.2. Path A-C Unavailability Results 

Dependence [%] Calculation method Unavailability (U) x 10-5 

- Analytical 200.71 
- MC simulation 197.39 
70 MC simulation 476.90 
100 MC simulation 620.63 
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In the first column of the Table 9.2 there are dependence grades between failures 
in the section of cables that share a common duct. The comparison of simulation 
and analytical unavailability figures for the connection A-C for the case where 
failures are assumed independent, show a small difference caused by simulation 
error. When dependences between failures of 70% and 100% are considered, un-
availability of connection A-C increases for 140% and 210% respectively com-
pared to the case when failures are independent.  

Table 9.3 shows how the simulation error depends on the number of simulation 
iterations. It typically took about a minute for a million of iterations to be com-
puted.  

Table 9.3. Simulation Error 

Number of iterations (x106) Simulation error [%] 

30 8.31 
150 1.90 
250 1.65 

9.4.2 Recovery Time 

Due to the extremely high data rate in WDM networks, one should minimize the 
time between the occurrence of failure and the time at which the rerouting is com-
pleted. The fault notification time is dependent on the transmission speed in the 
communication media as well as the speed of the processing of the notification 
message by the intermediate nodes. For a given media such as fibre optic based 
network, this time can be reduced by ensuring that intermediate nodes will give 
priority treatment to notification messages necessary to trigger a recovery action. 
The design and implementation of fast signalling mechanisms that can reduce the 
total time in the recovery process is an important issue [11]. 

Self-organization is a phenomenon where order spontaneously emerges from 
disorder through the local interactions of distributed individual entities. Such sys-
tems have certain functionality and often form characteristic structures, typically 
small-world and/or scale-free forms [12]. Small worlds are topological structures 
that have short average path lengths, while exhibiting high clustering. It has been 
shown that small worlds can be achieved from highly-clustered lattices simply by 
replacing a few links at random with shortcuts between distant nodes [13], dra-
matically reducing the average path length. This concept could be applied to opti-
cal networks to improve recovery after failures, as well as other dynamic proc-
esses. Namely, high-speed short cuts between distant parts of a network could 
potentially enable faster system-wide communication, thus aiding dynamic proc-
esses such as synchronization, control and management. 

Scale-free topologies have degree distributions which follow a power law [14]. 
This means that a few of the nodes are of very high degree, often referred to as 
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hub nodes, while the large majority nodes are of very little degree. Such structures 
are robust to random failures but can be very vulnerable to attacks on hub nodes. 
However, if the hub nodes are sufficiently protected, these topologies could help 
maintain a highly robust system.  

In transparent optical networks, lightpaths are established and torn down due to 
new connection requests and/or failures. A supervisory plane is maintained on a 
separate wavelength from the data channels to exchange monitoring and other 
failure management information which is opto-electronically processed at each 
node. In case of failure, the end nodes of affected lightpaths are notified via the 
supervisory plane in order launch their restoration mechanisms. These mecha-
nisms most often involve rerouting failed lightpaths over backup paths. In the 
mean time, failure management tries to locate and isolate the failure on the basis 
of alarms collected from the monitoring equipment. Recovery time depends on the 
speed of restoration, as well as failure isolation in case of propagating attacks. 

The supervisory plane topology is equal to the physical interconnection of fi-
bres which, due to geographical considerations, forms a lattice-like structure. Such 
structures are usually highly clustered, but exhibit high average path lengths mak-
ing communication between distant parts of the network fairly slow. According to 
the work of Watts and Strogatz, adding a few shortcuts could drastically reduce av-
erage path length and, consequently, speed-up distant communication. Of course, 
adding new fibre across distant parts of the optical network is not feasible due to the 
huge cost involved in laying down new fibre. However, if we establish a few high-
speed transparent shortcuts (i.e. supervisory lightpaths) with no OEO conversion at 
intermediate nodes, and superposition them onto the existing supervisory plane, we 
can form a small world. An example of such a supervisory plane for the 14-node 
NSF network is shown in Fig. 9.3(a). 

We have developed algorithms to create such structures in [15], which not only 
form small worlds but also investigate the potential to create scale-free topologies. 
We show that by strategically adding a small number of transparent shortcuts, we 

 
Fig. 9.3. (a) An example of a small world supervisory plane for the 14-node NSF network; 
(b) The average path length of the topologies obtained by the O-PAG algorithm compared 
to the physical topology of the 29-node basic European network from [16]. 
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can significantly reduce the average path length and, thus, speed up failure man-
agement processes. An example of the reduction of average path length achieved 
by one of the proposed algorithms, O-PAG_SP, for the 29-node European basic 
network with 48 bidirectional edges from the COST Action 266 project [16] in 
comparison with the standard supervisory plane topology, Phy_SP, is shown in 
Fig. 9.3(b). While establishing shortcuts with O-PAG_SP, special attention was 
paid to reducing the time needed for end nodes of lightpaths to be notified in case 
of failure in order to reduce recovery time. By reducing the average path length in 
general, we also reduce the time needed by failure management to collect alarms 
from monitoring equipment in the network. Once such a supervisory plane is es-
tablished, it is desirable that it self-maintains the desired structure in the presence 
of changes in the network. We propose a self-organizing algorithm to maintain 
such topologies in [17], subject to changes in data lightpaths, monitoring equip-
ment and/or unexpected failures. The algorithm is based on periodic queries sent 
between nodes to evaluate the potential of connecting to other distant node via su-
pervisory lightpaths. 

We have been investigating the possibilities of developing a small-world scale-
free supervisory plane aimed at speeding-up communication between distant parts 
of the network for faster recovery. We have developed algorithms to create and 
maintain such structures which show very promising results. 

9.4.3 Network Performance Improvement through Differentiated 
Survivability 

The trade-offs, such as the balance between overall cost and degree of resilience in 
shared vs. dedicated protection [18] play an important role in network design and 
operation. Quality of service awareness has gained vital importance in service 
provisioning with the rollout of applications that impose quality requirements on 
data transfer. In order to fulfill these requirements the underlying networking 
technology must be capable of offering end-to-end transport services at satisfac-
tory availability levels. To meet the end-to-end availability requirements, the im-
pact of employed network components on service quality has to be evaluated. This 
impact must be quantified during the service provisioning process to help deter-
mine efficient assignments of network resources to traffic demands. 

Most of the literature on optical circuit-switched network availability makes the 
fundamental assumption that the failure probability of optical node equipment is 
negligible when compared to link failure probability. While this may be true in a 
number of cases, a comprehensive analysis must take into consideration the opti-
cal cross-connect (OXC) architecture and switching technology as well [19]. 
Given the wide range of availability and cost options available today, the selection 
of the OXC architecture may play an important role in certain networks. 

In [19] the impact of optical node failures on wavelength-division-multiplexed 
networks is investigated, where reliable end-to-end optical circuits are provisioned 
dynamically. At the node level, the optical cross-connect (OXC) equipment avail-
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ability measure is estimated using component level availability models. At the 
network level, end-to-end optical circuits are provisioned only when the level of 
connection availability required by the application can be guaranteed. With the ob-
jective of yielding efficient utilization of the network resources, i.e., fibres and 
OXCs, circuit redundancy is achieved by means of shared path protection (SPP) 
switching, in combination with differentiated reliability (DiR). The resulting op-
timal routing and wavelength assignment problem is proven to be NP-complete. 
To produce suboptimal solutions in polynomial time, a heuristic technique is pre-
sented, which makes use of a time-efficient method to estimate the end-to-end cir-
cuit availability in the presence of multiple (link and node) failures. Using the 
proposed heuristic, a selection of representative OXC architectures and optical 
switching technologies is examined to assess the influence of the node equipment 
choice on the overall network performance. 

9.4.3.1 Algorithm Specification 

In this section an algorithm for path-based protection is proposed based on imple-
menting the backup multiplexing technique under dynamic traffic demands where 
existing lightpaths cannot be rerouted and future lightpath requests are not known. 
The use of the backup multiplexing technique is selected in order to facilitate effi-
cient resource sharing. In this framework different routing and wavelength as-
signment schemes that considerably enhance the spare capacity utilization are in-
vestigated and proposed. Through the proposed novel wavelength assignment 
scheme (that dedicates a consecutive number of wavelengths to protection light-
paths) a significant performance improvement compared to commonly used tech-
niques is observed. In addition, traffic demands are assigned three classes of ser-
vice with regards to network recovery and adopt the concept of resilience priority 
classes to maximize network resource utilization. The three types of lightpaths 
considered are: 1) high priority protected lightpaths, 2) unprotected lightpaths and 
3) low priority preempted lightpaths. A high priority protected lightpath has a 
working path and a diversely routed backup path. Both the working and the 
backup lightpaths are identified before the provisioning of the working path ac-
cording to the backup multiplexing scheme. An unprotected lightpath is not pro-
tected with a backup path and upon any failure along the lightpath a dynamic res-
toration mechanism is initiated to provide an alternative route without any 
guarantees. Finally low priority preempted lightpaths are unprotected lightpaths 
that can use the backup routes of the high priority lightpaths. In case of high prior-
ity lightpath failure, preemption of this low priority traffic takes place.  

The online version of the Routing and Wavelength Assignment (RWA)/resilience 
problem is solved, i.e. traffic requests arrive and get served sequentially without 
knowledge of future incoming requests [20, 21]. This makes this contribution 
valid for usage both in the network design and – most importantly – the traffic en-
gineering field. In addition it is assumed that only a single link could fail at any 
instance of time and re-routing of already established connections is not allowed. 



266 L. Wosinska et al. 

Last, the model does not take into consideration any wavelength conversion capa-
bility of the network and thus wavelength continuity across any path is a tight 
constraint in the problem definition. 

The proposed algorithm is suitable to support differentiated services with re-
gards to survivability taking into consideration the following three classes of ser-
vice: 

• A premium class (class-1) offering one dedicated primary path plus one shared 
but diversely routed backup path 

• A standard class (class-2) providing for one unprotected but dedicated primary 
path that can be restored dynamically in case of failure and 

• A low-priority class (class-3) offering a single path that may share links with 
class-1 backup paths and can be pre-empted in the case of a class-1 primary 
path failure to allow for activation of the backup mechanism. 

The routing and wavelength assignment problems are solved in two separate steps. 
Routing is implemented based on the Dijkstra’s algorithm to compute a primary 
and a backup path for a given demand. The wavelength assignment algorithm as-
signs wavelengths to the primary and backup paths favouring resource sharing be-
tween the current demand and the already established requests.  

After the initialization phase, in which the algorithm collects network topology 
information (i.e. number of nodes, number of links, wavelengths per fibre, net-
work connections, backup path wavelength assignment scheme) and constructs the 
required matrices to monitor the network state (Al, Bl and Rl), connection requests 
arrive for random source and destination pairs. First, independent of the request’s 
service class, a primary lightpath is established through the primary lightpath 
computation phase. This phase consults the Rl matrix and assigns costs to the 
network links based on the following approach: if a link has no free wavelengths, 
its cost is set to infinite and it is not considered by the Dijkstra algorithm for the 
path computation. If available wavelengths exist on the link, the cost is set to be 
inversely proportional to the number of spare wavelengths, thus offering a degree 
of load balancing. After weights are assigned to the network links, the widest 
shortest path routing algorithm is run on the weighted graph, calculating a number 
of shortest paths and selecting the one that traverses the minimum number of hops 
and for which at least one common free wavelength exists on all its links. If no 
path is found, the connection is blocked. If at least one path is found, a list of pos-
sible wavelengths that can be allocated to it is identified and the first wavelength 
is chosen (assuming that they are sorted in increasing order) to form the primary 
lightpath.  

After the primary lightpath is ready to be established, the Al and Rl matrixes 
are updated to reserve the appropriate wavelength and the algorithm proceeds to 
the examination of the request’s service class. If the request belongs to class-2 and 
preemption is enabled, Bl matrix is also updated to allow sharing of the allocated 
wavelength from future backup paths of class-1 traffic that has the authority to 
preempt class-2 lightpaths. 
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If the established demand requires a backup path (class-1), the flow control 
moves to the backup computation phase. Here the available bandwidth Sl(a) con-
sisting of the residual bandwidth (Rl) and the portion of the backup bandwidth (γl) 
that can be shared as described earlier is first identified excluding the links utilized 
by the primary path. Then based on this available bandwidth (Sl(a)), for each 
wavelength an auxiliary graph is generated representing the current network state. 
For this new topology formulation link costs are assigned based on the following 
strategy: On the links for which the wavelength under consideration belongs to γl 
a zero weight is assigned and if it belongs to Rl a unit cost is assumed. On the 
other hand links on which the wavelength is already allocated (by primary light-
paths) are not considered in the auxiliary graph and cannot be used for the backup 
calculation. An attempt to find a lightpath for each wavelength follows. If no 
lightpath is found for any wavelength, the connection is blocked due to backup 
path blocking, requesting from the algorithm to roll back the updates of Al and Rl 
previously performed by the primary path computation phase. In case of multiple 
backup lightpaths computations the algorithm must allocate one, based on the se-
lected wavelength assignment scheme. If the random pick (RP) wavelength as-
signment scheme is selected the lightpath is chosen randomly from the set of the 
available lightpaths. For the last fit (LF) scheme the lightpaths with minimum cost 
are identified and the last one (when sorted in increasing order) is selected, 
whereas for the first fit (FF) the first one from the minimum cost lightpaths is al-
located. In the final step of the algorithm Bl and Rl are updated for the links which 
residual bandwidth is used.  

9.4.3.2 Performance Study 

The results presented in this section, which are extensively presented and dis-
cussed in [20], are generated based on the Pan-European test network defined by 
COST 239 [22] that comprises 11 nodes and 26 links (Fig. 9.4). Links are consid-
ered bidirectional and if a link failure occurs the traffic flow in both directions will 
be disrupted. Lightpaths comply with the wavelength continuity constraint and 
connection requests are equally likely to have any of the network nodes as source 
or destination. Also we assume that calls arrive one by one and their holding time 
is long enough to consider that accepted calls do not leave (incremental traffic). A 
connection is blocked if either a primary or a backup path can not be established. 
The results shown in the following figures are the average values over 20 inde-
pendent repetitions of the described experiment configuration. 

The performance of three wavelength assignment schemes i.e. Last Fit, Ran-
dom Pick and First Fit when applied for the backup lightpath establishment is in-
vestigated. First fit is the wavelength assignment scheme used for the primary path 
establishment through all simulation results presented.  

In Fig. 9.5 the average blocking probabilities for Last Fit , First Fit and Random 
Pick are compared for uniform fibre capacities of C=8 and C=16 wavelengths. LF 
wavelength assignment scheme provides improved network performance com-
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pared with FF of around 4% and 2% for high network loads for 16 and 8 channels 
per fibre respectively. In addition the LF significantly outperforms RP since it can 
offer a blocking improvement of 14% and 8% for the two different fibre capacity 
parameters. These observations can be explained by the difference in the restora-
tion capacity occurring from the various wavelength assignment schemes. A rele-
vant analysis [20] has shown that the Last Fit wavelength assignment algorithm 
maximizes the backup path link reuse although a small number of links are dedi-
cated for backup paths that are used more than once compared to the case of the 
Random Pick algorithm. The increase in restoration capacity of the Last Fit over 
the Random Pick scheme constitutes the main reason of the lower blocking prob-
ability of the Last Fit scheme. Last Fit is a simple and fast wavelength assignment 
scheme able to increase considerably the backup link reuse by dedicating a small 
but consecutive portion of the wavelength band to backup paths, allowing a large 
amount of the precious residual bandwidth for the primary paths that are allocated 
based on a First Fit scheme.  

 
Fig. 9.4. Pan-European test network COST 239 

Fig. 9.6 illustrates the results obtained by considering the coexistence of both 
class-1 and class-2 traffic, with the option of either enabling or disabling preemp-
tion. More specifically two scenarios are compared in this setting: one for which 
class 1 traffic comprises 50% and one for which class 1 traffic comprises 80% of 
the total requests respectively. These two cases are compared with the case, in 
which all the traffic is considered as class 1 traffic. The benefit offered by the pre-
emption enabled scheme is up to 12%, when half of the incoming traffic is as-
signed as class 1 and up to 8% when 80% is set us class 1. 

For the non preemptive scheme the benefit reduces to 5% and 3% respectively 
indicating the superiority of the preemptive approach in terms of network per-
formance. This improvement offered by the preemptive scheme is at the expense 
of the reliable provisioning of low priority traffic, which can be tolerated for many  
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Fig. 9.5. Network performance for the three backup path wavelength assignment schemes 
and for different fibre capacity (a) C=8, (b) C=16 

 
Fig. 9.6. Average blocking probability when (a) 50% and (b) 80% of the requested connec-
tions are assigned as class 1 traffic and LF scheme is used for C=16  

non-real time applications. The preemptive scheme although utilizing a smaller 
number of links compared to the non preemptive case provides an increase in the 
link reuse percentage since it allows the low priority class-2 traffic to be shared 
among the backup paths of the higher priority traffic. When no preemption is al-
lowed the number of possible shared paths is significantly reduced since only 50% 
of the total demands require backup paths resulting in inefficient backup resource 
utilization with considerable impact on the network performance.  

Finally, in 4.7 we analyze the blocking probabilities of the different classes co-
existing in the network when preemption is allowed. In Fig. 9.7(a) 80% of the to-
tal traffic is considered as class 1 and 20% as class 2. The blocking probability of 
the class 1 traffic is high compared to the low priority traffic (a difference of about 
10% is observed) although the overall blocking is reduced when considering this 
differentiation scheme. In Fig. 9.7(b) the same percentage of class 1 and class 2 
demands is assumed and almost the same blocking probability is observed for the 
two classes, causing a higher reduction in the overall blocking probability. Also in 
this case the blocking probability of high priority traffic is reduced considerably at  
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Fig. 9.7. Analyzing the blocking probabilities of the different classes in the network when 
(a) 80% and (b) 50% of class1 traffic is requested. 

least for heavier network loadings (around 8%) whereas the blocking of the lower 
priority traffic is increased in a much smaller scale (about 4%). 

In this section we addressed the problem of efficiently provisioning lightpaths 
with different protection requirements in a dynamic WDM network environment. 
The incoming traffic is differentiated to classes of service according to survivabil-
ity requirements; additionally, the preemption of low priority by higher priority 
traffic in the event of a link failure is proposed. The routing and wavelength as-
signment problems were solved in two stages and various algorithm options for 
wavelength assignment were evaluated. In case of the use of pre-emption detailed 
simulation results demonstrate significant network improvement of up to 12% and 
considerable decrease in the blocking probability of the high priority traffic. 

9.5 Security Issues in Transparent Optical Networks 

Security issues in optical networks are of prime importance due to the high capac-
ity these networks offer. Namely, a single failure can lead to tremendous data loss. 
Transparent optical networks (TONs) are dynamically reconfigurable networks 
which establish and tear-down all-optical connections, called lightpaths, between 
pairs of nodes. These connections can traverse multiple links in the physical to-
pology and yet transmission is entirely in the optical domain. Although transpar-
ency has many attractive features, such as speed and insensitivity to data rate and 
protocol format, performance monitoring is much more difficult since it must be 
performed in the optical domain. Furthermore, malicious signals can propagate 
from the source to other parts of the network without loosing their attacking capa-
bilities due to the lack of regeneration at intermediate nodes. To ensure secure 
network operation, the optical network employs a failure management system, de-
signed to deal with failures and security threats. Failure management information, 
such as alarms from monitoring equipment, is exchanged via a set of supervisory 



9 Network Resilience in Future Optical Networks 271 

channels. We propose a self-organizing approach to arranging these supervisory 
channels in such a way as to speed-up failure recovery-time.  

In general, failures include both component faults and deliberate attacks on the 
optical network. Component faults include single or multiple component malfunc-
tions which can be a consequence of natural fatigue, improperly installed or con-
figured equipment, or external influence (e.g. power loss). Some common compo-
nent faults which can degrade network performance, such as fibre cuts and 
transmitter, receiver, and optical amplifier faults, are given in [2]. Attacks, on the 
other hand are malicious attempts to interfere with the secure functioning of the 
optical network. Various attacks have been described in [4], [23], [24] and [25]. 
While faults only affect the connections passing directly through them, attacks can 
spread and propagate throughout the network. As such, rerouting mechanisms 
which can tolerate hardware failure do not necessarily protect against attacks since 
the re-routed attacked signal may carry attacking capabilities itself [7]. Further-
more, while faults usually occur due to the aging of the equipment, attacks can oc-
cur at any time during the life span of the network and can also appear sporadi-
cally [23]. Thus, attacks are much harder to locate and isolate. 

Here we classify attacks according to the components whose vulnerabilities 
they exploit. Gain competition in optical amplifiers is a common target for attack-
ers. Namely, an amplifier has a finite amount of gain available (a limited pool of 
upper-state photons), which is divided among the incoming signals. Thus, by in-
jecting a high-power signal within the amplifier passband, an attacker can deprive 
other signals of power while increasing its own, allowing it to propagate through 
the network causing service degradation or even service denial. An example is 
shown in Fig. 9.8(a) where the attacker deprives User 3 of adequate gain. If this 
high-power signal is injected on a wavelength other than the legitimate data chan-
nels (out-of-band jamming), but still within the amplifier passband, it can cause 
cross-modulation which can be used to tap a data signal [4]. Tapping attacks en-
able unauthorized users to gain access to data either for eavesdropping or traffic 
analysis purposes. Light can also be injected onto a legitimate data wavelength 
(in-band jamming), not only causing gain competition in amplifiers, but degrading 
the signal on that particular wavelength by raising its signal-to-noise ratio (SNR). 

Another major vulnerability in optical networks is caused by optical switching 
nodes which can exhibit significant crosstalk effects. This happens when part of 
an input signal leaks onto one or more unintended output signals and causes inter-
ference. An attacker can exploit this by injecting a very strong input signal which, 
in addition to causing interference, can make the attacked signal acquire attacking 
capabilities itself. Thus, such a crosstalk attack can propagate though the network, 
affecting links and nodes that are not even traversed by the original attacking sig-
nal [8]. An example of such an attack is shown in Fig. 9.8(a). We can see that the 
attacker is able to attack User 2 (via User 1) even though they do not traverse any 
common components. Not only can this cause wide-spread service disruption, but 
it makes identifying and localizing the source much more difficult. Another effi-
cient tapping attack achieved by exploiting crosstalk [4] is shown in Fig. 9.8(b). 
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Here an attacker requests a legitimate data channel but does not send any data on 
it. Consequently, the channel carries only leakage it picks up via crosstalk. This 
weak leakage signal is then amplified into a strong tapped signal and delivered di-
rectly to the attacker. 

Besides amplifiers and switches, unshielded optical fibres can also be exploited 
by an attacker with physical access to the fibre. A simple overt attack, which can 
be considered a fault by failure management, is achieved by cutting the fibre. A 
more covert attack, which is much harder to locate, can be achieved by slightly 
bending the fibre to tap part of a signal. It is also possible to inject a jamming sig-
nal onto the fibre causing service disruption. A particularly malicious attacker can 
combine the two by tapping a signal and then injecting noise at the tapping point 
to achieve both eavesdropping and degradation of the SNR on the attacked chan-
nel (correlated jamming). Additionally, long distances and high-power signals can 
introduce nonlinearities in the fibre causing crosstalk effects between wave-
lengths. Furthermore, dispersion and attenuation characteristics can be changed by 
warming the fibre and thus degrade the transmission quality. 

 

 (a) (b) 

Fig. 9.8. An example of (a) gain competition and propagating crosstalk attacks, and a (b) 
combined tapping attack. 

9.6 Multilayer Resilience 

In this section three generic approaches for providing recovery in multilayer net-
works (more specifically in IP-over-OTN networks) will be discussed: single-
layer recovery schemes in multilayer networks, static multilayer recovery schemes 
and dynamic multilayer recovery strategies. Some quantitative studies and com-
parisons between the different methods will reveal the advantages and disadvan-
tages of each approach. 
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9.6.1 Single Layer Recovery in Multilayer Networks 

This section discusses how recovery functionality can be introduced in multilayer 
networks by applying single-layer recovery schemes. The concepts and discus-
sions are focused on a two-layer network, but are mostly generic and therefore ap-
plicable to any multilayer network. 

9.6.1.1 Survivability at the Bottom Layer 

In this approach, recovery of a failure is always done at the bottom layer of the 
multilayer network. In an IP-over-OTN network for example, this implies that the 
1+1 optical protection scheme, or any other recovery scheme which is deployed at 
the OTN layer, attempts to restore the affected traffic in case of a failure.  
This strategy has the benefit that only a simple root failure has to be treated, and 
that the number of required recovery actions is minimal (the recovery actions are 
performed on the coarsest granularity). In addition, failures do not need to propa-
gate through multiple layers before triggering any recovery action. 
However, this recovery strategy cannot handle problems that occur due to failures 
in a higher network layer. Moreover, if a node failure occurs in the OTN layer (be-
ing an OXC failure), the OTN layer recovery mechanism will only be able to re-
store the affected traffic that transits the failed bottom-layer node (being the 
OXC). The co-located higher-layer IP router will become isolated due to the fail-
ure of the OXC underneath, and thus all traffic treated by this IP router cannot be 
restored in the lower (optical) layer. 

This is illustrated in Fig. 9.9. We label the top level nodes lower case and the 
bottom layer nodes upper case. The considered network carries two traffic flows 
between client layer nodes a and c. One traffic flow (a-d-c, indicated with a full 
line) transits the client-layer node d (using two logical links a-d and d-c), while 
the other traffic flow (a-c, indicated with a dashed line) uses a direct logical link 
from a to c, and only transits the server-layer node D. Now let’s assume that a 
failure occurs in the bottom layer, for example the failure of node D. The server 
layer cannot recover the first traffic flow a-d-c. This is due to the fact that the cli-
ent-layer node d becomes isolated due to the failure of D, which is terminating 
both logical links a-d and d-c. This failure can only be resolved at the higher layer. 
The second traffic flow a-c, however, is routed over a direct logical link between 
nodes a and c. This logical link transits only the failing node D in the bottom 
layer, which means that this traffic flow can be restored by the bottom-layer re-
covery scheme (dotted line on figure). 

9.6.1.2 Survivability at the Top Layer 

Another strategy is to provide the survivability at the top layer of the network. In 
our example of an IP-over-OTN network, this could for instance be the IP restora-
tion technique or MPLS-based restoration [84]. The main advantage of this strat-
egy is that it can cope with higher layer failures as well. A major drawback is,  
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Fig. 9.9. Survivability at the bottom layer 

 
Fig. 9.10. Survivability at the top layer - secondary failures 

however, that it typically requires a lot of recovery actions, due to the finer granu-
larity of the flow entities at the top layer. 

A single root failure in the lower layer can introduce a complex scenario of 
secondary failures in higher network layers. This is illustrated in Fig. 9.10, where 
the failure of an optical link in the bottom layer corresponds with the simultaneous 
failure of three logical IP links in the top layer. These three logical IP links are 
part of a Shared Risk Link Group (SRLG) [85]. The recovery scheme in the top 
layer will have to recover from three simultaneous link failures, a quite complex 
failure scenario, in clear contrast with a recovery scheme at the bottom layer 
which would only have to cope with a single link failure. 

Another disadvantage of recovery at the top layer only is that traffic injected di-
rectly in the lower layer (e.g. wavelength channels directly leased by a customer) 
can not be recovered by the optical network operator, even if the failure happens 
in the optical layer itself. 
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9.6.2 Interworking between Layers 

In the previous section some strategies are discussed that apply a single-layer re-
covery mechanism in order to provide survivability in the multilayer network. The 
advantages of these approaches can be combined by running recovery mechanisms 
in different layers of the network as a reaction to the occurrence of one single 
network failure. More generally speaking, the choice in which layer(s) to recover 
the affected traffic due to a failure will depend on the circumstances, for example 
on the failure scenario that occurred.  

This interworking between layers however requires some rules or coordination 
actions in order to ensure an efficient recovery process. These rules strictly define 
how layers and the recovery mechanisms within those layers react to different fail-
ure scenarios, and form a so-called escalation strategy. Several escalation strategies 
are discussed in this section: uncoordinated, sequential, and integrated escalation. 

9.6.2.1 Uncoordinated 

The easiest way of providing an escalation strategy is to simply deploy recovery 
schemes in the multiple layers without any coordination at all. This will result in 
parallel recovery actions at distinct layers. Consider again the two-layered net-
work (Fig. 9.11), with, for instance, the failure of the physical link A-D in the 
server layer. This failure of the physical link will also affect the corresponding 
logical link a-d in the client layer, and hence affects the considered traffic flow a-
d-c. Since the recovery actions in both layers are not coordinated, both the recov-
ery strategy in the client layer and the recovery strategy in the server layer will at-
tempt recovery of the affected traffic. This implies that in the client layer the traf-
fic flow from a to c is rerouted by the recovery mechanism of the client layer, 
resulting in a replacement of the failed path a-d-c by for instance a new path a-b-c. 
At the same time, the server layer recovers the logical link a-d of the client layer 
topology by rerouting all traffic on the failing link A-D through node E. It is clear 
that in this example recovery actions in a single layer would have been sufficient 
to restore the affected traffic. 

The main advantage of the uncoordinated approach is that this solution is sim-
ple and straightforward from an implementation and operational point of view. 
However, Fig. 9.11 shows the drawbacks of this strategy. Both recovery mecha-
nisms occupy spare resources during the failure, although one recovery scheme 
occupying spare resources would have been sufficient. Usually during failure-free 
conditions spare resources are used to accommodate low priority traffic during 
failure-free conditions, but this so-called ‘extra traffic’ must be pre-empted when 
the spare resources are needed to recover from a failure. Hence, a repercussion of 
the uncoordinated approach is that more extra traffic than necessary is potentially 
disrupted. The situation can even be worse, consider for example that the server 
layer reroutes the logical link a-d over the path A-B-C-D instead of A-E-D, then 
both recovery mechanisms need spare capacity on the links A-B and B-C. If these 
higher layer spare resources are supported as extra traffic in the lower layer, then 
there is a risk that these client layer spare resources are pre-empted by the recov-
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ery action in the server layer, resulting in “destructive interference”. Or in other 
words, none of the two recovery actions was able to restore the traffic, since the 
client layer reroutes the considered flow over the path a-b-c, which was disrupted by 
the server layer recovery. The research done in [86] illustrates that these risks may 
exist in real networks: the authors prove that a switchover in the optical domain may 
trigger traditional client layer protection. Moreover, such a multilayer recovery 
strategy can have significant repercussions on the overall network stability. 

In [87], the authors show a real life example of network convergence problems 
that follow the impetuous use of the uncoordinated approach in an IP-over-OTN 
network, where the OTN layer features 1+1 path protection. They observe IP net-
work convergence times after the occurrence of a link failure in the OTN layer. 
Although protection in the optical layer recovers a link within 20 ms, the recovery 
of the IP traffic that was transiting the link takes over 60 s in some cases.  

In summary, although simple and straightforward, just letting the recovery 
mechanisms in each layer run without a coordinating escalation strategy has its con-
sequences on efficiency, capacity requirements and even ability to restore the traffic. 

 
Fig. 9.11. The uncoordinated multilayer survivability strategy 

 
Fig. 9.12. Duplicated protection 
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9.6.2.2 Sequential Approach 

A more efficient escalation strategy, in comparison with the uncoordinated ap-
proach, is the sequential approach. Here the responsibility for recovery is handed 
over to the next layer when it is clear that the current network layer is not able to 
perform the recovery task. For this escalation strategy two questions must be an-
swered: in which layer to start the recovery process, and when to escalate to the 
next layer. Two approaches exist, the bottom-up escalation strategy and the top-
down escalation approach, each having different variants. 

Bottom-up Escalation 
With this strategy, the recovery starts in the lowest-detecting layer and escalates 
upwards. The advantage of this approach is that recovery actions are taken at the 
appropriate granularity: first the coarse granularities are handled, recovering as 
much traffic as soon as possible, and recovery actions on a finer granularity (i.e., 
in a higher layer) only have to recover a small fraction of the affected traffic. This 
also implies that complex secondary failures are handled only when needed.  

An issue that must be handled in the bottom-up escalation strategy is how a 
higher network layer knows whether it is the lowest layer that detects the failure 
(so it can start with the recovery) or has to wait for a lower layer instead. This is-
sue is tackled in Section 9.5.2.3. 

Top-down Escalation 
With top-down escalation it is the other way around. Recovery actions are now 
initiated in the highest-possible layer, and the escalation goes downwards in the 
layered network. Only if the higher layer cannot restore all traffic, actions in the 
lower network layer are triggered. An advantage of this approach is that a higher 
layer can more easily differentiate traffic with respect to service types and so it 
can try to restore high priority traffic first. A drawback of this approach however 
is that a lower layer has no easy way to detect on its own whether a higher layer 
was able to restore the traffic (an explicit signal is needed for this purpose). So 
here the implementation is somewhat more complex and not currently imple-
mented. There is also a problem of efficiency, since it is very well possible that for 
example 50 % of the traffic carried by a wavelength channel in an optical network 
is already restored by a higher network layer recovery mechanism, hence protect-
ing this wavelength in the optical layer as well is only useful for the other 50% of 
the carried traffic. 

9.6.2.3 Implementation of an Escalation Strategy 

The actual implementation of these escalation strategies is another issue. Two pos-
sible solutions are described here (for the ease of explanation, the bottom-up esca-
lation strategy is assumed in what follows).  

A first implementation solution is based on a hold-off timer of THO seconds. Upon 
detection of a failure, the server layer starts the recovery immediately, while the re-
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covery mechanism in the client layer has a built-in hold-off timer that must expire 
before initiating its recovery process. In this way, no client recovery action will be 
taken if the failure is resolved by the server-layer recovery mechanism before the 
hold-off timer expires. The main drawback of a hold-off timer is that recovery ac-
tions in a higher layer are always delayed, independent of the failure scenario. The 
challenge of determining the optimal value for THO is driven by a trade-off between 
recovery time versus network stability and recovery performance. 

The second escalation implementation overcomes this delay by using a recovery 
token signal between layers. This means that the server layer sends the recovery to-
ken (by means of an explicit signal) to the client layer from the moment that it 
knows that it cannot recover (all or part of) the traffic. Upon reception of this token, 
the client layer recovery mechanism is initiated. This allows limiting the traffic dis-
ruption time in case the server layer is unable to do the recovery. A disadvantage, 
compared to the hold-off timer interworking, is that a recovery token signal needs to 
be included in the standardization of the interface between network layers.  

9.6.3 Multilayer Survivability Strategies 

9.6.3.1 Static Recovery Techniques 

Multilayer survivability involves more than just coordinating the recovery actions 
in multiple layers. There is also the issue of the spare resources, and how they 
have to be provided and used in an efficient way in the different layers of the net-
work. One way or another the logical (spare) capacity assigned to the recovery 
mechanisms that are deployed at higher network layers, must be transported by the 
lower layer. There are several ways to realize this. 

The most straightforward option is called duplicated protection, and is depicted 
in Fig. 9.12 for a point-to-point example. (Note that we made abstraction from the 
physical disjointedness of working and backup path in this conceptual example. 
The extension towards larger networks and the introduction of physical disjoint-
edness is straightforward.) 

Each working IP link is transported via a lightpath in the OTN layer. To cope 
with OTN layer failures, the lightpath is protected by a backup lightpath. To cope 
with IP layer failures, the IP link is protected by a spare IP link (to be transported 
via the OTN layer as well). Moreover, if the spare capacity that is provisioned in 
the logical IP network is simply protected again in the underlying optical layer 
(backup lightpath for lightpath of spare IP link), we are coping with duplicated 
protection. Despite the reduced complexity, this is a rather expensive solution. 
Hence, investing in duplicated protection is very debatable and probably only 
meaningful in a few exceptional network scenarios. 

A first possibility to save investment in physical capacity is carrying the spare 
capacity in the logical higher-layer network allocated to the higher-layer network 
recovery techniques, as unprotected traffic in the underlying network layer(s) (see 
Fig. 9.13 for the IP-over-OTN example).  
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Fig. 9.13. Logical spare unprotected 

 
Fig. 9.14. Common pool strategy 

This strategy, called logical spare unprotected, still allows protecting against any 
single failure: a cut of the bottom fibre (carrying the lightpath of the working IP 
link) would trigger the optical network recovery, while a failure of one of the 
outer router line cards would trigger the IP layer network recovery. A prerequisite 
for such a scenario is that the optical network supports both protected and unpro-
tected lightpaths. It is crucial to guarantee that a single network failure is not able 
to affect simultaneously a working IP link and the unprotected lightpath carrying 
the IP spare capacity protecting that same link. Otherwise, the spare IP capacity 
would also become unavailable for recovery of the failure, and the recovery proc-
ess would fail. 

One step beyond simply carrying the spare capacity of the logical higher net-
work layers as unprotected traffic in the underlying layer is to allow pre-empting 
this unprotected traffic by the network recovery technique of the lower network 
layer. This is the common pool strategy [88], and an example is given in Fig. 9.14 
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for an IP-over-OTN network. OTN spare resources are provisioned for the optical 
protection of the lightpath implementing the working logical IP link. The lightpath 
implementing the spare logical IP link is then routed along the same (optical) 
spare resources. In case of a failure of the fibre carrying the working logical IP 
link, the optical protection will be triggered, pre-empting the lightpath implement-
ing the spare logical IP link. In that case, there is no problem in pre-empting this 
lightpath since it is not needed in the failure scenario. However, the pre-emption 
of lightpaths carrying logical spare capacity requires additional complexity. In 
summary, the common pool strategy provides a pool of physical spare capacity 
that can be used by the recovery technique in either the IP or the optical layer (but 
not simultaneously). 

9.6.3.2 Dynamic Recovery Techniques 

In the previous section, static multilayer recovery strategies have been discussed. 
They are called static, because at the time of a failure the logical network topology 
(in an IP-over-OTN network, this is the IP layer topology) remains unchanged 
(static). As such, the logical network must be provided with a recovery technique 
and the required spare resources for survivability reasons.  

Dynamic multilayer survivability strategies differ from such static strategies in 
the sense that they actually use logical topology modification for recovery pur-
poses. This requires the possibility to set up and tear down lower layer network 
connections that implement logical links in the higher network layer in real-time. 
Optical networks will therefore be enhanced with a control plane, which gives the 
client networks the possibility to initiate the set-up and tear-down of lightpaths in 
the optical layer. This is used to reconfigure the logical IP network in case of a 
network failure. This approach has the advantage that the logical network spare 
resources should not be established in advance in the logical IP network and thus 
the underlying optical network should not care about how to treat these client 
layer spare resources. In the optical layer, however, spare capacity still has to be  

 
Fig. 9.15. Scenario before failure 
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Fig. 9.16. Scenario after failure 

provided to deal with lower layer failures such as cable cuts or OXC failures. 
Enough capacity is also needed in the optical layer to support the reconfiguration 
of the logical IP network topology and the traffic routed on that topology. 

An illustration of a dynamic reconfiguration of the logical higher-layer topol-
ogy in case of failures is given in Fig. 9.15 and Fig. 9.16 for an IP-over-OTN net-
work. Initially, the traffic flow from router a to router d is forwarded via the in-
termediate router e. To this end the logical IP network contains the IP links a-e 
and e-d, implemented by the lightpaths A-E and E-D in the OTN network. When 
router e fails, routers a and d will detect this failure, and use the User-Network In-
terface (UNI) to request the optical layer for a tear-down of the links a-e and e-d. 
The resulting free capacity in the optical layer can be used to set up a direct logical 
IP link from router a to router d. This is requested to the underlying optical net-
work by requesting the set-up of the lightpath between OXCs A and D. So, at the 
time of the failure, the logical IP network topology is reconfigured. As mentioned 
before, a special feature of the underlying optical network is needed for this: it 
must be able to provide a switched connection service to the client network 
quickly. Automatic Switched Optical Networks (ASONs) [89], or more generally 
Intelligent Optical Networks (IONs), have this particular feature. 

9.6.4 Logical Topology Design 

A challenge with dynamic multilayer recovery strategies involves the actual logi-
cal topologies to be realized. Typically the network scenario and traffic demand 
will favor a certain logical topology (and corresponding IP/MPLS routing) for the 
failure-free case. Network failures affecting part of this logical topology will re-
quire topology reconfigurations and rerouting to replace failing links and to cir-
cumvent the problem. 

To illustrate the flexibility in logical topology design, two clearly distinct meth-
ods can be proposed. The method of global reconfiguration considers each failure 
scenario separately. The IP topology is recomputed from scratch for each failure 
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scenario (after removal of the failing network elements). The method of local re-
configuration follows a quite different approach. The topology design is now start-
ing from the failure-free case. For a particular failure scenario, the affected IP 
links and/or routes are first removed, and only the affected traffic is rerouted, over 
the remaining topology (adding IP links where additional resources are needed). 
The idea behind local reconfiguration is that it lowers the amount of required re-
configurations and rerouted traffic in case of failures, since the new logical topol-
ogy is derived from the failure-free one. 

In addition to these two approaches, the design of the logical topology requires 
a certain computational ability, and this can be performed online as well as offline. 
Online reconfiguration and rerouting is more suitable to adapt to a changing net-
work scenario, and especially to changing traffic demands. Cross-layer traffic en-
gineering techniques can be used to redistribute lower layer capacity to better cope 
with traffic, or to optimize bandwidth throughput regardless of traffic pattern. 
However, because of its online nature, computation time must remain limited for 
the logical topology update mechanism to retain its desired flexibility. The capa-
bility to deal with network failures should arise naturally from the process’ goal to 
solve changing situations in the network automatically. 

In cases with a more static traffic demand, one may prefer offline logical topol-
ogy design instead. In this case the traffic demand is used to calculate a failure-
free logical topology and a set of failure topologies corresponding with possible 
network failures. Note that in this case one needs to decide in advance which fail-
ures should be recoverable. Because the design is done offline, more time is avail-
able so more extensive topology design algorithms can be utilized. This method is 
typically more optimal in terms of network cost, throughput, impact of failure on 
operation, etc. 

9.7 Conclusions 

Telecommunication infrastructure becomes more and more critical for the society, 
commerce, government, and education. An unbreakable connectivity is the expec-
tation from users, and for some services is the actual requirement as well.  

Since one cannot avoid occurrence of failures in the network, it is very impor-
tant to provide survivability mechanisms that allow for rerouting the traffic around 
the failed facilities. Furthermore, the time between the occurrence of failure and 
the time at which the rerouting is completed should be minimized.  

Efficiently dealing with security issues and failure management is of utmost 
importance in optical networks due to the tremendous amount of information they 
carry. The specific vulnerabilities of such networks, as well as the difficulties in 
monitoring incurred by transparency, make failure recovery a challenging task. 
Self-organizing concepts, in particular the common structural properties of self-
organizing systems can potentially be applied to develop a more scalable and ro-
bust failure management scheme. We have been investigating the possibilities of 
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developing a small-world scale-free supervisory plane aimed at speeding-up 
communication between distant parts of the network for faster recovery.  

We also we addressed the problem of efficient provisioning lightpaths with dif-
ferent protection requirements in a dynamic WDM network environment.  

The integration of different network technologies into a multilayer network, as 
in Internet based networks carried by optical transport networks, creates new op-
portunities but also challenges with respect to network survivability. In the differ-
ent network layers, recovery mechanisms are active that can be exploited jointly, 
to reach a more efficient or faster recovery from failures. This interworking is also 
indispensable to overcome the variety of failure scenarios that can occur in the 
multilayer network environment. A well-considered coordination between the dif-
ferent layers and their recovery mechanisms is crucial to attain high performance 
recovery. 
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10 Optical Storage Area Networks 

T.E.H. El-Gorashi (chapter editor) and J.M.H. Elmirghani�

Abstract  Storage area networks (SANs) are a promising technology to 
efficiently manage the ever-increasing amount of business data. Extend-
ing SANs over large distances becomes essential to facilitate data protec-
tion and sharing storage resources over large geographic distances. A 
WDM metropolitan ring network is examined as a suitable extension for 
SANs where it is shown that sectioning the ring can help deal with traffic 
asymmetry and hot node (SAN node on ring) scenarios. Several network 
architectures are studied: One of the architectures accommodates a single 
SAN and its mirror connected through a sectioning link. Another archi-
tecture accommodates two pairs of SANs and their mirrors with section-
ing links connecting each pair. Issues investigated include impact of the 
number of co-existing IP (non SAN) nodes; traffic models: Poisson and 
self-similar; slotted regime: fixed-size (FS), variable-size (VS) and super-
size (SS) slot schemes; MAC protocol design; handling traffic asymmetry 
and performance measures.  

10.1 Introduction 

The days when storage systems were expected only to store and retrieve randomly 
accessible data are long gone. Today storage systems are expected to play an inte-
gral role in supporting high levels of flexibility, scalability and data availability. 
Storage area networks (SANs) [1,2] are emerging as the storage management 
structure to meet these requirements. SANs were initially designed to work within 
distance limited environments such as a campus. As the effect of natural disasters 
such as earthquakes, fires and floods, power outage, and terrorist attacks can be 
severely destructive in a limited distance environment; the need for extending 
SANs over large distances has become essential to protect data against loss or 
damage and to share storage resources among a larger number of users over large 
geographic areas. Most of the existing literature covering SAN extension is mainly 
concerned with long-haul overlay. The proposed solutions include optical-based 
extension solutions and IP-based extension solutions. The optical-based extension 
solutions include extending SAN over the synchronous optical network (SONET) 
and over wavelength division multiplexing (WDM). IP based extension solutions 
encapsulate data units of SAN traffic into standard IP frames to be transported 
over core networks. In [3], models were developed to compare the reliability of 
SONET-based extensions with IP-based extensions. It was found that SONET-
based solutions are more able to satisfy customers while IP-based solutions have 
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service interruptions due to hardware/software failure. In this work, a WDM-based 
SAN extension is considered in a metropolitan sectioned ring scenario. 

In earlier work [4,5,6], a WDM slotted ring architecture with a single SAN 
node was proposed and evaluated. In this work a sectioning link is added to the 
ring to help deal with traffic asymmetry and hot node (SAN node on ring) sce-
nario. Also a novel technique is introduced to mirror the SAN node to another 
node (having identical capacity) considered as a secondary SAN. The presence of 
two SANs and their associated mirrors is also examined in an architecture with an 
additional sectioning link.  

An assumption was made in [7,8,9] that the packet size is fixed. However, in 
reality the packet size in data communication traffic is variable. In this work, in 
addition to the fixed-size (FS) slot scheme, two schemes accommodating variable 
size packets are evaluated—variable-size (VS) slot and super-size (SS) slot 
schemes [10].  

This chapter is organized as follows: In Section 10.1.1 SANs and their proto-
cols are briefly reviewed. Data mirroring techniques are presented in Section 
10.1.2. The proposed architectures are presented in Section 10.2. Section 10.3 in-
troduces the proposed mirroring technique. In Section 10.4 simulation results re-
lating to both architectures are presented and analyzed. The conclusions are given 
in Section 10.5.  

10.1.1 Storage Area Networks (SANS) 

SANs are emerging as alternatives to traditional direct-attached storage. SANs 
take storage devices away from servers and connect them directly to the network, 
simplifying the management of large and complex storage systems. Sharing stor-
age resources over SANs offers a number of benefits. SANs provide storage inte-
gration by allowing users to share storage resources across a wide geographic 
area. SANs also provide high availability and fast recovery from catastrophic dis-
asters via backup techniques. SANs represent the ideal solution for large organiza-
tions with growing storage demands as they provide high scalability by eliminat-
ing the physical limitations of I/O buses. 

A transport network should be designed to provide high throughput, reliability, 
scalability in terms of distance and number of nodes, and full accessibility to the 
secondary locations. The fibre channel protocol (FCP) [11] has been considered 
for years as the premier SAN protocol to transport the SCSI commands used to de-
liver block storage. FCP provides a reliable, fast, low latency, and high throughput 
transport mechanism. However, FC was designed to work within environments 
limited to a few hundred meters however natural disasters, power outage, and ter-
rorist attacks can be severely destructive. In addition, installing FC networks re-
quires separate physical infrastructure and new network management skills. To 
remedy the distance limitation two extensions of the FCP were developed—FC 
over TCP/IP (FCIP) and Internet FCP (iFCP) [3]. FCIP is a tunneled solution that 
interconnects FC SAN islands by encapsulating FC block data and subsequently 
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transporting it over a TCP socket. On the other hand, iFCP is a routed gateway-to-
gateway protocol that enables attachment of existing FC devices to an IP network 
by transporting FC frames over TCP/IP switching and routing elements. 

However, FC extensions are still associated with high cost as they assume 
that the user has already invested in FC components. The IETF developed a new 
SAN protocol, internet SCSI (iSCSI) [12], to overcome the drawbacks of FC 
protocols. iSCSI transports SCSI data using already existing networks by encap-
sulating it in TCP/IP packets which makes iSCSI versatile and affordable even 
for small businesses. 

10.1.2 Data Mirroring Techniques  

The concept of back up is vital to improve reliability of data storage systems. 
Backup methods are usually based on data mirroring [13, 14] where exact replicas 
of the original data are created to be sent to secondary storage systems in far loca-
tions. In the event of lost or corrupted data in the primary storage site, data is re-
trieved from the secondary storage sites. Traditionally, this process was performed 
manually by writing data to tapes at the primary site, and then using a vehicle to 
transport the tapes to remote sites. Manual backup is a time-consuming, disruptive 
process that requires dedicated personnel resources and equipment. SANs exten-
sions facilitate automatic performance of backups and disaster recovery functions 
across the MAN or WAN. Data mirroring is usually implemented by one of two 
strategies—synchronous and asynchronous. In synchronous mirroring data is 
transmitted from the transmitting node to the two SANs simultaneously; i.e. the 
state of the SANs is synchronized. However, in addition to the high bandwidth re-
quirements, synchronization can introduce significant delays for large distances. 
On the other hand, under asynchronous mirroring data is initially transmitted to 
the primary SAN, and then the primary SAN replicates it to the secondary SAN. 
Usually asynchronous mirroring is scheduled to run after peak hours when the 
network bandwidth is idle to save peak hour bandwidth. Therefore it is efficient 
and cost effective. However it unsuitable for critical applications as the state of the 
storage locations is not synchronized. 

10.2 Network Architectures  

The two network architectures considered are illustrated in Fig. 10.1. Both archi-
tectures are metropolitan WDM ring networks with a unidirectional (clock wise) 
multi-channel slotted fibre. The networks connect a number of access nodes 
within a circumference of 138 kilometers. There are two types of nodes: access 
and SAN nodes operating at 1 Gb/s and 5 Gb/s, respectively. 

For the first architecture, shown in Fig. 10.1(a), the ring is sectioned using a 
44 km point-to-point link passing through the center of the ring. The link consists 
of a pair of fibres with opposite propagation directions and directly connects two 
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nodes, a primary SAN and its secondary SAN. The sectioning link provides a 
shorter path for some source-destination pairs to communicate through instead of 
going through the entire ring and helps deal with traffic asymmetry and the hot-
node scenario created by the SANs. The SANs are located at the sectioning points 
of the link to make use of the links and to ensure that they are separated by the 
maximum distance to survive disasters in a limited distance scenario.  

For the second architecture, shown in Fig. 10.1(b), the ring contains two section-
ing links and two pairs of SANs and their mirrors. In [6, 7, 8], an assumption was 
made that the packet size is fixed and equal to the slot size (Ethernet maximum 
transfer unit (MTU), defined as 1500 bytes). However, in reality the packet size in 
data communication traffic is not fixed. According to measurements on the Sprint 
IP backbone [15], there are mainly five major sizes of packets in data traffic, i.e. 
40, 211, 572, 820 and 1500 bytes. The 40 bytes size is for TCP ACKs. The 572 
bytes and 1500 bytes are the most common default MTUs. The 211 bytes packets 
correspond to a content distribution network (CDN) proprietary user datagram 
protocol (UDP) application that uses an unregistered port and carries a single 211 
bytes packet. The packets of around 820 bytes are generated by media streaming 
applications. Obviously, the original architecture is not suitable for this situation, 
in which a huge percentage of slot space will be wasted. In this paper, in addition 
to the FS slot scheme, the performance of the sectioned ring is evaluated under 
two different schemes that accommodate variable size packet traffic—variable-
size (VS) slot and super-size (SS) slot schemes. For the VS slot scheme, slots of 
five different sizes circulate around the ring. The slots sizes correspond to the five 
different sizes of data traffic packets from the access links, which are 40, 211, 572, 
820 and 1500 bytes, with probabilities of 0.1, 0.2, 0.1, 0.2 and 0.4, respectively 
[15]. The total number of slots on the ring is 240. The number of slots for each size 
(related to the probability distribution of packet size on the access links) is 24, 48, 
24, 48 and 96, respectively. The average size for a slot is 870.44 bytes. In the simu-  

 
 (a) (b) 

Fig. 10.1. Network architecture (a) Single section architecture  (b) Two sections architecture  
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lation, the different size slots are generated with a fixed sequence. The 240 slots 
are divided into 24 groups, in each group there are 10 slots with one slot of 40 
bytes, two slots of 211 byes, one slot of 572 bytes, two slots of 820 bytes and four 
slots of 1500 bytes. In order to simplify the calculation and rotation, the length of 
the ring is changed to 133 kilometres. In the SS slot scheme, the ring is divided 
into several super-size slot (24 super slots), which are much larger than the pack-
ets in the traffic (9000 bytes). Obviously, this approach is more realistic and suit-
able for a general situation than the VS slot scheme as it is not based on the packet 
size distribution. In this scheme, the length of the ring does not change.  

Fig. 10.2 illustrates the logical topology of the two architectures. The two archi-
tectures can be considered as a number of logical rings: three for the single section 
architecture and five for the two sections architecture. The logical ring for each 
source-destination pair over the time slotted ring is chosen according to a shortest 
path algorithm. To demonstrate the effects of network loading, asymmetric traffic, 
hot-node scenario and the impact of sectioning, the number of wavelength is lim-
ited to 4 for the single section ring which is the optimum number needed given 
this architecture. The minimum number of wavelength can be decided by consid-
ering the three logical rings. Considering a 24 node network, there are 11 nodes 
common to rings A and B each operating at 1 Gb/s. If the wavelength rate is 2.5 
Gb/s, then 4 wavelengths are needed, ignoring the statistical multiplexing gain 
achieved by the ring, i.e. 2 wavelengths per ring. Rings B and C can use the same 
two wavelengths as the sectioning link is made up of two counter propagating fi-
bres. Therefore a total (minimum) of 4 wavelengths is needed in this architecture 
offering each of the three rings 2 wavelengths. A minimum number of 6 wave-
lengths can be calculated in the same way for the two sections architecture.  

Under the single section architecture, each access node is equipped with two 
fixed transmitters to connect it to the two logical rings available to it. SAN nodes  

 
 (a) (b) 

Fig. 10.2. Logical topology of the architecture (a) Single section architecture (b) Two sec-
tions architecture 
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placed at the sectioning points require an additional transmitter as each has access 
to the three logical rings. As the number of nodes is greater than the number of 
wavelengths, each wavelength is shared by a number of nodes for transmission. 
Four fixed receivers are used to allow nodes to share wavelengths for reception 
which results in higher scalability compared to the single fixed receiver architec-
ture where the number of wavelengths is equal to the number of nodes. The use of 
a tunable receiver is possible but results in receiver collisions.  

Under the two sections architecture, each node is equipped with three fixed 
transmitters and six fixed receivers. The SAN nodes also require an additional 
transmitter as they have access to four logical rings. 

10.3 Proposed Mirroring Technique 

A simple technique is used to mirror each primary SAN node to its corresponding 
secondary SAN node. Under this mirroring technique, the secondary SAN nodes 
do not send any traffic to the primary SAN nodes and ordinary nodes do not send 
any traffic to the secondary SAN nodes. However, the secondary SAN nodes ulti-
mately receive all the traffic addressed to the primary SAN nodes as the primary 
SAN node remove a packet from a slot upon reception only if its corresponding 
secondary SAN node has already received this packet. Otherwise it will let the 
packet remain in the ring to go to the secondary SAN node. Therefore those pack-
ets passing by the primary SAN node first will travel further in the network to be 
mirrored in the corresponding secondary SAN node which means extra bandwidth 
is used. However, on average this proposed mirroring scheme saves bandwidth 
and introduces efficiency in that separate transmissions are not needed to synchro-
nise the SAN and its mirror. The Two remain synchronised at all time subject to 
the ring propagation delay. 

According to the original MAC protocol, for the single section architecture, 
nodes in the upper part of the network can use either ring B or ring A to send to 
the primary SAN node. Although both rings result in the same distance to the 
primary SAN node, ring A results in a longer distance to the secondary SAN 
node. This extra distance increases mirroring time and leads to inefficient band-
width usage. To reduce bandwidth usage and the mirroring time for the upper 
nodes, a modification can be introduced to the MAC protocol. In this modified 
version of the protocol, the upper nodes have to use ring B to send to the pri-
mary SAN node. To overcome the extra load introduced to ring B, a wavelength 
can be taken from ring A and assigned to rings B and C. Ring A can accommo-
date its traffic in a single wavelength as less traffic travels through it (40% to 
60% is assumed to be destined to the SAN node in the asymmetric scenario). 
The mirroring technique with the modified MAC protocol is applied to the two 
sections ring. Fig. 10.3 illustrates the modified mirroring technique with the 
modified MAC protocol for both architectures.  
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 (a) (b) 

Fig. 10.3. Mirroring Technique (a) Single section architecture (b) Two sections architecture 

10.4 Performance Evaluation 

Simulation is carried out to evaluate the node throughput and queuing delay of the 
two architectures under the proposed mirroring technique. Two different traffic 
models are used—Poisson and self-similar. It has been shown in [16] that LAN 
and WAN traffic is better modelled using statistically self-similar processes. 
However, Poisson models are still used because they are analytically tractable and 
can be modelled easily compared to self-similar processes; see e.g. [17,18].  

Networks of 16 and 24 nodes are simulated. The performance of the networks 
is evaluated under varying levels of traffic loads. The presence of the SANs cre-
ates traffic asymmetry and hot-node scenario i.e. the access nodes send to the pri-
mary SANs with a relatively higher probability while they send to each other with 
equal probabilities. For the single section ring, the primary SAN receives 40% or 
60% of the total traffic. For the two sections ring this amount is divided equally 
between the two primary SANs.  

10.4.1 Single Section Ring Architecture 

Two networks of 16 and 24 nodes are simulated for the single section ring. To re-
flect the effect of traffic asymmetry and mirroring on the performance of the net-
works, average results relating to access nodes in the upper part of the network are 
shown separately from those of access nodes in the lower part of the network. Also 
results of the primary SAN are shown separately from those of the secondary SAN.  

10.4.1.1 Results of a 16 Node Network 

In the case of a 16 node network, an aggregated data rate of 20 Gb/s (5 Gb/s from 
the SAN node and 15 Gb/s from other ordinary nodes) is generated by nodes 
without the mirroring technique and 24 Gb/s (10 Gb/s from the SAN nodes and 14 
Gb/s from other ordinary nodes) with the mirroring technique. This maximum 
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traffic represents a normalized load of 1, L=1. Note that several choices exist and 
the two extreme cases (mirror does not transmit data, and mirror transmits to all 
nodes at the same rate as the primary SAN) are considered. Intermediate scenarios 
exist where for example nodes choose to retrieve data from the SAN or mirror ac-
cording to proximity. In this case the SAN and the mirror each transmit only to a 
subset of the total nodes. 

It worth mentioning that the total bandwidth capacity of the WDM ring is 
around 15 Gb/s (2.5 Gb/s × 6, where for rough guidance only we assume that the 
introduction of the section is similar to the introduction of two extra wavelengths) 
and therefore a normalized load of 1 will create more traffic on the ring than the 
total carrying capacity of an unslotted WDM ring network, however the slotted 
regime introduces a further spatial multiplexing gain.  

The 16 node network results emphasize the performance difference introduced 
by the mirroring technique under the FS slot scheme. The performance is shown 
under the mirroring technique with the original and the modified MAC protocols. 
All these cases are evaluated under Poisson traffic. For comparison, the perform-
ance of the network with mirroring under the modified MAC protocol is also 
evaluated under self-similar traffic. All results are shown under both 40% and 
60% asymmetric traffic.  

Fig. 10.4(a) shows the node throughput results of the upper nodes. They man-
age to achieve the maximum throughput with and without mirroring for both 40% 
and 60% asymmetric traffic. However, this is expected as under both the original 
and modified MAC protocol, the upper nodes are not affected by mirroring as the 
bandwidth available to them will not be used by any of the mirrored packets. Mir-
rored packets from the lower nodes will always go through ring C. The figure also 
shows that the use of self-similar traffic slightly reduces the achievable through-
put, under 40% asymmetric traffic when compared with the case where Poisson 
traffic is used. This is expected due to the burstiness of the traffic produced by 
self-similar sources.  

Without the mirroring strategy, the lower nodes (Fig. 10.4(b)) manage to 
achieve the maximum throughput for 40% asymmetric traffic while for 60% 
asymmetric traffic the throughput is slightly less than the maximum. This is un-
derstood as higher proportion of traffic sent to the primary SAN node means more 
load on ring C. It can also be seen from the figure that while under Poisson traffic 
the modified MAC protocol achieves the maximum throughput, the throughput 
very slightly decreases under self-similar traffic as with the upper nodes.  

For the primary SAN node (Fig. 10.4(c)), it can be seen that mirroring with the 
original MAC protocol decreases the throughput achieved as half of the packets 
(those from the upper nodes), which used to be emptied and possibly reused by the 
primary SAN node, continue their way to the secondary SAN node to be emptied 
and possibly reused. Therefore the bandwidth available to the primary SAN node 
decreases and the bandwidth available to the secondary SAN node increases. It is 
noticed from the figure that without mirroring the original MAC protocol per-
forms better under 60% asymmetric traffic compared to 40% asymmetric traffic as 
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increasing the proportion of traffic going to the primary SAN node means more 
slots will be emptied and possibly reused by it. It can be seen from the figure that 
the performance of the primary SAN node has improved under the modified MAC 
protocol as the extra bandwidth introduced by the added wavelength is greater 
than the extra traffic added to ring B. However, this extra traffic is more in the 
case of 60% asymmetric traffic which makes performance under 60% asymmetric 
traffic worse than 40% asymmetric traffic although in the first case more packets 
are emptied and possibly reused by the primary SAN node. The figure also shows 
that the throughput of the modified MAC protocol decreases under self-similar 
traffic. It is noticed from the figure that under the mirroring cases the network be-
comes heavily loaded at load of 0.7 and therefore the throughput is almost con-
stant for higher loads.  

For the secondary SAN node (Fig. 10.4(d)), without the mirroring technique the 
throughput achieved under 40% asymmetric traffic is higher than 60% asymmetric 
traffic as under 60% asymmetric traffic ring C is more loaded. The throughput 
reaches its maximum at a load of 0.9 and then decreases as the network becomes 
heavily loaded. As mentioned before, under the mirroring technique the maximum 
transmission rate of the secondary SAN node increases to 5 Gb/s. Although under 
mirroring more packets will be emptied and possibly reused by the secondary  

 
Fig. 10.4. Node throughput of the single section architecture-16 nodes. 
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SAN under 60% asymmetric traffic, still the high load on ring C makes the perform-
ance of the original MAC protocol better under 40% asymmetric traffic. It can be 
seen from the figure that the secondary SAN node under the original MAC protocol 
achieved its maximum throughput at a load of 0.6 then the through appears to be 
almost constant and then decreases as the network gets heavily loaded. It can be 
seen from the figure that while the modified MAC protocol manages to increase the 
throughput under 60% asymmetric traffic, the throughput decreases under 40% 
asymmetric traffic. This is understood as under 40% asymmetric traffic more traffic 
is going through ring A compared to 60% asymmetric traffic. Therefore taking a 
wavelength from ring A and giving it to ring C would result in decreasing the 
throughput. Again under self-similar traffic the throughput is reduced.  

Fig. 10.5(a) shows the upper nodes average queuing delay. The increase in 
queuing delay introduced by mirroring is due to the increase in the transmission 
rate of the secondary SAN node which reduces the bandwidth available to the up-
per nodes. It can be seen from the figure that under mirroring the original MAC 
protocol outperforms the modified protocol. This is understood if we remember 
that under the original MAC protocol, traffic to the primary SAN node can go 
through either ring A or B, each having 2 wavelengths while under the modified 
MAC protocol only ring B is available with 3 wavelengths. However, it should be 
clear that the modified MAC protocol will result in decreasing the propagation 
time of mirrored packets of the upper nodes by an amount greater than the in-
crease in the queuing delay. It is also noticed that without mirroring and with mir-
roring under the original MAC protocol, the upper nodes perform better under 
60% asymmetric traffic compared to 40% asymmetric traffic as in the case of 60% 
asymmetric traffic more traffic will have the chance to be sent through either ring 
A or ring B. Under the modified MAC protocol, 60% asymmetric traffic still out-
performs 40% asymmetric traffic but this time because under 40% asymmetric 
traffic ring A, which has a single wavelength, is more loaded. However, under the 
original MAC protocol as expected the difference between 40% and 60% asym-
metric traffic is much smaller.  

For the lower nodes (Fig. 10.5(b)), mirroring under the original MAC protocol 
increases the queuing delay slightly compared to the “without mirroring” case as a 
proportion of the bandwidth available to the lower nodes in ring A will be used by 
mirrored packets from the upper nodes as these packets, as mentioned before, can 
go through either ring B or ring A. However, this effect is eliminated under the 
modified MAC protocol. Also, it is shown in the figure that without mirroring and 
with mirroring under the original MAC protocol, 40% asymmetric traffic has a 
lower queuing delay than 60% asymmetric traffic as with the node throughput. It 
can be seen from the figure that for 60% asymmetric traffic, with and without the 
mirroring technique, the queuing delay significantly increases as the network gets 
heavily loaded (L>0.8). For the modified MAC protocol, the figure shows that 
while the queuing delay is reduced under 60% asymmetric traffic, it increases un-
der 40% asymmetric traffic. This can be explained if we remember that under 40% 
asymmetric traffic more traffic goes through ring A compared to 60% asymmetric 



10 Optical Storage Area Networks 295 

traffic. Therefore taking a wavelength from ring A and giving it to ring C results 
in deteriorating the performance.  

Similar trends to those of node throughput are observed for the queuing delay 
of the primary SAN node (Fig. 10.5(c)) under Poisson traffic. While the network 
gets heavily loaded and the queuing delay significantly increases at loads higher 
than 0.7 without the mirroring technique, it gets heavily loaded and the queuing 
delay significantly increases at loads higher than 0.6 with the mirroring technique. 
It can be seen from the figure that without the mirroring technique under 60% 
asymmetric traffic and with the mirroring technique under the original MAC pro-
tocol that after a certain load the queuing delay appears to be almost constant as 
the buffers become full. The figure also shows that the use of self-similar traffic 
gives higher queuing delay than with Poisson traffic when the load is below the 
0.8. For higher loads, the performance under self-similar traffic is better than un-
der Poisson traffic. This is understood from the nature of Poisson traffic whose 
transmission rate, at high loads, becomes more constant as the packet interarrival 
duration decreases. Under a load of 1, the maximum transmission capacity of the 
network is reached; the congestion state becomes severe due to the almost non-
variable, constant arrival of packets where the nodes transmission buffers are con-
stantly filled with packets. Therefore, the queuing delay also increases rapidly 
when the congestion state is reached. On the other hand, under self-similar traffic, 
packet bursts tend to frequently increase the buffer loads and the average queuing 
delay value is seen to be higher than with Poisson traffic when L<0.8. However, 
as the maximum transmission capacity of the network is reached, the buffers are 
filled in an intermittent way and the congested state does not induce an abrupt de-
cline in networking performance. Therefore, the queuing delay appears to be al-
most constant for higher loads.  

Fig. 10.5(d) shows the queuing delay of the secondary SAN node. Due to the 
higher transmission rate, the queuing delay increases with mirroring at loads less 
than 0.9. For higher loads the queuing delay for the secondary SAN node without 
the mirroring technique is higher as ring C becomes highly loaded and fewer 
packets are emptied by the node compared to the mirroring technique. Applying 
self-similar traffic results in reducing the queuing delay for loads higher than 0.8 
as with the primary SAN node. Also the queuing delay after a certain load appears 
to be almost constant as with the primary SAN node. Other trends in the figure are 
similar to those of the node throughput.  

10.4.1.2 Results of a 24 Node Network 

In the case of a network of 24 nodes, a maximum aggregated rate of 28 Gb/s (5 
Gb/s from the SAN and 23 Gb/s from the access nodes) is generated by nodes 
without the mirroring technique, and 32 Gb/s (10 Gb/s from the SANs and 22 
Gb/s from the access nodes) with the mirroring technique. Therefore the network 
is more loaded compared to the 16 node network case.  
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Results of the 24 node network illustrate the performance difference introduced 
by the modified mirroring technique under the FS slot scheme. Also they compare 
the performance of the VS and SS slot schemes. Performance of the mirroring 
technique with the FS slot scheme is also evaluated under self-similar traffic. All 
results are shown under both 40% and 60% asymmetric traffic.  

Fig. 10.6(a) shows the node throughput of the upper access nodes. The maxi-
mum throughput is achieved without the mirroring technique under 40% asym-
metric traffic. Under 60% asymmetric traffic the throughput is slightly less than 
the maximum under L= 1 as more traffic is destined to the primary SAN which 
heavily loads ring B. It can be seen that applying the mirroring technique reduces 
the throughput. This is due to the increase in the transmission rate of the secon-
dary SAN which reduces the bandwidth available to the upper access nodes. The 
reduction in throughput is significant under 40% compared to 60% asymmetric 
traffic as under 40% asymmetric traffic ring A, which has a single wavelength, is 
more loaded. All these effects are not clear for the 16 node network as the network 
is less loaded. As with the 16 node network, Fig. 10.6(a) also shows that the use of 
self-similar traffic reduces the throughput significantly. The significant improve-
ment obtained by applying the VS slot scheme is also clear in Fig. 10.6(a). This 
improvement is due to the increase in slot space utilization, which is defined as the 
ratio of used slot space to the total slot space.  

 
Fig. 10.5. Queuing delay of the single section architecture-16 nodes 
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As mentioned before, in the FS slot scheme, the size of the slot is 1500 bytes. 
However, in data communication traffic, the average size of the packets is equal to 
867.4 bytes, which is about 58% of 1500 bytes. This means that only 58% of the 
slot space is used on average and the rest is wasted. In the VS slot scheme, the slot 
space is fully used. Therefore the maximum throughput of the FS slot scheme is 
predicted to be around 58% of that of the VS slot scheme. However the through-
puts obtained in this case do not match these predictions as the maximum 
throughput is achieved with the VS slot scheme. However results in the two sec-
tions ring will match the predictions. The difference between VS and SS slot 
schemes will be clear in the queuing delay results.  

Without the mirroring strategy, the lower access nodes (Fig. 10.6(b)) achieve 
lower throughput than that achieved by the upper access nodes. This is understood 
as packets from upper access nodes destined to the primary SAN can be transmit-
ted through either ring A or B. However this is not the case for lower access nodes 
where these packets have to be transmitted through ring C. Lower access nodes 
perform better under 40% asymmetric traffic compared to 60% asymmetric traffic 
as higher proportion of traffic sent to the primary SAN means more load on ring 
C. Applying the mirroring technique results in reducing the achieved throughput 
under 40% asymmetric traffic. However, under 60% asymmetric traffic the 
throughput increases. This is a result of removing a wavelength from ring A and 
adding it to ring C as under 60% asymmetric traffic, traffic going through ring A 
can be accommodated in one wavelength i.e. giving more bandwidth to ring C 
traffic without affecting traffic on ring A. Again the difference introduced by mir-
roring and different traffic asymmetry is clearer in the case of the 24 node network 
compared to the 16 node network. It can also be seen that self-similar traffic re-
duces the throughput as with the 16 node network. The same trends of the VS and 
SS slot schemes for upper access nodes can be noticed for the lower access nodes.  

As noticed for the 16 node network, it can be seen that the primary SAN (Fig. 
10.6(c)) without mirroring performs better under 60% compared to 40% asymmet-
ric traffic. Similar to the “without mirroring” case, 60% asymmetric traffic outper-
forms 40% asymmetric traffic under the mirroring technique. The figure also 
shows that with the mirroring technique the throughput decreases under self-
similar traffic. It can also be noticed that the SS slot scheme has resulted in further 
improvement in the throughput under loads less than or equal to 0.9. This can be 
understood if we remember that in the VS slot scheme, the different size slots are 
only allowed to carry packets with the corresponding size. However, if an empty 
slot arrives and the buffer, which contains its corresponding packets, is empty, the 
slot will be released to the downstream nodes which will affect the slot utilization 
probability (the ratio of the number of empty slots which have been used to the 
number of total empty slots). On the other hand, the SS slot scheme achieves a 
better slot utilization probability as the super slot can accommodate all packet 
sizes. However, it can be seen from the figures that under extremely high loads 
(L> 0.9) the VS slot scheme outperforms the SS slot scheme. It is noticed from the 
figure that for the mirroring cases the network becomes heavily loaded at loads 
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higher than 0.5 where the throughput is almost constant up to a load of 0.8. For 
higher loads, the throughput starts to decrease.  

For the secondary SAN (Fig. 10.6(d)), as with the 16 node network, without the 
mirroring technique the throughput under 40% asymmetric traffic is higher than 
60% asymmetric traffic as ring C is more loaded under 60% asymmetric traffic. 
As mentioned before, under the mirroring technique the maximum transmission 
rate of the secondary SAN increases to 5 Gb/s. Other trends in Fig. 10.6(d) are 
similar to those of the primary SAN.  

Fig. 10.7(a) shows the upper access nodes average queuing delay. It can be 
seen that with the mirroring technique under 40% asymmetric traffic after a cer-
tain load the queuing delay appears to be almost constant as the buffers become 
full. All the trends noticed for the throughput of FS slot scheme can be noticed for 
the queuing delay. The difference between the VS and SS slot schemes is clear. 
For the lower access nodes (Fig. 10.7(b)) similar trends are noticed.  

Similar trends to those of node throughput are observed for the queuing delay of 
the primary SAN (Fig. 10.7(c)) under Poisson traffic. It can be seen from the figure 
that without the mirroring technique under 60% asymmetric traffic that after a cer-
tain load the queuing delay appears to be almost constant as the buffers become full. 
The figure also shows that as with the 16 node network the use of self-similar traffic 
gives higher queuing delay than with Poisson traffic when load is below 0.8.  

 
Fig. 10.6. Node throughput of the single section architecture-16 nodes 
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Fig. 10.7. Queuing delay of the single section architecture-16 nodes 

Fig. 10.7(d) shows the queuing delay of the secondary SAN. As with the 16 node 
network, the queuing delay increases with mirroring at loads less than 0.9. For 
higher load the queuing delay for the secondary SAN without the mirroring tech-
nique is higher. Also applying self-similar traffic results in reducing the queuing 
delay for loads higher than 0.6 and the queuing delay after a certain load appears 
to be almost constant. The trends of VS and SS slot schemes are similar to those 
of the node throughput.  

10.4.2 Two Sections Ring Architecture 

The two sections architecture is evaluated for a network of 24 nodes. Simulation 
results of the two sections ring compare the performance of the different slot 
schemes under the mirroring technique. All the results are also shown under both 
40% and 60% asymmetric Poison traffic. For comparison reasons result of the FS 
slot scheme are shown also under self-similar traffic. 

For the two sections ring architecture, the aggregated data rate is 40 Gb/s (20 
Gb/s from the SANs and 20 Gb/s from the access nodes). As mentioned before 6 
is the minimum number of wavelengths for this architecture giving a total band-
width around 25 Gb/s (2.5 Gb/s × 10, where we assume that there are 5 rings with 
2 wavelengths per ring).  
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To reflect the effect of traffic asymmetry and mirroring on the performance of 
the network, average results of the access nodes are shown separately from those 
of the SANs (introducing the two sections create symmetry in the performance of 
different parts of the network).  

Fig. 10.8(a) shows the average throughput of the access nodes. As with the sin-
gle section architecture the significant improvement obtained by applying the VS 
slot scheme is clear. Also it can be seen that while the maximum average through-
put achieved under the VS slot scheme reaches 980 and 930 Mb/s for 40% and 
60% asymmetric traffic, respectively, it was limited under the FS slot scheme to 
590 and 540 Mb/s for 40% and 60% asymmetric traffic, respectively, which is 
around the theoretical predictions mentioned previously. It is also noticed from the 
figure that under the three different slot schemes, the throughput achieved under 
40% asymmetric traffic is higher than that under 60% asymmetric traffic. This is 
understood as higher proportion of traffic sent to the SANs unbalances traffic be-
tween logical rings.  

Fig. 10.8(b) presents the average node throughput for the SANs. The significant 
increase in the throughput achieved by the VS slot scheme compared to the FS slot 
scheme is noticed. The average node throughput under L=1 increased from 2390 
to 4000 Mb/s under 40% asymmetric traffic, and from 2550 to 4330 Mb/s under 
60% asymmetric traffic. These values are not far from the predictions. Unlike the 
performance of the access nodes, it is noticed that 60% asymmetric traffic outper-
forms 40% asymmetric traffic as higher proportion of traffic sent to the SANs 
means more packets emptied and possibly reused by them. The difference in per-
formance between the VS and SS scheme is not clear for the node throughput. It is 
noticeable for the queuing delay as discussed below.  

The average queuing delay for the access nodes and the SANs are shown in 
Fig. 10.9(a) and Fig. 10.9(b), respectively. In both cases, it is clear that applying 
the VS slot scheme has significantly reduced the queuing delay. As with the single 
section ring, the SS slot scheme has resulted in further reduction in the queuing  

 
Fig. 10.8. Node throughput of the two sections architecture 
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Fig. 10.9. Queuing delay of the two sections architecture 

delay under loads less or equal to 0.9. Other trends in Fig. 10.9 are similar to the 
throughput.  

From Fig. 10.8 and Fig. 10.9, it is clear that applying self-similar traffic results 
in a worse performance as with the single section ring. 

10.5 Conclusions 

In this chapter, optical storage area networks and the performance of a number of 
novel mirroring techniques were evaluated. Simulation was carried out for two 
metropolitan WDM ring architectures under both Poisson and self-similar traffic. 
In addition to the FS slot scheme, performance was evaluated under two different 
slot schemes accommodating variable size packets — VS slot and SS slot 
schemes. Results of node throughput and queuing delay were presented and ana-
lyzed. For the single section architecture, two networks of 16 and 24 nodes were 
evaluated. The results showed that applying the proposed mirroring technique has 
different effects on different parts of the ring. For the upper access nodes mirror-
ing degraded the performance. The deterioration was significant under 40% com-
pared to 60% asymmetric traffic. For the lower access nodes,  while applying the 
mirroring technique resulted in worse performance under 40% asymmetric traffic, 
under 60% asymmetric traffic the performance improved. The primary SAN per-
formance was impact under the mirroring technique however the maximum 
transmission rate of the secondary SAN increased to 5 Gb/s.  

For the two sections ring, a network of 24 nodes was evaluated. The results 
showed that the access nodes achieved good performance under the FS slot 
scheme. Because of their high transmission rate, the SAN nodes suffered from 
more performance degradation compared to the access nodes.  

Significant improvements in the performance of both architectures were ob-
tained under VS and SS slot schemes.  
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11 Software Tools and Methods for Modelling 
Physical Layer Issues 

M. Karasek (chapter editor), S. Aleksic, M. Jaworski, and J. Leibrich  

Abstract. We concentrated on the development of our own software for 
simulating semiconductor lasers and laser amplifiers, interactive simulation of 
optical communication systems, numerical analysis of transient effects in 
Raman fibre amplifiers and improving the efficiency and accuracy of split-
step Fourier analysis suitable for solution of non-linear Schrödinger equation. 

11.1 Modelling of Optoelectronic Components (Lasers and 
Semiconductor Optical Amplifiers) 

11.1.1 Introduction 

The choice of an appropriate model for monolithic semiconductor-based optical 
components is often affected by the degree of accuracy required for a particular 
application. Analytical models describe the main physical effects very well. They 
are able to predict the main parameters under steady-state conditions. However, 
some applications require a prediction of transients. The prediction of dynamics 
and operation under both periodic and aperiodic conditions requires often the use 
of a numerical model. Here, computation time and complexity of the algorithm are 
important parameters for the model selection. 

The numerical models can be classified into two groups, namely time-domain 
and frequency domain models [1]. The frequency-domain modelling techniques 
are most suitable for a general description and understanding of the physics of 
mode-locking. On the other hand, the large-signal distributed time-domain model-
ling techniques are likely to be most suitable for a practical laser design because 
they take into account dynamics and spatial inhomogeneities of the active layer. 
They can also be used to model other active optoelectronic components such as 
different kind of lasers, optical amplifiers and modulators. 

11.1.2 Frequency-Domain Approaches 

Frequency-domain techniques base on a description of the optical field evolution 
in the laser cavity in the form: 

 ∑ +=
j

tti
jj

jjezutEyxtrE )()(),(),( )]([ ϕωψ  (11.1) 



310 M. Karasek et al. 

withΨx, y) being the transverse waveguide mode profile and Ej(t), ωj, and ϕ(t) be-
ing the amplitude, frequency, and phase of the mode j, respectively. uj(z) are de-
fined as the functions that satisfy the resonant condition for the laser cavity. These 
equations are nothing else but the wave equations with reflection boundary condi-
tions at the laser facets. Although in a realistic cavity there is a weakly time de-
pendence of the functions, this dependence is usually neglected in the frequency-
domain approach. 

The dynamics of the gain and saturable absorption is considered to be slow, i.e. 
with time constants longer that the round-trip time of the cavity, so that the carrier 
density in the gain and saturable absorber sections are described by the standard 
rate equations with no z dependence 
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 (11.2) 

where Ne denotes the carrier density and J is the pump current density.τg,a and gg,a 
are, respectively, the spontaneous recombination lifetimes and the gain coeffi-
cients for the gain (index g) and absorber (index a) sections. e is the electron 
charge and d is the thickness of the active layer. Note that the gain coefficient 
within SA sections, ga, has a negative sign and could be replaced by -as, where as 
denotes the absorption coefficient. vg = c/ne is the group velocity of light in the la-
ser waveguide and S(t) is the photon flux density given by 

 
2

( ) ( )j
j

S t E t= ∑  (11.3) 

11.1.3 Time-Domain Models 

A model in the time domain describes mode-locking as the propagation of an opti-
cal pulse through a waveguide. The optical field in the laser cavity is usually rep-
resented using two components propagating in opposite directions, say in the right 
and the left longitudinal (i.e., z) direction. Thus, the evolution of the optical field 
in the laser cavity is given by 

 [ ]0 0( , ) ( , ) exp( ) exp( ) exp( )R L cE r t x y E ik z E ik z i tψ ω= − +  (11.4) 

where, respectively, ωc and k0 = n(ωc)ωc/c are the optical central frequency and 
corresponding wave vector. The starting point of almost all time-domain models is 
a set of reduced equations, which includes the following expression for slowly 
varying amplitudes EL,R 
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In the above equation, both saturation nonlinearity and frequency dependence are 
included by introducing the operators ĝ  and ∆ β̂ , which describe the gain and the 
variable part of the propagation constant, respectively. The last term need to be in-
cluded only for the sections containing a grating like in DBR and DFB sections. 
The model is completed by standard rate equations for carrier densities (within the 
gain and absorber sections) and photon densities. 
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The equations above are the simplest and most common form of the rate equa-
tions. They can be upgraded in order to achieve more accurate and complete mod-
els. For example, by changing the first pumping term in the first equation and in-
troducing a separate rate equation for the carrier density in the cladding layer, 
carrier transport effects can be taken into account [2]. The dependence of gain and 
saturable absorption on carrier density and wavelength can be taken into account 
by using either the quadratic or the cubic approximation. Finally, the most common 
way to include fast nonlinearities is to use the phenomenological nonlinear coeffi-
cients εg,a, which are also known as the gain compression coefficients. Thus, the fol-
lowing expression for gain can be obtained by using the quadratic formula and in-
cluding the fast nonlinearities. 
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11.1.4 Lumped-Element Models 

In the specific case that pulses experience a small gain over one round-trip in the 
cavity and the pulse width is much smaller than the cavity length, the model can 
be simplified significantly. The amplification and dispersion may then be sepa-
rately treated in two independent stages. Thereby, the distributed amplifier in 
the gain section can be approximately substituted by a lumped gain element. 
Analogous to the gain section, the saturable absorber can also be considered as a 
lumped element. These two elements perform the functions of amplifica-
tion/absorption and self-phase modulation (SPM). Usually, they take into ac-
count only ”slow” components of the gain/absorption saturation, although there 
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are few approaches that also include ”fast” effects. The dispersion of material 
gain and refractive index as well as other dispersive elements present in the cav-
ity such as DBR or DFB gratings are combined in a lumped dispersive element. 
The main equation of the model can be solved analytically by making an addi-
tional assumption that the pulse energy is much smaller than the saturation en-
ergy of the amplifier. This assumption leads to a model, which can only be used 
for the small-signal regime. To overcome this limitation, the main equation can 
be solved numerically without making the small-signal approximation. The gain 
and saturable absorption operators are kept unchanged and realistic laser geome-
tries are taken into account. Such numerical lumped-element models are large-
signal models, which are easily extendable. 

Frequency-domain and semi-analytical lumped time-domain models can be 
used for a general insight into the physics of mode-locking. They are suitable for 
easy and fast determining the main parameters. However, they are not suitable for 
modelling of dynamic regimes involving transients in the laser cavity, especially 
not for practical laser design. For this purpose, large-signal distributed time-
domain models can be used. 

11.1.5 Distributed Time-Domain Models 

In fully distributed time-domain (DTD) models, the signal propagation equation 
and the rate equations are solved directly numerically. Using these models, a real-
istic picture of fast laser dynamics can be obtained. Unlike the lumped time-
domain methods, the distributed models need no trial pulse at the beginning. They 
are able to produce optical pulses from spontaneous noise after the laser is turned 
on. Therefore, they can straightforwardly model the transients associated with the 
initial phase of the laser operation. To achieve this self-starting, the propagation 
equation is extended with a noise source that describes spontaneous emission. 
Usually, it is implemented numerically by adding complex random numbers to the 
propagating fields. Thereby, not only transients in the starting phase can be mod-
elled, but also the noise/jitter properties can be accurately predicted. Several stud-
ies of laser dynamics using DTD models have pointed out some important results. 
First, the fast nonlinearities have less influence on simulations of long-cavities. 
However, it can be observed that their inclusion has an effect on pulse parameters. 
Secondly, SPM caused by carrier density variation and refractive index change in 
the active medium is the main reason for the chirp. The dispersive properties of 
the cavity play a less important role in the chirp formation. The results obtained by 
simulations show a good agreement with experiments when the laser parameters 
are precisely adjusted. 
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11.1.6 Modeling of Hybrid Mode-Locked Lasers 

Hybrid mode-locked lasers allow generation of very short pulses with high repeti-
tion frequencies and a small chirp. An external cavity configuration enables large 
tunability in wavelength, pulse width, and repetition frequency by changing the 
resonator length mechanically [3]. However, the mechanical elements in the laser 
cavity can induce instabilities due to the environmental factors such as change in 
temperature and mechanical stress. 

The structure of a monolithic hybrid MLL is shown in Fig. 11.1(a). It consists 
of three sections, namely saturable absorption (SA), gain and distributed Bragg re-
flector (DBR) section. The device is modelled using a distributed time-domain 
model based on a modified transmission line laser modelling method [4]. A model 
section is represented by a scattering matrix consisting of a photon model and a 
carrier model. In photon models, the instantaneous photon density is calculated 
from incident fields. The instantaneous photon density and injection current are 
used in the carrier density models to calculate the change in carrier density. The 
incident wave is then amplified by the frequency dependent gain, G, that is calcu-
lated in the carrier density models. The spontaneous emission noise is added to 
each section. The saturable absorption (SA) region is modelled using p sections 
represented by scattering matrices, which are of the same form as the matrices for 
the gain (active) region with a slight difference that the gain coefficient, g, is re-
placed by -as, as being the saturable absorption coefficient. The gain region is re-  
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Fig. 11.1. Simulation results obtained by using a distributed time-domain model of a three-
section hybrid mode–locked laser 
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presented by r active sections (active region matrices). The active DBR region 
sections consist of s active scattering matrices. 

Some typical results of the model are shown in Fig. 11.1(b)-(f). In this particu-
lar case, the lengths of the DBR, saturable absorption, and active region were chosen 
to be 200 µm, 100 µm, and 500 µm, respectively. The laser is divided into 64 
model sections. The generated pulse train that is obtained by feeding a 40 GHz ra-
dio frequency (RF) signal into the SA region. Pulses as short as 4.34 ps (FWHM) 
are produced by applying a current of 150 mA. Optical spectrum of the output 
signal is obtained by transforming the time-domain signal into the frequency do-
main using the fast Fourier transformation (FFT). Both timing jitter and fluctua-
tion of the pulse amplitude can be minimized by applying high currents to the SA 
section. In Fig. 11.1(b), eye diagrams for three different currents are shown. A 
very large timing jitter and pulse broadening is observed for low currents (e.g., for 
5 mA), while high-quality short pulses with a low timing jitter (125 fs) can be 
generated by applying a current of 170 mA. 

The dependence of the main pulse parameters on the SA drive current is shown 
in Fig. 11.1(c) and (e). The pulses can be shortened from 6.15 ps to 4.23 ps by in-
creasing the current from 20 mA to 180 mA. A larger peak power can be obtained 
for higher currents and shorter pulses. The amplitude fluctuation is reduced from 
3.34 mW (by 20 mA) to 2.46 mW (by 180 mA), while the time-bandwidth product 
is slightly increased (from 0.58 to 0.67) by increasing the current. 

The effects of the frequency detuning are illustrated in Fig. 11.1(d) and (f). The 
measurements were performed by applying a DC bias of 70 mA and an RF drive 
current of 150 mA. Detuning of the RF frequency with respect to the cavity reso-
nance frequency produces a cyclic instability. That is, if the drive frequency is too 
low, the pulses arrive back before the saturable absorber has fully recovered. 
Thus, the growth of a new pulse after the returning pulse has passed the SA is fa-
voured. Otherwise, if the drive frequency is too high, generation of a new pulse 
before the circulating pulse has arrived back is favoured. This induces a large tim-
ing jitter as shown in Fig. 11.1(f). Even lower frequency detunings (e.g., 50 MHz) 
produce a large timing jitter (2 ps). A further increase (or decrease) in drive fre-
quency away from the cavity resonance produces instabilities. Thus, an accurate 
tuning of the RF drive frequency is of crucial importance. 

11.1.7 Modelling of Travelling-Wave Semiconductor Optical Amplifiers 

Travelling-wave semiconductor optical amplifier (TW-SOAs) is one of the key 
components for linear amplification, wavelength conversion, and fast optical 
switching. TW-SOAs have a nonresonant cavity, so that they provide a rela-
tively flat frequency response over a wide frequency range as well as a high 
bandwidth and low noise. However, an input signal at higher power level causes 
a depletion of the carrier concentration, and consequently, the gain of the ampli-
fier saturates. The spectral width and peak of the gain curve as well as the re-
fractive index depend on the carrier concentration. The carrier dynamics has to 
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be taken into account in order to model accurately the transient response of the 
SOA under modulation and fast intensity changes of the injected optical signal. 
Inhomogeneities of the active medium and variation of the carrier and photon 
densities along the cavity influence the gain saturation. The same distributed 
time-domain model as that used for modelling hybrid MLL, which takes into ac-
count all of the above mentioned effects, can be used to predict temporal and 
spectral responses of SOAs. 

The bidirectional amplifier model consists of q sections placed between two 
anti-reflection coated facets. The sections are represented by scattering nodes, 
which are placed at regular intervals along the transmission line string. The length 
of a model section, ∆L, is related to the time step, ∆τs, and the group velocity in-
side the active region, vg, by ∆L = ∆τs · vg = ∆τs · c/ne, where c and ne are the ve-
locity of light in vacuum and the group effective index of the active waveguide. 
Note that this model supports only x-polarization mode, thus polarization depend-
ence can not be taken into account. 

In the simulations we performed to show the typical results of the model, the 
bulk SOA device is assumed with some arbitrariness to be 500 µm long. It is di-
vided into 32 sections by setting the time step to 195.3 fs. The gain compression 
coefficient, ε, which represents the gain dynamics due to SHB and CH effects, is 
set to 1.0 × 10 23 m3.  

To investigate the response of carrier density in a SOA to a fast change in op-
tical intensity at the input of the device, an optical sech2 pulse as short as 2.4 ps 
FWHM with a central wavelength equal to the gain peak wavelength of the SOA 
(1.55 µm) was injected into the device. The change of the mean carrier density 
averaged through all model’s sections was observed. The time dependence of 
the mean carrier density for three bias currents and three peak powers of the in-
jected pulse can be seen in Fig. 11.2(b) and (c). The intensity of the current ap-
plied to the SOA influences significantly the carrier injection process. There-
fore, the recovery of carrier density can be accelerated by applying a higher 
current. The carrier density is fully recovered in 250 ps when a current of 200 
mA is applied, while only 30 % of the carriers recover in the same time period if 
100 mA are applied. Here, the peak power of the injected pulse was set to 10 
mW. The strength of the nonlinear effects including spectral hole burning, car-
rier heating, and ultrafast processes such as two-photon absorption and Kerr ef-
fect depends on the injected optical power. In Fig. 11.2(c), the influence of these 
processes on carrier density pulse response for different peak powers of the in-
jected pulse can be seen. A high-power pulse induces a strong depletion of car-
riers driven by the fast processes. The carrier density recovers faster for lower 
powers of the injected pulses because the carrier depletion is weaker. For exam-
ple, by injecting a pulse with a peak power of 2 mW, a reduction of the carrier 
density of 0.27 × 1024 m-3 can be observed within 23 ps. The carrier density is 
fully recovered within 200 ps. If a pulse with 40 mW peak power is injected, the 
carrier density is reduced from 3.3 to 2.72 × 1024 m-3 (a change of 0.58 × 1024 m-3) in 
16 ps and fully recovered within 325 ps. 
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Fig. 11.2. Simulation results obtained by using a distributed time-domain model of a semi-
conductor optical amplifier 

Fig. 11.2(d) and (e) show the change in optical phase due to a carrier density in-
duced refractive index variation. A phase shift of about 3π/4 can be obtained when 
a pulse with 10 mW peak power is injected. Applying stronger bias current results 
in a slightly higher phase shift, but it decreases significantly the time in which the 
phase shift falls back to zero. 

As shown in Fig. 11.2(d), the higher the pulse energy, the larger is the phase 
shift. With the SOA being 700 µm long, a phase shift of nearly 5π/4 can be obtained 
by applying a bias current of 200 mA and by injecting an optical pulse with 10 mW 
peak power (in contrast to 3π/4 phase shift obtained in a 500 µm long SOA - see Fig. 
11.2(d). A larger phase shift in a SOA can be obtained by using longer devices and 
employing higher pulse powers. However, if a train of short pulses at a high repeti-
tion rate is injected, the carrier density in SOA cannot recover completely in the time 
period between two successive pulses and the change in phase is lower than the 
maximal achievable phase shift in the case of a single pulse. Therefore the energy of 
control pulses needed to achieve a π phase shift is usually higher in fast all-optical 
switches when they are used as OTDM demultiplexers than in arrangements where a 
single short pulse is occasionally injected into the SOA. 
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11.2 Simulation Tool MOVE-IT 

The in-house software tool MOVE-IT (=modular versatile interactive simulation 
tool) [5] of University of Kiel (CAU) is a collection of MATLABTM m-files, m-
functions, and C-subroutines, providing a complete simulation environment for 
communication systems. Since MOVE-IT runs under MATLABTM, the large variety 
of its function libraries is available yielding platform-independent usability. Key 
features of MOVE-IT are given in the following: 

• The simulation is completely MATLABTM-code-driven, i.e. the creation of the 
simulation results is fully comprehensible by the user who is able to examine 
the underlying source code. Only the time-consuming parts of the simulation 
are calculated by C-subroutines. 

• The creation and modification of a simulation setup as well as the manipulation 
of the simulation parameters can be done in two ways: 
o By means of the graphical user interfaces (GUI), the simulation parameters 

are accessible by schematic editing. 
o Alternatively, all simulation parameters can be manipulated by changing 

MATLABTM m-file code directly. 
Both methods are equivalent, i.e. a modification using the GUI changes the m-file 
code, and vice versa. Fig. 11.3 shows the structure of the GUI. 

area for block diagram of
current simulation setup

buttons for appearance of block diagramsimulation buttonbuttons for file handling

module library  
Fig. 11.3. Graphical user interface of MOVE-IT. 
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The topology of the communication systems under investigation may have any 
transversal structure, since MOVE-IT has a modular architecture, i.e. in MOVE-IT 
for each block an individual function is provided. The only task the simulation en-
vironment has to do is to call these functions in correct order and handle the data 
transition between modules according to the simulation setup. Due to this simple 
structure, MOVE-IT can be extended very easily by the user through adding new 
module functions to the existing ones. This extension does not have any impact on 
simulation setups that exist already. 

Additional features of MOVE-IT are itemized as follows: 

• Any number of global parameters to be used in several modules can be defined. 
• For the values of parameters, any valid MATLABTM expression is allowed in-

cluding functions and operators. 
• Definition and execution of so-called user-defined loops allow for parameter 

optimization by carrying out the same setup several times while varying one or 
more simulation parameters (e.g. fibre length and/or filtering bandwidth). 

• For each individual module as well as for the whole simulation environment, 
online help and online documentation as well as a tutorial are available. 

• The simulation results are available as MATLABTM-variable for any further 
post processing. 

Although the fact that MOVE-IT is based on MATLABTM shows a lot of advan-
tages, it incorporates a drawback for extensive simulations: The simulation time is 
significantly longer compared to languages like C or FORTRAN, which mainly is 
due to the fact that MATLABTM is interpreted at runtime. For simulations for 
which the simulation time is determined mainly by computing the impact of the 
optical fibre [i.e. solving the nonlinear Schrödinger equation by the split step 
method (SSM)], this drawback can be overcome by computing the SSM within a 
subroutine generated from C-code, as it is implemented in MOVE-IT. However, in 
case of Monte-Carlo simulations the enormous computation time cannot be attrib-
uted to one certain isolated algorithm. Instead, it is the sum of the computation 
times of all individual modules which are executed one after the other and re-
peated thousands up to millions of times due to the large number of bits to be con-
sidered (e.g. 8.192 Gb=8.192 kb times 1 million blocks). 

To allow for fast MC-simulations, a special feature was added to MOVE-IT 
which enables the simulation of the complete setup under consideration by execut-
ing a single C-subroutine that is generated dynamically. To start this feature, a 
function called "C-simulation" is selected from the GUI. Then, the following steps 
are executed: 

• Automatic composition of source code file from C-library, 
• compilation of composed file into a dynamically linkable library (DLL) and 
• execution of compiled DLL from MATLABTM. 

All necessary algorithms are included completely in the C-library. For example, 
each module performing a frequency-domain filtering has its own FFT algorithm.  
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Fig. 11.4. Block diagram for MC simulation to determine receiver sensitivity for RZ-
DQPSK. The following elements are observable: In the upper left corner, the RZ-pulse 
carver can be seen, which supplies the subsequent two MZM with a train of RZ-pulses. 
Two data streams (lower left corner) are pre-coded and modulated onto the pulse train by 
means of serial DQPSK modulation. After noise loading (center of figure), balanced detec-
tion and error counting is performed (right hand side of block diagram). 

 
Fig. 11.5. MOVE-ITs simulation status window. 

Although it results in lengthening of the source code, this way execution time is 
optimized. As a result, a complete source code file is generated which can be 
compiled by a C-compiler. Speed improvement by a factor of 5-10 is achieved 
compared to pure MATLABTM -code. The simulation of more than 1 Gb per day 
for simple setups is possible, which is the same as a simulation speed of more than  
10 kb/s. This allows for investigation of those systems using full MC-simulation 
down to a BER of 10-9 which to the best of our knowledge has not been shown so 
far by any commercial numerical simulator for optical communication systems. 
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Fig. 11.6. Display of MC simulation result. 

In the following, a short example for application of fast MC-simulation in MOVE-
IT is given. The block diagram of the back-to-back system with RZ-DQPSK 
modulation is given in Fig. 11.4. This model was used for generating results pub-
lished in [6]. The proceeding of simulation can be followed in Fig. 11.5 while re-
sults are given in Fig. 11.6. 

11.3 Numerical Models for Simulation of Transient Effect in 
Raman Fibre Amplifiers 

A set of numerical models has been developed which enables simulation and 
analysis of transient effects in lumped and/or distributed Raman fibre amplifiers 
(RFA). The necessity to study transient effects in fibre amplifiers stems from the 
fact that modern optical communication links are becoming more and more dy-
namic. Wavelength based routing has been proposed as a promising approach 
towards transparent all-optical DWDM networking. In such networks, the chan-
nel load within any given optical fibre span is varied as channels are dynami-
cally added and dropped. When conventional fibre amplifiers are used, such 
networks could be vulnerable to transient inter-channel cross-gain modulation 
when they undergo dynamic reconfigurations. Because optical amplifiers satu-
rate on a total-power basis, addition or removal of channels in a wavelength 
routing multi-access DWDM network will tend to perturb channels at other 
wavelengths that share all or part of the route. When the network is reconfigured 
and wavelength channels are added or dropped, cross-gain modulation in fibre 
amplifiers may induce power transients in the surviving channels that can cause 
serious service impairment. 

Our general RFA model is based on the solution of partial differential equations 
describing propagation of pumps, signals and both the downstream and upstream 
propagating amplified spontaneous emission powers (ASE) in RFA. The set of 
coupled partial differential equations for forward and backward propagating 
pumps, signals, and spectral components of ASE powers, P+ (z,t,ν), P- (z,t,ν), de-
scribing their evolution in space and time acquire the form of eq.(11.1), [7] 
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In order to eliminate the transfer of random intensity noise from the pump to the 
signals, RFA are mainly counter-directionally pumped. Therefore, P±(z,t,ν) repre-
sents downstream signals, Ps

+(z,t,νs), upstream pumps, Pp
-(z,t,νp), and downstream 

and upstream spectral components of ASE power, Pase
±(z,t,ξ), contained in fre-

quency slot ∆ν. Vg(ν) is the frequency dependent group velocity, α(ν) is the fibre 
background loss, γ(ν) is the Rayleigh back scattering coefficient, gR(ν-ξ) is the 
Raman gain coefficient between waves with frequency ν and ξ, Keff is the factor 
taking into account the polarization relation between pumps and Stokes signals, 
Aeff is the effective interaction area of the fibre, h is the Planck's constant, k is the 
Boltzman's constant and T the absolute temperature of the fibre. 
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Boundary conditions for optical powers must reflect the specific simulated case: 
single RFA, cascade of several RFAs, all-optical gain clamped discrete RFA [8]. 
If, e.g. 3 spans of communication fibre are counter-directionally pumped, signals 
and ASE spectral components are only slightly attenuated at span interfaces by the 
insertion loss β of the WDM pump couplers (β = 1.6 dB). Pump powers are intro-
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duced at the end points of individual spans, at z=Li, and the boundary conditions 
take the form of eq.(11.2), [10]. 

When second-order pumping or all-optical gain clamping in the form of ring 
resonator is to be analyzed, boundary conditions must be modified accordingly [9].  

For the steady-state solution of eq.(11.1) an iterative procedure based either on 
fourth-order Runge-Kutta routine or on Average Power Analysis approach has 
been used [9]. Once the steady-state distribution of forward- and backward-
propagating optical powers is calculated, direct integration according to eq.(11.3) 
is used to obtain time evolution of individual optical powers P+/-(z,ν,t) along the 
optical fibres in response to channel removal/addition. The time derivative ∂P+/-

(z,ν,t)/∂ t is separated from eq.(11.1). 
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Fig. 11.7. Schematic diagram of the experimental setup for simulation of channel addition / 
removal. 

We will now present the results of numerical simulations of an experimental link 
shown in Fig. 11.7. The first span of the link consists of 130 km of G.655 fibre 
and was counter-directionally second-order pumped by Raman fibre laser (RFL) at 
1366 nm. High reflectivity (95 %) fibre Bragg grating (FBG) at 1455 nm and dis-
tributed Rayleigh back scattering in the G.655 fibre are responsible for the devel-
opment of the final 1455 nm pump power which then amplifies signals in the 
1550  nm wavelength range. The second and the third span consist of 150 and 
100 km of SSMF, respectively. Both spans are counter-directionally pumped by 
1455 nm RFLs. Pump powers of individual RFA’s were 1260 mW at 1366 nm for 
span #1, 930 mW, and 943 mW at 1455 nm for spans #2, and #3, respectively as 
used in the experiments. 
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Fig. 11.8. Power distribution of channel at 1555 nm along the link of 383 km. 
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Fig. 11.9. Distribution of pump power at 1455 nm along the link of 383 km. 

Ten channels starting at 1546 nm with channel spacing of 1 nm, were transmitted 
through the link. First 8 channels were 100 % square-wave modulated at 500 Hz 
to simulate channel addition/removal. Fig. 11.8 plots signal distribution at 
1547 nm along the link. It can be seen that at the end of each span the signal 
power was ≈ -10dBm. Pump distribution along the link is shown in Fig 11.9. The 
first span is pumped at 1366 nm, the 1455 nm is generated through distributed 
Rayleigh back-scattering and reflection from the 1455 nm FBG. 
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Fig. 11.10. Optical power at the end of the link. The inset shows optical power at the end of 
span#1. 
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Fig. 11.11. Surviving channel (1555 nm) power fluctuations at the output of the first, sec-
ond, and the third span. 

Part of the optical spectrum calculated at the end of the link is displayed in 
Fig. 11.10. The inset to Fig. 11.10 shows the spectrum at the end of span#1 to 
demonstrate generation of the 1455 nm pump. Power fluctuations of one of the 
surviving channels (1555 nm) at the output of individual spans are plotted in 
Fig. 11.11. Reasonable qualitative agreement with the experimental results has 
been reached with the exception of span #2, where the calculated power overshot 
was ≈ 1.4 times higher than the experimental value. 
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11.4 Split-Step-Fourier-Method in Modeling of WDM Links 

Modern WDM systems contain large number of channels and occupy very wide 
bandwidth, which cause difficulties in simulations due to spurious FWM and 
walk-off effect. Two class of methods are distinguished: single-band [11]-[17], [22] 
– in which full-bandwidth of WDM transmission is simulated, and multi-band 
[18]-[21] – in which separate channels are simulated, taking into consideration an 
influence of adjacent channels (Fig. 11.12). Single-band methods give an exact so-
lution of the nonlinear Schrödinger equation (NLSE), i.e. include the impact of 
nonlinear phenomena, like: SPM, XPM, FWM, but on the other hand are used 
mainly in narrow bandwidth cases due to its high simulation time. Multi-band 
methods are faster, but give only limited information of nonlinear phenomena 
(SPM, XPM but not FWM) derived from other channels and are more flexible. 

Split-step-Fourier-method (SSFM) is commonly used for simulating of light 
propagation in an optical fibre, described by the nonlinear Schrödinger equation 
(NLSE) [11], due to its high numerical efficiency. In many publications optimisa-
tion of the simulation time and accuracy is considered [12-22]. Higher order nu-
merical methods (i.e. explicit Adams–Bashforth and implicit Adams–Moulton, 
etc.) or predictor-corrector methods [12] are used. Comparing to conventional 
symmetrical SSFM, the numerical effectiveness of higher order methods increases 
with higher required accuracy. These methods are especially useful for simula-
tions of soliton propagation, where linear (L) and nonlinear (N) operators in 
SSFM are self-balanced. 

Typically, there are higher dispersion and lower nonlinearity in WDM trans-
mission, comparing to soliton transmission. As a consequence, special tailored 
methods should be applied to simulation of signal propagation in WDM links. 
Additionally, due to relatively low required accuracy (of the order of 10-2 – 10-3), 
the symmetrized SSFM (S-SSFM) of order O(h2) is preferred for WDM signal 
simulations. Besides common used S-SSFM, another methods are used in special 
cases, e.g. split-step wavelet collocation is faster then S-SSFM in very wideband 
simulations [13], but is applicable only for zero dispersion slope ( 3 010β = ). 

Local-Error-Method (LEM) is especially useful in single-band simulations, 
because it automatically adjust simulation step for required accuracy [13]. In 
this method step size is selected by calculating the relative local error of each 
single step, taking into account the error estimation and linear extrapolation. It 
provides higher accuracy than above-mentioned methods, since it is method of 
third order. Simulations are conducted simultaneously with coarse (2h) and fine 
(h) steps.  

For large number of WDM channels all single-band methods, including LEM, 
show prohibitively long simulation time [21]. In this case multi-band methods 
are used [18]-[21]. Different multi-band methods have been evaluated in [21] 
and application of LEM method to cross-phase modulation (XPM) simulation in 
place of fixed step was proposed, which improves simulation accuracy and 
speed up to 30%. 
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Fig. 11.12. Review of WDM Signal Propagation Simulations. 

Optimal step size in S-SSFM is of uttermost importance to improve numerical ef-
ficiency. Lately, methods known in quantum mechanics were used to step size 
calculation [14]. The optimal step size optimalh  can be estimated analytically for re-
quired global error δG. This procedure is fast in the case of lossless fibre. In more 
realistic case with lossy fibre, the optimal step size can be estimated as well, but 
with additional computational effort [14]. 

In pre-simulation method the step size is selected by calculating the global error 
Gδ  in a series of fixed-step S SSFM pre-simulations with signal spectrum averag-

ing [16]: 
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where ( )U u= ℑ  is the Fourier transform of the signal. For reduced number of sam-
ples Nred, split-step pre-simulation on the test signal can be much faster (> Nred) than 
the corresponding simulation on the full signal. Several pre-simulations must be 
carried-out iteratively to calculate optimal step size hoptimal, required to achieve de-
sired global accuracy. Pre-simulations typically take 30% of full spectrum simula-
tion time [16] 

11.4.1 Pre-simulated Local Errors S-SSMF  

We proposed novel simulation method which comprises two stages: step optimi-
zation ( )optimalh z  is carried out in the initial stage, combining local-error and pre-
simulation methods and in the second stage conventional S-SSFM is used, apply-
ing optimal steps obtained in the initial stage. Overall time savings up to 50% are 
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realistic, depending of simulated system scenario. We called this novel procedure 
Pre-simulated Local Error S-SSFM (PsLE S-SSFM). 

In PsLE S-SSFM LEM algorithm [15] is used with averaged signal spectrum 
(1) [16]. In [15] method of order O(h3) is utilized by taking fraction of coarse uc 
and fine  solutions to calculate the next step. In PsLE S-SSFM only fine solution 
uf is used, which gives better stability and does not degrade accuracy in the case of 
WDM simulations, where the global error is low, of the order of 10-3. The initial 
stage duration is only small percentage (2%) of the second stage, in which full-
band simulation is carried on using fixed-step method.  

11.4.2 Results 

We have explored the applicability of PsLE method to WDM systems with differ-
ent number of channels. The method was used for simulation of WDM link with 
various number of channels and the following parameters: bit rate of 40 Gb/s, chan-
nel spacing of 100 GHz, channel power of 1 mW, simulated bandwidth of 320 GHz/ 
channel and bit sequence length of 29. Transmission line comprises 100 km of Stan-
dard Single Mode Fibres (SSMF), with parameters given in Table 11.1.  

Results shown in Fig. 11.13 indicate that PsLE S-SSFM is up to 50% faster 
than walk-off method in all simulated cases in important global error range of 10-2-
10-3. Relation between method parameter and global error was considered for 
fixed-step and PsLE methods (Fig. 11.14). 

Table 11.1. Fiber parameters used in the simulation. 

Parameter Unit SSMF 
Attenuation dB/km 0.22 
Dispersion ps/(nm·km) 16.00 
Dispersion slope ps/(nm·km)2 0.08 
Nonlinear coefficient 1/(W·km) 1.32 

The method parameter is the parameter in a split-step method that should be var-
ied to obtain required accuracy. For required global error δG = 10-3 the local er-
ror (i.e. the parameter of PsLE method) varies from 2·10-5 to 3·10-4 for different 
number of simulated channels, in the same conditions the step size (i.e. the pa-
rameter of fixed-step method) varies in wider range – from 8 m to 5000 m. It is 
clear that local error in PsLE method is better criterion to assess global error 
than step size in fixed-step method. The same is true for walk-off method, which 
in fact, is fixed. 

PsLE method has two basic advantages: shorter simulation time of up to 50% in 
comparison with walk-off method, which is known as the most efficient in WDM 
simulations [13] and offers simply accuracy criterion i.e. local error, which is a 
good indicator of the global accuracy. 
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Fig. 11.13. Simulation time vs. global relative error for fixed-step (dashed line) and PsLE 
(solid line) method.  
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Fig. 11.14. Global relative error vs. method parameter: local error for PsLE and step size 
for fixed-step. 

11.4.3 Conclusions 

Pre-simulated local-error S-SSFM halves simulation time of conventional S-
SSFM. Moreover, local-error used in pre-simulation seems to be a good indicator 
of the global accuracy. To the best of our knowledge PsLE S-SSFM is the fastest 
method for simulations of light propagation in WDM links. 
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12 Software Tools and Methods for Research and 
Education in Optical Networks 

S. Rumley and  C. Gaumier (chapter editors), R. Aparicio-Pardo, 
C.-H. Chang, W. Colitti, B. Garcia-Manrubia, P. Kourtessis, 
J.A. Martínez-León, A. Nowé, P. Pavón-Mariño, J. Scharf, and 
K. Steenhaut 

Abstract. Recent advances in photonic communication networks require 
planning, modelling and simulation tools of ever increasing scope and com-
plexity. Based on valid and credible models, simulators are used heavily to 
investigate and assess new solutions before implementing testbeds and field 
trials. On the other hand, tools relying on heuristics algorithms or analytical 
models are widely used for network planning and dimensioning. This chap-
ter reviews some recent trends in conception and utilisation of tools for 
modelling and planning, and reports several developments performed with 
commercial or academic tools and frameworks within the COST action 291. 

12.1 Models and Simulations 

One of the key roles of engineers is to understand the behaviour of a specific sys-
tem and also to provide quantitative results for it. An example for this is perform-
ance evaluation of a communication network. Measurements, analysis and simula-
tion are three different methods, which are suitable to achieve such quantitative 
results. While the prerequisite for measurements is a real system, the two other 
approaches are based on a model of the investigated system.  

All three methods have different characteristics. One method is often better 
suited for a specific problem than another one. In the following several aspects are 
highlighted, which help to determine which approach suits best. 

In general, measurements in a real system are superior to analysis and simula-
tion with respect to accuracy. This is due to the fact, that the model building the 
foundation for analysis and simulation is in most cases simplified and thus does 
not reflect all properties of the real system in a perfect way. 

The major advantage of simulations and analysis is that they can easily deal 
with virtual situations. Therefore, it is not necessary to provoke situations, which 
for example might endanger human lives or nature. This aspect is also important 
for predictions, as bringing about the scenario to be investigated might be hard or 
even impossible. 

Beside this fundamental aspect, there are further criteria, which might argue 
against measurements: 



332 S. Rumley et al. 

• Costs: Prerequisite for a measurement is a working real system with all neces-
sary components as well as measurement equipment. However the required 
costs might be prohibitive high for evaluation of the addressed issues. Further-
more, some components might be not available, e.g., when dealing with a fu-
ture technology. 

• Complexity and time consumption: Configuration of real systems is always a 
time consuming task and prone to failures. Furthermore it is not possible to 
study multiple configurations at the same time on one single real system. In 
contrast to this it is very simple to modify the parameterization of a simulation. 
Also, run multiple simulations in parallel is in general no problem at all. 

• Measurability: Some effects occur only seldom in reality. Thus it is hardly pos-
sible or at least very time consuming to make meaningful measurements of 
such an effect. Besides the possibility to have an increased simulated time, 
there are also simulation techniques dealing with this problem in general (so 
called rare event simulation). 

• Configurability: A real system has distinct properties, e.g. a buffer has a certain 
length. Although it might be interesting to evaluate effects when changing these 
properties, this can become arbitrarily costly. Furthermore changing input vari-
ables for some real systems is more or less impossible. This also holds for 
physical constants. These limitations do not exist for a simulation. 

• Reproducibility: In general measurements come along with a random meas-
urement error and reproducing the exact conditions of a previous measurement 
is often not possible. This makes for example troubleshooting difficult. An ana-
lytic approach should always come to the same results. This should also be the 
case for simulations, when no real random processes influence the result (i.e., 
there are at most pseudo random processes). 

Besides these criteria, the choice of the appropriate method also depends on fur-
ther side constraints. One example is that the functionality has to be demonstrated 
in reality, e.g. with a prototype system. In such a case it is self-evident that meas-
urements are the adequate method. 

In summary there are good reasons for preference of measurements if none of 
the above listed reasons makes it impracticable. Due to their flexibility, simula-
tions allow achieving results in much more cases than it is possible with meas-
urements. In principle this would also hold for the analytic approach, but such an 
analysis is in most cases only practical for models with low complexity. 

The accuracy of results achieved with analysis or simulations depends strongly 
on the underlying model. If the model is inappropriate the results might differ 
from real values. 

12.1.1 Modelling 

A model describes a real system with respect to certain aspects. It also describes 
procedures within the system and the reaction to input variables or events. 
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As it would be too complex – and also unnecessary – to model a system in all 
details, the model omits parts of the real system and simplifies the remaining 
components and dependencies [1]. In doing so, all relevant effects and relation-
ships for the object of investigation should be considered, while those having 
only a minor impact can be neglected. The model is thus an abstraction from re-
ality and the high art of modelling is to keep it as simple as possible and simul-
taneous as complex as necessary. Thereby the experience of the modeller plays 
an important role. 

Even when dealing with the same system the model might vary for different 
problem definitions. A communication network with traffic serves as example to 
illustrate this. Considering a packet-oriented network, possible problems exist on 
different time scales, i.e., flow level, packet level, bit level down to sub-bit level. 
While on sub-bit or bit level physical effects play the dominant role, account for 
these effects for a simulation on flow level will be overkill. For some questions it 
is necessary to model the whole network. For others a single node might be suffi-
cient. Components might fail if reliability and resilience issues are taken into ac-
count, otherwise failures can be neglected. Last but not least such a communica-
tion network has not only a data plane but also a control plane, which raises 
further interesting questions. This listing does not claim to be exhaustive but 
should nevertheless show the multitude of problem definitions and therefore re-
quired appropriate models. 

12.1.2 Simulation Techniques 

In general the used simulation technique depends on the actual model and which 
kind of problem is investigated (e.g., transient or stationary behaviour). In the fol-
lowing, the two main techniques are introduced, namely event driven simulation 
and time based simulation. 

In an event driven simulation the modelled system changes its state only at dis-
tinct points in time (so called events) [2]. A calendar records all events and exe-
cutes them consecutively. Thus, it is not necessary to simulate the time between 
events. Typically simulations on flow and packet level in a communication net-
work are such event driven simulations. 

In contrast to the modelled system of an event driven simulation, a system may 
change its state continuously. This leads to a time based simulation. As a simula-
tion with infinitesimal time advances will run eternally, it is necessary to discretise 
time for the model which results in finite time steps. The appropriate size of the 
time steps depends on the variability of the system. This technique can be used for 
simulations on the (sub-) bit level for physical effects. 

Besides these two techniques there is a further distinction based on the occur-
rence of random processes within the simulation. In deterministic simulations 
there are no such random processes and repetitions of the simulations will come to 
identical results. In contrast to this, random processes occur in stochastic simula-
tion and might also impact the results. 
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The Monte-Carlo simulation is probably the most prominent stochastic simula-
tion method. Here an experiment is repeated again and again for identical initial 
system states but different randomness. After many repetitions it is possible to 
make quantitative conclusions about the experiment. 

12.1.3 Simulation and Model Verification 

The outcome of such simulations is an improved knowledge of the system as 
well as quantitative results in form of numbers. However several effects might 
impair the significance of the outcome and especially the numbers. These effects 
can be divided into such caused by the method of simulation itself and such 
caused by errors. 

The actual simulation time is always limited. However there are many simula-
tions which could – at least in theory – run forever. The actual results might differ 
from the results, which would be achieved for such an infinite run time and ideal 
conditions (e.g., ideal random number generators). Especially in case of random 
processes within the simulation it is therefore only possible to give a probability 
for the results being in a certain interval (in doing so further assumptions are nec-
essary). Increasing simulation time eases this effect. 

The next reason for a limited significance is that the implementation of the 
model might contain errors. Discovering such errors can be a very tough task. Be-
ing able to parameterise the simulation such that the outcome is known in advance 
gives the best chances for revealing errors. Simulations with other implementa-
tions of the model, analytic evaluation and measurements can build the base for 
the reference values. Additionally sanity checks may help besides methods from 
software design (e.g. code review). 

Finally, the underlying model itself can be incorrect or contain unrealistic as-
sumptions, which is the worst case. Overlooking of such an error is easily possi-
ble as the model itself works fine. This is especially true when no reference val-
ues are available. Consequently, in these cases, all results might be wrong or at 
least falsified. 

12.1.4 Summary on Modelling 

When dealing with complex systems, simulations based on models are often the 
only possibility to achieve quantitative results. The design of the underlying 
model is a very demanding task and needs a lot of experience as well as knowl-
edge. In order to achieve significant results, a verification of the model and its im-
plementation, and a validation of its results are mandatory. However, simulations 
are not the universal remedy. There are good reasons for using analytic ap-
proaches and especially measurements if this is possible. Having a real working 
system is a benefit which should not be underestimated. 
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12.2 Tool Integration Perspectives 

The development of any new software tool is a costly activity, principally in terms 
of time, and these costs are increasing together with the software complexity. In 
the context of optical networks, both network planning functions and network 
model simulators are facing an increase of complexity. An approach to reduce this 
complexity is thus presented in this section.  

The proposed approach is inline with the component oriented architecture 
(COA), and is based on two key principles. First, a complex tool should be clearly 
divided in a collection of independent and modular building blocks. Second, new 
tools should be created by integrating existing components together, rather than 
starting the implementation from scratch. Consequently, the generic term of tool 
integration is used. 

The advantages provided by this approach are multiple. By dividing the project 
in several components, workload can be easily distributed among different persons 
and the implementation tasks can be assigned according to individual skills. In ad-
dition, resulting components are smaller and thus easier to develop, to verify, and 
to maintain. Furthermore, integration of existing and already tested components 
shortens the total development time, and the reusability of components lessens the 
part of work which is repeated. The component reusability is particularly impor-
tant given that many models in optical networks and more generally in telecom-
munication networks share inherent similarities [3]. 

The separation in components eases the verification and validation process. 
Furthermore, several components addressing the same problem can be juxtaposed, 
permitting a benchmarking which might help to detect invalid results. This even-
tually increases the credibility of each component. In a similar way, if several 
components are individually available in different versions, it becomes possible to 
test various combinations. 

Another incentive to perform component integration is the increasing interest 
for studies covering multiple layers. This emergence is partly due to:  

• the network convergence trend which fades separations between the layers and 
makes the requirements for each one difficult to establish 

• the latest emerging internet services (YouTube, Voice-over-IP, Video on de-
mand) which are claiming for end-to-end Quality-of-Service (QoS) in addition 
to high bandwidth and coerce to consider the QoS problem from a multilayer 
point of view.  

This interest for multilayer modelling and performance analysis [4] is pushing to-
wards integration of different models, and implicitly of the various tools associ-
ated to these models. 

Though it is very interesting on the paper, the concept of software integration is 
hindered in practice by incompatibilities between the components. Hence, the 
main challenge of software integration consists in finding various ways to ease the 
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flow of data between them. In the rest of this section, the concept of integration it-
self is technically defined, as well as the different degree of achievement it can 
reach. The multiple obstacles that can be encountered when integrating two com-
ponents are also listed and several potential solutions are cited. 

12.2.1 Integration: Definitions 

An integration of two components is achieved when data processed by a module 
considered as independent is transferred to another module, for further processing. 
The degree at which different tools or components are integrated is variable. Three 
degrees of integration are distinguished here: manual, virtual, and full.  

• Manual integration (lowest): interactions between components require human 
operations. Data exchanges between components are made by means of files. In 
the worst case, the output of one tool must be manually recomposed or adapted 
before being passed to the next component. In the best case, the user is only re-
quested to launch each tool and to load the file(s) separately. Common example 
of manual integration: a simulator first outputs simulation results into a text 
file; this data is then loaded in a reporting software to setup charts. 

• Virtual integration: components, while offering no direct support for their inte-
gration with other ones, are orchestrated in an automatic manner by third party 
software (middleware). The use of UNIX pipes, which permit to transmit the 
results of one component directly as input for the next one, or of shell scripts 
triggering successive execution of various stand-alone executable, are examples 
of virtual integration. Although the file system stays the common way to pass 
information between components, other techniques of transmission are possible 
(again UNIX pipes, Sockets). Within sophisticated middleware systems, data 
can also be shared between components using a database system. 

• Full integration (highest): components make explicit calls to other components 
within a single process. This higher level of integration is often difficult to 
reach, as it generally implies the utilisation of the same programming language 
or at least the same execution environment.  

Besides the integration level, one can distinguish local integration from distributed 
integration. While a local integration only connects components available on a 
single computer, a distributed integration connects components available of differ-
ent ones.  

A manual distributed integration is possible and even very common (e.g. results 
obtained with one tool are emailed to somebody, who will use these results as input). 
To realise a virtual distributed integration, middleware must be extended with dis-
tributed programming capabilities (CORBA, RMI, SOAP / Web Services) [5]. 

A full distributed integration is excluded, as processes are bind to physical ma-
chines. Some middleware is mandatory to synchronise local process with remote 
ones, and therefore, only virtual distributed integration can be achieved. 
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12.2.2 Obstacles to Integration and Possible Diversions 

Software integration is in general hindered by many factors, acting at different 
levels. “Data plane” factors are the first and the most limiting ones, as they have to 
be addressed to permit any kind of integration. The main factor of this group is the 
I/O compatibility and file format compatibility between components. Components 
performing similar tasks (e.g. routing) on the same input variables should share a 
common definition of the problem and dispose of a common file format. Perfect 
compatibility supposes the use of highly standardised file format, what does not 
exist in the domain of network simulation. However, perfect compatibility is not 
required, as an “adapted” compatibility is often sufficient. If a particular file for-
mat is sufficiently documented and/or self-explanatory, filters or interfaces toward 
another format can be written. The use of the XML format, which permits to in-
clude some meta-data and documentation inside the document, can be of great in-
terest in these situations.  

The problem of the file format for network based experiment is addressed in 
[6], where a flexible format called Multilayer Network Description (MND) is also 
presented. Besides I/O compatibility, size and/or amount of documents transiting 
between components can be a limiting factor as well, especially in case of manual 
integration. In [7], authors propose to delegate the management of intermediate 
files to specific software, in order to release the limitations. 

An obvious prerequisite for joint utilisation of several tools is the ability to 
execute them, ideally on the same workstation (to later involve virtual integra-
tion). “Execution plane” factors are those hindering the utilisation of software 
on a particular environment. This can be due to the absence of required libraries 
or wrong configuration (missing environment variables), or simply due to in-
compatibilities, e.g. at the operating system level. Further limitations can appear 
if the software must be compiled and built locally. Execution plane factors can 
rarely be completely avoided: most of the time, drawbacks must be balanced to 
reach the required trade-off. For instance, tools available as binaries or executa-
bles do not require any build process and are thus easier to deploy, but are more 
prone to platform incompatibilities. On the contrary, open source available pro-
jects require a build process which may fail, but can be compiled according to 
platform specification (CPU, input/output) and thus offer more flexibility. 
C/C++ based projects generally offer good performance but are less transport-
able than those based on interpreted languages as Java or Python. Within a dis-
tributed integration, the problem of software deployment is partly solved. A 
unique installation of one tool is installed and running on one dedicated ma-
chine, while the application is available for request as distributed service. Thus, 
no further installation processes are required, except of the client software, but 
which can be a simple web browser. On the server machine, once the running 
environment has been setup, it must only be maintained. The potential of such 
an approach has been evaluated and presented in [8]. 
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Several other factors are going against component integration, regrouped as 
“software management plane" factors: 

• Intellectual property: In house developed software form assets that authors 
may not want to vilify. In a smaller extend, an author may grant the access to 
binaries versions of a component only, keeping source code hidden. These 
situations exclude de facto a full integration of the released component within a 
high order system, and strongly limit virtual integration. To grant the usage of a 
tool without releasing it, distributed integration may also be applied [8].  

• Project management: Component oriented software design, while simplifying 
the development process of the atomic components, transfers a part of the re-
sponsibilities and the complexity on the project managers. A large integration 
of many components within a unique system is hardly conceivable without 
some centralised project management. This can be a hardly limiting factor, es-
pecially in the academic sector, as the collaborations between groups are often 
made informally. Pushed by the recent fervour for collaborative open-source 
projects, software engineering concepts as continuous integration [9] are pledg-
ing for decentralised component oriented development, and can offer some 
support in the present case. 

• Performances: The weight of the middleware in the total computing resources 
consumption can be very high. In particular, the transmission of information 
between components may induce costly serialisation operations. In other cases, 
same operation will be conduced twice or more by independent components. In 
those situations, efforts should be consented to increase the level of integration 
between components. 

The list of the factors is long and to eliminate all of them is not possible. The 
component oriented approach should therefore not be considered as a perfect solu-
tion. It should be rather taken as a set of implementation practices, whose benefits 
are expected over the long term. 

12.2.3 Conclusions and Future Outlook 

According to the global tendency in computer science which advocates for more 
homogenous and formalised information systems, and in order to address the giant 
complexity of future software requirements, problem of software integration has 
to be addressed, also in the context of scientific research. 

Recently, tools developed to assist researcher for analytical studies and simula-
tion in optical networks evolved from the simple ad-hoc network planner to complex 
and integrated frameworks. In parallel, there are more and more situations in which 
results obtained within one experiment can be reused as input for another study.  

In this context, network planners, simulators and other common tools should 
not anymore be considered as separated entities running in close-circuit. On the 
contrary, they should be developed as constituting elements of a higher order in-
formation system, easing in this way a hypothetic future integration which third 
party components. 
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12.3 Modelling with OPNET: A Practical Example 

OPNET Modeller has been extensively used at the University of Hertfordshire to 
develop novel protocols for the implementation of very high capacity access net-
works and their enhancement to support long-reach, wide-splitting capabilities 
[10]-[13]. Over the past four years, three researchers at the Optical Networks re-
search group have been concentrating in Gigabit Passive Optical Network 
(GPON) modelling to simulate dynamic algorithms for control optimisation and 
management of bandwidth, throughput, mean packet delay and loss rate in terms 
of diverse network capacity, queuing status, service differentiation and service 
level agreement (SLA) [10].  

The protocols developed in this time frame, whose performance is shown in 
Fig. 12.1, reduce significantly transmission GPON frame idle periods associated 
with alternative dynamic bandwidth assignment protocols. They also diminish the 
packet waiting time in optical network unit (ONU) buffers by integrating the ONU 
transmission order and packet round trip time to display diverse long-reach GPON 
throughputs and quality of Service (QoS) with SLA [10], [12].  

Protocol development in OPNET has been recently extended to study multi-
wavelength GPON topologies for the support of Dynamic Wavelength Allocation 
(DWA) in addition to Dynamic Bandwidth Allocation (DBA) to demonstrate in-
creased ONU scalability and bandwidth-on-demand provision over deployed, 
power-splitting standard GPON architectures. 
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Fig. 12.1. Packet loss rate for Dynamic Minimum Bandwidth (DMB) and (Two-State Dy-
namic) TSD algorithms [10], [12]. 

12.3.1 OPNET Domains 

OPNET employs a hierarchical domain structure comprising the project editor 
in the network domain to provide network connectivity, the node domain where 
the network node models are defined and the process domain where individual 
node models are programmed by means of equivalent process models to conduct 
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specific operations. To achieve network integration, system designers normally 
need to define the protocol packet formats in the individual node models, the 
transition mechanism in each process model and the transceiver modules used in 
each node. 

At top level complete networks are modelled in the network domain using the 
OPNET project editor offering a congregation of sub-networks, nodes and links. 
The functionalities of each node and link are specified in the OPNET node and 
link editors respectively. To integrate various operations in a node, each node 
model comprises several modules. Some of them are programmed in the process 
domain and edited in the OPNET process editor by using C programming or 
added directly from the OPNET library. Due to their domain architecture and pro-
grammable capacity, the network, node, and process modelling environments pro-
vide users with the flexibility to easily modify network behaviour by only repro-
gramming or redesigning the element of significance across layers. 

To that extent, a GPON model has been simulated in OPNET modeller, based 
on a single OLT and 16 ONUs with varying weights, 1*W3+5*W2+10*W1, to rep-
resent accustomed service level loading, transporting 1 Gbit/s packets with simple 
headers up to 25 km link lengths. Network traffic is generated based on a Pareto, 
self-similar model available in OPNET with typical Hurst parameter of 0.8, 
maximum ONU channel capacity of 100 Mbit/s and basic bandwidth of 34 Mbit/s 
to effectively simulate bandwidth requirement of representative network services. 
To confirm dynamic bandwidth assignment for each ONU under various network 
traffic conditions, half of the network ONUs operate at fixed traffic loading, repre-
senting 33% of the total network traffic, while the remaining experience gradual 
increments in traffic load [10]. 

12.3.2 The OPNET Project Editor 

The project editor in OPNET provides the interface for network simulations, by 
implementing the test architecture in the form of available network element librar-
ies or user-defined sub-models and performance evaluation. These operations are 
successfully compiled only in the presence of fully functional node and process 
editors to define individual blocks. An example of a project editor environment is 
shown in Fig. 12.2 displaying the logical topology representation of a standard 
GPON tree architecture where independent bus lines are used to model the broad-
casting downstream and time-sharing upstream data allocation processes. Also 
shown in Fig. 12.2 are the individual nodes comprising, the OLT and ONUs and 
also the downstream/upstream links.  

Following configuration of the OLT and ONU node editors, the developed MAC 
algorithms are embedded accordingly to define the individual node processing mod-
els which define their and extensively the complete network’s functionality. 

To simulate a MAC protocol, the design of the OLT is mainly focused on a 
centralised upstream transmission control and statistics collection modules. 
Consequently the OLT node model comprises an upstream receiver, the OLT 
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Fig. 12.2. Logical PON structure. 

process module, the upstream packet sink and a downstream transmitter. As 
shown in Fig. 12.3, the bus receiver block, Up_Rx, receives and later applies the 
upstream packets into the OLT process module, OLT_process, programmed to de-
fine the node data processing principles. In that sense if a received packet repre-
sents upstream traffic, it would be used by the process module to draw instant per-
formance characteristics, such as the channel throughput and packet delay, before 
it proceeds to the standard OPNET sink block, Up_sink, and the whole process 
terminated by discarding the received packet.  

In contrast, if a packet represents a report message, used by the OLT to allocate 
transmission time slots to individual ONUs, the relevant information is extracted 
by the OLT process module to generate a grant message according to the incorpo-
rated MAC algorithm. Produced grant messages are then broadcasted using the 
standard OPNET bus transmitter, Down_TX, to the corresponding ONUs. 
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Fig. 12.3. OLT Node model. Fig. 12.4. State transition diagram of the OLT 
process model. 
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In the node model, the detailed underlying process of the OLT process module is 
patterned with the help of the OPNET process editor taking into consideration the 
applied MAC algorithms. To evaluate network performance under different MAC 
protocols, which is the aim of the research in this area, it would require modifica-
tion of just the OLT process module in the OPNET process domain to account for 
the resource allocation principles of the various algorithms. 

The OLT process module shown in Fig. 12.4 demonstrates the state transition 
diagram of the OLT node, representing its operation under the control of various 
MAC algorithms. It comprises an initial state Init, a packet processing state 
pk_proc, an idle state, a grant message processing state grant_proc and a trans-
mission state TX in agreement with the main functionalities of the OLT node 
model described above.  

The initial state is executed at the beginning of each simulation to initialise the 
network variables, such as the data rate, frame size or number of ONUs in the 
PON. Subsequently the process model stays idle until an event has occurred. 
When for example an upstream packet arrives, the model will move from the idle 
state to the pack process state where the received packet is analysed and the in-
formation carried is processed depending on the MAC protocol principles. To deal 
with individual operations, triggered by the arrival of report packets, such as net-
work resources allocation methodology and the generation of grant messages, the 
operation state will have to switch to the grant_proc state to arrange the upstream 
time slots. This whole process is controlled and defined by using C programming. 
Once the grant messages are produced, a self-interruption is triggered to transmit 
these grant messages to ONUs at the TX state.  

Similar to the OLT node mode, the ONU node model also contains a trans-
ceiver module, the processor module and a sink module to receive, transmit and 
process packets. Furthermore, as shown in Fig. 12.5, with the intention of generat-
ing and buffering upstream data, the ONU node model displays two additional 
function modules known as the upstream traffic source, Up_source, to generate 
upstream data and the first-in-first-out queuing buffer, Queue_buffer, to buffer 
data until the assigned upstream time period is located, respectively. In relation to 
the simulation traffic characteristics, different traffic types, such as self-similar or 
Poisson distributions can be easily generated by using the standard traffic genera-
tion model in the OPNET library. When the ONU receives the assigned grant 
message from the OLT, the message information is extracted and arranged accord-
ing to the deployed MAC protocol in the ONU process module. Once the up-
stream transmission cycle time reaches the assigned upstream time slot, the ONU 
process module will record the buffer queuing status into a report message which 
is then transmitted with the queuing data at the assigned time slot.  

The state transition diagram of the ONU process model is shown in Fig. 12.6. 
In the initial state (init), the configuration of each ONU node and the registration 
of ONU specifications are obtained. While active, three main network processes 
take place according to the order of events. In the event of an upstream packet de-
livery, the process state moves from idle to the upstream data process state fr_src,  
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Fig. 12.5. The ONU node model. Fig. 12.6. State transition diagram of the ONU 
process model. 

in order to store or discard the upstream packet according to the ONU buffer queu-
ing status, returning at the end of the process back to idle. If the packet arrived at 
the buffer is the assigned grant packet, the process state will move to the grant 
packet process state GPK_proc, to extract the upstream time slot window. Finally, 
as soon as the transmission cycle is in close proximity of the assigned upstream 
time slot, the process is self-interrupted to switch to the report packet generation 
state gen_RPT to store the ONU buffer queuing status information in a report 
message and consequently transmit it through the self-triggered transmission state 
tx, concurrently with the upstream data.  

12.3.3 Developing Models with OPNET: Conclusion 

The OPNET Modeler allows users to employ already existing libraries of com-
mercialised network elements such as transceivers and extensive traffic models. 
This speeds up the modelling implementation process dramatically, while offers 
confidence and research output value since practical simulations close to real 
situation can be performed. Subsequently characteristics of channel throughput, 
packet delay or buffer size under heavy or low network loading conditions can be 
obtained with no limitations. Equally important: once a simulation platform for a 
specific technology has been constructed modifications of network conditions or 
evaluation of different algorithms becomes straightforward, since it requires sim-
ply the adaptation of the OLT and ONU process models to reflect the correspond-
ing algorithms and the complete re-utilisation of the node and network models.  

During initial stages of the research, development of the platform accounted for 
more than two third of the total time investment. However, compact and mature 
implementations representing only about 1k of line code resulted from this initial 
phase, allowing new studies to be done based on this platform. Nowadays, only a 
marginal part of the time invested is drained for its adaptation and maintenance. 
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The total investment consented to develop and test this framework represent about 
six month of work for a skilled programmer.  

Nevertheless, in the initial stages of model development if all parameter values in 
reoccurrence among several domains or sub-networks do not correspond precisely, 
the software will not allow simulation to execute while the error prompt typically 
does not indicate to the actual error point. Consequently, users have to extract the 
wrong parameters from hundreds or even thousands lines of code which could po-
tentially slow down the development speed significantly. Once the network model is 
executable though, functionality errors in the process models can be methodologi-
cally traced by the debugging function provided in the modeller. 

12.4 Simulation of ASON/GMPLS Using OMNET++ Simulator 

Automatically Switched Optical Networks (ASONs) are optical transport net-
works with dynamic connection capability. In an ASON the end-to-end provision-
ing process, traditionally addressed in the management plane, has become a proc-
ess handled in a more intelligent control plane.  This has been enabled by 
automatic control plane functions such as resource discovery and connection man-
agement (setting up, maintaining and tearing down) [14].  

The ASON technology was standardised by the International Telecommunica-
tion Union, Telecommunications Standardization Sector (ITU-T). Rather than be-
ing a protocol or a collection of protocols, ASON is an architecture that defines 
the components of an optical control plane and the interactions between those 
components.  

As the ASON specifications are protocol independent, the Internet Engineering 
Task Force (IETF) has defined the signalling and routing protocols under the 
standardisation of Generalized Multi Protocol Label Switching (GMPLS). 
GMPLS is the generalised and extended version of Multi Protocol Label Switch-
ing (MPLS) to cover both packet and circuit oriented switching technologies such 
as Time Division Multiplexing (TDM) and DWDM [15].    

GMPLS proposes extensions to IP based routing and signalling protocols. Re-
source Reservation Protocol with Traffic Engineering (RSVP-TE) and Constraint-
based Routing - Label Distribution Protocol (CR-LDP) are used for signalling 
purpose. Open Shortest Path First - Traffic Engineering (OSPF-TE) protocol and 
Intermediate System to Intermediate System - Traffic Engineering are the ex-
tended routing protocols. Due to the separation between the transport and the data 
plane, GMPLS also proposes extensions for the Link Management Protocol 
(LMP) for link management and discovery functions. 

The ASON/GMPLS control technology has undoubtedly improved the interac-
tion between the IP and optical layer. End-to-end optical connections can be setup 
and torn down in the order of milliseconds, which practically means that capacity 
can be dynamically created in case of high traffic load and removed in case of low 
traffic load. This technique, called Multilayer Traffic Engineering MTE, replaces  
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Fig. 12.7. IP/MPLS over ASON/GMPLS node model. 

the traditional load balancing solely done by the IP layer [16]. MTE is further en-
hanced when the system is equipped with the IP/MPLS over ASON/GMPLS node 
model depicted in Fig. 12.7. 

The model in Fig. 12.7 consists of a hybrid multi-granularity architecture en-
compassing an IP/MPLS packet switching fabric and a fibre/wavelength switching 
fabric controlled by an ASON/GMPLS control plane. The hybrid architecture al-
lows a node to have either or both these two functions: source/destination point of 
an OLSP or switching point of an OLSP.  

To the best of our knowledge, a simulation tool able to model and simulate 
IP/MPLS over ASON/GMPLS networks is not available neither among com-
mercial products nor among open source ones. Since this model is believed to be 
widely adopted in future telecommunications networks, a tool that can model 
and simulate such features is highly desirable for research purpose. We have de-
signed and implemented a simulator for IP/MPLS over ASON/GMPLS using 
the OMNET++ simulation environment and the INET framework [17], [18]. In 
Paragraph 2.4.1 we provide basic information about the OMNET++ simulation 
platform and INET package and in Paragraph 2.4.2 we give a detailed descrip-
tion of the building blocks of our simulator. In Paragraph 2.4.3 some conclu-
sions are drawn.      

12.4.1 The OMNET Simulator and the INET Framework 

OMNeT++ is an object-oriented modular discrete event network simulator. The 
simulator can be used for modelling various components of a telecommunication 
network, such as traffic, protocols, queuing networks, multiprocessors and other 
distributed hardware systems.  
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Fig. 12.8. OMNET++ modules hierarchy. 

An OMNeT++ model consists of modules. Modules communicate through mes-
sages containing arbitrarily complex data structures. Modules can send messages 
either directly to their destination or along a predefined path, through gates and 
connections. The modules’ behaviour can be customised through parameters.  
OMNET++ modules are hierarchically nested, as illustrated in Fig. 12.8. The 
depth of module nesting is not limited, which allows the user to accurately reflect 
the logical structure of the actual system.  

Modules containing submodules are termed compound modules, as opposed to 
simple modules which are at the lowest level of the module hierarchy. Simple 
modules contain the algorithms in the model. The user implements the simple 
modules in C++, using the OMNeT++ simulation class library.  

Each module has a structure that is described in its OMNeT++'s Network Ele-
ment Descriptor (NED) file [17]. Fig. 12.9 illustrates a scheme reporting the proc-
ess scheme executed by the system when building and running simulations under a 
LINUX distribution. 

INET Framework is a collection of OMNET++ simulation modules implement-
ing different layers of the Open Systems Interconnection (OSI) model. The INET 
Framework contains IPv4, IPv6, TCP, UDP protocol implementations, and several 
application models. The framework also includes an MPLS model with RSVP-TE 
and LDP signalling. Data link models are PPP, Ethernet and 802.11x.  

The design and implementation of our ASON/GMPLS simulator in INET in-
volved the following issues: 

• Extending existing RSVP-TE and link state protocols to their generalised ver-
sion (GMPLS). 

• Extending RSVP-TE and link state to deal with the new optical environment in 
the case of ASON control plane. 

• Designing and implementing the Optical Cross Connect (OXC) switching 
module. 

• Including in the INET Framework network control algorithms for Multi-layer 
Traffic Engineering such as integrated routing policies.   

• Eliminating the need of external static routing files for all the network’s nodes, 
this is because the topology is not a priori defined but continuously changing 
during the simulation. 
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Fig. 12.9. OMNET++ simulation build and run under Linux. 

• Modifying the interface modules to introduce Packet Switched Capable (PSC) 
ports that are the interfaces between the optical and electronic domains. 

• Eliminating the need of external XML files to configure the MPLS modules of 
an ASON/GMPLS node.  

• Integrating two independent RSVP routers in one node and synchronizing them 
to provide a virtual and optical layer.  

12.4.2 IP/MPLS over ASON/GMPLS Simulator 

An example of the simulator’s building block is illustrated in Fig. 12.10, which 
shows a basic topology called Test consisting of 5 nodes and 7 bidirectional opti-
cal fibres. The test topology has been implemented only for testing purpose; the 
final experiments are always executed on more extended topologies [16]. 

The statistics module in Fig. 12.10 is a simple module storing in a file all the 
statistical information about the network’s behaviour. The results can then be ana-
lyzed using different tools (e.g. Microsoft Excel, Plove, Matlab, Gnuplot).  

The generator module is responsible for the traffic generation. It can generate 
traffic at Label Switched Path (LSP) level or at packet level. In the former case, 
the connections are generated according to a Poisson process with an average rate 
λ and connection holding time exponentially distributed with mean 1/µ. In the lat-
ter case, the packet generation follows a self-similar distribution. Also, the genera-
tor can generate connections of different priority, capacity and with randomly cho-
sen source and destination.  
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Fig. 12.11. Node module’s building blocks.

Amongst the building blocks of Fig. 12.10, the node module has been the key and 
most challenging module to implement. It embraces all the main functionalities of 
the integrated IP/MPLS over ASON/GMPLS router. The basic building blocks of 
the node module are illustrated in Fig. 12.11.  

The setup module in Fig. 12.11 is responsible of the synchronisation and coop-
eration between the electronic IP/MPLS layer and the ASON controlled optical 
layer. It receives the connection requests from the generator and tries to accom-
modate them after choosing the most suited routing policy.  

The phy module implements a wavelength conversion enabled OXC. This 
module is responsible for the transport of the traffic over a WDM network. The 
phy module consists of several submodules called wdm. A wdm module is at-
tached to each optical fibre connected to the node.  

The virt module implements the IP/MPLS electronic layer of the node model. 
This module has been implemented by assembling and suitably adapting modules 
already existing in the INET framework. A snapshot of the virt module is reported 
in Fig. 12.12. 

A brief explanation of the building blocks of the virt module is reported in the 
following points:  

• linkStateRouting module: it is the link state routing protocol agent for the 
IP/MPLS layer. It reads the network topology graph in the routing table and 
executes the shortest path algorithm when accommodating a connection. After 
a successful LSP set up the linkstateRouting module informs its peers about the 
change of the network state. The communication among link state agents is 
executed by flooding Link State Advertisements (LSAs).  

• rsvp module: models the RSVP-TE protocol agent. It reserves resources to set 
up LSPs.  

• ted module: models the Traffic Engineering Database (TED). The TED module 
stores information coming from the link state routing agent and it is queried 
whenever an LSP has to be set up.   

• Lib Table module: models the Label Information Base table, in which the 
RSVP protocol stores the label operations (swap, pop and push) for all the 
LSPs that start from it, end in it or that pass through it.  
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Fig. 12.12. Vrt module’s building blocks. Fig. 12.13. Control module’s building blocks. 

• classifier module: used by MPLS to sort incoming and outgoing packets as 
MPLS or normal IP ones. 

• network layer module: the IPv4 layer of the IP/MPLS layer. 
• routing table module: the IPv4 routing table used by the IP layer to forward 

packets. 
• ppp modules: these modules model the interfaces of the IP/MPLS virtual layer 

router. Each interface represents a port of the optical/electronic interface be-
tween the physical and virtual layer. 

• cc module: models the Connection Controller (CC) of an ASON network, 
which is responsible for the management of connection’s setup, release and 
modification using Link Resource Manager.  

The control block in Fig. 12.11 implements the ASON control agent that allows 
the router to communicate with the other ASON agents forming the ASON control 
plane. As a consequence of the GMPLS control plane, the ASON control module’s 
architecture has been inspired by the architecture of the virt module in Fig. 12.12, as 
illustrated in Fig. 12.13. The blocks in Fig. 12.13 have the same functionalities as 
the virt module’s blocks, suitably adapted to an optical domain. Therefore, a de-
tailed explanation of the control module’s building block is not provided.  

12.4.3 Conclusions  

The OMNET++ simulation tool is highly flexible and therefore suitable to model-
ling and simulating new generation intelligent networks. Being based on a modu-
lar architecture, OMNET++ can be easily extended with new modules. The mod-
ules are implemented with the C++ programming language. This increases the 
flexibility in adding whatever needed functionality. Moreover, OMNET++ is an 
open source tool and therefore the availability of the source code helps during the 
learning phase. By knowing the mechanism of already existing modules, it is easy 
to extend the tool with a variety of functionalities. 
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12.5 WDM Network Planning: The MatPlanWDM Tool 

MatPlanWDM tool is a network planning tool for multilayer wavelength-routing 
networks, developed in the Polytechnic University of Cartagena (UPCT, Spain). 
The tool is implemented as a MATLAB toolbox together with a Graphical User 
Interface (GUI). The whole project is made up of 140 files approximately. The 
first version of the tool was distributed in January 2007 and it was presented in 
[19]. Current version of the tool (v0.4) can be freely downloaded from the Mat-
labCentral web site [20].  

MatPlanWDM addresses the problem of static, dynamic, and multihour plan-
ning of multilayer lightpath based networks. In any of the three cases, the planning 
algorithm calculates the network virtual topology (set of lightpaths and their 
routes), and the routing of the traffic demand on top of the virtual topology. The 
differences among the three planning philosophies are described in the next sec-
tions.  

12.5.1 Distinctions Between Planning Problems 

Static planning: This mode addresses the static multilayer planning problem. 
Fig. 12.14 displays the GUI for this option. The input parameters for the planning 
process are specified in three files: 1) a text file describing the physical topology 
(.phys file), establishing the information per node (number of E/O transmitters, 
O/E receivers, wavelength converters - WC), the number of wavelengths per link, 
and the lightpath capacity (in Gbps). 2) a text file describing the traffic matrix 
(.traff file), indicating the average traffic offered between each node pair (meas-
ured in Gbps) 3) a Matlab file which implements the planning algorithm. 

The solution calculated by the planning algorithm defines: i) the existing light-
paths and their routes on top of the physical topology, ii) the carried flows and 
their routes on top of the virtual topology.  

The solution is returned as a Matlab structure. The tool kernel automates the cal-
culation of the performance merits of the given solution, which is written into a re-
port. The user can save the report in a .results text file for later use. In addition, the 
solution found can be examined in two panels. The Physical Topology panel plots 
the physical topology of the design. The user can select a particular lightpath, so that 
the traversing fibre links of the lightpath are highlighted in the physical topology, 
together with the wavelength in each hop. The Virtual Topology panel plots the vir-
tual topology graph. The user can select a particular high level traffic flow, so that 
the traversing lightpaths are highlighted in the virtual topology. 

The tool is released with a set of heuristic algorithms suitable for testing pur-
poses, and an integrated MILP formulation based algorithm, which calculates the 
optimum solution for small problems. This can be very useful for comparison. Us-
ing this algorithm requires the installation of a TOMLAB/CPLEX license [21]. 
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Dynamic Planning: This mode automates the performance evaluation of dynamic 
optimisation algorithms, which react to a temporal sequence of higher layer flow 
demands. This mode is explained in detail in [22]. The input parameters for the 
simulation are specified in three files: 1) a .phys file describing the physical topol-
ogy. 2) a Matlab file which implements the traffic generator module. 3) a Matlab 
file which implements the planning module. 

The kernel implements an event driven simulation which invokes the generator 
module for scheduling the flow arrivals and terminations, and invokes the plan-
ning modules to decide on the changes to the existing network state due to those 
flow arrivals and terminations. An example generator and a planning module are 
included in the distribution. The user can implement new ones as Matlab functions 
with a given signature. 

MatPlanWDM automates the calculation of a large set of statistics. It reports 
the minimum, maximum and temporal average value of the following parameters:  

• Associated to the cost of the network: number of used O/E, E/O, and WCs per 
node, number of used wavelengths per fibre, amount of traffic electronically 
processed in each node (Gbps). 

• Associated to the performance perceived by the carried traffic: average number 
of physical hops, average number of virtual hops, single virtual hop traffic, av-
erage message propagation, network congestion (defined as the traffic utilisa-
tion of the lightpath with the highest traffic utilisation). 

• Associated to the blocking performance: blocking probability, percentage of 
blocked traffic. 

 
Fig. 12.14. Design Virtual Topology and Flow 
Routing Interface. 

Fig. 12.15. Multi-Hour Analysis Interface. 

Multihour Planning: This mode allows the user to test planning algorithms 
which react to changes in the traffic demands following a multi-hour pattern. 
This type of traffic patterns appears typically in backbone networks that span 
over large geographical areas, where network nodes are situated in different 
time zones. In the input area (see Fig. 12.15), the user should define the input 
parameters for the simulation: 1) a text file describing the physical topology 
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(.phys file) 2) a text file describing the traffic matrix (.traff file) 3) the timezone 
each node belongs to 4) a Matlab code file (.m extension), implementing the 
planning algorithm to be applied.  

The tool uses the given traffic matrix, and the timezone information for each 
node, to calculate 24 traffic matrixes, one for each hour of the day, as presented in 
[23]. The planning algorithm is responsible of calculating the 24 network states 
(virtual topology and flow routing) which minimise a given cost function. The al-
gorithm can include reconfiguration costs. 

After the simulation is completed, per-hour reports can be examined in the Per-
formance reports panel. Also, per node information reports summarise the evolu-
tion of one selected metric across the nodes and along time. This provides fast ac-
cess to relevant information like the time evolution in the number of used 
transmitters, receivers or converters. 

12.5.2 Integrated Tool 

MatPlanWDM offers two graphical interfaces to ease the creation or edition of 
.phys files and traffic matrixes files. Also, MatPlanWDM incorporates the “What 
If Analysis” functionality. This option allows the user to launch a series of simula-
tions varying the input parameters in a given range (i.e. the number of transmit-
ters, receivers or converters per node, number of wavelengths per fibre, traffic 
demand, etc.). This automates more exhaustive performance tests and compari-
sons. At the end of all the simulations, a summary report is provided. In addition, 
the user can select 7 different graphs to track the evolution of 7 different perform-
ance metrics: percentage of carried traffic, average number of virtual hops, net-
work congestion, percentage of single hop traffic, average number of used wave-
length channels, average number of used lightpaths per fibre link, and average 
propagation delay.  

12.5.3 Extension of the Tool 

MatPlanWDM tool is designed to be easily extended. The details are documented 
in the tool Help. Furthermore, the interested user can benefit from a set of libraries 
of classical algorithms which are distributed with the tool. They are intended to 
facilitate the implementation of user-made heuristic algorithms for the static, dy-
namic or multihour case. In addition, in authors’ opinion, Matlab provides a pow-
erful mathematical framework that allows a faster implementation of complex al-
gorithms. Finally, integration of the algorithms in MatPlanWDM simply requires 
saving them in a designated directory. Therefore, the tool is well-suited for being 
used at research, and also for teaching at postgraduate level courses. 

Current version of the tool is v.0.4. Version 0.5 is expected for July 2008. New 
functionalities under preparation include the definition of an XML format, to stan-
dardise the input and output files to the tool. 
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The techno-economic network planning studies address a more profound 
evaluation of the networks, which takes into account a concrete time period, where 
the capital expenditures (Capex), operational expenditures (Opex), demand as-
sessment, and price policies, are analyzed.  

Techno-economic planning involves very heterogeneous processes that strongly 
depend on the particular network scenario. Also, the goals of the techno-economic 
evaluations can be very different (e.g. define a pricing policy, evaluate financial 
feasibility, take a long term decision on a network technology). The traffic and 
services demand model that feed the analysis process is itself a matter of study. In 
some occasions, the demand is an input parameter, assumed to be estimated by 
experts (i.e. using a Delphi method by which the opinions of experts are system-
atically canvassed). In other occasions, complex prediction models should be in-
cluded in the tool. The results of the tools are usually economic indicators such us 
Net Present Value (NPV) or the Payback Period, that are used for the sensitivity 
analysis and as a financial criteria. 

In the optical networks scenario, the main research efforts in techno-economic 
tool development have been promoted by the European Commission, through the 
RACE programs. It can be said that the seed to all works was the TITAN Project 
(1992-1995) [24]. The objectives of the TITAN Project were to design a tool for 
the techno-economic evaluation and comparison of access network technologies, 
integrating engineering inputs with cost and demand forecast data. The TITAN 
project produced an Excel spreadsheet tool that incorporates a database of costs 
for components, civil works, operations and maintenance. Learning curve models 
are used to estimate cost trends of these elements. 

One evolution of the TITAN Project was the OPTIMUM project [25]. In the 
OPTIMUM Project (1996-1998) the TITAN tool was adapted to deal with the as-
sessment of multimedia business cases. So, it was addressed to understand the 
techno-economic factors governing the development of multimedia networks and 
services, both in the residential and business environments. Several multimedia 
network architectures were compared using the First Installed Cost, Life Cycle 
Cost and overall financial budget Risk. 

On the other hand, the TITAN / OPTIMUM tool also evolved to evaluate the 
economic viability of advanced communication services and networks obtained 
from the ACTS projects and field trials. This project was called TERA Project 
[26], its aim was to clarify the impact of key cost elements, revenues and the 
broadband upgrade economics. The guidelines and results are targeted for the 
ACTS community, network and service providers, equipment suppliers, public au-
thorities and regulatory bodies.  

The developers group in the MatPlanWDM project sees the inclusion of 
techno-economic indicators and analysis in the MatPlanWDM tool as a medium 
term objective. The final goal is to provide a suitable tool for the analysis of opti-
cal multilayer networks. 
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12.6 The Javanco Environment 

Javanco is a software project which began in 2006, at the Telecommunication 
Laboratory (TCOM) of EPFL. Several developers and students have been in-
volved in its development, and the project regroups nowadays more than one hun-
dred of classes, representing more than 20k line of code. Javanco is programmed 
within the java 1.6.0 platform, using the popular java language. 

The main purpose of Javanco is to provide a coherent object oriented structure 
to represent graph and network topologies. Over this structure, several packages 
offer various features like graphical visualisation, support for disk serialisation of 
topologies or execution of common graph algorithms (e.g. Shortest Path, k-
Shortest Path, Spanning Tree). Based on these core packages, user can rapidly de-
velop and test network planning procedures on various topologies, or setup net-
work animations (mainly for educational purpose). Additionally, Javanco provides 
support for simulation, allowing the construction of simulation models. 

Javanco has been conceived to be as versatile as possible. Any new function in-
tegrated into the project for one experiment is generally reusable in other situa-
tions. Functions are also designed to be replaceable by variants in case of need. 
Object oriented programming concepts of genericity, inheritance, and the use of 
reflective programming [27] helps to achieve this goal.  

12.6.1 History and Predecessors 

In the past, TCOM preferred proprietary tools (CANPC [28], COSMOS [29]) to 
commercial or open source planning and modelling frameworks like OPNET or 
NS-2. Motivations for this choice are:  

• Educational orientation of the laboratory (i.e. possibility to entrust part of the 
development to students; development of proprietary software considered as an 
academic goal). 

• High direct and indirect costs induced by the use of commercial software (e.g. 
licence, maintenance, reporting). 

• Mistrust against open-source tools like NS-2 [30] (e.g. instability, missing 
documentation). 

Furthermore, TCOM accepted the high cost in terms of human resources related to 
a new development, assuming that it spares much of the efforts required to know 
how to use an unknown existing tools, and that the developers of the software will 
later be experts users, speeding up the realisation of experiments. This investment 
is expected to be profitable on the long term (3-7 years). 

Development of Javanco has been mainly launched to replace the former plan-
ning tool of the laboratory, CANPC. The latter was employing an old and no longer 
supported version of Python. The first version of Javanco has been built based on a 
former tool dedicated to electrical networks [31]. Successive versions have later 
been influenced by different inspiration sources (principally COSMOS tool [32]). 
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The purposes expected when development started were: graphical interface 
with graph editing function, usage scripts file rather than code files to manipu-
late the networks, provision of general purpose algorithms (e.g. shortest path, 
path enumeration). 

12.6.2 General Architecture 

A general picture of the Javanco architecture is given in Fig. 12.16. The gravity 
point of the project is the NetworkHandler class. The main role of the Network-
Handler is to organise the references toward each object composing the graph, i.e. 
the links, the nodes and the layers. Layers objects are used to group several links 
or nodes together. Javanco network regroups one or more of these layers. Other 
role of NetworkHandler is to provide the access to several managers and engines 
(user interface manager, serialisation manager, script engine). In this way, the ac-
cess to the other packages is facilitated for the user. 

Connectivity between nodes and links is handled by a dedicated subcomponent 
of NetworkHandler called IncidenceManager. Two implementations of it are avail-
able. The first is matrix (2-dimensional arrays) based and provides fast retrieval of 
a specific link, but do not scales well in terms of memory usage for large net-
works. The second, based on a tree structure, shows a better scalability, at the 
price of a little time overhead for object retrieval. Other alternative implementa-
tion can be easily incorporated in the framework. 

The NetworkHandler, via the IncidenceManager, does not point over links or 
nodes objects directly, but over containers. The container itself stores the refer-
ence toward its contained element, and reversely, the element contains the refer-
ence of its container. In this way, each element has access to its direct neighbour-
hood thru the container, and to the whole topology, as the container also contains a 
reference to the NetworkHandler (Fig. 12.17). 

Besides its associated object, a list of attributes is attached to each container. 
An attribute is a pair of character strings, one used as key and the other used as 
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Fig. 12.16. General view of Javanco architecture. 
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Fig. 12.17. Internal representation of a layer, using a matrix based structure. The Network-
Handler uses the IncidenceManager to reference network object containers. Containers in 
turn contain network objects. 

value. Attributes are mostly used to carry the information required for graphical 
representation, but may also store other values (e.g. link length or node popula-
tion). As it is possible to replace the object contained in a container by another 
one, attributes may be used to temporary store parameters or results. 

XML is deeply anchored inside Javanco. It not only permits to load and save 
network topologies using the XML format, but also connects the Document Object 
Model [33] structure with the topological one (Fig. 12.18). Each container is asso-
ciated with an XML element, and all attributes owned by one container are di-
rectly attached to this XML element as XML attributes. Furthermore, any sub 
element contained into the associated XML element is accessible, thru the Con-
tainer. In this way, user can load or store data from or to the XML tree is a trans-
parent manner. 

Javanco uses the Multilayer Network Description proposed in [6] as XML file 
format.  
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Fig. 12.18. Each object container is directly associated with its XML counterpart. Con-
tained object can therefore modify the associated XML element to store or load data. 
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Each NetworkHandler can be connected to one or more User Interfaces. An inter-
face can be graphical or text based, and can be unidirectional or bidirectional. In 
the unidirectional interfaces, user is only informed of what exists or of what it is 
happening, while in the bidirectional, user can interact with the framework. Fur-
thermore, particular interfaces, as frame based ones, support the visualisation and 
handling of multiple networks in the same time.  

Table 12.1 lists the available implementation of interfaces. The GraphicalInter-
face (Fig. 12.19) will be used to perform node and link placement, edit values of 
attributes, and get an insight of the topology. MinimalInterface is used when 
Javanco performs a resource consuming task and when limited feedback is re-
quired. WebInterface has been realised in order to use Javanco without prior in-
stallation, as a remote application. 

Table 12.3. List of available interfaces in Javanco. 

Interface name Direction Type 
MinimalInterface unidirectional text based 
ConsoleInterface bidirectional text based (can export graph pictures) 
GraphicalInterface bidirectional frame based, graphical 
WebInterface bidirectional graphical, available thru a WebBrowser 

 
Functionalities providing a graphical representation of the networks have been re-
grouped inside a specific package dedicated for network painting. The painters are 
decoupled from the user interface, and can be easily interchanged. Alternate 
graphical representations of the network are therefore possible. The default 2D 
painter, whose result appears inside the Graphical Interface of Fig. 12.19, is ge-
neric and paints only the containers (i.e. independently from the contained link or 
node object). It is sensible to several attributes which define the appearance of 
each object (e.g. the positions, sizes, icons or colour of the nodes, the width and 
curve of the links). These attributes can be modified at any time, through the 
Graphical User Interface, or programmatically (for instance, the result of a short-
est path calculation can be displayed, by changing the colour of each segment of 
the shortest path). Recently, a 3D painting engine has also been developed.  

Javanco embeds a script engine which allows calls to any functionality of the 
environment. In this way, the user is dispensed to write complete java classes and 
is thus not required to install the full Java Development Kit (JDK) nor an Inte-
grated Development Environment (IDE). Scripts are written in the Groovy lan-
guage [34], a dynamic language for the Java Virtual Machine inspired by lan-
guages like Python, Ruby and Smalltalk. Groovy scripts can be edited using a 
simple text editor. 

Scripts can be used in various situations: to construct an arbitrary topology from 
scratch; to compute simple parameter like links lengths (using flat geographical dis-
tances or the Haversine transform); to assign a specific colour to overloaded links; to 
test new functions; to configure and launch specific applications. 
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The Script engine supports step by step execution. If such a script is launched 
via the graphical interface, a control panel appears, allowing the control of the 
execution speed. This functionality has been implemented overall for educational 
purpose (e.g. to show the packet routing mechanisms and the collisions), but can 
also be used for debugging purposes. The frame based graphical interface permits 
to browse the local file system and select the script to be executed, using the net-
work displayed in the active frame. It is also possible to give the network file 
name and the script file name as command line parameter when launching 
Javanco, to directly load a network and launch a script on it. In this particular case, 
the aforementioned MinimalInterface can be selected since no action is required 
from the user during the execution. 

Various situations require the involvement of more than one package (e.g. the 
Graphical Interface triggers a XML serialisation operation; the script manager 
triggers the display of a message in the Graphical User Interface). To keep coher-
ence between all components, the NetworkHandler acts as broker, centralizing all 
the calls, and offer methods permitting to: access and modify internal structure 
(create a new node, retrieve a link); use the XML I/O package to read and save ac-
tual network; display messages to user thru the User Interface, or to modify the 
appearance (zoom, size of nodes); launch a script. As certain calls to Network-
Handler may change the state of the network, the NetworkHandler notifies the 
changes to the other components using an event mechanism. An example is de-
tailed in Fig. 12.20. The method newNode() of the NetworkHandler has been 
called (1). This last includes the new node inside the structure (2) and then fires an 
event which notifies the XML Manager (3) and the User Interfaces (4) that a new 
node has been created. If a graphical interface is used, the graphical information is 
updated (5) to paint the network coherently. 

Functionalities dedicated to simulation have been integrated in the project. 
Links, nodes, or layers classes representing object with a dynamic behaviour 
should provide several methods and implement the Simulable interface. Using this 
distinction, the simulation engine can setup the list of object having a specific be-
haviour. 
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Fig. 12.19. Node and link placement with the 
Graphical Interface. 

Fig. 12.20. Operation sequence resulting to 
a node creation. 
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Simulation is operated in a discrete manner. The state of each object involved in 
the simulation is changing only at a countable number of points in time [2]. Three 
type of discrete simulation are supported: discrete state (synchronous), discrete 
event (asynchronous), and hybrid. The discrete state simulation is complex but 
easy to parallelise, as the next state of each component is computed independently. 
The next event time progression is the most intuitive but is difficult to parallelise, 
as it required a common event list. The mixed simulation mode combines both 
modes. The synchronisation of the hybrid mode permits to take advantage of the 
parallelisation while the flexibility and the precision of the event are conserved. It 
however implies a few limitations. For instance, any event concerning another ob-
ject than the one who triggered it should expire at least after the duration of a step. 
Therefore, the transmission time of all links of the topology should be higher than 
the duration of a step. 

12.6.3 Utilisations 

Javanco has been used in various situations so far: for dynamical networks simula-
tion and random graph experiments; for development and test of routing and 
wavelength assignment (RWA) algorithms [8]; as a base for the JAVOBS simula-
tor [35]; for the setup of graphical and animated demonstration of the Dijkstra al-
gorithm, and of the packet routing mechanism. 

Recently, Javanco is also being used by several students enrolled in EPFL’s 
mathematics master program. These student are not confident with object oriented 
languages nor IDE, but use nevertheless the functionalities of Javanco, using the 
groovy language, which require low commitment. 

12.6.4 Future Developments and Conclusion 

After almost three years of development, Javanco is now yielding its benefits. 
Having available a flexible framework which allow a rapid prototyping, new ideas 
or concepts are easier to test, and invalid ideas are identified earlier. This eventu-
ally increases the productivity of the research activity, while providing many 
benefits in terms of software programming experience.  

The authors wish to acknowledge the following students who contributed to the 
Javanco project: Loana Chatelain (XML functionalities), Christophe Trefois and 
Eric Kankwende Zazi (html-based interface), François Moulin (graphical rendering), 
Oscar Pedrola (simulation package) and Stefania Tanasescu (random topologies). 

12.7 IKR Simulation Library 

The IKR Simulation Library [36] is a tool which is mainly used for event-driven 
simulation of complex systems in the area of communications engineering. It is 
deployed as a C++ class library, which is publicly available under the GNU Lesser 



360 S. Rumley et al. 

General Public License (LGPL) and thus allows changes within the library itself 
as well as proprietary programs to use it. 

The library consists of more than 400 classes and around 40000 lines of pure 
code. It should run under all Linux platforms without any problems (also e.g. 
CygWin under Windows). As the library has almost no platform dependent code, 
it should be a manageable effort to port it to other platforms. It was originally de-
veloped by Hartmut Kocher in 1993 during his dissertation at the IKR [37]. At this 
time it was an object-oriented alternative to the Pascal simulation library which 
had been previously in use at the IKR. 

Continuous enhancements and improvements of the C++ library have been re-
alised in order to improve the original design. Driver for this development is the 
wide usage at the institute as well as the involvement of many programmers. The 
library was used and is used for several public and private funded projects. Simu-
lations based on this library are also performed in student projects and up to now 
more than one hundred of these student projects have been finished. Furthermore, 
industrial partners of the IKR use the library for complex simulations. 

Since the launch the library showed its applicability for performance evaluation 
in a multitude of areas, e.g. for IP, photonic, mobile, signalling, and P2P networks. 

12.7.1 Conceptual Structure 

The IKR Simulation Library [38] consists of three main parts as shown in Fig. 
12.21 on the left side. First of all there are basic concepts, which include mecha-
nisms that support the simulation. One of these mechanisms is the simulation con-
trol, that handles the initialisation, i.e., when to stop the transient and begin with 
the actual performance evaluation phase and finally when to stop the simulation 
batches. The control also signals the according changes to all objects needing this 
information. As it is a library for an event-driven simulation, the basic concepts 
offer inherent support for event handling, e.g. by providing a calendar. One impor-
tant aspect is also the distribution-oriented random number generation. The library 
implements many continuous and discrete distributions. Statistical evaluation is 
also supported by many different statistics. Besides simple statistics like a sample 
or counter statistic there are also more complex ones, e.g. an integral statistic. One 
distinguishing feature from many other simulation tools is the provisioning of 
metrics dealing with the statistical significance, i.e., a confidence interval is calcu-
lated based on the student’s t-test. Finally the basic concepts contain mechanisms 
for reading parameters and printing results.  

The next main part of the library provides modelling concepts. In general a 
model has a hierarchical structure with several components that communicate with 
each other. These components are called entities within the simulation library. The 
port concept realises the interface for message exchange between these entities. 
Filters and meters are connected to ports. Filters inspect and may change messages 
based on certain rules. In contrast to this meters primarily update statistics, with 
values derived from the messages, e.g., the length or time of arrival. 
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Fig. 12.21. Structure of the IKR Simulation Library (left) and relationship of simulation 
program and libraries (right). Both are taken from [39]). 

Standard components are the third part. Ready-to-use model components like 
queues, servers and multiplexers together with further utilities allow a simple 
model generation, especially for queuing networks. 

12.7.2 Libraries 

The IKR Simulation Library utilises two other libraries, namely the IKR Compo-
nent Library [40] and the IKR Utility Library [41] as shown in Fig. 12.21 on the 
right side. These two libraries provide amongst others simple to use strings, mem-
ory management, an argument parser as well as data structures like dynamic lists, 
arrays and matrices. With respect to these data structures, the usage of the C++ 
Standard Template Library STL would be an alternative. Two further libraries are 
built on the Simulation Library. This is on the one hand the IKR TCP Library 
[42]. This library offers a basic TCP implementation, which allows simulation of 
elastic applications and elastic traffic flows. On the other hand there is the IKR 
Emulation Library [43]. The emulation library can emulate a system that is speci-
fied as a simulation model, i.e., the same model can be used in simulation and 
emulation. For the emulation, messages in the simulator are sent as real packets, 
and vice versa. The simulation calendar is substituted by a real-time calendar. By 
this approach complex simulation models can be transformed to a network emula-
tion model with little effort. 

The simulation program itself uses all these libraries and possibly further exter-
nal ones. The usage of the Emulation Library and TCP Library is optional. 

12.7.3 Application of the Simulation Library 

Writing a simulation program based on the simulation library requires a basic un-
derstanding of the library. The simulation library comes along with extensive 
documentation and comprehensible tutorials and examples. Both help to get fast 
an understanding of the library. 
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The implementation complexity the simulation program depends on the com-
plexity of the model, but also on the extent of already existing components. As al-
ready mentioned, a model of a queuing network can profit significantly from the 
standard components. In contrast to this, complex components and all kind of al-
gorithms have to be implemented by one’s own hand. This step can be rather 
straightforward or very complex, depending on the problem. There is no simple 
rule of thumb to quantify the effort. 

After finishing the implementation of the model the execution of simulations is 
the next step. The parameter studies are supported via scripts for generation of a 
parameter tree and for simulating this tree. The results are written to a log file and 
have to be processed in a separate step, e.g. in order to create a diagram. Again 
this step is well documented. 

12.7.4 Summary  

The IKR Simulation Library is well suited for event-driven simulations but can 
also be used for other kinds of simulations, e.g. Monte-Carlo simulation. It is pub-
licly available and continuously improved. Its key advantages compared to other 
simulators are the clear design and the powerful statistical evaluation support. 

The library showed its applicability and flexibility in many projects. Thereby it 
is not only usable for experts in the field of simulation but also for beginners due 
to the documentation and tutorials. 
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Future Outlook 

I. Tomkos, K. Kanonakis, and M. Spyropoulou 

The COST 291 Action has investigated many topical issues in the field of optical 
communications. The advances in photonic technology up to the beginning of the 
current decade endowed the optical transmission plant with data rates in the scale 
of Terabits/s and hundreds of available wavelengths per optical fibre, while all-
optical amplification allowed spanning hundreds to thousands of kilometres with-
out the need for signal regeneration. During the last years, research focused on net-
work elements and techniques that would make the exploitation of the available 
technology possible. This resulted in the advent of reconfigurable all-optical net-
works, making use of devices such as Reconfigurable Optical Add/Drop Multiplex-
ers (ROADMs) and Wavelength Selective Switches (WSSs), while revolutionary 
concepts such as Optical Burst Switching (OBS) and Optical Packet Switching 
(OPS) promised to offer a greater degree of dynamicity to the optical core. In ad-
dition, optical technology has spread also in the access part of the network, with 
the most promising solutions so far being Passive Optical Networks (PONs) and 
Active Ethernet (or Point-to-Point Ethernet).  

At the same time, emerging services like grid networking, High-Definition TV 
(HDTV), real-time video streaming, video conferencing, remote medicine and in-
teractive gaming impose requirements higher than ever in terms of bandwidth, 
Quality of Service (QoS) performance and reliability. Hence, with most of the un-
derlying technological advances already in place, the most fundamental challenge 
at this point of optical networking evolution is to achieve convergence, and this is 
needed to happen in multiple levels. 

The concept of a converged and transparent core/metro/access infrastructure is 
of paramount importance for efficient end-to-end service delivery with perform-
ance guarantees supporting both single- and multi-operator scenarios. In addition, 
a convergence of the various existing optical switching techniques (optical cir-
cuit/flow/burst/packet switching) is mandatory in order to achieve optimal exploi-
tation of the network resources. Convergence between multiple layers in the pro-
tocol stack - namely optical, network, transport and application - is also imperative 
in order to handle efficiently the huge available capacity. Thus, protocols belong-
ing to multiple levels of the stack should be further optimized for their best possi-
ble interoperability. Finally, considerable enhancements should be made to the ac-
cess part of the network in order to include the convergence of optical and 
wireless technology reaching a hybrid optical/wireless access infrastructure that 
will facilitate user mobility and support the vast number of devices and sensors 
that will need to connect to the internet from the user premises, while the simulta-
neous introduction of WDM technology will help to increase bandwidth and en-
hance network upgradeability. 
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