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Preface

This book tackles the very fast-evolving subject of ‘MOF Mechanics’ and sys-
tematically exposes the reader to the core principles and cutting-edge science 
of the mechanical behaviour of metal–organic framework (MOF) materials. 
The body of work pertaining to MOF mechanics has reached a critical mass, 
which justifies the need for a first book entirely devoted to the topic. Our 
goals are manifold: to consolidate the knowledge uncovered thus far, to illu-
minate general trends, to predict future directions, and to stimulate new 
research on mechanical phenomena in framework materials.

MOFs are crystalline or amorphous nanoporous hybrid compounds, with 
highly tuneable chemical and physical properties relevant to many poten-
tial technological applications (e.g., sensors, sorption, catalysis, photonics, 
dielectrics). In this book, the key experimental and theoretical techniques 
for studying MOF mechanical properties are treated in detail. The mechani-
cal properties considered cover elastic and plastic deformations, dynamical 
response, structural flexibility, high-pressure phenomena, time-dependent 
behaviour, cracking and fracture. Materials selection charts and extensive 
tables are presented throughout the book. Formulated by curating the latest 
data, they not only give the reader the big picture but help to identify trends 
and unveil gaps in the field. Representative examples are chosen to illustrate 
the latest advances made and highlight challenges faced in several emergent 
topics: framework anisotropy and terahertz dynamics, anomalous mechan-
ical properties, structural defects, guest-mediated structural behaviour, and 
mechanisms of mechanical energy absorption. In essence, our emphasis is 
on establishing fundamental structure–property relationships, as the ability 
to link the chemical structures of MOFs to their resultant mechanical char-
acteristics will allow the engineering of bespoke properties and functions.



Prefacevi

The contents of the book have been tailored to be accessible to advanced 
undergraduate students, postgraduates, and current researchers, as well as 
new researchers entering the field. To this end, each chapter has been care-
fully structured to blend in an appropriate level of introductory materials 
and basic concepts, which are progressively built upon in complexity and 
developed through the book. A consistent set of mathematical notations 
is adopted (or redefined where appropriate). Extensive references are pro-
vided at the end of each chapter to point the interested readers to the origi-
nal sources for further reading. Readers of this book will be well positioned 
to embark on an exciting journey, to explore and discover the fascinating 
mechanics of an almost infinite array of framework materials and hybrid 
structures.

Jin-Chong Tan
Oxford, UK
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1.1   An Overview of Metal–Organic Framework 
Materials

Metal–organic frameworks (MOFs) and porous coordination polymers 
(PCPs) are terminologies1 used to describe a vast and continuously expand-
ing family of nanoporous ‘hybrid’ materials.2 They are inorganic–organic 
compounds,3 constructed by the molecular self-assembly of metal nodes 
(ions or clusters) and multitopic organic linkers,4 resulting in the forma-
tion of a plethora of network topologies and chemical structures.5 This 
bottom-up methodology when coupled with rational design could be har-
nessed to engineer three-dimensional (3-D) extended frameworks6,7 as well 
as two-dimensional (2-D) layered structures,8 held together by coordination 
bonds oriented in specific directions. Figure 1.1 shows a few exemplars of 
MOF structures. Notably, the open framework structures of MOFs afford a 
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Figure 1.1    Some examples of topical MOF structures. Unit cells of 3D frame-
works of (a) ZiF-8 viewed down the cubic a-axis, (b) ZiF-7-i (phase i) 
viewed down the rhombohedral c-axis, (c) the 2-D framework of ZiF-
7-iii (phase iii) showing a layered architecture, with van der Waals 
interactions between adjacent layers, (d) hKUST-1 or Cu3BTC2 (BTC = 
benzene-1,3,5-tricarboxylic acid), viewed down the cubic a-axis, (e) MiL-
53(al) viewed down the orthorhombic a-axis, (f) ZiF-71 viewed down 
the cubic a-axis, (g) UiO-66(Zr) viewed down the a-axis (left) and iso-
metric view of the cubic unit cell (right). (h) a very large cubic unit cell 
of MiL-100(Fe) viewed down the a-axis, comprising over 10 000 atoms. 
(i) an amorphous a-ZiF-4 structure with short-range order but no long-
range order, thus with no identifiable unit cell.
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precise cavity size and well-defined channel architecture, with pore dimen-
sions ranging from ∼2 Å to >1 nm. The most intensively studied MOF/PCP 
materials are intrinsically crystalline – they possess long-range order and 
many are highly porous – exhibiting an internal surface area typically of the 
order of ∼1000 m2 g−1.7 increasingly, research in the field of MOF/PCP materi-
als has expanded beyond the primary domain of ordered crystalline phases9 
to further encompass frameworks containing topological disorder and amor-
phous structures, such as MOF monoliths and hybrid glasses.10 Further still, 
the porous MOF structure can also serve as a ‘host’ structure to accommo-
date and protect luminescent ‘guest’ molecules confined in its pore cavities, 
yielding a guest@MOF ‘composite’ system with tuneable photophysical and 
photochemical properties.11

By virtue of the many pathways available for combining a multiplicity of 
organic and inorganic building units, the resultant chemical structures and 
functionalities of MOFs are particularly varied.12,13 in principle, one could 
design, tune, and engineer an unusual combination of physical and chemical 
properties, which cannot be achieved in purely organic and inorganic materials 
alone. indeed, a growing number of potential technological applications have 
been proposed. Many MOF structures are substantially more porous than any 
commercially available nanoporous sorbent materials, such as zeolites, silica 
gels, and activated carbons. Unsurprisingly, the first practical uses identified for 
MOFs thus encompassed gas separations and storage,14 catalysis,15 and CO2 cap-
ture,16 which may be perceived as ‘classical’ applications for the more conven-
tional porous materials quoted above. in contrast, more innovative applications 
have been proposed where MOF serves as the ‘active material’ for integration 
into electroluminescent devices17 and optoelectronics,18 smart sensors,19,20 
dielectrics,21 and for accomplishing functions linked to energy harvesting, con-
version and transfer.22,23 encouragingly, a broad range of promising MOF appli-
cations visible on the horizon has attracted the attention of scientists, engineers, 
and technologists from a wide spectrum of disciplines, with a strong motivation 
to bridge the gap between fundamental research and real-world applications.

1.2   MOF Mechanics
Much of the earlier research efforts on MOF/PCP and hybrid framework mate-
rials are focussed on synthesis, chemical characterisation, and adsorption 
related properties. however, practical applications require an in-depth under-
standing of the basic mechanical behaviour, not only of single crystals and 
microcrystalline powders, but also of polycrystalline thin films and coatings, 
bulk monoliths and pellets, mixed-matrix membranes and nanocomposites, 
including bespoke guest@MOF systems.24–27 For instance, the sensitivity of 
a reusable mechanochemical sensor comprising a MOF film adhered to the 
surface of a silicon microcantilever (substrate) scales with the elastic cou-
pling of stress-and-strain in a MOF structure upon analyte sorption/release, 
whilst its multicyclic operation depends on the mechanical resilience of the 
film-to-substrate adhesion.28 a second exemplar involves the deployment of 
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MOFs as catalysts in reactors, where the thermomechanical stability of the 
porous frameworks subject to pressure, temperature, and humid conditions 
is vital for circumventing excessive framework deformation or stress-induced 
structural collapse that will gradually degrade performance over time. in yet 
another scenario, the fluorescence response of mechanochromic guest@
MOF materials11 is heavily dependent on the interaction of nanoconfined 
fluorophores with imposed stresses and strains, for accurate calibration to 
allow force monitoring and optical stress sensing.29

in essence, elementary knowledge and precise control of structure–
mechanical property relationships are central to the fabrication of advanced 
devices, for enabling component manufacturing and pellet shaping in indus-
try, while ensuring mechanical durability for a sustained long-term perfor-
mance in a multitude of commercial and consumer settings.

Underpinning all of these fundamental questions and practical challenges 
is a rapidly expanding field of research, aptly termed ‘MOF Mechanics’, 
which is concerned with an array of topical problems on mechanical phe-
nomena encompassing: elasticity, structural anisotropy and stability, yield-
ing and plastic deformation, time-dependent viscous effects, high-pressure 
response, interfacial cohesion and debonding, framework dynamics and 
mechanical dissipation, crack initiation and propagation leading to fracture 
(rupture of chemical bonds). This book will present to the reader the exper-
imental and theoretical studies in the New Science of MOF Mechanics, exem-
plified by key topics and cutting-edge research addressing the broad range of 
mechanical behaviour inherent in hybrid framework materials. To this end, 
the chapters in the book are organised as follows.
  

 ● experimental studies to measure the Young’s modulus, hardness, 
mechanical anisotropy, interfacial adhesion and fracture toughness 
of crystals, monoliths, films and membranes by means of nanoinden-
tation techniques are presented in Chapter 1 (Tan). This discussion is 
extended further to cover terahertz framework dynamics, soft modes, 
and shear deformation mechanisms that could destabilise the porous 
framework structures. ashby-style materials selection charts are con-
structed using the latest available data to reveal general trends in the 
mechanical properties of MOF materials.

 ● in Chapter 2 (Marmier), the systematic characterisation of single-crystal 
elastic constants and the resultant anisotropic mechanical response are 
explored in detail, drawing from the theoretical and experimental data 
available to date. Special emphasis is given to highlight unusual frame-
work mechanics responsible for anomalous physical phenomena, such as 
the negative Poisson’s ratio, negative linear compressibility, and negative 
thermal expansion. This chapter concludes with a critical treatment on the 
pertinent questions of framework ‘flexibility’ and proposed mechanisms.

 ● Computational modelling of MOF mechanics is covered in Chapter 3 
(rogge), where the readers will be exposed to state-of-the-art methodol-
ogies for constructing an atomistic model of an extended hybrid frame-
work, and subsequently for simulating its structural response subject 
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to directional stresses or hydrostatic pressure. Theoretical studies give 
new insights into complex mechanisms surrounding the elastic, plastic, 
and phase transformations of framework structures, which cannot be 
obtained by experiments alone.

 ● Chapter 4 (Moggach and Turner) focusses on the high-pressure defor-
mation of MOF structures under hydrostatic compression via diamond 
anvil cells. Uniquely, the application of high-pressure X-ray crystallogra-
phy reveals the evolution of pressure-induced structural deformations, 
phase transformations, and guest-mediated phenomena attributed to 
flexible frameworks.

 ● rate effects and absorption of mechanical energy by flexible MOF 
structures are presented in Chapter 5 (Sun and Jiang). The pressure- 
stimulated liquid intrusion mechanism of hydrophobic MOFs is dis-
cussed through a combination of experimental and theoretical studies, 
elucidating the effect that deformation strain rate (quasistatic, medium, 
high) has on framework materials performance. Finally, mechanical 
energy dissipation, by means of non-intrusion mechanisms such as 
phase transition and pore collapse, is considered.

1.3   Central Concepts in the Study of Mechanical 
Properties of Solids

When a solid material is subjected to a small mechanical force, the relation-
ship between stress (σ = P/A, applied force P divided by area A subject to the 
force) and strain (ε = ΔL/L0, change in length ΔL divided by its initial length 
L0) is linear — this purely elastic behaviour obeys hooke’s law, such that σ ∝ ε. 
The material is in equilibrium, where any mechanical deformation or shape 
change experienced by the solid is reversible upon removal of the applied 
force. Crucially, in this linear elastic regime, the stress level must not exceed 
the yield strength (σY) of the material, σ < σY, beyond which its mechanical 
response will become irreversible and may turn nonlinear, as illustrated in 
Figure 1.2(a). This important concept of yield strength is related to the hard-
ness (H), which is discussed in Sections 1.4 and 1.8.1.

Within linear elasticity, the mechanical properties of materials can be 
described by the Young’s modulus, Poisson’s ratio, shear modulus, and bulk 
modulus. The Young’s modulus or elastic modulus, E, is defined as the ratio 
of stress to strain, as follows:
  

 
E




  (1.1)
  

hence, σ = Eε, strictly for unidirectional loading conditions only (i.e., uni-
axial tension or uniaxial compression). E is a measure of the mechanical 
‘stiffness’ of the framework structure, this corresponds to the slope of the 
stress vs. strain curve located below the yield point (Figure 1.2(a)). The elastic 
moduli are typically expressed in units of N m−2 or Pascal (Pa). Conversely, 
the reciprocal of the stiffness property is called the mechanical ‘compliance’,  
S = 1/E or E−1, with units of Pa−1.



Chapter 16

as shown in Figure 1.2(a and b), when the elastic solid is uniaxially 
deformed in the ‘longitudinal’ direction (εi), there will be a resultant lateral 
strain generated in the ‘transverse’ direction (εj). The Poisson’s ratio, ν, can 
be determined from the ratio of lateral strain to axial strain:
  

 

j transverse
ij

i longitudinal

 


 
     (1.2)

  

The negative sign ensures that the value of ν is always positive for a conven-
tional material: the upper bound is 0.5 for an incompressible solid such as a 
rubbery polymer, while the lower bound is 0 for a fully compressible material 
like a foam. however, framework materials can exhibit a negative Poisson’s 
ratio (termed ‘auxetic’), with this anomalous mechanical phenomenon con-
sidered in detail in Chapter 2.

The shear modulus, G, is a measure of the framework’s ‘rigidity’ or tor-
sional stiffness of material subject to an angular distortion, as depicted in 
Figure 1.2(c). it is defined as the ratio of shear stress to shear strain:
  

 
G




  (1.3)

  

The bulk modulus, K, is a measure of the ‘volumetric stiffness’ (i.e., volu-
metric stress divided by volumetric strain, ΔV/V0) of the material subject to a 
hydrostatic pressure, p, as illustrated in Figure 1.2(d). in this definition, the 

Figure 1.2    (a) Stress versus strain (σ–ε) curve under uniaxial tension (inset) for 
a hypothetical solid material exhibiting nonlinear strain hardening 
behaviour beyond the yield point, where σY, εY, and εp are the yield 
strength, yield strain, and plastic strain, respectively. The maximum 
stress (or ultimate strength) is denoted by σmax. E and ν are the Young’s 
modulus and the Poisson’s ratio of the isotropic solid, respectively. (b) 
Uniaxial loading where the applied stress σ is compressive. Subscripts i 
and j of the resultant strains ε denote the axial and transverse (lateral) 
directions, respectively. (c) Shear deformation due to application of an 
external shear stress τ causing a shear strain γ by angular distortion. (d) 
hydrostatic pressure p causing a change in volume ΔV (negative sign 
denotes shrinkage), but with no change to the shape of the cube.
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negative sign accounts for the volumetric contraction experienced in com-
pression, so that the value of K remains positive:
  

  0

p
K

V V
 


 (1.4)

  

The inverse of bulk modulus is called the compressibility, β = K −1. Chapter 
4 is dedicated to the study of the mechanical behaviour of MOF materials 
under hydrostatic compression, and it will give a rigorous treatment to this 
subject matter, including characterisation of framework structures with neg-
ative compressibility.

For an isotropic solid material, whose mechanical properties are not 
changing with direction, there are only two independent elastic constants 
to be established because the elastic properties (E, ν, G, K) are interrelated 
as follows:
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For an anisotropic solid, however, the mechanical properties determined 
will be varying with direction of the applied loading. in this situation, the 
generalised hooke’s law in 3-D can be applied to determine the strains devel-
oped along the three orthonormal axes of Figure 1.3(c), when the anisotropic 
solid is subject to a triaxial stress state (σ1, σ2, σ3):
  

Figure 1.3    (a) Uniaxial, (b) biaxial, and (c) triaxial stress states acting on a solid, 
where subscripts 1, 2, 3 denote the three orthonormal directions. For 
material (a), E and ν are the Young’s modulus and Poisson’s ratio of 
the isotropic solid. For (b) and (c) the material is anisotropic, hence 
the Young’s moduli (E1 ≠ E2 ≠ E3) and the Poisson’s ratios (νij ≠ νji) are 
directionally dependent. in the context of a cubic MOF crystal, each 
direction corresponds to a crystallographic axis oriented normal to the 
crystal facet.
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For the case of a biaxial stress state depicted in Figure 1.3(b), eqn (1.8) can 
be simplified by letting σ3 = 0, thereby corresponding to a 2-D plane stress.

1.4   Nanoindentation of MOF Materials
1.4.1   General Principles of Nanoindentation
Some mechanical properties of MOFs have been studied by employing the 
instrumented indentation testing (iiT) method, which is commonly called 
‘nanoindentation’.30 Nanoindentation is normally performed using a Berkov-
ich diamond indenter tip (three-sided pyramidal probe), with which the 
Young’s modulus (E) and hardness (H) of a small number of MOF materials 
in the form of single crystals,31–33 monoliths,34,35 thin films,36,37 amorphous 
particles and glasses38,39 have been characterised to date.

The different stages of nanoindentation testing are depicted in Figure 1.4. 
initially, at loading stage (1), the diamond indenter tip slowly pushes into the 
sample surface, typically to reach a maximum surface penetration depth of 

Figure 1.4    a typical load–depth (P–h) curve obtained from nanoindentation test-
ing (right) using a conical indenter tip. Three main test segments com-
prise: (1) indenter loading, (2) holding at maximum load Pmax, and (3) 
indenter unloading. The contact stiffness (S) can be determined from 
the dynamic continuous stiffness measurement (CSM) and from the 
slope of the unloading curve. The contact area A is the projected con-
tact area under load, for a conical indenter this is given by A = πa2 =  
πhc

2 tan2 ϕ. The area function for an ideal Berkovich indenter is A = 
24.5hc

2, determined using an equivalent conical angle of ϕ = 70.3°.
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around 1–2 µm. Shallower indents of a depth of several hundred nanome-
tres, or less, can be achieved, but this will require a sharp indenter tip (end 
radius ≲ 50 nm). Subsequently, the compressed sample is held at a constant 
maximum load (2), to overcome time-dependent effects (e.g., creep). Finally, 
the tip is slowly withdrawn from the deformed region, yielding the unloading 
test segment (3). The changing indenter load (P) and vertical displacement 
(h) data are continuously recorded during nanoindentation testing, to yield 
an indentation load–depth (P–h) curve. This P–h curve is subsequently used 
to compute the values of E and H by employing the Oliver and Pharr (O&P) 
method,40 outlined below. For a detailed treatment of basic nanoindentation 
theory and further data analysis techniques, the reader may consult critical 
reviews available in the literature.30,41–44

Nanoindentation experiments may be performed under either load- 
controlled (quasi-static) or displacement-controlled (dynamic) modes, the lat-
ter is known also as the ‘continuous stiffness measurement’ (CSM).41 These 
techniques differ by the way the elastic contact stiffness, S, is derived. Under 
quasi-static testing, the elastic contact stiffness is calculated from the slope of 
the unloading segment in the P–h curve, thus S = dP/dh (Figure 1.4). as such, 
the E and H values are obtained only at the maximum indentation depth, hmax. 
in CSM testing, however, the E and H values can be determined continuously, 
as a function of the surface penetration depth during the loading segment. 
This is made possible by superimposing a small sinusoidal displacement at a 
specific excitation frequency (e.g., 2 nm at 45 hz)41 onto the primary loading 
signal (Figure 1.4 inset), and the dynamic response of the system is utilised to 
compute the changing magnitude of S with indentation depth, h.

The elastic contact stiffness (S) is later used to calculate the reduced mod-
ulus, Er:45
  

 
r

π
2

S
E

A
  (1.9)

  

where the constant β varies with the geometry of the indenter tip: for exam-
ple, β = 1 for a spherical tip, and β = 1.034 for a Berkovich tip. The contact area 
established under load, A, is a function of the contact depth, hc. This is given 
by a tip area function A(hc) as exemplified by the five-term polynomial in eqn 
(1.10), where Cn are constants obtained by curve fitting.40 The calibration 
procedure involves indentation of an isotropic material of known Young’s 
modulus, which is typically a polished sample of fused silica (E = 72 gPa).
  

 A(hc) = C0h2 + C1h + C2h1/2 + C3h1/4 + C4h1/8 (1.10)
  

The reduced modulus, Er, is a function of the Young’s moduli and Pois-
son’s ratios of the sample (Es, νs) and the indenter (Ei, νi):
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it follows that the Young’s modulus of the sample, Es, can be determined 
using the following expression:
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For a diamond indenter probe, Ei = 1141 gPa and νi = 0.07. When the stiff-
ness of the sample is significantly lower than the indenter stiffness, Es ≪ 
Ei, eqn (1.12) can be approximated by Es = Er(1 − νs

2). The calculation of the 
Young’s modulus of the test sample (Es) therefore will require knowledge of its 
Poisson’s ratio (νs), when the latter is an unknown a value may be chosen based 
on these guidelines: glasses and ceramics (νs ∼ 0.2), metals (∼0.3), polymers 
(∼0.45), rubbery elastomers (∼0.5). although for stiffer materials like metals, 
the sensitivity of calculated Es to the input value of νs is weak,30 for relatively 
low stiffness MOF-type materials (E ≲ 10 gPa),24 the error does become more 
significant.46 The situation is further complicated by the fact that the Poisson’s 
ratio of MOFs can span a wide range of values (Chapter 2) and, may vary due to 
their mechanical anisotropy, as described below (Section 1.4).

indentation hardness, H, also termed ‘nanohardness’, quantifies the plas-
tic deformation of the material beyond the yield point (further details in  
Section 1.8.1). Based on the O&P method, H is calculated by dividing the 
applied load by the projected area of contact:
  

 
P

H
A

  (1.13)
  

Therefore, the hardness determined from the maximum indentation 
depth is given by Pmax/A(hmax). akin to stress, the unit for nanohardness is 
Pascal (Pa).

The O&P method40 was derived on the basis that the test sample is homo-
geneous and elastically isotropic, which is true for many polycrystalline 
materials that exhibit an approximately isotropic mechanical response. how-
ever, this is clearly not the case even for most single crystals with a cubic 
symmetry.47 Discrepancies for cubic (al, Cu, β-brass) and hexagonal single 
crystals (Zn) of metals caused by elastic anisotropy have been studied in 1994 
by Vlassak and Nix,48 who demonstrated that eqn (1.11) still holds if the elas-
tic modulus terms are redefined as the ‘indentation modulus’, M, as follows:
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where Ms ≡ M{hkl} = Es/(1 − νs
2), designating the indentation modulus ori-

ented normal to the {hkl} facet of a single crystal.
in 1998, hay et al.49 adopted the indentation modulus methodology 

to probe hexagonal single crystals of β-silicon nitride, which are highly 
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anisotropic, and found that the Young’s modulus was underestimated by 
∼20% in the stiffest direction, whereas in the most compliant direction it 
was overestimated by ∼10% if the indentation results were not corrected for 
anisotropic effects. in 2004, Bei et al.50 applied this approach to measure 
the anisotropic Young’s moduli of Cr3Si intermetallics, where they reported 
consistent results from Berkovich nanoindentation versus ultrasonic testing. 
however, it was not until 2009 that Tan et al.32 demonstrated its implementa-
tion for studying the anisotropic mechanical behaviour of two polymorphic 
Cu-based MOFs, both with a dense structure, one 3-D, the other 2-D. The 
single-crystal nanoindentation results show a strong structure–mechanical 
property correlation along specific crystallographic orientations. For exam-
ple, the stiffest crystal facet of the 3-D framework (M{100} ∼ 93 gPa) is oriented 
normal to the underlying metal–oxygen–metal (M–O–M) chains, thereby 
conferring a stiff ‘backbone structure’. in contrast, it was established that 
the most compliant facet of the 2-D framework (M{010} ∼ 35 gPa) is oriented 
normal to the stacking of hydrogen-bonded layers. Furthermore, the elas-
tic anisotropy of these framework crystals was found to be large (stiffness 
variation >60%) compared to the hardness anisotropy (hardness variation 
of ∼12%).32 interestingly, this parallels the findings for metallic single crys-
tals that despite large anisotropy of yield stress show only small hardness 
anisotropy (ca. 13–20%), with this phenomenon being attributed to the com-
plex plastic strain field generated under the indenter.48 While the disloca-
tion mechanisms responsible for the plastic deformation of metals are well 
known, the plastic deformation mechanisms for MOFs and hybrid frame-
works are currently not well understood (Section 1.8).

To yield reliable and reproducible nanoindentation measurements of 
MOF materials, it is generally important to pay attention to the following 
points in relation to sample preparation. First, the sample to be probed 
must be secured on a much stiffer ‘substrate’ material, such as an epoxy 
mount or a metal stub to eliminate any compliance issues associated with 
underlying substrate. Second, the sample surface must be microscopi-
cally flat for accurate contact area determination (accuracy of A(hc) has a 
major effect on E and H calculations) and to minimise the overall exper-
imental scatter. a smooth surface with a mean roughness of ∼10 nm can 
be achieved by cold mounting the crystals or monoliths in an epoxy resin, 
followed by careful grinding using a non-penetrating lubricant (e.g., water 
for hydrophobic MOFs or glycerol for water-sensitive samples), and then by 
polishing with an increasingly finer grade of diamond suspensions to yield 
the final smooth surface. it is vital to ensure that the chosen surface prepa-
ration steps do not significantly alter the properties of the sample surface, 
which may be caused by several factors, such as surface contamination, 
guest infiltration into MOF pores, chemical degradation, residual stress, 
and subsurface cracking.

Two representative studies, where the structure–mechanical property rela-
tionships of MOFs have been established with these nanoindentation tech-
niques are discussed in more detail in the following sections.
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1.4.2   Nanoindentation of ZIFs
The elastic moduli of the single crystals of a family of zeolitic imidazolate 
framework (ZiF) materials, encompassing ZiF-4, ZiF-7, ZiF-8, ZiF-9, ZiF-20, 
ZiF-68, and ZiF-zni, have been systematically characterised by single-crystal 
nanoindentation.51 as shown in Figure 1.5(a), the chemical structure, crystal 
symmetry and network topology of the samples are distinctively different, so 
are their framework density, porosity and solvent accessible volume (SaV). 
The P–h curves of the seven ZiF structures (Figure 1.5(b)), when indented to 
a maximum depth of 1 µm, revealed a diverse mechanical response in terms 
of the attained maximum load, slope at initial unloading, and the extent of 
elastic recovery indicated by the residual depth (hf) after complete unload. 
Because the nanoindentation measurements were conducted in CSM mode, 
the elastic modulus (E) can be determined as a function of indentation depth 
(Figure 1.5(d)). it can be seen that the E values are unique to each framework 
structure, and they remain relatively constant beyond the initial contact (h > 
100 nm). For example, ZiF-8, ZiF-20, and ZiF-68, which have a more porous 
structure (SaV ∼ 50%) exhibit a lower structural stiffness in the range of E = 
3–4 gPa. in contrast, the densest framework, ZiF-zni (SaV ∼ 12%), has elastic 

Figure 1.5    (a) ZiF structures with yellow surfaces denoting the solvent accessible 
volume (SaV, calculated with a probe size of 1.2 Å). Their network topol-
ogies are: zni for ZiF-zni; cag for ZiF-4; sod (sodalite) for ZiF-7, ZiF-8, 
and ZiF-9; lta (Linde type a) for ZiF-20; gme (gmelinite) for ZiF-68. (b) 
Load–depth curves from the nanoindentation of ZiF single crystals, like 
the example of ZiF-8 depicted in (c), showing that 24 residual indents 
remained on the sample surface after complete unload. (d) Depth-depen-
dent CSM data calculated from the P–h curves in (b). (e) elastic moduli 
of ZiFs as a function of framework density showing a quadratic relation-
ship, and (inset) an inverse correlation with accessible porosity. adapted 
from ref. 51 with permission from National academy of Sciences.
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moduli of ca. 8–9 gPa, further revealing the mechanical anisotropy associ-
ated with its two different crystal facets, where E(001) is higher than E(100).

The nanoindentation results of ZiFs show that the underpinning frame-
work architecture constructed from a varied combination of organic and 
inorganic blocks has a major influence on the mechanical behaviour of the 
resultant porous frameworks. Not only the network topology plays a role, 
but the stereochemistry of the imidazolate-type linkers (e.g., bulkiness and 
stiffness) and porosity are equally important for determining the mechanics 
of the resultant frameworks. For instance, while ZiF-7, ZiF-8, and ZiF-9 all 
have identical sodalite (sod) topology, the sterically bulky benzimidazolate 
(bim) ligands in ZiF-7 and ZiF-9 confer a greater stiffness value of E ∼ 6 gPa, 
compared with ZiF-8, whose E ∼ 3 gPa due to its less bulky 2-methylimidaz-
olate (mim) ligands. Moreover, as shown in Figure 1.5(e), an elastic modulus 
versus framework density correlation of the form of E ∝ ρ2 has been proposed 
to describe the elasticity trend for the ZiF family of materials. Likewise, an 
elastic modulus versus SaV relationship of ZiFs has been established, as pre-

sented in the Figure 1.5(e) inset, showing an inverse correlation of 
1

SAV
E   

exists between structural stiffness and porosity.

1.4.3   Nanoindentation of Perovskite MOFs
Single-crystal nanoindentation has been employed to measure the elastic 
properties of a family of multiferroic MOFs adopting the aBX3 perovskite 
topology, see Figure 1.6. Four isostructural frameworks of dimethylammo-
nium metal formate:53,54 [(Ch3)2Nh2][M(hCOO)3] where a = [(Ch3)2Nh2]+ and 
B is M2+ (= Ni2+, Co2+, Zn2+, or Mn2+), have been systematically studied. The 
material is a ‘dense’ framework structure because the dimethylammonium 
cation occupies the a site, so there is no porosity left in the otherwise open 
framework to accommodate additional guest molecules. Nanoindentation 
measurements were performed on the {012}-oriented facets of the pseu-
do-cubic crystals (Figure 1.6(a)), where the P–h curves and Young’s moduli 
of the four isostructural frameworks as a function of indentation depth are 
shown in Figure 1.6(b).52 The determined moduli of the dense MOF per-
ovskites lie in the range of E = 19–25 gPa comparable to the Young’s modu-
lus of a metal-free hybrid perovskite (E ∼ 15 gPa)55 and the moduli of several 
inorganic–organic halide perovskites (E ∼ 12–19 gPa for aPbX3),56 but they 
are around one order of magnitude higher than the nanoporous ZiF struc-
tures51 discussed in Section 1.4.2.

The stiffness of the four hybrid perovskite frameworks rises in accordance 
with the sequence Mn2+ ≈ Zn2+ < Co2+ < Ni2+. as the compounds are isostruc-
tural, the differing mechanical properties can be linked to the different 
divalent metal cations (M2+) forming the MO6 octahedral sites. Figure 1.6(c) 
shows the approximately linear correlation between the Young’s moduli 
and the ligand field stabilisation energy (LFSe) connecting the four cations. 
however, a straightforward correlation to the cation radius was not found, 
albeit a general trend of the variation in the elastic moduli with octahedral 
bond distance can be seen in Figure 1.6(d). Consequently, it was proposed 
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from a mechanical stability standpoint that, a higher LFSe in the octahedral 
environment bestows a greater resistance to mechanical deformation at the 
MO6 sites (metal nodes), thereby increasing the elastic modulus of the over-
all framework structure.52 a follow-on nanoindentation study reported by Li 
et al.57 on two analogous MOF perovskites further revealed that the Young’s 
moduli increase with an increase in the number of hydrogen bonding inter-
actions established between the a-site molecular cation and the negatively 
charged framework.

1.4.4   Young’s Modulus vs. Hardness (E–H) Materials Property 
Chart

it is important to be able to see the bigger picture and visualise how the 
mechanical properties of MOFs and other hybrid framework materials 
are compared with conventional engineering materials, such as metals, 

Figure 1.6    (a) rhombohedral unit cell (top) and pseudo-cubic morphology of 
dimethylammonium metal formate crystals (metal = Ni, Co, Zn, 
Mn), showing aBX3 perovskite architecture and a dense framework.  
(b) Nanoindentation load–depth curves and CSM data up to 1000 nm 
for the four isostructural frameworks, the Young’s moduli (E) calculated 
by taking νs = 0.3. (c) Correlation of E to ligand field stabilisation energy 
(LFSe); the inset shows the MO6 octahedral site. (d) Trends in the vari-
ation of elastic moduli as a function of the octahedral bond distance, 
dM–O. The values of the shear (G) and bulk (K) moduli were estimated by 
assuming an isotropic response in accordance with eqn (1.5) and (1.6); 
note that the dotted lines serve as guides for the eye. adapted from ref. 
52 with permission from the royal Society of Chemistry.
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polymers, and ceramics. To this end, an ashby-style plot (materials property 
chart) may be constructed like the one presented in Figure 1.7, obtained by 
curating the latest Young’s modulus (E) vs. hardness (H) datasets from the 
literature. Chiefly, the E–H domain associated with the hybrid framework 
materials straddles the borders between the metallic, polymeric (organic), 
and ceramic (inorganic) materials. Within the hybrid framework domain 
itself, it can be seen that the upper bound is populated by ‘dense’ frame-
works that are mechanically stiffer and harder (higher E and H), whilst the 
lower bound is occupied by porous MOFs and open framework structures 
which are structurally more compliant and softer (lower E and H). There is an 
‘intermediate’ zone, populated by a family of hybrid inorganic–organic per-
ovskites (hOiPs), particularly the multiferroic MOFs with aBX3 topology and 
halide perovskites aPbX3 described above. Overall, this chart sheds light on 
the immense tuneability of the mechanical properties of hybrid frameworks 
as a whole. in fact, this outcome is unsurprising in light of the vast scope to 
combine a multitude of organic and inorganic moieties to yield products of 
different architectures.

1.5   Elastic Anisotropy of MOF Single Crystals
The elastic properties of a MOF single crystal, even that with a cubic sym-
metry, are inherently anisotropic. accordingly, the magnitude of the elastic 
constants (E, G, and ν) are orientationally dependent for a single crystal, 
and thus its mechanical response will change with the direction of loading  
(Figure 1.3(c)). MOF crystals with a lower crystal symmetry are well known for 
their extreme elastic anisotropy, which may give rise to anomalous mechani-
cal phenomena, such as a negative Poisson’s ratio (auxeticity), negative ther-
mal expansion (NTe), and negative linear compressibility (NLC); these topics 
are covered in depth in Chapters 2 and 4. hitherto, the majority of results 
on the elastic anisotropy of MOFs have been derived from computational 
modelling studies, such as density functional theory (DFT)69–71 and molec-
ular dynamics (MD)72,73 simulations (Chapter 3), complemented by a more 
limited set of experiments that have precisely measured the elastic stiffness 
tensor46 and NLC of MOF crystals.74,75 This section details a few exemplars 
in the field.

1.5.1   ZIF-8: Experimental and Theoretical Determination of 
Elastic Constants

The elastic stiffness tensor (Cij, see definitions in Chapter 2 with the Voigt 
notation) of a single crystal of a prototypical ZiF material with sodalite topol-
ogy, termed ZiF-8, has been measured by means of laser Brillouin scattering 
experiments.46 Due to its cubic symmetry, ZiF-8 possesses three independent 
elastic coefficients, the values of which are C11 = 9.52 gPa, C12 = 6.86 gPa, and 
C44 = 0.97 gPa. The stiffness tensor for a cubic ZiF-8 crystal can be cast into 
a 6 × 6 matrix:
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Figure 1.7    Young’s modulus (E) plotted against the hardness (H) of MOFs and the wider families of materials. adapted from ref. 24 
and augmented with the latest (E, H) datasets (published up to May 2022) determined mostly by nanoindentation measure-
ments. exemplars of dense hybrid frameworks include: copper phosphonoacetate (CuPa) polymorphs,32 zinc phosphate 
phosphonoacetate hydrate (ZnPa),58 cerium oxalate–formate,59 zinc(ii) dicyanoaurate,60 and calcium fumarate trihydrate.61 
Multiple data points for each material bubble signify mechanical anisotropy. representative MOFs and porous frameworks 
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include ZiFs (single crystals,51 nanocrystalline monoliths,35 a-ZiF-4 and 
recrystallised ZiF-zni),38 lithium–boron analogue of ZiF [LiB(im)4],62 
melt-quenched MOF glasses,39 hKUST-1 (single crystals,63 nanocrystal-
line monolith,34 epitaxial film),36 MOF-5,31 UiO-66(Br) analogues,64 and 
Cu-MOF polycrystalline films.37 intermediates bridging the porous and 
dense framework regimes, encompassing hybrid organic–inorganic 
perovskites (hOiPs) such as halide perovskites (aPbX3),65,66 MOFs with 
perovskite aBX3 topology,52 and metal-free hOiP.55 Other intermediates 
include Mn 2,2-dimethylsuccinate (2-D layered structure of MnDMS)67 
and a copper pyrazine framework.68 adapted from ref. 24 with permis-
sion from the royal Society of Chemistry.
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herewith, the coefficient C11 (= C22 = C33 because of cubic symmetry) des-
ignates the stiffness along the orthonormal a, b, and c principal crystal axes, 
respectively, when subject to uniaxial strain. The shear coefficient C44 (= C55 
= C66) is the stiffness against an angular distortion, when subject to a shear 
strain. Finally, the stiffness coefficient C12 (= C13 = C23 = C21 = C31 = C32) cor-
responds to tensile–tensile coupling between any two orthonormal axes. it 
follows that the Cij values of ZiF-8 obey the fundamental stability criteria of a 
cubic crystal: C11 > |C12|, C11 + 2C12 > 0, and C44 > 0.47 Subsequently, the degree 
of elastic anisotropy for a cubic crystal can be characterised by the Zener 

ratio A,76 where  
44
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. For ZiF-8, A = 0.73, thus it is moderately 

anisotropic, noting that A is unity for an isotropic material.46

Tensorial analysis of Cij (see Section 2.2 of Chapter 2) is useful for analys-
ing the direction-dependent E and ν, with the complete picture revealing the 
elastic behaviour of a single crystal of ZiF-8 illustrated in Figure 1.8. in terms 
of Young’s modulus, the representation surface of E exhibits protuberances 
along the ⟨100⟩ cube axes, corresponding to the highest stiffness of Emax (100) 
∼ 3.8 gPa oriented normal to the 4-membered rings (4Mrs) of the sodalite 
framework. Moreover, its lowest stiffness is Emin (111) ∼ 2.8 gPa, oriented nor-
mal to the 6-membered rings (6Mrs). it follows that the Young’s modulus 
anisotropy of ZiF-8 is given by Emax/Emin = 1.35. Furthermore, an interme-
diate stiffness of E(110) ∼ 3 gPa is present along the ⟨110⟩ face diagonal of 
the cubic unit cell. Nanoindentation experiments conducted on the above 
three selected crystal facets are consistent with the results obtained from 
Brillouin scattering, see Table 1.1. additionally, theoretical DFT calculations 
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also produced a reasonably good agreement to the experiments (Table 1.1). 
Crucially, the theoretical results revealed that the underpinning deforma-
tion mechanism during uniaxial loading is controlled by the tension/com-
pression of the Zn–N chemical bonds (while imidazolate rings remain rigid), 
accommodated by bending of the bond angles in the N–Zn–N tetrahedra and 
Zn–mim–Zn bridging linkages (Figure 1.8(d)).

The complete anisotropic shear response of ZiF-8 is shown in Figure 1.9 
for the 3-D representation surfaces of both the minimum and the maximum 

Figure 1.8    (a) 3-D representation surfaces of the anisotropic Young’s modulus  
(E) of ZiF-8. (right) a sodalite topology highlighting the four- and six- 
membered rings (4Mr and 6Mr). (b) Uniaxial stresses applied in the 
⟨uvw⟩ axes of the cubic unit cell of ZiF-8, resulting in the maximum, 
intermediate, and minimum values of E. (c) Polar plots of E projected 
onto the (100) and (11̄0) planes, respectively. (d) DFT predictions of the 
evolution of bond length and bond angles as a function of the imposed 
uniaxial strain of ε = ±1.5%. ZnN4 tetrahedra are shown in pink, carbon 
in grey, and hydrogen atoms are omitted for clarity. adapted from ref. 
46 with permission from american Physical Society, Copyright 2012.
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shear moduli. Noteworthy is the exceedingly low shear modulus of ZiF-8, 
where Gmin (= C44) ≲ 1 gPa, suggesting a low framework rigidity against struc-
tural distortion when subject to shear stresses applied in antiparallel direc-
tions of the plane of the 4Mrs. in fact, this configuration corresponds to a 
structurally compliant 4-noded framework, which is susceptible to collapse 
under shear deformation. DFT reveals that the low shear resistance is due to 
the pliant ZnN4 tetrahedra, allowing the framework to distort through the 
bending of the N–Zn–N and Zn–mim–Zn bond angles (Figure 1.9(c)). in con-
trast, the maximum shear modulus is Gmax = 1.3 gPa and lies on the planes 
of the 6Mrs, giving better resistance to angular distortion subject to shear 
stress.

Turning to the Poisson’s ratio, the 3-D representation surfaces of νmax 
and νmin are depicted in Figure 1.10. More specifically, the lower and upper 

Table 1.1    elastic properties of a ZiF-8 single crystal measured by Brillouin scatter-
ing, compared with nanoindentation experiments and theoretical DFT 
predictions of an idealised defect-free crystal. The elastic compliance 
coefficients Sij are the inversions of Cij, where the very large magnitude 
of S44 signifies an exceedingly low resistance against shear deformation. 
reproduced from ref. 46 with permission from american Physical Soci-
ety, Copyright 2012.

elastic Properties

experimental Data (295 K)
Ab initio DFT 
calculations, 
B3LYP (0 K)

Brillouin 
scattering Nanoindentation

Stiffness coeffi-
cient, Cij (gPa)

C11 9.5226 ± 0.0066 — 11.038
C12 6.8649 ± 0.0144 8.325
C44 0.9667 ± 0.0044 0.943

Compliance 
coefficient, Sij 
(gPa−1)

S11 0.2652 — 0.2578
S12 −0.1111 −0.1108
S44 1.0345 1.0605

acoustic wave 
velocities, V 
(km s−1)

Longitudinal 
(max. and 
min.)

3.17 and 3.08 — 3.41 and 
3.32

Transverse 
(max. and 
min.)

1.18 and 1.01 1.19 and 
1.00

Young’s modu-
lus, E (gPa)

Emax = E{100} 3.77 ± 0.01 3.29 ± 0.11 3.879
E{110} 2.98 ± 0.01 3.07 ± 0.07 2.953
Emin = E{111} 2.78 ± 0.01 2.87 ± 0.09 2.736

Shear modulus, 
G (gPa)

Gmax =  
½ (C11–C12)

1.329 ± 0.005 — 1.36

Gmin = C44 0.967 ± 0.005 0.94
Poisson’s ratio, 
ν (–)

νmax = ν〈110, 
11̄0〉

0.54 — 0.57

νmin = ν〈110, 
001〉

0.33 0.33

anisotropy 
measure

Zener, A (=1 if 
isotropic)

0.73 — 0.70

Emax/Emin 1.35 1.22 1.42
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Figure 1.9    Shear modulus G representation surfaces of ZiF-8 for (a) Gmin and  
(b) Gmax, derived from Brillouin spectroscopic measurements. Unit cells 
show the directions of the opposing pairs of shear stresses τ yielding 
the minimum and maximum shear deformations, while the polar plots 
compare values obtained from the experiments and DFT calculations. 
(c) Variation of bond angles subject to a shear strain of γ = ±1.5%, deter-
mined from DFT. The ZnN4 tetrahedra are shown in pink, carbon in 
grey, and hydrogen atoms are omitted for clarity. adapted from ref. 46 
with permission from american Physical Society, Copyright 2012.

Figure 1.10    Poisson’s ratio 3-D representation surfaces of ZiF-8 and their projec-
tions onto 2-D polar plots (experiments vs. DFT predictions). (a) axial 
and lateral strains acting on a unit cell of ZiF-8 that result in the (b) 
maximum Poisson’s ratio, νmax = ν〈110, 11̄0〉, and (c) minimum Pois-
son’s ratio, νmin = ν〈110, 001〉. adapted from ref. 46 with permission 
from american Physical Society, Copyright 2012.
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bounds are 0.33 ≤ ν ≤ 0.54. interestingly, the exceptionally low shear modulus 
of ZiF-8 is accompanied by a high value of Poisson’s ratio, which surpasses 
the normal maximum of 0.5 for incompressible rubbery solids (isotropic).

Further to knowing the single-crystal properties, for practical reasons generally 
it would be of interest to determine the isotropic aggregate properties of a ‘bulk’ 
polycrystalline solid. To this end, averaging methods such as the Voigt–reuss–
hill (Vrh) scheme can be employed to estimate the mechanical properties of 
crystal aggregates based on the stiffness and compliance tensors (see Section 
2.2.1.2 of Chapter 2). This is exemplified in Table 1.2 for ZiF-8. The obtained val-
ues correspond to that of a textureless polycrystalline material; this hypothetical 
solid comprising ZiF-8 crystals will exhibit isotropic elastic properties.

1.5.2   ZIF-8: Impact of Structural Defects on Elasticity
research about the role of defects on the function of MOFs is becoming 
increasingly relevant in the field.77,78 in this context, it is important to under-
stand how structural defects may impact anisotropic mechanical properties. 
For example, Möslein et al.79 demonstrated the use of tip force microscopy 
(TFM) to map the local stiffnesses of ZiF-8 nanocrystals harvested from dif-
ferent growth times (see Figure 1.11(a)), where a lower mean stiffness and 
higher anisotropy in Young’s modulus distribution were observed for the 
defective single crystals. Further insights can be obtained from DFT simula-
tions of ZiF-8 with structural defects, by comparing the elastic constants (Cij) 
of ideal frameworks with those containing ‘missing zinc’ and ‘missing mim 
linker’ defects. it was found that the defective structures give rise to a higher 
degree of mechanical anisotropy, because the maximum and minimum val-
ues of Young’s moduli are greatly modified by structural imperfection, as 

Table 1.2    isotropic aggregate properties for ZiF-8 and hKUST-1 determined from 
the Voigt–reuss–hill (Vrh) averaging scheme. all units are in gPa apart 
from ν (dimensionless). Data from references indicated.

MOF Method

isotropic elastic properties

referenceEVrh GVrh K νVrh

ZiF-8 Brillouin 
scattering 
experiments 
(ambient 
temperature)

3.145 ± 
0.013

1.095 ± 
0.005

7.751 ± 
0.011

0.43 46

DFT, B3LYP (0 K) 3.15 1.09 9.23 0.44

ZiF-8
i. Defect-free

ii. Missing Zn
iii.  Missing mim 

linker

DFT, PBesol0-3c 
(0 K) 3.33 1.15 10.52 0.45 79

2.70 0.95 5.60 0.42
3.36 1.18 7.01 0.42

hKUST-1 (Cu3BTC2) DFT, B3LYP (0 K) 8.10 2.80 26.39 0.45 81
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Figure 1.11    (a) Tip force microscopy (TFM) characterisation of the Young’s mod-
ulus of ZiF-8 nanocrystals. The histograms on the right show stiff-
ness distributions of nanocrystals with 3 and 6 min growth times. (b) 
3-D representation surfaces of the Young’s moduli (E) of the defect-
free ZiF-8, compared with defective structures with missing Zn and 
missing mim linkers. The bottom panels show a selected section 
through the 3-D surface to illustrate the maximum and minimum E 
values. (c) Crystallographic orientations corresponding to the max-
imal and minimal moduli in defect-free and defective ZiF-8 struc-
tures. adapted from ref. 79, https://doi.org/10.1021/acsanm.2c00493, 
under the terms of the CC BY 4.0 license https://creativecommons.
org/licenses/by/4.0/.
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depicted in Figure 1.11(b). The theoretical models allow one to pinpoint the 
structure–property relationships of a defective structure, where the organic 
and inorganic connectivity, or indeed the lack of it (see Figure 1.11(c)), alters 
the mechanical response in very specific directions. equally, averaged poly-
crystalline properties from the Vrh scheme suggest there will be distinct 
and sometimes unpredictable changes to the isotropic behaviour stemming 
from framework defects (Table 1.2). another DFT study considers the role of 
missing clusters on the mechanical anisotropy of UiO-66,80 the findings of 
which are presented in Section 3.3.1 of Chapter 3.

1.5.3   HKUST-1: Elastic Anisotropy From Density Functional 
Theory (DFT)

Theoretical DFT calculations of the elastic behaviour of a hKUST-1 (Cu3BTC2, 
BTC = benzene-1,3,5-tricarboxylate) single crystal reported by ryder et al.81 
demonstrated a highly anisotropic mechanical response, as depicted in  
Figure 1.12. Because of its cubic symmetry, hKUST-1 has three independent 

Figure 1.12    anisotropic elastic properties of a single crystal of hKUST-1 computed 
using the Cij elastic tensors derived from DFT calculations. (a) Young’s 
modulus representation surface and the structural origins of the max-
imum and minimum magnitudes. (b) Shear modulus surfaces and 
the mechanisms giving the extremum shear stresses τmax and τmin. The 
four-noded frame (green square) is susceptible to shear-induced struc-
tural collapse. (c) anisotropic Poisson’s ratios, where the blue surfaces 
are the maximum values, while green and red correspond to the posi-
tive and negative minimum values, respectively. adapted from ref. 81 
with permission from the royal Society of Chemistry.
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elastic constants: C11 = 27.7 gPa, C12 = 25.7 gPa, and C44 = 5.4 gPa, where 
the Cij values were computed using a DFT B3LYP functional. The 3-D rep-
resentation surfaces of E, G, and ν all show large elastic anisotropies. We 
first consider its Young’s modulus, where the extremum values are: Emax⟨111⟩ 
∼ 15 gPa oriented along the cube body diagonals, while Emin⟨100⟩ ∼ 3 gPa 
directed along the principal cube axes (Figure 1.12(a)). Therefore, the aniso-
tropic ratio for the Young’s modulus is Emax/Emin = 5, which is notably greater 
than that of ZiF-8 discussed above. Turning to the shear modulus, the DFT 
predicted values are Gmax⟨100⟩ = 5.4 gPa and Gmin⟨100⟩ = 1 gPa. The maxi-
mum and minimum resistance against shear-induced structural distortion 
can thus be understood by examining how the shear deformation acts on 
the arrangement of nodal ‘hinges’ (Cu paddlewheel clusters) connecting the 
‘rigid’ BTC linkers, see Figure 1.12(b).

The theoretical Poisson’s ratios of hKUST-1 exhibit anomalous values 
of νmax = 1.2 and νmin = −0.3 (Figure 1.12(c)), which can be attributed to its 
high elastic anisotropy (A = 5.4). The negative Poisson’s ratio suggests that 
the single crystal is auxetic when loaded in specific directions (further anal-
ysis in Section 2.3.3 of Chapter 2), so the mechanism could be linked to the 
dynamics of the node-linkages that uncoil when the framework is stretched 
along the ⟨110⟩ axis, thereby resulting in expansion in the transverse ⟨11̄0⟩ 
direction. Furthermore, it is worth considering the (bulk) polycrystalline 
mechanical properties of hKUST-1, see Table 1.2, derived from the Vrh 
averaging scheme. The Young’s modulus of a ‘bulk’ sample was found to be 
EVrh ∼ 8 gPa, which is in close agreement to that determined from nanoin-
dentation for isotropic monolithic hKUST-1 (EmonohKUST-1 ∼9 gPa).34 For 
the Poisson’s ratio of a bulk hKUST-1 sample, it is intriguing to see that 
it is positive (νVrh = 0.45) even though it can be auxetic as a single crystal  
(νmin = −0.3). The findings thus reveal the importance of controlling the pre-
cise crystallographic orientation of the sample or polycrystalline film in 
order to achieve auxeticity, since a random distribution of grains will dimin-
ish this effect. however, the epitaxial growth of accurately oriented MOF 
films and coatings remains a challenging task, and this is still limited only to 
a few examples of MOFs.36,82,83

1.6   Mechanical Properties of Monoliths, Glasses, 
Nanocrystals and Thin Films

1.6.1   MOF Monoliths: HKUST-1
The mechanical behaviour of porous monolithic MOFs has been little 
explored to date. Tian et al. reported the enhanced methane adsorption 
capacity of a monolithic hKUST-1 (Cu3BTC2) MOF derived from a sol–gel 
synthesis route.34 The monolith in fact comprises a polycrystalline aggregate 
of nanosized hKUST-1 crystals, with the efficient packing and densification 
route resulting in the formation of a porous solid with a record-breaking 
methane storage capacity of 259 cm3 (STP) cm−3 (versus the US Depart-
ment of energy (DOe) target of 263 cm3 (STP) cm−3). Figure 1.13 shows the 
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nanoindentation results determined from a sample of hKUST-1 monolith 
(termed monohKUST-1) mounted on an epoxy resin, where 60 residual indents 
after unloading from 2 µm deep indentations can be observed. The Young’s 
modulus of monohKUST-1 was found to be E ∼ 9.3 gPa (taking ν = 0.433),36 
which is comparable with the stiffness value predicted from theoretical 
DFT (E = 8.1 gPa, see Table 1.2)81 that assumes a combined elastic response 
from a polycrystalline aggregate of hKUST-1 crystals. While the modulus of 
monohKUST-1 matches the conventional hKUST-1, the monolith hardness  
(H ∼ 460 MPa) is more than 130% higher than its conventional counterpart  
(H ∼ 200 MPa),36 see the inset in Figure 1.13(c). The results suggest that the 
high bulk density of monohKUST-1 (ρmonolith = 1.06 g cm−3 vs. ρcrystal = 0.883 
g cm−3) not only improves the volumetric adsorption capacity, but also 
enhances the mechanical durability of the densified MOF monolith. Of note, 
there is no sign of surface cracking detected in the vicinity of the residual 
indents, as evidenced from the aFM topographic image in Figure 1.13(a), 

Figure 1.13    (a) Nanoindentation of a hKUST-1 (Cu3BTC2) monolith mounted on 
epoxy substrate, showing the array of residual indents and (right) aFM 
height profile with no sign of surface cracking. (b) Young’s modulus 
and (c) hardness as a function of indentation depth from the CSM 
method, and their averaged values derived from a surface penetration 
depth of 200–2000 nm. adapted from ref. 34 with permission from 
Springer Nature, Copyright 2018.
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indicating the good mechanical resilience of densified monohKUST-1. The 
findings also suggest that the sol–gel method could potentially be deployed 
to fabricate mechanically tough monolithic MOF materials aimed at practi-
cal engineering use.

1.6.2   Amorphous Phases: ZIFs
Crystalline MOFs can experience structural collapse and framework densi-
fication to yield an amorphous phase when subject to an external stimulus, 
such as high temperature, hydrostatic pressure, or shear stress. Figure 1.14 
depicts the crystal–amorphous transition of a ZiF-4 crystal that transforms 
into amorphous a-ZiF upon heating to 300 °C, and its subsequent recrys-
tallisation to form crystalline ZiF-zni by heating to 400 °C. The recovered 
monolith shown in Figure 1.14(c) reveals two disparate phases (designated 
as ‘dark’ and ‘bright’), where nanoindentation was applied for differentiating 
between a-ZiF and ZiF-zni based on their mechanical properties. it can be 
seen in Figure 1.14(d) that, the Young’s modulus and hardness of the ‘dark’ 
phase (E ∼ 6.5 gPa, H ∼ 0.65 gPa) perfectly match those of a pristine mono-
lithic a-ZiF material that is isotropic.38 The disordered network topology of 
the amorphous phase implies mechanical isotropy, more precisely, a-ZiF has 

Figure 1.14    (a) Phase transition of ZiF-4 → a-ZiF → ZiF-zni during heating. (b) CSM 
nanoindentation measurements of the different phases depicted in (c) 
the optical micrograph of a partially recrystallised a-ZiF-4 monolith. 
(d) Summary of the Young’s modulus versus hardness data of the three 
distinct phases. adapted from ref. 38 with permission from american 
Physical Society, Copyright 2010.
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lost the elastic anisotropy of its ZiF-4 parent phase (where Emax/Emin ∼ 1.6 for a 
ZiF-4 crystal).84 remarkably, a-ZiF exhibits glass-like behaviour evident from 
the curved external surfaces and internal cavities present on the monolith 
(Figure 1.14(c)), indicating that the amorphisation process involves viscous 
flow during formation of a-ZiF at 300 °C. Subsequently, systematic nanoin-
dentation studies on a family of ZiF melt-quenched glasses comprising 
agZiF-4, agZiF-62, agZiF-76, and agZiF-76-mbim, have yielded Young’s moduli 
(in gPa) of 6.9, 6.6, 6.3, and 6.1, respectively. Likewise, the hardness values of 
these ZiF glasses are similar to that of a-ZiF, all of which are distributed in a 
narrow range of H = 0.66–0.68 gPa;39 their properties can best be contrasted 
against other crystalline open frameworks shown in the ashby-style plot in 
Figure 1.7.

Turning to the nanoindentation of the ‘bright’ phase that can be observed 
in Figure 1.14(c), the moduli and hardness values (E ∼ 9 gPa, H ∼ 1.2 gPa) 
were found to be in the range of the ZiF-zni crystal, which is anisotropic  
(Figure 1.14(b)). in fact, the recrystallised ZiF-zni is a polycrystalline mono-
lith, comprising submicron grains of random orientation, as confirmed from 
its electron diffraction pattern. One can therefore expect that the nanoin-
dentation results of the above specimen will lie within the upper and lower 
bounds of a single crystal of ZiF-zni (DFT predictions: Emax ∼ 12.3 gPa and 
Emin ∼ 4.7 gPa).84

1.6.3   Nanocrystals: ZIF-8
Precise measurement of the mechanical properties of nanocrystals (∼100 s 
of nm) and isolated micron-sized crystals (a few microns) cannot be accom-
plished using a conventional instrumented indentation technique because 
of the extremely small volume of samples involved. The latter technique 
requires a sample size of at least 50–100 µm 59 for it to be securely mounted 
in epoxy and surface polished. The nanomechanical characterisation of indi-
vidual nanocrystals can be achieved, for example, through the application of 
atomic force microscopy (aFM)-based nanoindentation techniques.

Zeng and Tan85 demonstrated the application of a diamond-tipped stain-
less steel cantilever probe (with calibrated cube-corner indenter) for quanti-
tative characterisation of fine-scale crystals of ZiF-8. Figure 1.15(a) shows the 
aFM topographic scan of the ZiF-8 nanocrystals with a size of around 500 
nm, prepared by drop casting of its suspension onto a glass substrate. rep-
resentative P–h curves for a set of very shallow indents (hmax ∼ 10–30 nm) and 
another set of deeper indents (hmax < 80 nm) are shown in Figure 1.15(b and 
c), respectively, corresponding to applied loads in the range of ca. 2–12 µN. 
Large elastic recovery upon tip unloading is evident, especially for the set of 
shallow indents in contrast to the deeper ones that exhibit more permanent 
deformation after indenter unload. it was demonstrated that reliable nanoin-
dentation curves in the few µN load range (for surface penetration depth of 
tens of nm) can be better obtained through a high unloading strain rate of  
ε· > 60 s−1, see Figure 1.15(d). it can be seen that a Young’s modulus of ZiF-8 in 
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the range of E ∼ 3–4 gPa can be determined, in agreement with conventional 
instrumented nanoindentation51 but the crystal size concerned is around 
1000 times smaller by employing the aFM nanoindentation approach.85 
Whilst the results are promising, the wider applicability of this aFM-based 
indentation technique to probe a wide range of MOF nanocrystals should be 
systematically investigated.

1.6.4   Thin Films: HKUST-1
The mechanical properties of polycrystalline thin films and surface coatings 
of MOF materials have also been studied by nanoindentation, the available 
data of which are summarised in Figure 1.7. Bundschuh et al.36 applied a 
liquid epitaxy method to fabricate a {100}-oriented film comprising hKUST-1 
crystals with a thickness of ca. 1 µm, grown on a gold-coated silicon sub-
strate. The epitaxial film has a surface roughness of ca. 10–15 nm (Figure 
1.16(a)), deemed to be suitable for nanoindentation study without additional 
surface preparation steps. however, the P–h curve of the film sample shown 
in Figure 1.16(b) does not conform to the standard parabolic response 
because of the strong influence of the stiffer and harder substrate located 
beneath the relatively thin sample of hKUST-1. The substrate effect becomes 

Figure 1.15    (a) Nanocrystals of ZiF-8 deposited on a glass substrate for aFM 
nanoindentation study. (right) aFM height profiles of the thin-film 
polycrystalline coating. (b, c) Load–depth curves measured using a 
cube-corner diamond indenter mounted at the end of a stainless-steel 
aFM cantilever probe. (d) Young’s modulus as a function of the 
unloading strain rate of an aFM tip in quasi-static indentation testing. 
adapted from ref. 85 with permission from american Chemical Soci-
ety, Copyright 2017.
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prevalent in Figure 1.16(c and d), revealing how the indentation modulus 
rises sharply as a function of indentation depth (in contrast to a relatively 
constant moduli when probing a single crystal or monolith, see Figure 1.14). 
a 10% value of the surface penetration depth was typically applied to min-
imise the substrate contribution,42 corresponding to an indentation depth 
of ∼100 nm, where the indentation modulus was determined to be 11.4 ± 2 
gPa. Subsequently, assuming isotropy and by taking a theoretical Poisson’s 
ratio of ν = 0.433,86 the Young’s modulus of the hKUST-1 film was estimated 
as E(100) epitaxial film = 9.3 gPa. Note that this is in contradiction to a theoretical 
DFT study that found that the E(100) of a single crystal of hKUST-1 is min-
imum, and its magnitude is three times lower (Figure 1.12(a)).81 The con-
tributions from grain boundaries in epitaxial film combined with the hard 
substrate effect may explain the observed discrepancy, and indeed the wider 
spread of data depicted in Figure 1.7 for a number of MOF thin film sam-
ples indented to date. interestingly, the magnitude of E(100) epitaxial film matches 

Figure 1.16    (a) Optical micrograph of the polycrystalline thin film of hKUST-1 epi-
taxially grown on a silicon substrate. a 5 × 5 array of residual indents, 
where the circled indents are invalid and were omitted in subsequent 
analysis. (b) a load–depth indentation curve, highlighting the atypical 
response of indenting a ‘soft’ thin film on a ‘hard’ substrate. (c) inden-
tation modulus and (d) hardness values as a function of indentation 
depth, the mean values were derived from 16 indents depicted in (a) 
and the error bars are standard deviations. adapted from ref. 36 with 
permission from american institute of Physics Publishing, Copyright 
2012.
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that of a monolithic hKUST-1 sample comprising a random aggregate of 
nanocrystals: EmonohKUST-1 = 9.3 ± 0.3 gPa,34 which represents an isotropic 
response determined from a more substantial indentation depth of 2000 nm 
(see Figure 1.13).

This study highlights some outstanding challenges surrounding the reli-
able nanoindentation measurements of thin-film MOF samples, especially 
those possessing a thickness of ≲1 µm; future efforts are warranted in this 
area to explore the efficacy of aFM nanoindentation for characterising MOF 
thin films. Further discussions on the mechanics of MOF films and polycrys-
talline coatings are given in Section 1.8.3.

1.7   Framework Lattice Dynamics Dictating MOF 
Mechanics

1.7.1   Terahertz Modes
Many of the unusual mechanical features of MOFs and their unique func-
tions observed on the macroscopic and microscopic scales can be explained 
by examining the terahertz (Thz) vibrations of the underpinning molecu-
lar framework. Terahertz vibrational modes are collective lattice dynamics 
with an oscillation frequency of typically below 20 Thz or ∼700 cm−1 (1 Thz 
= 1012 hz = 4.14 meV ≈ 33.3 cm−1); indeed they are low-energy phonons that 
stem from the structural ‘flexibility’ of the MOF framework. experimentally, 
the Thz vibrations of MOFs have been measured by high-resolution inelas-
tic neutron scattering (iNS),87–89 synchrotron radiation far-infrared (Sr-Fir) 
spectroscopy,87 raman spectroscopy,81,90 and terahertz-time domain spec-
troscopy (Thz-TDS)91 techniques. identification of the nature of the collec-
tive vibrational modes is challenging, because these low-energy vibrations 
belong to the collective dynamics of the entire framework. There are hence 
no characteristic frequencies associated with the standard functional groups 
that are commonplace to, for example, mid-infrared (Mir) spectroscopy, 
where the fingerprinting of diverse chemical moieties exists. instead, the 
precise identification of the Thz modes of MOF structures requires the 
application of theoretical simulations, such as quantum mechanical DFT 
calculations.87,91,92 a combined experimental and theoretical methodology 
can offer rich insights into the Thz modes of nanoporous frameworks. This 
approach sheds new light on how low-energy phonons may affect the thermal 
and mechanical stability of extended framework structures,89,93,94 helping to 
reveal complex physicochemical phenomena through soft phonon modes95 
and rotor dynamics,96 which may affect the performance of nanoconfined 
guest–host systems.29,97

1.7.2   THz Dynamics of ZIFs
The Thz dynamics of ZiF structures have been relatively well researched 
compared with other families of MOF materials. Using Sr-Fir experiments 
coupled with DFT calculations to investigate the far-infrared (Fir) modes of 
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ZiF-4, ZiF-7, and ZiF-8, ryder et al.87 established that ZiFs exhibit two com-
monly shared collective dynamics under ∼21 Thz, as shown in Figure 1.17(a). 
First, the vibrations in the range of 8–10 Thz (265–325 cm−1) arise from flex-
ible ZnN4 tetrahedra. Second, at around twice greater than the energy of the 
former band, the vibrational modes at 18–21 Thz (600–700 cm−1) originate 
from ring deformations of the imidazolate-type linkers. Fir absorption spec-
troscopy is a highly sensitivity probe for characterising vibrational modes 
linked to C, N, and h that prevail in ZiFs. When combined with a synchro-
tron light source, Sr-Fir enables the collection of Thz signals with a high  
signal-to-noise ratio down to 0.6 Thz (∼20 cm−1). Theoretically, DFT vibra-
tional calculations suggest that notable lattice dynamics of porous frame-
works are ubiquitous in the region below 3 Thz (≲100 cm−1). in practice, 
however, it can be seen that the intensity of Fir modes is weaker in this low 
wavenumber region, in contrast to the more intense energy loss signals mea-
sured via inelastic neutron scattering (iNS).

Unlike optical techniques (e.g., ir and raman), neutrons have no optical 
selection rules, meaning that in principle all transitions are active.98 Fur-
thermore, it is advantageous to use iNS to study ZiFs (and MOFs in gen-
eral)89,97,99,100 due to its high sensitivity for detecting hydrogen modes, simply 
by leveraging the large incoherent neutron cross section of hydrogen. For the 
low wavenumber region below 100 cm−1 a precise match between experiment 
and theory remains challenging for ZiFs, though a reasonable agreement 
between them can be observed (see Figure 1.17(b)). improved peak-to-peak 

Figure 1.17    (a) Synchrotron far-infrared spectra of ZiFs in the region of <20 Thz. 
(b) iNS spectra in the region of below <6 Thz, comparing the theoreti-
cal DFT and neutron experimental data. (c) Low-energy lattice dynam-
ics of ZiF-8 illustrating the notable Thz modes. adapted from ref. 87 
with permission from american Physical Society, Copyright 2014.
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assignment between the iNS and DFT spectra has been demonstrated in 
another study on a Zr-based MOF, termed MiL-140a, within the low-energy 
Thz region of 0–250 cm−1.96 in the following section we shall consider lattice 
dynamics determined from DFT simulations for exemplifying several inter-
esting mechanical and physical phenomena underpinning the functions of 
porous ZiF structures.

in the case of ZiF-8 as depicted in Figure 1.17(c), it is interesting to consider 
the collective lattice dynamics of a ‘soft mode’ at 0.57 Thz (∼19 cm−1) and a 
shear-induced deformation mode at 0.65 Thz (∼22 cm−1).87 importantly, these 
two sub-Thz vibrations influence the elasticity of the porous network and 
potentially trigger structural destabilisation of the sodalite cage. The pres-
ence of a soft phonon mode may explain the occurrence of a mechanically- 
triggered phase transition under pressure101 and guest-induced structural 
response102 evidenced in ZiF-8. When the framework is directionally stressed, 
the six-membered rings (6Mr) distort to accommodate tensile and compres-
sive strains propagated through the interconnected mim–Zn–mim linkages, 
permitting framework flexibility in accordance with the dynamics of the soft 
mode. Turning to the shearing mode, this involves the angular distortion of 
the four-membered rings (4Mr) caused by a pair of antiparallel shear forces. 
The four-node geometrical configuration of the 4Mr is mechanically unsta-
ble, making intrinsically susceptible to undergo a structural collapse under 
shear deformation.

Likewise, the porous structures of ZiF-4 and ZiF-7 can experience lat-
tice distortions driven by the shearing dynamics in the low-frequency Thz 
regime (≲1 Thz), attributed to the flexibility of the 4Mrs. Crucially, the crys-
talline structures of ZiF-4, ZiF-7, and ZiF-8 can be made amorphous via ball 
milling,103,104 where the shear stress induced by the sliding motion of the 
impacting balls induces structural collapse and densification of the porous 
frameworks. it has been postulated that the stress-induced amorphisation 
of ZiFs, and more generally the structural destabilisation of MOFs, can be 
triggered by Thz shear modes inherent in porous solids. Moreover, research 
has found that when the shear modes are not causing framework amorphisa-
tion, they play a vital role by facilitating lattice modes that alter specific func-
tions. For instance, the soft modes at sub-Thz frequencies in ZiF-4 enable 
the stretching and compression of 6Mr apertures, which are accommodated 
by shearing of 4Mr in the perpendicular orientation (Figure 1.18(a)). This 
mechanism offers a pathway for phase transitions observed in desolvated 
ZiF-4,105 further modifying the accessible pore volume for enhanced gas 
adsorption.106 another example involves the sub-Thz ‘breathing’ mode of 
ZiF-7 (Figure 1.18(b)), where the shearing of 4Mr enables the twisting spi-
ral motion of the bulky benzimidazolate (bim) linkers surrounding the 6Mr 
aperture. This kind of pore opening mechanism, akin to ‘gate-opening’ can 
be leveraged to regulate the level of CO2 adsorption by ZiF-7.107 in particu-
lar, the collective vibrational mode of the order of ∼1 Thz associated with 
the dynamics of gate-opening/-closing of ZiF-8 (Figure 1.17(c)), is the key 
to understanding its unusual guest uptake characteristics,101,108 chemical 
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selectivity,102 and basic mechanics92,109 in the wider context. a recent study 
by Möslein et al. on large-cage ZiF-71 with the rhO topology,110 further elu-
cidated that low-frequency Thz dynamics (Figure 1.18(c)) play a key role in 
influencing the mechanical properties and various physical phenomena that 
control the functions of porous frameworks.

1.7.3   THz Dynamics of HKUST-1
The hKUST-1 framework has a few distinct classes of low-energy lat-
tice dynamics in the Thz and sub-Thz regimes, which are linked to the 
elastic behaviour of the porous structure.81 Figure 1.19(a) illustrates the 
‘trampoline-like’ deformation modes viewed down the ⟨111⟩ and ⟨110⟩ 

Figure 1.18    Sub-terahertz collective lattice dynamics of (a) ZiF-4 and (b) ZiF-7, 
highlighting the shear (τ) induced deformations of four-membered 
rings (4Mrs) that are responsible for modifying the geometry of the 
pore apertures comprising six-membered rings (6Mrs). adapted from 
ref. 87 with permission from american Physical Society, Copyright 
2014. (c) Thz and sub-Thz modes of ZiF-71 that trigger gate openings 
of 8Mr and 6Mr in rhO topology. adapted from ref. 110, https://doi.
org/10.1021/acs.jpclett.2c00081, under the terms of the CC BY 4.0 
license https://creativecommons.org/licenses/by/4.0/.
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crystallographic directions. There are four such vibrational motions 
located in the range of 1.7–3 Thz, which are either ir, non-optically active, 
or raman modes. The first two modes comprise the out-of-plane bend-
ing deformation of the benzene-1,3,5-tricarboxylate (BTC) organic linker 
that mimics the oscillatory dynamics of a trampoline. The lower-energy 
raman-active mode at 1.7 Thz is unique in the sense that it is accompanied 
by the simultaneous rotational motion of the Cu paddlewheel, see Figure 
1.19(b). Significantly, such combined trampolining and molecular rotor 
dynamics offer the mechanism needed to afford negative thermal expan-
sion (NTe), as experimentally observed in hKUST-1.111 More precisely, in 
the temperature range of ca. 100–400 K the hKUST-1 framework experi-
ences shrinkage (instead of expansion) when heated to yield a smaller unit 
cell volume. in the same way, similar lattice dynamics could be the source 
of NTe phenomenon in MOF-5 93,95 and other MOF structures constructed 
from pliant linkages.112

Now, we consider a sub-Thz vibration of hKUST-1 with synchronous 
cluster dynamics, where this mode is postulated to be the origin of the 
negative Poisson’s ratio (NPr) or auxetic phenomenon predicted by DFT. 
Specifically, the collective dynamics at 0.5 Thz couple the rocking and 
translational motions, thereby compensating for the coordinated rotation 
of the linker–paddle-wheel clusters, as depicted in Figure 1.19(c). From a 
mechanical standpoint, this mechanism enables the organic–inorganic 
clusters to rotate in a spiral fashion upon uniaxial stretching in the axial 
direction, producing another elongation (instead of contraction) in the lat-
eral direction, and thus exhibiting a auxetic response where νmin = −0.3 for 
hKUST-1.81

Figure 1.19    Terahertz vibrations of hKUST-1 determined from DFT calculations. 
(a) Trampoline-like motion at 2.4 Thz, viewed down the ⟨111⟩ and 
⟨110⟩ crystallographic axes. (b) rotor dynamics of the copper pad-
dlewheel at 1.7 Thz. (c) 0.5 Thz collective vibrations with a coupled 
cluster rotation mechanism (top), which is a source of auxetic defor-
mation (bottom). adapted from ref. 81 with permission from the royal 
Society of Chemistry.
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1.7.4   THz Dynamics of DUT and MIL Structures
Further to the dynamics of ZiFs and hKUST-1 materials, the study of Thz 
vibrations has been extended to a family of structurally more flexible MOFs, 
such as DUT-8(Ni) and MiL-53(al). Krylov et al.90 employed raman spectros-
copy to probe the collective vibrational modes of the ‘rigid’ vs. ‘flexible’ forms 
of the pillared-layer DUT-8(Ni) framework, focussing on the low wavenumber 
region below 300 cm−1 (≲10 Thz). While the rigid DUT-8(Ni) nanocrystals 
can be desolvated without undergoing a phase transformation, the flexible 
DUT-8(Ni) macro crystals reversibly transform between a desolvated closed-
pore (CP) phase and a large-pore (LP) phase upon adsorption of gas or liquid 
guest molecules. Figure 1.20(a) shows that the rigid framework of DUT-8(Ni) 
exhibits a persistent sub-Thz band at 23 cm−1 (0.69 Thz), even after desol-
vation, corresponding to the LP phase. in contrast, the CP phase of flexible 
DUT-8(Ni) after desolvation exhibits a higher characteristic band at 59 cm−1, 
although this 1.8 Thz mode is absent in the as-synthesised version of flexible 
DUT-8(Ni).

Notable also is the width of the 59 cm−1 raman band in the CP form, which 
is significantly broader than the 23 cm−1 band in the LP form, indicating an 
increase in the intermolecular π–π interactions within the crystal when it 
adopts a closed pore configuration (Figure 1.20(b)). in terms of its elastic 
properties, a high degree of mechanical anisotropy is expected for DUT-8(Ni) 
akin to its isostructural analogue termed DMOF-1, where the 3-D representa-
tion surface of the Young’s modulus of the latter is depicted in Figure 1.20(c). 

Figure 1.20    (a) raman spectra of DUT-8(Ni) in the Thz region. (b) Transformation 
of the crystal structure from the large-pore (LP or open pore) to the 
closed-pore (CP) phase. The dotted lines show the mechanically pliant 
directions. (c) anisotropic Young’s modulus of DMOF-1. adapted from 
ref. 90 with permission from the royal Society of Chemistry.
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On the basis of the LP structure of DUT-8(Ni), it is anticipated that the 
mechanically stiff directions are oriented along the naphthalene dicarboxyl-
ate linkers pointing towards the {110} and {1̄00} axes, and in the {001} out-of-
plane direction where the Ni2(dabco) (dabco = 1,4-diazabicyclo[2.2.2]octane) 
chains are present. Clearly the mechanically pliant directions correspond to 
the a- and b-axes of the porous channels marked in Figure 1.20(b), where the 
soft phonon mode responsible for the breathing mechanism of DUT-8(Ni) LP 
is operational and has a major impact on the mechanical behaviour of the 
entire framework.

hoffman et al.113 investigated the role of Thz vibrations on the mechanics 
of the breathing behaviour and thermodynamic properties of flexible MiL-
53(al) using periodic DFT calculations. Like DUT-8(Ni) elucidated above, the 
structure of MiL-53(al) can switch between the LP and CP phases upon guest 
adsorption or under mechanical stress.114,115 The theoretical results reveal 
that the soft modes are vital as they help to stabilise the CP structure at low 
temperatures, and they could also incite LP-to-CP phase transformation. 
Figure 1.21 shows the volume–frequency characteristics of MiL-53(al) in the 
low-frequency Thz region, in which some collective motions are observed 
to undergo relatively large frequency variations ascribed to either molecu-
lar repulsion or internal strain effects. it is conceivable that such vibrational 
fluctuations could trigger phase transformation. Figure 1.21 shows the 
trampoline-like deformation motions of the linker fluctuate in the range of  
ca. 2–4 Thz as the cell volume evolves from the LP-to-CP phase. The findings 

Figure 1.21    Volume–frequency relationships of the Thz vibrations in MiL-53(al) 
predicted from DFT calculations. The highlighted low-frequency 
modes are linker rotations, trampoline motions, and soft modes com-
prising the collective dynamics of the aluminium oxide backbone and 
bridging linkers. reproduced from ref. 113 with permission from Wal-
ter de gruyter and Company, Copyright 2019.
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thus suggest that the Thz mode concerned may be responsible for stimu-
lating the breathing mechanism observed in MiL-53(al). Furthermore, the 
theoretical results suggest that the Thz vibrations have a pronounced effect 
on the thermodynamic properties (e.g., specific heat capacity, bulk modulus, 
thermal expansion coefficient), notable in such a way that even a small devia-
tion in the predicted frequencies results in a large change in the resultant cal-
culated properties. This study demonstrates that computational simulations 
are thus a powerful tool to use to gain insights into the detailed mechanical 
mechanisms of highly flexible MOF structures (Chapter 3), which might be 
intractable from experiments alone.

related to the discussion above, a theoretical DFT study by Wang et al.116 
revealed the dramatic effects that guest molecules have on modifying the 
elastic properties of a flexible MiL-53(al) ‘host’ structure. The hydrated struc-
ture of MiL-53(al) contains guest water molecules that are hydrogen bonded 
to the porous host, conferring a reinforced wine-rack ‘guest@host’ assem-
bly, with augmented elastic moduli but reduced mechanical anisotropy. For 
example, for the LP phase, the vacant structure of MiL-53(al) was predicted 
to exhibit Emax(LP/empty) = 94.4 gPa and Emin(LP/empty) = 0.9 gPa, in stark contrast 
to the water-occupied MiL-53(al) structure with Emax(LP/water) = 75.4 gPa and 
Emin(LP/water) = 21.6 gPa. it follows that the anisotropy ratio of the Young’s mod-
uli significantly fell from Emax/Emin ∼ 105 to just 3.5; with the model assum-
ing that no phase transformation occurs upon water intrusion. Likewise, for 
the CP phase of MiL-53(al), it was predicted that the hydrated structure has 
a maximum Young’s modulus of Emax(CP/water) = 126 gPa, which represents 
a major increase from the Emax(CP/empty) = 71 gPa of the vacant framework; 
accordingly the anisotropy ratio fell from around 44 to 28 upon hydration of 
the CP phase. The simulations reveal that hydrogen bonds from the adsorbed 
water molecules mechanically reinforce the initially porous framework and 
by doing so they not only suppress mechanical anisotropy but shift the pliant 
directions of the original structure.116 While direct comparison with experi-
ments are currently not available to validate the above elastic calculations of 
MiL-53(al), there are reported single-crystal nanoindentation measurements 
that have been performed on several desolvated vs. solvent-containing MOF 
structures that suggest a highly tuneable mechanical response as a function 
of the guest pore occupancy.33,51

Finally, to conclude this section we shall consider the molecular rotational 
dynamics of a zirconium-based framework, called MiL-140a [ZrO(O2C–
C6h4–CO2)], where the rotor-like twisting motions of the organic linkers are 
prevalent.96 Figure 1.22(a) summarises the cooperative Thz dynamics of the 
type-a and type-B rotors observed under 3 Thz (∼100 cm−1), in which the 
hindered rotations of the C6h4 aromatic rings within the 1,4-benzenedicar-
boxylate (BDC) linkers can be classified into either the symmetric or asym-
metric modes. Of great importance is the consequence that rotor motions 
have on the dynamic evolution of the SaV, which quantifies the accessible 
voids present in the framework. The rotational energy barriers have been 
estimated by DFT calculations for the φ = 0°→180° twist, revealing that the 
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type-a rotational barrier is ∼283 meV per aromatic ring (Figure 1.22(b)). 
Moreover, the barrier for type-B rotors cannot be reliably obtained because of 
the steric hindrance of the overlapping linkers. as depicted in Figure 1.22(c), 
it is striking to see that the morphology of the SaV evolves continuously with 
the twist angle φ, oscillating between ∼25% and 28% (φmin/max respectively), 
whereby the SaV equilibrium is ∼26% when φ = 0°. When φmin = 160°, this 
angular motion confers a fully ‘gate-open’ geometry when the adjacent pores 
coalesce to form continuous 1-D channels along the c-axis. More broadly, this 
exemplar shows how entwined the low-energy Thz rotational modes with 
the MOF mechanics, thereby driving structural transformation and altering 
the physicochemical response of porous frameworks.

1.8   Beyond Elasticity: Inelastic Mechanical 
Behaviour and Structural Failure

1.8.1   Hardness, Yield Strength, and Plasticity
The ‘hardness’ of a material is a measure of its mechanical resistance against 
localised plastic deformation. generally, plasticity occurs (in metals) when 
the applied stress exceeds the yield strength of the material, when σapplied ≥ σY.  

Figure 1.22    (a, b) rotor dynamics of MiL-140a. (c) evolution of the solvent acces-
sible volume (SaV using a probe size of 1.2 Å) according to the twist 
angle of the phenyl ring (φ). adapted from ref. 96 with permission 
from american Physical Society, Copyright 2017.
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as illustrated in Figure 1.2(a), plastic deformation produces a permanent 
plastic strain (εp), which is an irreversible deformation on a material that is 
sustained after complete removal of the applied force.

Typically, the hardness value is characterised by indentation-based tech-
niques (e.g., Mohs, Vickers, Knoop, Shore, rockwell, and Brinell hardness 
tests), or by employing a scratch test to assess the materials surface resistance 
towards abrasion. Mohs hardness is the earliest hardness scale that was intro-
duced, comprising values of 1 to 10 established by ranking a series of pro-
gressively harder materials to resist scratching, namely (softest → hardest):  
talc, gypsum, calcite, fluorite, apatite, feldspar, quartz, topaz, corundum, 
and diamond.117 Of course, this is a crude estimate of the different degrees of 
hardness, expressed in a qualitative manner. a more quantitative approach, 
such as the Vickers ‘microhardness’ test, involves the use of a Vickers dia-
mond indenter (four-sided pyramid) and indentation loads ranging from 100 
mN to 10 N. This technique is commonly used for measuring the hardness of 
(bulk) engineering materials, such as metals, ceramics, polymers, and com-
posites. The measured hardness is expressed in units of hV.

Because of the relatively small sample volumes involved compared with con-
ventional solids, the characterisation of the hardness of MOF materials is often 
achieved by instrumented nanoindentation (Section 1.4). Using a Berkovich 
diamond tip (three-sided pyramid) and performed under a maximum load of 
just tens of mN or less.33,35,57,59,64 The value of hardness derived from nanoin-
dentation, also termed ‘nanohardness’, can be calculated from eqn (1.13): H = 
P/A, where P is the indentation load and A is the projected contact area under 
load (see Figure 1.4). The nanohardness is expressed in units of Pascal (Pa).

From the foregoing discussion, it should be clear that the determined 
hardness value is not a unique materials property (like the Young’s and shear 
moduli), but a function of the chosen test method and its accompanying test 
parameters, including indenter geometry, applied load, indentation depth, 
and formula/model used to compute the magnitude of hardness. it is there-
fore important to note that the H values generated from different techniques 
are not necessarily comparable, unless the main features of the tests are sim-
ilar.24 in this chapter, only the hardness measurements of MOFs derived from 
nanoindentation are considered. From the E–H materials selection chart 
(Figure 1.7), it can be seen that the hardness values of porous ZiFs, boron 
imidazolate framework (BiF), hKUST-1, a-ZiF, MOF glasses, and dense ZiF-
zni typically lie between several hundreds of MPa and ∼1 gPa. in contrast, 
the hardness values of other dense hybrid frameworks (comprising inorganic 
and organic building blocks) are at least one order of magnitude higher, 
thereby lying mainly in the range of about 1–10 gPa.

More specifically, in the family of ZiF structures there is an inverse cor-
relation between the hardness of single crystals and the SaV, as elucidated 
below.51 What can be considered as ‘soft porous crystals’ are the highly 
porous framework structures (SaV ∼50%) of ZiF-20, ZiF-68, and ZiF-8, the 
hardness values of which are: H = ∼250 MPa, ∼300–500 MPa, and ∼550 
MPa, respectively. Lesser porous frameworks, such as ZiF-7 and ZiF-9 (both  
SaV ∼ 26%), while having the same sodalite (sod) topology as ZiF-8, have 
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a greater hardness of H = ∼650–700 MPa due to the sterically bulkier bim 
linkers of ZiF-7 and ZiF-9 vs. the mim linkers in ZiF-8. The least porous ZiF 
is ZiF-zni (SaV = 12.2%), which to date remains the hardest compound in the 
ZiF family with H = ∼1.1 gPa. Surprisingly, the isostructural BiF-1-Li crys-
tal (LiB(im)2, SaV = 5.3%) has a substantially lower hardness of ∼0.15 gPa, 
which is an order of magnitude lower than that of ZiF-zni.62 From the relative 
deformation data of the different tetrahedra (LiN4 > ZnN4 > BN4), it can be 
reasoned that the lithium coordination environment and adjoining Li–im–B 
linkages are more susceptible to mechanical deformation compared with the 
zinc counterpart.

hardness (H) and yield strength (σY) of conventional materials are cor-
related through the Tabor relationship:119
  

 H = C·σY (1.16)
  

where C is termed the ‘constraint factor’. The value of C is materials depen-
dent, ranging from a value of ∼1.5 for brittle solids such as glasses (small 
E/σY ratio) to ∼3 for ductile materials such as metals (large E/σY ratio).120 in 
the context of nanoindentation with a spherical indenter tip, it has been 
proposed that an identical relationship exists between hardness and the 
yield pressure (PY), such that H = C·PY. Unlike a Berkovich tip, the spherical 
geometry (typical tip radius in the order of 1 µm) generates a much greater 
contact area at the same penetration depth, thereby delaying the onset of 
plasticity as shown in Figure 1.23(a) for the comparative indentation tests 
conducted on a single crystal of ZiF-8. The ‘indentation stress–strain’ curve 
(Figure 1.23(b)), in the form of contact pressure (Pm) versus contact strain 

Figure 1.23    (a) Nanoindentation load–depth curves obtained from a Berkovich 
indenter versus the spherical probe (radius = 10 µm) on the (100) facet 
of a ZiF-8 single crystal. The inset shows the shallower indents to 500 
nm. (b) estimated yield strengths of ZiF-8 crystals and plastic anisot-
ropy of the (100), (110), and (111) facets.118
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(a/R) can subsequently be derived from a spherical indentation experiment 
(for method, see ref. 121). The point of deviation from the hertzian linear 
response indicates the yield pressure, PY. For ZiF-8, using this methodology 
it can be estimated that the magnitudes of PY lie in the range of 300–350 MPa 
and there is also sign of plastic anisotropy associated with the (100), (110), 
and (111) facets. Beyond the yield point, the indentation stress–strain curves 
appear to show a power-law hardening behaviour, given by Pm = (a/R)n, where 
n is the strain hardening exponent. While this kind of hardening curve is typ-
ically linked to dislocation entanglement prevalent in metallic materials, the 
underlying mechanism is currently unknown for inorganic–organic (hybrid) 
solids constructed from strongly directional coordination/covalent bonds.

Spherical indentation studies on dense 3-D inorganic–organic frameworks 
have shown considerably higher yield pressures of up to PY ∼ 2.3 gPa, and 
with constraint factors of C ∼ 2 and 2.4 depending on the indented crystal 
orientation.32 imaging techniques, such as cross-sectional transmission 
electron microscopy (TeM) revealed whether dislocation glides are present 
beneath the indented zone, which may accommodate plastic flows observed 
in a number of inorganic crystals that are intrinsically brittle in nature.122,123 
On the theoretical front, Banlusan et al.124 have employed large-scale MD 
simulations to investigate the plastic deformation behaviour of a cubic 
MOF-5 crystal subject to uniaxial compression, see Figure 1.24. They show 
that irreversible deformation mechanism in the crystal is governed by slip 
of dislocations driven by compressive and shear stresses, leading to the for-
mation and propagation of shear collapse bands shown in Figure 1.24(e–h). 
This theoretical study demonstrates that the activation of the multiple ⟨001⟩
{100} slip systems controls the plastic deformation of a cubic framework 
crystal, where the organic–inorganic linkages are all oriented along the cubic 
axes. The flexibility of the metal clusters facilitates the rotation of the organic 
linkers to initiate structural yielding under a shear strain. it can be seen that 

Figure 1.24    MD simulations of the plastic deformation of MOF-5 by uniaxial com-
pression along the [101] crystal axis. Panels (a) to (h) correspond to the 
incremental strains from ca. -10% to -45%. reproduced from ref. 124 
with permission from american Chemical Society, Copyright 2015.
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the amount of pore collapse and structural densification caused by the appli-
cation of compressive stress is very substantial beyond the yield point. The 
theoretical findings are very interesting, but there is still no direct experi-
mental evidence of dislocation activity in MOFs for validating the large-strain 
predictions described above.

recent developments on the study of the yield stress and hardening 
behaviour of ZiF monoliths show that by using a combination of Berkovich/
cube-corner indentation and finite-element (Fe) modelling (Figure 1.25(a)) 
it is possible to determine an improved value of yield strengths, where  
σY = 200 MPa for a ZiF-8 monolith and σY = 130 MPa for a ZiF-71 monolith.35 
The constraint factor was found to be C = 2.1, which is an intermediate value 
for a brittle and a ductile material. Beyond the elastic limit, Fe simulations 
show that the monoliths experience very limited plastic hardening, sup-
ported by the lack of materials pile-up characterised by aFM in the vicinity of 
the residual indents (Figure 1.25(d)). Therefore, the use of an elastic-perfectly 
plastic constitutive model is sufficient to simulate the experimental indenta-
tion curves of the ZiF monoliths considered in this work. The nanograined 
microstructure of the ZiF monoliths was revealed by tip force microscopy 

Figure 1.25    Nanomechanical characterisation of ZiF-8 and ZiF-71 monoliths.  
(a) Fe simulations using a cube-corner indenter and experimental P–h 
curves of the ZiF-71 monolith. (b) Shear stress contours of the ZiF-8 
monolith from Fe recorded at a maximum surface penetration depth 
of 2000 nm. (c, d) aFM height profiles of residual indents on the pol-
ished monolith surface, showing negligible pile ups. (e) TFM stiffness 
map of a shallow residual indent on the unpolished monolith surface, 
showing the nanostructured grains. adapted from ref. 35 with permis-
sion from elsevier, Copyright 2022.
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(TFM), suggesting that grain boundary sliding is likely operational under 
stress (Figure 1.25(e)); this mechanism is also consistent with the absence of 
surface cracking when tested under a Berkovich indenter (see Section 1.8.4 
on fracture toughness). This study also demonstrates the novel application 
of near-field infrared nanospectroscopy (nanoFTir)125 to characterise the 
local deformations across a residual indent of MOF at ∼20 nm spatial reso-
lution, revealing the effect of stress concentration on the framework distor-
tion/collapse and breakage of chemical bonds.35

1.8.2   Nanosheets of 2-D MOFs: Pop-ins and Shear-induced 
Failures

This section considers the plastic deformation behaviour of layered 2-D 
metal–organic nanosheets (MONs) when stressed beyond the elastic limit. 
The earliest example concerns the ‘pop-in’ phenomenon (defined as a dis-
placement burst under a constant load)126,127 observed during nanoinden-
tation of a copper phosphonoacetate (CuPa) single crystal with a (dense) 
layered inorganic–organic framework architecture.32 The pop-ins detected in 
the P–h curves arise from the breakage of the hydrogen bonds binding the 
adjacent 2-D layers together, but gave way under shear stresses acting on the 
2-D planes. The aFM topography height image obtained from the plastically 
deformed region revealed the formation of shear bands, where the height of 
the slip steps was in the range of 10–50 nm.

another exemplar concerns a dense 2-D nanosheet crystal constructed 
from a Mn 2,2-dimethylsuccinate (MnDMS) framework (Figure 1.26(a)), 
where the thickness of the monolayer is around 1 nm and the 2-D stack is 
held together by van der Waals interactions.67 Spherical nanoindentation 

Figure 1.26    (a) 2-D layered architecture of a dense framework of Mn 2,2-dimeth-
ylsuccinate (MnDMS) with an orthorhombic unit cell. (b) Optical 
micrograph of the delamination of van der Waals layers under spher-
ical indentation to a maximum penetration depth of 1000 nm. (c) 
indentation load–depth curves showing pop-ins (marked by horizon-
tal arrows) and the degree of mechanical anisotropy associated with 
three orthonormal crystal facets. adapted from ref. 67 with permis-
sion from american Chemical Society, Copyright 2012.
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performed normal to the (100) and (010) crystal facets yielded substantial 
pop-in displacements caused by the shear-induced delamination of the 
weakly bonded 2-D layers, see Figure 1.26(b and c). Using the knowledge of 
critical load (P*) measured from the first pop-in event (i.e., the onset of plas-
ticity), and by applying the hertzian elastic contact theory (eqn (1.17)),128 it is 
possible to estimate the magnitude of the critical resolved shear stress (τcrit) 
to initiate splitting of the two adjacent layers in the 2-D framework, given by:
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where Er is the reduced modulus and R is the radius of the spherical 
indenter tip. it was reported that the values of critical resolved shear stress 
are as low as τcrit = 0.24–0.39 gPa for the in-plane directions of the layered 
crystals of MnDMS.67 in contrast, the 2-D layers of CuPa held together by 
hydrogen bonds have a distinctively higher value of τcrit ∼ 1 gPa.32 The above 
findings explain why micromechanical exfoliation by ultrasonication and 
mechanical shearing present an effective pathway by which to produce thin 
nanostructures of 2-D MOFs held together by weak interactions.

The failure mechanisms of a 2-D MOF nanosheet with atomic-sized pores, 
comprising a copper 1,4-benzenedicarboxylate (CuBDC) framework, have 
been studied by Zeng et al. utilising aFM-based nanoindentation experi-
ments coupled with Fe modelling.129 in terms of its elastic–plastic properties 
in the through-thickness directions, the Young’s modulus is E ∼ 23 gPa, and 
the yield strength is estimated to be σY ∼450 MPa. in this study, a power-law 
hardening behaviour was proposed beyond the yield point to simulate the 
P–h curves observed in aFM indentation (Figure 1.27). Of note, this study 
shows that it is possible to differentiate between the modes of mechanical 
failure that occur during nanoindentation, by carefully examining the dis-
torted shapes of the indentation P–h curves. For CuBDC nanosheets, three 
distinctive plastic deformation modes have been proposed: mode i – inter-
facial slippage between nanosheets, mode ii – fracture of the nanosheets, 
and mode iii – interfacial delamination of the nanosheets. The failure mech-
anisms of the CuBDC nanosheets are summarised in Figure 1.27(c and d), 
where these mechanisms are potentially applicable to a broader family of van 
der Waals solids130,131 and layered 2-D compounds such as covalent organic 
frameworks (COFs).132,133

Under the influence of mode i, the coplanar layers are pushed apart side-
ways by the nanoindenter as it penetrates deeper into the 2-D stack, where 
the van der Waals interactions are ruptured predominantly by shear-induced 
deformation. This kind of slippage failure results in the occurrence of a 
‘pop-in’ phenomenon during the loading stage. in the case of mode ii, the 
failure mechanism can be attributed to a stress build-up at the indenter tip 
prior to fracture, identifiable by the formation of anomalous ‘humps’ evident 
in the P–h curves (identifiable by a distinct rise in load, prior to its decline). 
For mode iii, the structural bending mechanism causes the interlayer 
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delamination of the 2-D stack during indenter loading, followed by the occur-
rence of the ‘pop-out’ and recovery phenomena during the unloading stage. 
all three mechanisms are operational at different stages of the indentation 
experiment, as evidenced from the aFM nanoindentation data shown in 
Figure 1.27(e). a vital implication of local nanoscale failure on the overall 
mechanical properties of the nanosheets can be recognised through the sub-
stantial decline of their Young’s moduli: from E ∼ 23 gPa (in the normal P–h 
curves), falling to ∼12 gPa as a result of delamination failure, and the stiff-
ness further decreases to ∼4 gPa due to the slippage failure and fracture of 
the 2-D layers.

1.8.3   Interfacial Strengths of MOF Polycrystalline Films and 
Coatings

For device applications in the dielectrics, sensors, lighting and optoelec-
tronics sectors, it is important to fabricate MOF materials in the form of 
high-quality thin films or well-adhered coatings onto a range of engineering 
substrates and components.134 These are in fact polycrystalline films encom-
passing fine-scale MOF crystals prepared through a range of methods,135 such 
as dip coating in a colloidal dispersion of preformed nanocrystals, seeded 
growth, layer-by-layer deposition (Figure 1.16), electrochemical methods, or 

Figure 1.27    (a) Transmission electron microscopy (TeM) image of copper 1,4- 
benzenedicarboxylate (CuBDC) nanosheets. The inset shows the 
porous nanosized channels down the [001] crystal axis of the lay-
ered 2-D framework. (b) Schematic of aFM nanoindentation with a 
cube-corner diamond indenter mounted on a stainless-steel cantile-
ver probe. (c) Fe modelling of failure modes and (d) the corresponding 
predicted distorted P–h curves. (e) experimental data of the various 
modes of nanosheet failure. adapted from ref. 129 with permission 
from the royal Society of Chemistry.
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more recently by employing more sophisticated techniques such as chemical 
vapour deposition (CVD) and lithography.136 Mechanical characterisation of 
the properties of the polycrystalline thin film (apart from the E and H val-
ues) is not commonly reported in the literature, although the knowledge of 
surface adhesion (against delamination failure), interfacial behaviour, and 
fracture strength are central to the practical applications of technological 
devices.

Figure 1.28(a) shows the results of a nanomechanical study performed 
on a polycrystalline film comprising submicron crystals of ZiF-8, fabricated 
via dip coating on a glass substrate.85 a cube-corner aFM diamond probe 
was used to generate a significantly deeper indentation up to h ∼ 200 nm 
(vs. typically tens of nm for aFM nanoindentation), with which the collec-
tive mechanical response of a polycrystalline film can be measured. By com-
paring the aFM height topographic images of the polycrystalline surface, 
obtained before and after indentation testing, these reveal a sliding mech-
anism accompanied by pile-up/sink-in from the interparticle slippage of 
adjacent nanocrystals caused by shear-induced glide. The P–h curves exhibit 
load build-up, pop-in, and subsequent load-drop phenomena that can be 
explained by the grain boundary sliding mechanism that occurs at the inter-
faces of the polycrystals. The data reveal that for a thin-film MOF coating 
prepared by dip coating/drop casting the sliding deformation or glide of the 
neighbouring nanocrystals could be triggered by a relatively small external 
load, on the order of just several micro-Newtons (µN).

Figure 1.28    Failure modes of a polycrystalline thin film comprising ZiF-8 nano-
crystals. (a) aFM scans before and after indentation tests to study the 
gliding mechanism. (b) analysis of the distorted load–depth indenta-
tion curve (left) to identify failure points during loading, marked by 
red bands (right). (c) experimental data (left) of the failure modes a–D 
illustrated in the right panel. adapted from ref. 85 with permission 
from american Chemical Society, Copyright 2017.
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The critical depth (h*) at when the first grain-boundary slippage occurs can 
be established from the experimental P–h curves plotted against an ideal func-
tion (assuming no interfacial sliding), as shown in Figure 1.28(b). Of note, it 
was found that an indentation depth of no greater than ∼1/3 of the size of the 
smallest individual nanocrystal (∼300 nm) is all that is required to trigger the 
first slippage for this thin-film sample. it is expected that this magnitude is 
dependent upon the fabrication routes employed as the interfacial response of 
grain boundaries should vary with the adhesion strength of the polycrystals, 
local packing pattern, and the type of the underlying substrate on which the 
crystals are deposited. Four different failure modes of the polycrystalline film, 
denoted as a to D are shown in Figure 1.28(c), from which the critical stresses 
corresponding to each mechanism can be estimated. generally, mode a is 
attributed to grain boundary slippage, which occurs at a shallow deformation 
of ∼10 nm. Mode B is associated with polycrystalline fracture, where a failure 
strength of up to 1 gPa has been detected. Mode C is due to the accumulated 
compaction of the porous framework under compression, while mode D might 
be linked to the buckling of chemical bonds in the direction of loading.

Nanoscratch measurements under an instrumented nanoindenter have 
been applied by Buchan et al. on a polycrystalline hKUST-1 (Cu3BTC2) 
coating (Figure 1.29(a)), fabricated by electrochemical reaction on a pure 

Figure 1.29    (a) Schematic of nanoscratch testing utilising a Berkovich indenter 
probe, showing the components of the normal (FN), tangential (FT), 
and lateral (FL) forces acting on the indenter tip. (b) ramp-load mea-
surement of the hKUST-1 coating over a scratch distance of 100 µm, 
subject to a monotonically increasing normal load from 0 to 100 mN. 
(c) SeM and optical profilometry images of the failed coating with 
exposed copper substrate. adapted from ref. 137 with permission 
from american Chemical Society, Copyright 2015.
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copper substrate to study the film-to-substrate adhesion properties and 
failure mode.137 although increasing the reaction time of the electrochem-
ical process increases the overall film thickness and coverage, it has the 
less desired effect of generating a higher surface roughness (on the order 
of a few µm) due to a larger average crystal size accompanied by second-
ary growth. The results obtained from nanoscratch tests are usually semi- 
quantitative as these measurements are affected by a combination of mate-
rials factors and test parameters chosen for a specific study. The ‘ramp-
load’ test may be employed to identify the critical force needed to generate 
surface failure. an example is shown in Figure 1.29(b) for a film with a mean 
thickness of 4 µm, which resulted in an exposed substrate during a 100 µm 
scratch test (FN(max) = 100 mN) using a Berkovich indenter tip. The first 20% 
of the scratch distance yielded a steeper surface penetration curve (green), 
but reduced in its gradient with distance. For the remaining 80% scratch 
distance, however, a linear displacement curve with a constant slope was 
obtained. after unloading, scanning of the film surface revealed the extent 
of elastic recovery and plastic deformation of the underlying copper sub-
strate (orange curve). in this example, the film could survive only the initial 
20% scratch distance corresponding to a critical normal load of 20 mN, as 
corroborated by the electron microscopy and optical profilometry images 
shown in Figure 1.29(c).

apart from polycrystalline MOF films, the ramp-load nanoscratch meth-
odology described above has also been implemented by Li et al.39 to study 
the scratch resistance of a bulk MOF glass sample prepared using a melt-
quenched ZiF material, termed as agZiF-62. The experiments used a coni-
cal diamond indenter with a spherical tip radius of ∼5 µm, traversing over 
a distance of 500 µm to produce a monotonically increasing normal load 
reaching a maximum value of FN(max) = 50 mN. The onset of yielding was 
detected by comparing the surface profiles before and after scratch testing, 
see Figure 1.30(a). however, there was no sudden jump observed in the 
frictional coefficient (µ  = FT/FN) curve of agZiF-62 as a function of scratch 
distance (Figure 1.30(b)), suggesting that there was no ductile fracture in 
the limit of the spherical scratch regime.138 This is an interesting finding, 
nonetheless, the authors did not report images of the surface topogra-
phy in the region of the scratch to corroborate the absence of any form of 
surface or subsurface fractures, thus presenting opportunities for future 
studies.

another approach for nanoscratch testing is using a ‘pass-and-return’ wear 
test method, this is typically conducted at a lower load so that the film under-
neath the probe can survive a higher number of passes before delamination 
failure sets in. Figure 1.31 shows the results of such a cyclic wear test (con-
stant FN = 20 mN for 100 µm, 10 cycles) performed on a polycrystalline film 
of a Zr-based MOF called UiO-66 (for its crystal structure see Figure 1.1(g)), 
elucidating the differential surface damage experienced by the anodically- 
versus cathodically-deposited films grown on a zirconium substrate (foil) via 
an electrochemical method.139 Stassen et al. demonstrated that while the 
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cathodically-deposited film detaches completely from the substrate due to its 
poor cohesion strength, it can be seen that the anodically-deposited film has 
been compressed but still remains adhered to the substrate. The enhanced 
interfacial adhesion strength of the anodically-deposited film is attributed to 
the zirconium oxide film acting as a bridging layer between the UiO-66 nano-
crystals and the metallic substrate. From a mechanical standpoint, this is an 
important finding as it holds the key to the fabrication of damage-tolerant 
MOF films required for practical applications.

Figure 1.30    (a) ramp-load scratch testing of agZiF-62 using a conospherical dia-
mond indenter (inset in b), traversing at a constant speed of 50 µm s−1 
in the tangential direction. (b) evolution of the coefficient of friction 
during the scratch testing. reproduced from ref. 39 with permission 
from american Chemical Society, Copyright 2019.

Figure 1.31    SeM images of the electrochemically grown UiO-66 films on a Zr foil 
substrate by means of (a) anodic and (b) cathodic depositions (for 30 
min) in acetic acid concentrations of 1 M and 5 M, respectively. (c, d) 
Different levels of film damage caused by a ten-cycle pass-and-return 
wear test using a Berkovich diamond indenter, the test profile of which 
is depicted in the panel to the right of (d). reproduced from ref. 139 
with permission from american Chemical Society, Copyright 2015.
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1.8.4   Fracture Toughness, Bond Breakage and Cracking
Fracture toughness (Kc) is a measure of materials resistance to crack propa-
gation starting from some pre-existing microscopic flaws, which act as stress 
raisers. This is a crucial materials property, especially for materials of limited 
ductility, as catastrophic failures occur at a stress level that is well below the 
yield strength of the material.

in the discipline of fracture mechanics, Kic denotes the mode-i fracture 
toughness value, determined under the ‘crack opening’ or tensile configura-
tion in plane strain. Mode i is the most common fracture mode in practice. 
Modes-ii and -iii correspond to the sliding and shear loading configurations, 
respectively.140 The Si unit for Kc is MPa m1/2.

Only a few studies thus far have attempted to characterise either Kic or 
the associated fracture surface energy (γs) of MOFs and inorganic–organic 
framework materials, as can be seen in Table 1.3. The available Kic vs. E data 
are presented as an ashby-style plot in Figure 1.32, showing the projected 
upper and lower bounds in relation to conventional engineering materials. 
The existing data suggest a relatively low fracture toughness value for MOFs 
and dense framework materials on the order of 0.1 MPa m1/2, much below the 
magnitudes expected for brittle ceramics and glassy polymers. it is therefore 
imperative to study the toughness properties of MOF materials. On the one 
hand, it is critical to understand the mechanisms involved and on the other 
hand to be able to design framework materials with adequate robustness to 
withstand the rigour of practical applications.

For two polymorphic crystals of copper phosphonoacetate (CuPa) with a 
dense framework,32 the Berkovich nanoindenter was employed to generate 
radial cracks under an applied load of 50–100 mN. The values of Kic were 
calculated in accordance with the Laugier’s expression given in eqn (1.18), 
which assumes a Palmqvist crack configuration:141
  

Table 1.3    Fracture toughness and surface energy of inorganic–organic framework 
materials, determined from indentation toughness experiments and 
computational modelling.

MOF-type materials Kic/MPa m1/2 Gc/kJ m−2 γs/J m−2 reference

ZiF-8 monolith 0.074 ± 0.023 0.0017 — 35
ZiF-71 monolith 0.145 ± 0.050 0.0126 —
ZiF-8 crystal (DFT), defect-free 144
{110} facets — — 0.43
{100} facets 0.72
ZiF-62 glass 0.104 ± 0.02 0.00104 0.82 ± 0.31 145
ZiF-62 glass (MD), pre-cracked 0.097 ± 0.009 0.00115 0.98
Dense (3D) CuPa-1 single 

crystal
∼0.10–0.33 <0.0012 — 32

Layered (2D) CuPa-2 single 
crystal

∼0.08–0.12 <0.0004 —
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where P is the maximum indentation load, k is an empirical constant of 
the indenter shape (k = 0.016 for Berkovich;142 k = 0.057 for cube corner),143 a 
is the half-diagonal length, l is the crack length and c = a + l (see Figure 1.33). 
From Figure 1.32, it can be seen that CuPa-1, which has an extended 3-D 
structure, exhibits a more pronounced toughness anisotropy compared with 
the layered architecture of CuPa-2. Moreover, it is striking to see that these 
two dense frameworks are located in the region near the lower limit for Kc, 
and both of which possess a toughness value (eqn. (1.19)) of Gc ≲0.001 kJ m−2. 
Brittle solids such as glasses, silicon, oxides and carbides are also located 
close to this lower limit for Kic, but their toughness values are notably higher, 
with 0.002 ≲ Gc ≲ 0.2 kJ m−2.
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Figure 1.32    ashby plot of fracture toughness (Kc) versus the Young’s modulus (E) 
of common engineering materials (including natural materials) com-
pared with the projected toughness of MOFs and inorganic–organic 
framework materials. The experimental data of MOFs and hybrid 
frameworks are sourced from Table 1.3. The recent fracture toughness 
data of hKUST-1 single crystals were measured using micropillar com-
pression on the {100}- and {111}-oriented facets.146
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On the nanoporous ZiF monoliths studied by Tricarico et al.,35 it was 
not possible to generate cracks using a Berkovich indenter due to the 
large included angle of ∼142° (face angle = 65.3°). Likewise, no cracks were 
observed for the hKUST-1 monolith tested using the Berkovich indenter,34 
as shown in Figure 1.13(a). For the ZiF-8 and ZiF-71 monoliths, the radial 
cracks required for the Kic analysis of eqn (1.18) can only be attained using 
a cube-corner indenter tip (face angle = 35.3°) to induce higher stresses for 
crack initiation/propagation. The different geometries of the indenter tips 
are compared in Figure 1.33(a). Between the two ZiF monoliths processed 
using a sol–gel method, Tricarico et al.35 demonstrated that the ZiF-8 
monolith is relatively easier to fracture. as shown in Figure 1.33(b), radial 
cracks can be seen propagating from all three corners of the cube-cor-
ner indent when subjected to a maximum indentation depth of 2 µm  
(Pmax ∼ 5 mN). in contrast, under an identical test setup, a maximum depth 
of 5 µm was necessary to induce cracking on the ZiF-71 monolith. Notably, 

Figure 1.33    (a) geometry of the Berkovich, cube-corner, and Vickers indenter tips 
and their corresponding centreline-to-face angles. (b) Cube-corner 
nanoindentation cracking on a ZiF-8 monolith (sol–gel method). The 
micron-sized radial cracks become visibly clear via nearfield infrared 
microscopy (s-SNOM). adapted from ref. 35 with permission from 
elsevier, Copyright 2022. (c) Vickers microindentation cracking of the 
ZiF-62 glass (melt–quench method). Different crack patterns of tens of 
microns in length are highlighted. adapted from ref. 148 with permis-
sion from National academy of Sciences.
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the fracture toughness value of the ZiF-71 monolith was determined to be 
Kic = 0.145 MPa m1/2, which is almost twice as high as that of the ZiF-8 
monolith (Table 1.3). Because the Young’s modulus of the ZiF-71 monolith 
(E = 1.67 gPa) is relatively lower than the monolith of ZiF-8 (3.18 gPa), the 
toughness of ZiF-71 (Gc ∼ 0.013 kJ m−2) is appreciably higher that of ZiF-8 
(Gc ∼ 0.002 kJ m−2), see Figure 1.32. The fine-grained nanostructure of the 
ZiF-71 monolith capable of grain boundary sliding (Figure 1.25(e)) may 
contribute to improved toughness,35 compared with a monolith of a melt-
quenched agZiF-62 glass with a lower fracture toughness of 0.104 MPa m1/2 
and toughness of ∼0.001 kJ m−2.145 Noteworthy, the mode-i fracture tough-
ness of glassy ZiF-62 was measured using the single-edge precracked beam 
(SePB) method,147 enabled by the availability of a millimetre-sized spec-
imen fabricated via the melt-quenching and shaping of a ZiF-62 powder.

Figure 1.33(c) shows the varied fracture patterns evidenced in the ZiF-62 
glass, where the sample was tested by Vickers microindentation employing 
a maximum load of 5 N. Stepniewska et al.148 attributed the formation of the 
shear cracks to the weaker Zn–N coordinative bonding of the ZiF structure 
compared with other glass families containing stronger covalent, ionic, or 
metallic bonds. The crack deflection in the indent leading to the formation 
of large radial cracks was observed in the ZiF-62 glass. intriguingly, in 1983 
Lawn et al.149 reported a similar shear-induced cracking pattern via the Vick-
ers indentation of a soda-lime glass. in particular, the ‘shear faults’ (shear 
cracks) they reported are reminiscent of the patterns observed in Figure 
1.33(c), emphasising that the narrow shear faults are not ‘slip bands’ char-
acteristic of dislocation multiplications prevalent in metals. Of course, the 
latter mechanism is unlikely in ZiF-62 as it is amorphous. instead, the origin 
of the shear cracks may be linked to the maximum shear trajectory surfaces 
that develop during the plastic indentation of brittle materials.150 in depth 
research on the crack morphologies and failure mechanisms of MOF and 
framework materials is thus warranted to shed new light on this largely unex-
plored topic.

reactive MD simulations by To et al.145 revealed the breakage of the Zn–N 
bonds in ZiF-62 glass under uniaxial deformation, see Figure 1.34. The 
model introduced a precrack at the atomic scale (a flaw for stress concen-
tration) prior to application of a tensile strain (ε) to propagate the crack. 
With increasing strain the crack propagates transversely to the direction 
of the axial loading, with the simulation terminated when all stretched 
bonds were ruptured across the crack to form two new macroscopic sur-
faces. The MD simulations yielded a fracture toughness of 0.097 MPa m1/2, 
which is similar to that of the experimental value (∼0.1 MPa m1/2). Sub-
sequently, the surface energy for melt-quenched ZiF-62 glass was calcu-
lated from the irwin formula in eqn (1.20), assuming that the material is 
in plane strain.
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The theoretical value was found to be γs = 0.98 J m−2, taking E = 4.1 gPa 
and ν = 0.395 derived from MD simulations. Using the experimental values 
(E = 5.2 gPa and ν = 0.343), the fracture surface energy was determined to 
be 0.82 J m−2. however, the discrepancies between the experiments and 
simulations are considerable in terms of the magnitudes of strength (σmax 
= 8 MPa (exp) vs. 703 MPa (MD)) and strain at maximum stress (

max  = 0.3% 
(exp) vs. 17.38% (MD)). Such discrepancies can be explained by surface 
flaws inherent to the physical sample, but are absent in the (idealised) 
theoretical sample that has only a prescribed flaw (Figure 1.34(b)); there 
is also a major difference in sample size between the experiments and 
simulations.145

The foregoing discussion highlights the many opportunities as well as 
challenges faced in this emerging field. The research to date demonstrates 
that the fracture behaviour of glassy MOFs, bulk monoliths, single crys-
tals, and composites of hybrid frameworks is very much an underexplored 
research territory. The basic mechanisms responsible for crack initiation, 
propagation, and catastrophic fracture thus must be systematically investi-
gated to unravel structure–property relationships that will guide future work 
in improving the damage tolerance of framework materials. For example, 
Mahdi et al. systematically characterised the fracture energy of mixed-matrix 
membranes (MMMs) incorporating MOF nanoparticles as fillers, where the 
composite samples were tested under large-strain uniaxial tension until rup-
ture. The results show that for the (glassy) Matrimid/ZiF-8 nanocomposite 

Figure 1.34    MD used to simulate the fracture mechanism of ZiF-62 glass. (a) Break-
age of the Zn–N bond in uniaxial tension, designated by the pair of 
arrows. (b) Crack growth starting from a precrack at 0% strain, prop-
agating with increasing tensile strain to complete rupture marking a 
failure strain of 85%. adapted from ref. 145, https://doi.org/10.1038/
s41467-020-16382-7, under the terms of the CC BY 4.0 license https://
creativecommons.org/licenses/by/4.0/.
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membrane, a nanoparticle loading of higher than ∼10 wt% significantly 
impaired the toughness properties of the membrane due to embrittlement 
effects.151 a similar trend was observed for a PVDF (polyvinyl difluoride)/ZiF-
90 nanocomposite membrane.152 When employing rubbery polyurethane 
(PU) as a matrix, it was found that the resultant PU/ZiF-8 nanocomposite also 
suffered from reduced ductility with increased concentration of MOF nano-
crystals, but this effect set in only above 30 wt% of MOF filler when the hyper-
elastic matrix (initially rubbery) began to experience some embrittlement.153 
Such mechanical effects on a much wider family of polymer matrices,154–156 
hitherto, have not been systematically studied by means of experiments or 
theory.

1.9   Time-dependent Mechanical Behaviour
Finally, we shall briefly touch upon the time-dependent mechanical prop-
erties of MOFs and hybrid framework materials, which are connected to 
phenomena such as viscoelasticity (at a small strain), stress relaxation (at 
a constant strain), creep (at a constant stress), and viscoplasticity (at a large 
strain). research in this topic area is scarce in the context of MOFs, with 
only a few exemplars known to date. as they are constructed from organic 
and inorganic building blocks, it is expected that the mechanical response 
of hybrid framework structures and MOF-derived composites should 
exhibit some form of rate dependency. a better elucidation of the structure– 
property relationships underpinning rate-dependent MOF mechanics will 
be beneficial for real-world scenarios where engineering materials are com-
monly exposed to a combination of external stimuli in the thermo–mechani-
cal domain (e.g., rate of deformation, temperature gradient, impact, friction, 
non-hydrostatic pressure). Crucially, combined thermomechanical loading 
can generate unexpected results, which are hard to predict by studying the 
effects of the individual components in isolation.

The time-dependent mechanical response and stress relaxation behaviour 
of MOF crystals109 associated with the structural ‘flexibility’ and chemistry 
of porous framework are treated in greater detail in Section 5.4 of Chapter 
5. here, worth highlighting are the indentation strain–rate effects on the 
measured hardness of a family of melt–quenched ZiF glasses, reported by Li  
et al.39 Using an indentation strain–rate jump method,157 they determined 
the strain–rate sensitivity values (m, which reflects a material’s susceptibil-
ity to creep deformation under a constant stress) of glassy ZiFs to lie in the 
range of m = 0.0579–0.0757, akin to glassy polymers (m = 0.05–0.10).39 This is 
an interesting development, as such a fine-scale indentation approach could 
readily be applied to probe the time-dependent deformation of a vast range 
of crystalline phases and non-amorphous MOF monoliths.

a few studies have characterised the dynamic modulus (E*) of mixed- 
matrix membranes incorporating MOF as a filler,151–153 and of polycrystal-
line powders (e.g., MOF nanosheets)158 subject to a cyclic loading under a 
small strain. This can be achieved using dynamic mechanical analysis (DMa) 
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techniques, which are well established for measuring the viscoelasticity of 
polymers and soft matter across a range of temperatures and frequencies. 
The measured viscoelastic properties include the storage and loss moduli, E′ 
and E″, respectively, relaxation temperatures (Tα,β,γ), and the dissipation fac-
tor (loss tangent, tan δ), defined by:
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where σ* and ε* are the time-varying oscillatory stress and strain (in sinu-
soidal waveform), respectively, while i 1   denotes the imaginary com-
ponent of E*. E′ corresponds to the amount of elastic energy stored in the 
viscoelastic media that is recoverable, while E″ corresponds to energy dis-
sipated by inelastic processes such as entropic motions and/or rotations of 
flexible structures. To illustrate the associated phenomena, let us consider 
the PU/ZiF-8 nanocomposite system153 depicted in Figure 1.35. in a rubbery 
polymer matrix such as PU, above the glass transition temperature (T > Tg) a 
distinct scaling can be observed between the storage moduli and filler con-
tent rising systematically from 0 to 40 wt%. Conversely, at Tg the loss moduli 
systematically decline with increasing filler content, although the value of Tg 

Figure 1.35    (a) Storage and (b) loss moduli of the PU/ZiF-8 nanocomposite mem-
branes tested at an oscillatory frequency of 10 hz in DMa under a uni-
axial tensile mode. The insets show the thermomechanical response 
at around the glass transition temperature, Tg ∼ −15 °C. The primary 
relaxation temperature is designated as α. adapted from ref. 153 with 
permission from elsevier, Copyright 2016.
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itself is only marginally affected. The thermomechanical results reveal the 
intimate interactions between the MOF nanoparticles and their surround-
ing rubbery matrix; this pinning effect reduces chain mobility and impedes 
structural relaxation. The highly tuneable viscoelastic response demon-
strated here is fascinating, and should be further explored to uncover how 
such a coupled thermomechanical response may be translated to other com-
binations of MOF–polymer nanocomposite systems.26,159,160

1.10   Summary and Outlook
Chapter 1 introduced the readers to the core principles of ‘MOF mechan-
ics’. Using representative examples, we discussed the basic ideas and elu-
cidated the latest methodologies underpinning the study of the elasticity 
and anisotropy, as well as inelasticity and fracture, of MOFs, including  
the terahertz dynamics ubiquitous to framework structures. The most 
up-to-date mechanical properties charts are constructed and presented 
herein. These charts not only capture the latest findings that have been 
accomplished since the first review article on the mechanical properties 
of hybrid frameworks was published over a decade ago,24 but also reveal 
directions for possible new discoveries in the field. The foundations gained 
from this opening chapter prepare the readers for the forthcoming topics, 
focussing on anomalous elasticity and framework flexibility (Chapter 2), 
the computational modelling of MOF mechanics (Chapter 3), high-pres-
sure deformations (Chapter 4), rate effects and mechanical energy absorp-
tion (Chapter 5).

To conclude, what does the new science of MOF mechanics have to 
offer? in a nutshell, the research into the mechanical properties of MOFs 
is no longer just about determining the ‘mechanical stability’ of framework 
materials. Clearly, it has been proven to be a rich platform for conduct-
ing multi-faceted research that appeals to numerous types of scientists, 
engineers, and technologists. Chapter 1 represents only the tip of the  
iceberg – the aim is to inspire new research, with the quest for establish-
ing how chemistry governs structure–mechanical property relationships, 
and to invite readers to explore uncharted territories via basic and applied 
research on MOF mechanics.
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2.1   Introduction
For a while, the authors of articles on the mechanical and thermo-mechan-
ical behaviour of framework materials were caught in a frenzy of overexcite-
ment as their titles were advertising exceptionally large, giant or even, my 
personal favourite, colossal exotic properties. There is no doubt that a lot of 
this was initially tongue in cheek, but the damage to our collective psyche 
has been done.

Jest aside, it is true that many instances of anomalous elastic and thermo-
elastic behaviour seem to occur in MOFs. Negative linear or area compress-
ibility (NLC and NAC), negative Poisson’s ratio (NPR) and negative thermal 
expansion (NTE) are not rare in MOFs. In fact, some properties seem to be so 
frequent, intrinsic even, in some MOF families that they should not be con-
sidered anomalous at all, but perhaps just slightly unusual.
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MOFs are already promising to become extraordinarily useful for applica-
tions where adsorption is an essential mechanism, for instance gas separa-
tion, fuel storage, sensing or catalysis. Their more unusual properties could 
allow other potential applications:
  

 ● NLC materials have been proposed as artificial muscles and amplifica-
tors of piezoelectric response for sensors and actuators.

 ● NTE compounds have been suggested as fillers in composites with tai-
lored thermal expansion, for instance in dental fillers that match tooth 
enamel.

 ● NPR materials tend to have improved mechanical impact absorption, 
and if they exhibit good pore size tunability they have been proposed for 
use in shock absorption or filtration.

  
It should be noted that, in general, MOFs suffer from poor fundamental 

elastic properties compared with conventional engineering materials, with 
typically low Young’s modulus, strength and toughness values (see Section 
1.8.4 of Chapter 1). In addition, MOFs might be prohibitively expensive for 
applications that require a large amount of material. These two factors might 
preclude some of the possible applications otherwise reserved to more 
robust and abundant materials; it is difficult for instance to imagine MOFs 
being used as body armour, a mooted application of NPR materials.

This chapter is organised as follows. In order to establish a theoretical 
basis and define the various properties of interests, Section 2.2 recalls 
the basis of the theory of elasticity and summarises the main elements 
of thermo-elasticity. This section also consolidates as many published 
elastic tensors of MOFs as the author could collect. Section 2.3 describes 
in more detail the main anomalous elastic and thermoelastic proper-
ties, presents their main mechanisms, and systematically classifies their 
occurrences in MOF structures. Section 2.4 explores the somewhat ill- 
defined concept of ‘flexibility’, and contrasts several of the competing 
definitions. The chapter concludes with Section 2.5 that also considers 
future developments in the field.

2.2   Anisotropic Elasticity
This section details the basic theoretical framework of elasticity, with an 
emphasis on fundamental properties like the Young’s, shear and bulk mod-
uli and Poisson’s ratio, and slightly more niche ones such as linear compress-
ibility. Isotropic elasticity with only two independent parameters is relatively 
straightforward. The jump in complexity provided by extra parameters 
beyond the basic two (from three for cubic crystal systems to 26 for triclinic 
crystal systems) is considerable, and it is helpful to start organising materi-
als following a systematic measure of elastic anisotropy. This concept is not 
unique however, and several metrics are discussed.
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2.2.1   Elasticity Theory
In essence, the theory of elasticity explains how bodies deform under loads 
that are small enough to leave the initial body unchanged once the load is 
released. This theory has been accepted for a long time, works very well, 
and is really not very complicated, mainly because the relationships are lin-
ear. The main challenge concerns the fact that some of its objects are four- 
dimensional and as such can be difficult to visualise. however, elasticity is 
often used to introduce interesting mathematical concepts such as tensors 
to undergraduates in physical sciences. This section introduces the concepts 
and quantities, but in a broad manner, which will benefit all readers regard-
less of their background. Many excellent textbooks, for instance ref. 1 and 2, 
provide much more detailed and systematic expositions.

Before getting into the details of the theory, it is useful to recall the atom-
istic origin of elasticity, as illustrated in Figure 2.1. The standard picture is 
of crystals comprising molecular bonds that act like ‘springs’. This model is 
obviously very simplified, and it does not really hold even for covalent sys-
tems where torsion (angular) springs would be needed. Conceptually, it is 
even worse when bonds are less clearly defined as in metallic systems, but 
the idea of treating bonds as springs still reflects well the fact that the poten-
tial energy well at equilibrium is quadratic in nature.

In practice, the theory of elasticity linearly relates stresses to strains, and 
defining these two quantities is a good way to start.

The stress describes the surface forces acting on a unit volume element in 
a continuum. It can be represented by a symmetric 2nd order stress tensor, 
σ = σij, where subscripts i, j = x, y, z (or 1, 2, 3). Nominally, σ has nine com-
ponents but with only six independent components: three normal stresses 

Figure 2.1    Atomistic origin of elasticity. At near equilibrium position, chemical 
bonds behave like springs as depicted in the insets.
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acting perpendicular to the faces (diagonal terms, note σii ≡ σi) and three 
shear stresses acting parallel to the faces (off-diagonal terms, note τij = τji),
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(2.1)

  

The cube in Figure 2.2 is a canonical representation of the stress compo-
nents as unit surface forces.

The strain describes the state of deformation of a solid body. It can also be 
represented by a 2nd order strain tensor, ε = εij, with six independent com-
ponents: three normal strains that affect the lengths (diagonal terms, εii ≡ 
εi) and three shear strains (off-diagonal terms, γij = γji) that affect the angles,
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The deformed parallelepiped and parallelogram in Figure 2.2 depict the 
three strain components.

The stiffness tensor, Cijkl, expresses the stress tensor in terms of the strain 
tensor, using Einstein’s summation rules,
  

 σij = Cijklεkl. (2.3)
  

It is a property of the crystal, a tensor of 4th order, and its components 
depend on the choice of axis. Eqn (2.3) is a generalised version of hooke’s 
law.

The compliance tensor, Sijkl, is the inverse of the stiffness tensor and 
expresses the strain tensor in terms of the stress tensor,
  

 εij = Sijklσkl. (2.4)
  

The Young’s modulus (E), or modulus of elasticity, is defined as the ratio of 
normal stress to linear normal strain (both in the direction of applied load). 

Figure 2.2    Pictorial representations of the stresses and strains acting on an infini-
tesimal cube, comprising both the normal and shear components. For 
equilibrium, note that τxy = τyx, γxy = γyx, etc.
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The shear modulus (G), or modulus of rigidity, is defined as the ratio of shear 
stress to linear shear strain. The Poisson’s ratio (ν) is defined as the ratio of 
transverse strain (normal to the applied load), to axial strain (in the direc-
tion of the applied load). These basic concepts are presented in Section 1.3 
of Chapter 1. The linear compressibility is the ratio of the induced strain 
along a given direction and of the hydrostatic pressure, and except in crys-
tals of cubic symmetry, where compressibility is isotropic, it is dependent on 
direction.

due to translational and rotational symmetries, the number of indepen-
dent components of the 4th order tensor reduces to 21 – from 81 – for the 
least symmetric case.1 Crystals (and more generally 3d periodic structures 
or space groups) can be grouped into seven crystal systems, and the asso-
ciated symmetries reduce the number of independent components for the 
4th order tensors further: triclinic (21), monoclinic (15), orthorhombic (9), 
trigonal (7), tetragonal (5), hexagonal (5) and cubic (3).

Six components are sufficient to describe stress and strain. The Voigt3 
scheme uses this fact and replaces the cumbersome 2nd and 4th order 
tensors in a three-dimension vector space by vectors and matrices in a six- 
dimension vector space.

Tensor 
notation

11 22 33 23,32 31,13 12,21

Voigt’s 
notation

1 2 3 4 5 6

These transformation rules apply directly for stress and stiffness, but the 
use of a corrective coefficient is required for strain and compliances:
  

 if  and  are 1, 2, 3 only

 if either  or  are 4, 5, 6  if  and  are different
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 if  and  are 4, 5, 6 only
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Another more symmetric scheme, where the stress and strain vectors, and 
the stiffness and compliance matrices, are treated similarly, with 1 / 2 cor-
rection factors for the off-diagonal terms, has been proposed by Mandel,4 but 
it has unfortunately not displaced Voigt’s notation.

2.2.1.1  Tensor Transformations and Euler Angles
A second order tensor transforms into a new basis set following the rule:
  

 ,'new' in terms of 'old',  i j ijT r r T     (2.6)
  

where Einstein’s summation rule is used and, where rαi and rβj are the compo-
nents of the rotation matrix r (or direction cosines).
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A fourth order tensor transforms into a new basis set following the rule
  

 .i j k l ijklT r r r r T       (2.7)
  

For more details, the reader is invited to consult Nye’s ‘Physical Properties 
of Crystals’.1

A direction in Cartesian space, corresponding to an elastically significant 
distortion, for instance uniaxial stress or response to isotropic pressure, 
can be represented as a point on the unit sphere (unit vector), and advanta-
geously by the first two Euler angles. This vector a is chosen as the first unit 
vector of a new basis set. It is fully characterised by the angles θ (0, π) and φ  
(0, 2π), as illustrated in Figure 2.3. The determination of some elastic proper-
ties (shear modulus, Poisson’s ratio) requires another, perpendicular, direc-
tion. This is defined by another unit vector, b, perpendicular to the first, and 
characterised by the third Euler angle χ (0, 2π). The coordinates of the two 
vectors can be expressed as
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By definition, the components of the first two columns of the rotation 
matrix r are the coordinates of a and b. These are enough to obtain all the 
components of the fourth order tensors in the vector subspace defined by 
directions 1 and 2, for instance:
  

12 1122 1 1 2 2

66 1212 1 2 1 2

, and 

,
i j k l ijkl i j k l ijkl

i j k l ijkl i j k l ijkl

S S r r r r S a a b b S

S S r r r r S a b a b S

   

   
  

Figure 2.3    Euler angles and vectors describing the longitudinal, a, and transverse, 
b, directions.
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where the primed components correspond to the new basis set.
The angles θ, φ, and χ can be scanned to access all the components in the 

new basis set without requiring the third unit vector of the new basis set.

2.2.1.2  Averaging Schemes
The elastic properties of an anisotropic material are often replaced by those 
of an ‘equivalent’ isotropic material. These processes of averaging are espe-
cially important for materials consisting of crystalline grains of random ori-
entation. There are four main schemes: Voigt,3 Reuss,5 hill,6 and direct.

The Voigt averaging scheme is based on the stiffness matrix (it assumes a 
given uniform strain) and the bulk modulus K and the shear modulus G are 
given by
  

V V , and 
2 3

3 5
A B A B C

K G
  

 
  

where
  

 
11 22 33 23 13 12 44 55 66, , . 

3
 

3 3
C C C C C C C C C

A B C
     

  
 

(2.9)
  

Conversely, the Reuss averaging scheme is based on the compliance matrix 
(it assumes a given uniform stress), resulting in:
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In both cases, the Young’s modulus E and the Poisson’s ratio ν are given by
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The hill average (also known as Voigt–Reuss–hill (VRh)) is the arithmetic 
average of the Voigt and Reuss values.

A non-analytical direct averaging scheme can also be obtained, based on a 
numerical average over a sample of all possible combinations of directions.

2.2.1.3  One-direction Properties: Young’s Modulus and Linear 
Compressibility

Some properties can be simply expressed in terms of the compliance tensor S.
The Young’s modulus can be obtained using the purely normal stress in 

eqn (2.4) in its vector form and is given by
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The linear compressibility follows a slightly different scheme but is even sim-
pler to compute. It is obtained by applying an isotropic stress corresponding to 
a pressure p in tensor form σkl = −pδkl, (δkl is the Kronecker delta, or a diagonal 
unit matrix). hooke’s law thus becomes εij = −pSijkk. using eqn (2.6), the strain in 
direction a is ε′11 = r1ir1jεij = εijaiaj, and the linear compressibility becomes
  

 
  11 ., ijkk i jS a a

p


  


 
 

(2.13)

2.2.1.4  Two-direction Properties: Shear Modulus and Poisson’s Ratio
Other properties depend on two directions (if perpendicular, this requires 
three angles only), which makes them awkward to represent graphically. A 
convenient possibility is then to consider three representations: minimum, 
average, and maximum. For each θ and φ, the angle χ is scanned and the min-
imum, average, and maximum values are recorded for this direction.

The shear modulus is obtained by applying a pure shear stress in the vector 
form of eqn (2.4) and results in
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The Poisson’s ratio can be obtained using a purely normal stress in eqn 
(2.4) in its vector form and is given by
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2.2.2   Complete Elastic Tensors of MOFs
Tables 2.1–2.7 collate the complete elastic stiffness tensors for many MOFs. 
Almost all have been obtained from theoretical atomistic simulations using 
either semi-empirical models or density functional theory (dFT). different 
methods can be used to extract the elastic tensors, and they are discussed in 
Section 3.4 of Chapter 3. Experimental determination is very rare, and, to the 
best of our knowledge, the full elastic tensor of a MOF has only been exper-
imentally measured for a single MOF, cubic ZIF-8, using the Brillouin scat-
tering method.7 Further details are described in Section 1.5.1 of Chapter 1.

Several analysis tools such as ElAM8 and ELATE9 can be used to post- 
process the elastic tensors and explore anisotropic mechanical properties.

2.2.3   Anisotropy Measures
In order to compare the elastic properties of different materials, it is tempt-
ing to use a simple measure of their elastic anisotropy (A). The first quanti-
fication of this elastic anisotropy as a single value was the Zener index31 for 
cubic crystals,
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Table 2.1    Elastic stiffnesses Cij (elastic constants) for cubic MOFs (in GPa).a

Compound C11 C44 C12 Method Reference

hKuST-1 27.72 5.39 25.72 dFTb 10
MOF-C6 44.53 1.82 6.79 Md (10 K)b 11
MOF-C10 33.45 1.59 5.49 Md (10 K)b 11
MOF-C16 31 1.58 5.24 Md (10 K)b 11
MOF-C22 20.11 0.69 3.77 Md (10 K)b 11
MOF-C30 14.2 1.17 2.14 Md (10 K)b 11
MOF-801 (Zr-FuM) 59.71 20.27 21.47 dFT (0 K)b 12
uiO-66 (Zr-BdC) 56.40 18.04 27.20 dFT (0 K)b 12
uiO-67 (Zr-BPdC) 25.37 10.24 13.24 dFT (0 K)b 12
IRMOF-1 (MOF-5) 21.5 7.5 14.8 dFT 13
IRMOF-1 29.2 1.4 13.1 dFT 14
IRMOF-1 29.4 1.2 12.6 dFT 15
IRMOF-1 28.2 2.7 11.4 dFT 16
IRMOF-1 25.44 1.00 10.92 dFT (0 K)b 12
IRMOF-10 15.87 0.27 5.87 dFT (0 K)b 12
IRMOF-16 10.82 0.07 3.20 dFT (0 K)b 12
ZIF-8 9.52 0.97 6.86 Brillouin scattering 7
ZIF-8 11.04 0.94 8.33 dFT 7
ZIF-8 11.3 2.7 7.6 Md 17

a Abbreviations: FuM = fumarate; BdC = benzene-1,4-dicarboxylate; BPdC = 4,4′-biphenyl-dicar-
boxylate; dFT = density functional theory; Md = molecular dynamics.

b Elastic constants at other temperatures or with different model parameterisations are avail-
able in the original publication.

Table 2.2    Elastic stiffnesses for tetragonal MOFs (in GPa).a

Compound C11 C33 C44 C66 C12 C13 C16 Method Reference

NOTT-400 36.67 97.61 16.15 15.51 35.16 20.70 0 dFT 18
CPF-1 37.76 85.76 11.73 12.19 34.82 21.99 0 dFT 18
Al(Oh)

(1,4-ndc)
84.79 54.99 9.35 2.40 14.92 15.66 0 dFT 18

CAu-10-OCh3 83.69 3.36 10.80 6.61 10.60 4.41 0.87 dFT 18
NOTT-300 49.34 133.60 26.16 20.39 47.71 25.64 0 dFT 19
NOTT-401 62.98 7.00 6.13 1.52 10.12 7.39 0 dFT 18
CAu-10-Ch3 82.08 5.50 7.91 5.01 9.85 4.15 0 dFT 18
CAu-8 12.67 24.48 3.26 0.69 −0.59 1.79 0.41 dFT 18
CAu-10-Br 84.18 12.09 12.46 5.58 9.64 6.99 −0.14 dFT 18
CAu-10-h 78.58 11.09 8.42 2.70 6.43 3.29 −0.09 dFT 18
ZIF-3 3.80 6.20 0.857 1.528 3.58 3.42 0 dFT 20
ZIF-zni 19.01 23.38 1.56 1.76 13.26 13.38 0 dFT 21

a Abbreviation: ndc = naphthalene-1,4-dicarboxylate.

Table 2.3    Elastic stiffness values of hexagonal MOFs (in GPa).

Compound C11 C33 C44 C12 C13 Method Reference

Zn[Au(CN)2]2 36.6 126.8 12.1 29.7 60.6 dFT (0 GPa)a 22
Zn[Au(CN)2]2 48.9 94.3 12.0 25.4 56.3 dFT 23

a Elastic constants at other pressures are available in the original publication.
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74Table 2.4    Elastic stiffness values of trigonal MOFs (in GPa).

Compound C11 C33 C44 C12 C13 C14 Method Reference

KMn[Ag(CN)2]3 34.5 134.8 30.0 19.6 50.9 −12.3 dFT (0 GPa)a 24

a Elastic constants at other pressures are available in the original publication.

Table 2.5    Elastic stiffness values of orthorhombic MOFs (in GPa).a

Compound C11 C22 C33 C44 C55 C66 C12 C13 C23 Method Reference

dMOF-1 (sq) 35.33 58.20 58.45 0.11 0.44 0.28 7.32 7.55 11.68 dFT 25
dMOF-1 (loz) 57.15 35.59 17.68 0.62 16.39 0.69 9.85 31.43 5.47 dFT 25
MIL-47 40.69 62.60 36.15 50.83 7.76 9.30 12.58 9.28 46.98 dFT 25
MIL-53 (Al) 90.85 65.56 33.33 7.24 39.52 8.27 20.41 54.28 12.36 dFT 25
MIL-53 (Al) 94.44 65.67 27.09 5.66 41.70 10.39 21.57 53.59 11.02 dFT 26
MIL-53 (Al) 60.17 83.23 25.26 32.24 7.31 8.81 17.50 10.05 45.08 dFT 18
MIL-53 (Ga) 112.32 56.66 18.52 5.48 21.71 6.64 22.87 43.35 10.86 dFT 25
MIL-53 (V) 97.58 43.88 18.59 5.27 24.34 9.73 16.57 40.92 7.06 dFT 18
MIL-61 (V) 83.72 61.87 71.65 4.18 33.98 7.25 14.55 47.16 13.09 dFT 18
MIL-68 (Fe) 65.32 50.09 43.66 6.54 7.48 9.01 20.81 8.37 6.33 dFT 18
MIL-68 (V) 65.32 50.09 43.66 6.54 7.48 9.01 20.81 8.37 6.33 dFT 18
MIL-118 (Al) 22.94 113.84 172.23 9.12 42.31 5.93 9.77 37.03 29.48 dFT 18
ZIF-2 7.69 8.22 4.89 1.266 1.540 1.114 5.41 3.42 4.46 dFT 20
ZIF-4 4.27 3.49 5.02 1.03 1.93 2.45 1.22 1.92 1.53 dFT 21
ZIF-4 3.07 3.36 2.95 0.771 0.903 1.532 0.574 0.603 0.77 dFT 20
ZnPurBr-LT 120.1 290.4 138.2 64.1 54.4 11.7 106.6 26.9 124.9 dFT 27
ZnPurBr-hT 122.0 62.5 107.4 104.3 78.5 75.4 50.4 51.0 18.8 dFT 27

a Abbreviations: sq = square; loz = lozenge; LT = low temperature; hT = high temperature.
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Table 2.6    Elastic stiffness values of monoclinic MOFs (in GPa).a

Compound

C11 C22 C33 C44 C55 C66 C12 C13 C23

Method ReferenceC15 C25 C35 C46

MIL-122 (Al) 252.3 32.6 115.7 28.5 20.9 30.6 34.6 38.9 12.2 dFT 18
−16.9 −1.91 −9.61 −1.3

MIL-122 (Ga) 220.7 29.5 96.2 24.0 28.6 30.4 30.9 35.9 9.9 dFT 18
−18.2 −4.0 −6.8 −2.0

MIL-121 (Al) 68.6 47.8 62.0 16.0 15.0 41.2 39.5 11.5 17.2 dFT 18
−1.9 6.4 4.1 1.71

MIL-116 (Al) 42.9 118.7 229.4 18.3 72.3 7.8 23.9 57.7 44.6 dFT 18
−1.3 −0.8 −2.2 2.2

MIL-122 (In) 197.9 54.2 96.3 20.9 22.2 24.4 49.6 38.6 21.0 dFT 28
−18.2 6.5 −2.4 −2.9

MIL-140A 49.6 90.5 48.0 0.7 4.0 16.7 20.6 23.8 14.46 dFT 28
−0.9 2.0 −0.1 0.7

MIL-53 (Al np) 121.3 4.59 96.05 3.96 24.85 4.85 16.38 3.74 −1.66 dFT 29
0.79 −0.08 −7.86 0.42

MIL-53 (Ga) 49.2 23.2 33.3 5.6 8.3 32.0 33.0 5.6 3.7 dFT 18
0.9 1.7 0.2 0.7

MIL-53 (Fe) 71.8 39.2 53.7 8.4 11.6 45.3 51.4 14.3 11.5 dFT 18
1.1 −0.7 1.7 −1.3

ZIF-1 8.3 4.1 4.6 1.7 1.6 1.2 1.9 2.3 1.25 dFT 20
−0.9 −0.5 −0.9 0.04

MIL-140A 94.0 163.0 42.7 3.2 9.1 27.4 42.7 29.6 17.4 dFT 30
−5.0 0.3 −10.4 0.1

MIL-140B 80.5 143.1 47.2 5.0 6.6 209 36.4 29.3 12.3 dFT 30
11.7 4.6 2.1 6.4

MIL-140C 64.0 129.2 32.6 2.4 4.3 18.4 20.2 17.7 12.6 dFT 30
−10.5 −4.1 −2.7 −4.2

MIL-140d 62.2 109.4 29.3 1.6 3.0 17.0 25.2 17.6 8.4 dFT 30
7.2 2.8 0.1 3.6

a Abbreviation: np = narrow pore.
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This was refined and generalised for any crystal class by Ledbetter and 
Migliori32 as
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where vmax and vmin are the maximum (fast) and minimum (slow) shear 
wave velocities, respectively. These velocities can be readily calculated from 
the elastic tensors by diagonalising Christoffel’s equation.

Another formulation, the so-called universal anisotropy index, was pro-
posed by Ranganathan and Ostoja-Starzewski33 as a combination of Voigt 
and Reuss averages
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In general, A* and Au give very similar results. A* seems more fundamen-
tal, but Au is slightly easier to calculate.

Finally, it is also possible to generate ad hoc anisotropy measures for each 
elastic property, for instance for the Young’s modulus,
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2.2.4   Thermo-elasticity
The dimensions of a solid are dependent on its temperature. The primary 
properties describing this phenomenon are the coefficients of thermal 
expansion αij that linearly relate the strain tensor εij to a temperature change 
ΔT as1
  

Table 2.7    Elastic stiffness values of triclinic MOFs (in GPa).

Compound

C11 C12 C13 C14 C15 C16 C22 C23 C24

Method Reference

C25 C26 C33 C34 C35 C36 C44 C45 C46

C55 C56 C66

MIL-60 57.5 23.0 51.3 −12.4 7.7 20.2 74.2 29.9 1.34 dFT 18
−8.2 16.8 105.5 −21.6 18.1 11.8 28.8 9.6 −7.6
32.9 1.3 25.0

CAu-13 103.3 13.9 23.5 4.2 1.5 0.8 24.9 38.6 17.5 dFT 19
0.5 7.31 114.9 34.8 −1.0 −2.4 32.8 3.2 0.5

13.2 1.61 10.53
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 εij = αijΔT. (2.20)
  

Like εij, αij is a symmetric tensor, with at most six independent compo-
nents, but for the higher symmetry isotropic and cubic systems, only one 
coefficient αL is required and the volumetric coefficient of thermal expansion 
αV is often preferred,
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Most materials exhibit positive thermal expansion. This is explained by the 
anharmonicity of the bonds in the solid. Thermal excitations tend to increase 
the average length of the anharmonic bonds, as illustrated in Figure 2.4.

Thermal expansion is a property that originates from the dynamics of the 
crystal, and can be linked to the natural vibrations or phonons of the crystal 
through the mode Grüneisen parameters γi and their contributions ci to the 
volumetric specific heat CV, V i
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γ is the mean Grüneisen parameter,
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Figure 2.4    Atomistic origin of positive linear expansion. Anharmonicity leads to an 
increase in average bond length.
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The mode Grüneisen parameters are dimensionless and represent the 
change in phonon frequency with volume change. They are defined by the 
negative of a logarithmic derivative:
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(2.24)

  

where ωi is the phonon frequency.
The above exposition is very simplified, not as detailed or rigorous as for elas-

ticity. Thermo-elasticity is complex and subtle, even in the isotropic case, and 
rigorous treatment of the Grüneisen theory of thermal expansion is beyond 
the scope of this chapter. For a more detailed but approachable primer, the 
interested reader can consult the review on the lattice dynamics theoretical 
foundation of negative thermal expansion (NTE) by dove and Fang.34

The Grüneisen parameters are especially important in the context of NTE: 
if negative γi dominates the summation in eqn (2.22), then αV must be nega-
tive, as all other terms in the equation are positive.

2.3   Anomalous Mechanical Behaviour
Conventional materials under load react in reliable and expected ways: a 
stretched rubber band becomes thinner, railway tracks expand under the 
summer sun, and a submarine’s hull shrinks under hydrostatic pressure 
when diving deep. however, some materials behave in more unexpected 
ways: materials with a negative Poisson’s ratio (NPR) become thicker 
when stretched (often in specific directions), materials with NTE shrink 
upon an increase in temperature and materials with negative linear or 
area compressibility (NLC or NAC) expand in a certain direction under 
hydrostatic pressure. These properties are unusual, but not exactly rare. 
NPR seems to be quite commonplace, and it has been shown that around 
a third of single crystals display this property, albeit in often very spe-
cific directions,35 and it often tends to be washed out in macroscopic sam-
ples composed of grains oriented randomly. NLC and NPR are probably 
scarcer in general.

Several MOFs have been shown to exhibit negative elastic or thermo- 
elastic properties, often with large values. In general, MOFs are discussed 
within more generic reviews focussing on specific negative properties, 
NLC,36 NTE and NPR. Moreover, Coudert and Evans37 have focussed on MOFs 
and discussed all negative mechanical properties, among other anomalous 
behaviour.

In fact, so-called ‘anomalous’ behaviour is not really surprising as the main 
mechanisms responsible for the negative properties often rely on an imbal-
ance between the high axial stiffnesses of the ligands and the low rotational 
stiffnesses of the secondary building unit (SBu)−ligand joints. The follow-
ing sub-sections examine the MOFs in which the specific negative properties 
occur as well as the underpinning mechanisms.
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2.3.1   Negative Linear Compressibility (NLC)

2.3.1.1  Definitions, Properties and Mechanisms of NLC
Compressibility describes the behaviour of a material or structure under 
pressure, which is either positive (compressive) or negative (tensile). Volu-
metric compressibility defines the volume change in a material under applied 
hydrostatic pressure, whilst linear compressibility describes a change along a 
specified axis. While most materials will shrink in all directions under hydro-
static pressure (isotropic compressive stress), in NLC materials the dimen-
sions increase in certain directions. Only some dimensions can increase, 
certainly not all, as negative volume compressibility is thermodynamically 
not allowed. NLC is often accompanied by a corresponding large positive lin-
ear compressibility along other directions, as shown in Figure 2.5.

NLC was first identified in tellurium in 1922 38 but had been the subject of 
little scientific or industrial interest until 1998 when Baughman reviewed the 
available existing data for single crystals and identified 13 materials with this 
property.39 A few other materials have been identified since, with additional 
crystals the subject of a review of NLC materials by Cairns and Goodwin36 
and common engineering materials in the meta-analysis of Miller et al.,40 
however, this property still appears to be quite rare.

Volumetric compressibility βV is defined as the relative change in volume 

V due to hydrostatic pressure p as V
1 d

d
V

V p
   , at constant temperature. It 

is an invariant of the compliance tensor Sij that can be expressed in Voigt’s 
notation as
  

 βV = (S11 + S22 + S33) + 2(S12 + S23 + S31). (2.25)
  

Figure 2.5    Pictorial representation of positive and negative linear compressibility, 
and of the corresponding stretch expansion and densification.
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For isotropic materials, it can be related to Young’s modulus E and Pois-

son’s ratio ν by 
 

V

3 1 2
E





 . Its value varies from a few TPa−1 for a hard 

material such as diamond (2.1 TPa−1) to a few hundred TPa−1 for a soft poly-
mer such as polystyrene (330 TPa−1), and up to a thousand or above for a very 
compliant foam.

The linear compressibility βl is similarly defined, by  
1 d

d
 or

l
l p p


   where 

l and dl are the part’s dimension and elementary displacement in a given 
direction, and ε the corresponding strain (dl/l). Eqn (2.13) gives the general 
formula in tensor notation, but it can be illuminating to expand it in Voigt’s 
notation for a few crystal symmetries.

For isotropic and cubic materials, the linear compressibility is a constant, 
independent of direction,
  

 βl = S11 + S12 + S13 = βV/3. (2.26)
  

For orthorhombic (orthotropic) materials, the linear compressibility for a 
given direction (unit vector a) can be derived from eqn (2.13) as
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In direction 1 for instance, this can be simplified as βl1 = (1 − ν21 − ν31)/E1, 
which suggests that NLC is likely associated with a large positive Poisson’s 
ratio.

The combination of compliance tensor components that describe βl can 
also be obtained from a different loading scenario/response combinations: 
instead of the linear response to a volumetric load, the volumetric response 
to a linear load. When conventional materials are stretched, their cross- 
section area shrinks but their volume increases, as they expand longitudi-
nally more than they contract transversely, thus the relative volume change 
(also known as dilation, dV/V) is positive. This is not the case, however, if 
the Poisson’s ratios are large enough that the material contracts transversely 
more than it expands longitudinally and thus loses volume, becoming 
stretch-densified, as illustrated in Figure 2.5.

In other words, the coefficient of stretch-expansion has the same spatial 
dependence as the linear compressibility. This is not just a curiosity: it might 
conceivably be simpler in some circumstances to apply an axial load and 
measure a volume change than apply a pressure and measure a linear defor-
mation, especially for macroscopic samples. It might also be easier to visual-
ise stretch-expansion to elucidate certain mechanisms of NLC and discover 
candidate materials and applications.

At present, two main procedures are used to identify NLC materials. The 
first one involves calculating the linear compressibility (LC) in any direction 
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from a full set of elastic constants (Section 2.2.2) obtained from experiments 
or calculations. The second approach is more direct and involves measuring 
the changes in dimensions under pressure by X-ray or neutron diffraction, 
either using single-crystal or powder samples. usually, only lattice dimen-
sions are measured, and off-axis LC, which may be more extreme, might be 
missed. The first method, which can be referred to as elastic, is by essence 
limited to the elastic limit and to small strain. In addition, the direct method 
can reach very large strain, for instance up to 5% for Ag3[Co(CN)6]-II.41 This 
also allows the identification of NLC at high pressure (see Section 4.6.2 of 
Chapter 4), occasionally for materials with conventional LC at standard pres-
sure. Where the two methods have been applied (in LaNbO4 and Se), the elas-
tic and direct values for NLC tend to be comparable (see ref. 40 for a more 
detailed analysis).

It is not immediately apparent how to rank materials with NLC or what a 
good or even exceptional value for NLC actually is. For a while, there was a 
seemingly never-ending escalation in journal articles titles, with immodest 
adjectives such as ‘giant’ or even ‘colossal’. however, a large absolute value 
for NLC primarily indicates that the material is very compliant in that direc-
tion, which is not especially surprising if the material is also very compliant 
in general, with a high βV. Therefore, it is often desirable to also report the 
volumetric compressibility with values of NLC, or even to calculate a relative 
NLC, where the third of the volumetric compressibility is the natural refer-
ence (βV/3 from the isotropic case).

Another subtlety arises from the fact that compressibilities can depend on 
the magnitude of applied pressure and that NLC often occurs within a lim-
ited pressure range. With this in mind, Cairns and Goodwin36 introduced the 
concept of compressibility capacity χK, defined by the integral
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This quantity is dimensionless and represents the fraction by which the 
material expands in the pressure range. In general, it is <1%, but can reach 
∼10% in particularly ‘soft’ materials with a high compliance.

Figure 2.6 relates, in the Ashby style, the (negative) linear compress-
ibility of materials with the property as a function of the pressure range 
within which it exists. The compressibility capacity is also shown in diag-
onal bands. The bubble for molecular frameworks (which includes several 
MOFs) occupies the top left corner, i.e., high absolute NLC and narrow pres-
sure range. It also spans compressibility capacities between 0.1% and 10%.

Several mechanisms have been identified that explain NLC.36,39 The most 
intuitive and direct form is topological in nature and based around some 
form of hinging mechanism. It is often referred to as the ‘wine-rack’ mecha-
nism by analogy with popular forms of storage systems for bottled alcoholic 
beverages, as shown in Figure 2.7. The principle is simple: as the applied 
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Figure 2.6    Ashby-type plot of NLC materials, linear compressibility (here denoted 
as K, which is equivalent to β) as a function of pressure range Δp. Adapted 
from ref. 36 with permission from the Royal Society of Chemistry.

Figure 2.7    The wine rack mechanism for NLC subject to a hydrostatic pressure.
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pressure reduces volume, squares become sharper diamonds with one diag-
onal expanding and the other diagonal shrinking. This principle does not 
require a square symmetry, nor a pseudo-2d structure, nor even continuous 
‘chains’, just changes in direction. It is this mechanism that seems to be 
prominent in MOFs. Figure 2.8 displays five framework structures in which 
NLC occurs via a wine-rack-like mechanism.

helical structures provide the other topological mechanisms for NLC: 
under pressure, the radius of the helix contracts, but as the curved length 
remains constant, the length of the helix must increase. Elemental selenium 
and tellurium have a helical structure and both display NLC. Some MOFs 
have a helical structure, and could thus be candidates for NLC.

Another kind of mechanism accounts for most of the non-wine-rack 
type NLC: phase transition. A pressure-induced phase transition can break 
the symmetry of a system, naturally decreasing two lattice parameters but 
increasing the remaining one. Most examples where this occurs are due to a 
ferroelastic phase transition, but a few more exotic phase transitions can also 
lead to NLC. A detailed discussion supported by several examples is given in 
the review of NLC materials by Cairns and Goodwin.36

2.3.1.2  NLC in MOFs
Several MOFs exhibit NLC, following the wine-rack mechanism. Table 2.8 
lists examples of MOFs with NLC, and includes absolute and relative lin-
ear compressibilities, pressure range (when available) and compressibility 
capacity. In some cases, the value for the experimental linear compressibil-
ity is actually an average value over the pressure range and not the most 
extreme, which usually occurs at the lower pressure boundary. Comparisons 
can therefore be misleading.

Figure 2.8    Wine-rack-like topologies responsible for NLC in four MOFs and one 
molecular framework. Reproduced from ref. 36 with permission from 
the Royal Society of Chemistry.
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Table 2.8 shows that NLC is not rare in MOFs, but that several aspects 
deserve careful consideration. The MFM-133 (hf/Zr)51 study illustrates the 
fact that NLC in MOFs can be tuned by varying the inorganic SBu. It is also 
very likely that tuneability could derive from changes in the ligand. A pecu-
liarity of experiments at high pressure is that they require a hydrostatic 
medium, and further details of this are given in Chapter 4. Subsequently, the 

Table 2.8    NLC properties of MOFs.a

Compound
βNLC/
TPa−1

βV/3/
TPa−1

Pressure 
range, Δp 
/GPa

NLC

V

3
%


 χK/% Method Reference

MIL-53 (lp) −28 — 0–3 — 8.4 PXRd 42
Nh2-MIL-53 (lp) −28 — 0–2 — 8.4 PXRd 42
Zn[Au(CN)2]2-I −42 20.0 0–1.8 −210 7.6 43
Zn[Au(CN)2]2-I −52.1 24.5 0–2 −212 10.4 dFT 22
Zn[Au(CN)2]2-II −6 12.3 1.8–14.2 −49 7.0 43
KMn[Ag(CN)2]3 −14.3 0.2–3.5 — 4.72 dFT 24
Ag3[Co(CN)6]-II −5.3 28.2 0.19–7.65 −19 4.0 41
KMn[Ag(CN)2]3 −12 26.2 0–2.2 −46 2.64 44
MCF-34 −47.2 42.1 0–0.53 −112 0.17 45
Ag3[Co(CN)6]-I −76 51.3 0–0.19 −148 1.44 41
Ag(mIm) −4.32 55.6 0–1 −7.8 0.432 46
MIL-53(Al) lp −257 — — — N/A dFT 25
MIL-53(Ga) lp −1441 — — — N/A dFT 25
MIL-47 −201 — — — N/A dFT 25
dMOF-1 (loz) −623 — — — N/A dFT 25
KMn[Ag(CN)2]3 −22.6 — — — N/A dFT (0 

GPa)
24

ZAG-4 −2.6 24.9 1.65–5.69 −11 1.1 47
Cu(bpy)·SiF  

(no PTM)
−1.08 — 0–3.5 0.378 AdXRd 48

Cu(bpy)·SiF  
(in Ne)

−2.83 — 0–5 1.415 AdXRd 48

Cu(bpy)·SiF  
(in MEW)

−3.56 — 0–5 1.78 AdXRd 48

Cu(bpy)·SiF  
(in Ne)

−1.48 — 0–10 1.48 AdXRd 48

Cu(bpy)·SiF  
(in MEW)

−2.08 — 0–10 2.08 AdXRd 48

CuPyr-II −5.3 N/A 2.23–4.90 N/A 1.06 SCXRd 49
[Ag(en)]NO3-I −28.4 9.2 0–0.97 −309 2.75 SCXRd 50
[Ag(en)]NO3-II −9.3 7.6 0.97–1.5 −123 0.49 SCXRd 50
MFM-133 (hf) −7.9 14.9 0–4.9 −53 3.87 SCXRd 51
MFM-133 (Zr) −5.1 29.6 0–4.4 −17 2.24 SCXRd 51
[Nh4]

[Zn(hCOO)3]
−1.8 10.2 0–0.93 −18 0.17 52

a Abbreviations: PXRd = powder X-ray diffraction; SXRd = single-crystal X-ray diffraction; 
AdXRd = angle dispersive X-ray diffraction; dFT = density functional theory; PTM = pressure 
transmitting media; MEW = methanol–ethanol–water.
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extent and range of NLC can depend on the medium used, as illustrated by a 
study on Cu(bpy)·SiF.48

2.3.2   Negative Thermal Expansion (NTE)

2.3.2.1  Definitions, Properties and Mechanisms for NTE
Like NLC, NTE was identified at the beginning of the 20th century in quartz 
and vitreous silica, and like NLC, it was also essentially ignored until the end 
of the 20th century. It has been shown to be quite a common property in 
many materials classes, including oxides and cyanides frameworks, zeolites 
and MOFs. Several reviews have discussed the occurrence and mechanisms 
of NTE.34,53

Like linear compressibility, thermal expansion is isotropic in cubic sys-
tems, but a very important difference is that it can be isotropically negative. 
This combination of high symmetry and negative properties is useful, as it 
would simplify design and likely be convenient for potential applications.

unlike NLC where a fully negative volumetric compressibility βV is impos-
sible, a fully negative volumetric coefficient of thermal expansion αV is not 
only possible but common. In fact, most of the research focus has been on 
negative volumetric thermal expansion, and the effect of anisotropy on NTE 
remains comparatively little studied.

For NTE to appear, eqn (2.22) must be dominated by phonons with nega-
tive Grüneisen parameter. Practically, this means the existence of low energy 
phonons (at Thz frequency, see Section 1.7) that tend to close gaps between 
‘bonds’. The high-level representation of this phenomenon is often pre-
sented as variations of Figure 2.9(a); as the corner-sharing polyhedra vibrate, 
they close the gaps.

different terminologies have been adopted to describe this effect. Some 
authors refer to it as a ‘tension effect’, where increased angular vibration in a 
relatively straight molecular fragment direction necessarily leads to ‘length’ 
reduction, especially if the linear vibrations are comparatively small, with the 
bonds acting as tensile ties. This is illustrated in Figure 2.9(b).

Another similar interpretation is based on the concept of rigid unit modes 
(RuMs) as shown in Figure 2.9(c) for Zn(CN)2. Some molecular fragments are 
comparatively rigid, with stiff linear and angular bonds, but the rigid units 
can move relatively easily with respect to each other.

What all these somewhat phenomenological descriptions have in com-
mon are stiff atom–atom bonds, i.e., with a steep energy function (see Figure 
2.1 or Figure 2.4), but compliant bond for dihedral bending or rotations. This 
suggests a link between NTE and the somewhat nebulous concept of flexibil-
ity, which is discussed in Section 2.4.

Another important mechanism, based on phase transition, can account 
for NTE in some oxides and fluoride framework materials. The phase tran-
sition can be attributed to either a coupling between the magnetic degrees 
of freedom (dofs) and the lattice constants, or to a redistribution of valence 
electrons between metal centres.
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At first, it would seem obvious as to how to rank materials with NTE, and 
to decide what a good or even exceptional value for NTE actually is, especially 
as isotropic NTE is possible. And yes, ‘giant’ and even ‘colossal’ have been 
applied to describe materials with large negative values of the coefficient of 
thermal expansion.

But another quantity matters; the larger the temperature range within 
which NTE occurs, the easier it would be to exploit it. With this in mind, 
and by analogy with the concept of compressibility capacity, Coates and 
Goodwin53 introduced the concept of negative thermal expansion capacity χα, 
defined by the opposite of the product of the coefficient of thermal expan-
sion by the temperature range,
  

 χα = −αVΔT. (2.29)
  

This quantity is dimensionless and represents the fraction by which the 
material expands in the temperature range. In general, it is <1%, but can 
reach ∼2% in some materials. Theoretical calculations can predict larger val-
ues of χα, but the predicted range can be highly suspect if phase transitions 

Figure 2.9    (a) Canonical mechanisms for NTE based on concerted rotation of  
corner-sharing polyhedra. Adapted from ref. 53 with permission from 
the Royal Society of Chemistry. (b) Tension effect, and (c) rigid unit 
mode of two adjacent tetrahedra. Adapted from ref. 34 with permission 
from the Institute of Physics, Copyright 2016.
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are not considered. Experimental ranges can also be unrealistic and limited 
by experimental setup.

The Ashby-style plot in Figure 2.10 demonstrates the interplay between 
the NTE properties.

2.3.2.2  NTE in MOFs
MOFs can be thought of as arrays of comparatively rigid SBus (RuMs) 
linked by semi-rigid linkers through oftentimes flexible joints. Therefore, 
it is not surprising that either rotating polyhedra, tension effect or RuMs 
can very clearly explain NTE in MOFs. Figure 2.11 shows an interpreta-
tion of the SBus of MOF-C22 as rigid units and displays one of the RuMs 
responsible for NTE. Concerted rotation of polyhedra, tension effect and 
RuMs can all be observed. It is very likely that this mechanism is respon-
sible for the vast majority of occurrences of NTE in MOFs. however, it is 
unclear whether a mechanism based on phase transitions contributes to 
NTE in MOFs.

Table 2.9 collates the volumetric thermal expansion, the temperature 
range in which NTE occurs, and the NTE capacity for MOFs with NTE. As 

Figure 2.10    Ashby-type plot for NTE. It should be noted how the MOFs (in yellow) 
are all clustered with an identical value for ΔT. This limitation is due 
to the setup of the experimental apparatus. Reproduced from ref. 53 
with permission from the Royal Society of Chemistry.
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Figure 2.11    NTE mechanism in MOF-C22: (a) atomistic representation and (b) 
rigid unit representation. Reproduced from ref. 11 with permission 
from American Chemical Society, Copyright 2007.

Table 2.9    Volumetric NTE values of MOFs.a

Compound αV/10−6 K−1 ΔT/K χα/% Method Reference

IRMOF-16 −68.8 1000 6.88 Md 54
Zn[Au(CN)2]2 −6.5 1000 6.5 dFT 23
IRMOF-10 −59.2 1000 5.92 Md 54
IRMOF-1 −53.3 1000 5.33 Md 54
MOF with 2-butynedio-

date linkers
−42.2 590 2.49 Md 11

MOF-C22 −33.1 590 1.95 Md 11
MOF-C10 −32.5 590 1.92 Md 11
d-uiO-66(hf) −97 180 1.75 PXRd 55
MOF-C30 −29.2 590 1.72 Md 11
d-uiO-66(hf) −95 180 1.71 PXRd 55
d-uiO-66(hf) −94 180 1.68 PXRd 55
MOF-5 −39.3 420 1.65 PXRd 56
d-uiO-66(hf) −88 180 1.58 PXRd 55
d-uiO-66(hf) −81 180 1.45 PXRd 55
MOF-C16 −24.2 590 1.43 Md 11
MOF-C6 −23.9 590 1.41 Md 11
d-uiO-66(hf) −70 180 1.26 PXRd 55
MOF-14 −18.5 392 0.72 PXRd/NPd 57
hKuST-1 (Cu3BTC2) −12.3 420 0.52 SCXRd/PXRd 58
hKuST-1 (Cu3BTC2) −15.3 210 0.32 PXRd 59
COF-102 −4.53 550 0.25 Md 60
TCNQ@hKuST-1 −8.4 210 0.18 PXRd 59

a Abbreviations: NPd = neutron powder diffraction; TCNQ = 7,7,8,8-tetracyanoquinodimethane.
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for NLC, in some cases, the value for the experimental coefficient of thermal 
expansion is actually an average value over the temperature range and not 
the most extreme, which usually occurs at the lower temperature boundary. 
Comparisons can therefore be misleading.

Although not strictly speaking part of the MOF family, cyanide-based 
framework materials share many similarities with MOFs and are some of the 
more extreme NTE materials. Coates and Goodwin listed 23 cyanide-based 
framework materials with NTE.53 Table 2.9 includes the most interesting, 
and a few instances not covered in ref. 53. COF-102, a covalent organic frame-
work, although not strictly a MOF, is included for comparison.

As with NLC, it is possible to fine-tune NTE in MOFs. Schneider et al.59 
used TCNQ to bridge the ligands in hKuST-1 and reduce its coefficient of 
thermal expansion from −15.3 × 10−6 K−1 to −8.4 × 10−6 K−1.

2.3.3   Negative Poisson’s Ratio (NPR)

2.3.3.1  Definitions, Properties and Mechanisms for NPR
The Poisson’s ratio ν is a dimensionless elastic property that relates trans-
verse strain to longitudinal strain according to
  

 εtrans = −νεlong. (2.30)
  

For many isotropic materials, its value is around 0.3; this simply means 
that a material subjected to elongation in a given direction will contract by 
30% of that elongation in all directions normal to the direction of loading. 
This is not surprising and expected in daily life; it is easy to notice that for 
instance an exercising band expands by a lot, but shrinks proportionally by 
not as much.

For anisotropic materials, the situation becomes much more complex and 
Poisson’s ratio is now dependent not only on the load direction but also on 
the transverse direction, as illustrated in Figure 2.12.

Eqn (2.15) shows how the spatial dependence of Poisson’s ratio can be 
obtained from the compliance matrix. The direct experimental determina-
tion of Poisson’s ratio for crystals is not trivial as it depends on axially applied 
loads. In practice, this requires single crystals large enough to be clamped 
and put under tension or compression. Bending type experiments where 
the radii of curvatures are measured have been used for large scale macro-
scopic systems, but are difficult for MOFs for the same reasons as direct axial 
loading experiments: sizeable single crystals with a suitable morphology are 
required.

Indirect experimental measurements are more practical, but still difficult. 
In theory, Brillouin light scattering experiments can be used to measure the 
full elastic tensor of a crystal,61 from which the spatial dependence of the 
Poisson’s ratio can be determined. unfortunately, the equipment needed is 
relatively rare these days, and additionally the sample preparation steps are 
also nontrivial. It has already been pointed out in Section 2.2 that, so far, 
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Figure 2.12    Various auxetic materials subjected to a tensile load. (a) Conventional 
behaviour with only positive Poisson's ratio (PPR). (b) The material 
meets the minimum requirements to be class 1A as this longitudinal 
direction exhibits at least some NPR. (c) The material meets the min-
imum requirements to be class 1B as the mean of the Poisson's ratios 
around this longitudinal direction is negative. (d) The material meets 
the minimum requirements to be class 1C as ν is negative for all trans-
verse directions.

the full elastic tensor has only been measured for a single MOF, ZIF-8.7 All 
the other elastic tensors for MOFs have been calculated, from force field or 
first-principles methods such as dFT (see Chapter 3).

Materials with NPR are called ‘auxetic’, and the property is referred to as 
‘auxeticity’. Auxeticity has been observed in many crystals, mostly through 
the re-examination of the Brillouin scattering data.35,62 In fact around a 
third35 of single crystals seem to have a negative Poisson’s ratio. Most com-
monly, an auxetic crystal exhibits NPR in a very narrow range of transverse 
directions, for a narrow range of longitudinal directions. Rare completely 
auxetic crystals have NPR for all transverse directions, for every longitudinal 
deformation. Other intermediate behaviour is possible.

Siddorn et al.63 proposed a fine-grained typology to differentiate between 
materials with partial, average, or complete auxeticity. This scheme is sum-
marised in Table 2.10.

When applied to 471 single crystals, where the elastic tensors have been 
obtained from a meta-analysis of experimental studies, the typology reveals 
that although 37.2% are of type 1A (partial auxeticity), only α-cristobalite dis-
plays extended auxeticity, but even then, only up to type 3B. No crystal shows 
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complete auxeticity (type 3C). The occurrence of auxeticity, partial or aver-
age, does not appear to correlate with the crystal system, space group or even 
atomic structure; for instance, 57% of the BCC (body-centred cubic) metals 
are auxetic, but 43% are not.

When applied to a sample of all-silica zeolites, where the elastic tensors 
have been obtained from force fields (5 distinct force fields, 189 distinct zeo-
lites) or dFT (121 distinct zeolites), the typology reveals that around 25% 
(from dFT, for force fields between 17% and 49%) of zeolites display partial 
auxeticity (type 1A). There is not much evidence of average auxeticity either, 
especially from dFT-calculated samples. It appears that as a class of materi-
als, zeolites are not especially prone to auxeticity. There is an exception how-
ever, zeolite JST displays complete auxeticity (type 3C), and for all 6 models, 
suggesting a topological origin based on its underlying net.

More recently, Chibani and Coudert64 applied the auxetic typology 
approach to the elastic tensors of 13 621 inorganic materials from the Mate-
rials Project database. They showed that around 30% of these materials 
exhibit partial auxeticity, which is consistent with the proportions from  
ref. 35 and 63; confirming that partial auxeticity is really not that special. 

Table 2.10    Classifications of auxetic materials.

Code directions with negative Poisson's ratio (NPR) Value

0 None Minimum of the minimum 
ν (positive)

1A At least one transverse direction around at 
least one longitudinal direction

Minimum of the mini-
mum ν

1B Negative average (over all transverse directions) 
around at least one longitudinal direction

Minimum of the average ν

1C All transverse direction around at least one 
longitudinal direction

Minimum of the maxi-
mum ν

2iA At least one transverse direction for more than 
half of longitudinal directions

Percentage of axes with at 
least one NPR transverse 
direction

2iB Negative average (over all transverse direc-
tions) for more than half of longitudinal 
directions

Percentage of axes with 
negative average PR over 
all transverse directions

2iC For all transverse directions for more than half 
of longitudinal directions

Percentage of axes with all 
NPR transverse direction

2iiA At least one transverse direction for an average 
of longitudinal direction

Average of the minimum ν

2iiB Negative average (over all transverse directions) 
for an average of longitudinal direction

Average of the transverse 
average ν

2iiC Negative average (over all transverse directions) 
for an average of longitudinal direction

Average of the maximum ν

3A At least one transverse direction for all longitu-
dinal directions

Maximum of the mini-
mum ν

3B Negative average (over all transverse direc-
tions) for all longitudinal directions

Maximum of the trans-
verse average ν

3C All transverse direction for all longitudinal 
directions

Maximum of the maxi-
mum ν
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They also found 30 materials with complete auxeticity, but were unable to 
identify common structural motifs or mechanisms that could be related to 
their auxeticity.

A small number of thermodynamic, topological or dynamic mechanisms 
is sufficient to explain the occurrence of NLC and NTE: phase transitions, 
wine-rack-type topologies or soft phonons (Thz modes in Section 1.7) with 
negative Grüneisen parameters. In contrast, no definitive general mecha-
nisms have been identified for NPR yet. Most analyses rely on ad hoc geomet-
rical interpretations. Consider the simple octahedral truss from Figure 2.13. 
Such an octahedron describes a BCC crystal system with atoms as nodes and 
bonds as edges. It is immediately apparent that a diagonal load (in the [110] 
direction) generates PPR (positive Poisson’s ratio) in the [001] direction but 
NPR in the [1̄10] direction. Yet, of all the BCC metals investigated, only 57% 
are auxetic: the detail of the interaction matters. It is therefore likely that 
some topological nets are capable of harbouring NLC, but that it might be 
washed out if for instance the balance between bond stretching and bond 
bending is unfavourable.65

2.3.3.2  NPR in MOFs
At the time of writing, there was no experimental observation of auxeticity 
in MOFs. ZIF-8, the only MOF where the elastic tensor has been determined 
experimentally,7 is not auxetic, with a minimum Poisson’s ratio of 0.33. ZIF-8 
is an analogue of the zeolite sodalite, which is also non-auxetic. This non-aux-
eticity has been confirmed by force-fields17 and dFT7 calculations. ZIF-8 and 
sodalite are cubic, with a low elastic anisotropy (A = 0.73). Considering the 

Figure 2.13    The octahedral ‘mechanism’ for NPR of a BCC unit cell. The pair of 
thick green arrows oriented along ⟨110⟩ denote the applied forces.
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link between elastic anisotropy and auxeticity,35 it is not too surprising that 
ZIF-8 and sodalite are not auxetic. In addition, ZIF-8 and sodalite have a  
pseudo-FCC structure, and FCC frameworks do not generate NPR directly.65,66

Thus, the only examples of NPR in MOFs derive from calculated elastic 
tensors, either from force-fields or dFT models. huang and Chen’s review67 
of NPR in modern functional materials reproduces a table from ref. 25.

Table 2.11 lists MOFs with NPR. Most of the instances have been calcu-
lated using the ElAM code,8 utilising the ‘raw’ values of elastic constants Cij 

Table 2.11    NPR of MOFs.

Compound A* νmin νmax Symmetry Reference

hKuST-1 5.39 −0.31 1.21 Cubic 10
Zn[Au(CN)2]2 2.13 −0.54 0.99 hexagonal 23
NOTT-400 31.93 −1.50 2.26 Tetragonal 18
CPF-1 14.02 −0.52 1.32 Tetragonal 18
Al(Oh) 14.56 −0.08 0.91 Tetragonal 18
CAu-10-OCh3 14.39 −0.98 1.23 Tetragonal 18
NOTT-300 41.33 −1.98 2.71 Tetragonal 19
NOTT-401 17.39 −0.32 1.01 Tetragonal 18
CAu-10-Ch3 8.89 −0.33 0.79 Tetragonal 18
CAu-8 11.42 −0.24 0.91 Tetragonal 18
CAu-10-Br 6.68 −0.23 0.77 Tetragonal 18
CAu-10-h 13.36 −0.21 0.88 Tetragonal 18
ZIF-3 13.89 −0.44 1.34 Tetragonal 20
KMn[Ag(CN)2]3 20.24 −0.62 1.71 Trigonal 24
dMOF-1(loz) 108.00 −1.73 3.14 Orthorhombic 25
MIL-47 216.00 −2.18 2.89 Orthorhombic 25
MIL-53(Al) 141.90 −2.40 2.98 Orthorhombic 25
MIL-53(Al) 118.00 −2.42 3.11 Orthorhombic 18
MIL-53(Ga) 32.22 −1.19 2.80 Orthorhombic 25
MIL-53(V) 48.24 −1.31 2.79 Orthorhombic 18
MIL-61(V) 8.13 −0.01 0.81 Orthorhombic 18
MIL-118(Al) 10.77 −0.41 1.56 Orthorhombic 18
ZIF-4 2.38 −0.11 0.46 Orthorhombic 21
ZnPurBr-LT 5.48 −0.36 0.95 Orthorhombic 27
ZNPurBr-hT 6.84 −0.62 0.80 Orthorhombic 27
MIL-122(Al) 3.84 −0.16 0.98 Monoclinic 18
MIL-122(Ga) 3.18 −0.11 0.98 Monoclinic 18
MIL-121(Al) 6.19 −0.16 0.91 Monoclinic 18
MIL-116(Al) 13.85 −0.37 1.28 Monoclinic 18
MIL-122 (In) 3.56 −0.16 0.99 Monoclinic 28
MIL-140A 36.96 −0.92 1.70 Monoclinic 28
MIL-53(Al) np 26.99 −0.94 3.61 Monoclinic 29
MIL-53(Ga) 115.20 −1.76 2.68 Monoclinic 18
MIL-53(Fe) 69.97 −1.08 2.08 Monoclinic 18
MIL-140A 12.54 −0.11 1.19 Monoclinic 30
MIL-140B 57.93 −1.08 1.21 Monoclinic 30
MIL-140C 26.01 −0.26 1.15 Monoclinic 30
MIL-140d 36.02 −0.58 1.34 Monoclinic 30
MIL-60 19.76 −0.36 1.27 Triclinic 18
CAu-13 77.73 −1.49 3.09 Triclinic 19
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collated in Tables 2.1–2.7. It includes a column for elastic anisotropy, here 
chosen as A* based on eqn (2.17),32 which is readily calculated using the 
ElAM code.

Out of 19 datasets for 13 cubic MOFs (Table 2.1), only hKuST-1 is auxetic 
with νmin = −0.31. It appears quite anisotropic with A* = 5.39, but 7 cubic 
MOFs with higher isotropy (up to 54) do not display auxeticity. The only two 
sets of elastic tensors in the database covering the hexagonal symmetry are 
both for the Zn[Au(CN)2]2 cyanide framework. At first, they look quite similar 
(see Table 2.3), but only one23 of them has NPR at −0.56, while the other22 has 
a very small positive minimum value of 0.01.

Almost all tetragonal MOFs from Table 2.2 have NPR, 11 out of the 12 of 
which the elastic tensor is available. The only trigonal crystal, KMn[Ag(CN)2]3, 
also appears auxetic with a minimum value of −0.62. Most orthorhombic 
MOFs have NPR, 11 out of 17, with the minimum values varying between 
−0.01 and −2.42. Almost all monoclinic MOFs have NPR, 13 out of 14, with 
values ranging from −0.11 to −1.76. Finally, both triclinic crystals from  
Table 2.7 are auxetic, with NPR values of −0.36 and −1.49. Although the sam-
ple set is still limited, this might suggest that NPR is prevalent in MOFs with 
low symmetry.

2.4   Framework Flexibility of MOFs
2.4.1   Which Kind of ‘Flexibility’ Is Relevant for MOFs? 

Material Flexibility vs. Framework Flexibility
The varied and often loosely defined concept of ‘flexibility’ permeates the 
previous sections, as well as much of the literature on the mechanical prop-
erties of MOFs addressed in this book, where it is alluded to that ‘flexible’ 
MOFs behave differently from ‘rigid’ MOFs and where it is suggested that 
flexibility is a necessary condition for the unusual mechanical properties dis-
cussed in Section 2.3.

In a general chemical context, flexibility is used to refer to the ‘ability to 
move’, or ‘ability to deform’. This is made clear in the case of computational 
models where molecules interact with a surface or a porous material, and 
‘host flexibility’ simply describes the fact that the components of the mol-
ecule are allowed to change positions while those of the surface or porous 
material (the host) are not. For a molecule, or molecular linker, conforma-
tional flexibility customarily describes the fact that the molecule can most 
easily change shape, with very low energy barriers, thanks to rotatable dihe-
dral angles.

however, in a more specific ‘materials’ context, what precisely is flexi-
bility? This is really far from clear. The interest in the flexibility of crystals 
seem to start with Pauling, who noted in his 1930 study of sodalite68 that ‘The 
framework, while strong, is not rigid, for there are no strong forces tending to hold 
it tautly expanded’. In fact, much of the materials thinking on the subject of 
structural rigidity follows from the study of silicates, zeolites and glasses, 
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and the concept seems most applicable to, or at least make most sense for, 
framework-type structures, including glasses: it would be rather meaning-
less, for instance, to assert that “metal A is more flexible than metal B”.

It is perhaps useful to also consider what this material flexibility is not. 
Flexibility is certainly not a recognised materials property, in the way that 
stiffness, strength, hardness and toughness are. These properties are well 
defined and can be measured. Sure, authors without a materials science 
background often confuse them, and use, for instance, ‘soft’ when they actu-
ally mean ‘compliant’, or ‘strong’ when they mean actually ‘tough’, but mis-
understandings often get clarified once the actual materials properties are 
mentioned (Young’s modulus and fracture toughness in these examples).

Could we simply define material flexibility as the ability of a material to 
deform, following the chemical tradition? That would probably be unwise, as 
we already have the three uniquely defined elastic moduli for that, Young’s, 
shear and bulk. however, the elastic moduli measure the ability of a material 
to resist specific loads/deformations: uniaxial for the Young modulus, shear 
for the shear modulus, and isotropic for the bulk modulus. Could flexibility 
be a measure of the ability of a material to deform, irrespective of the loading 
type? Again, probably not, as for a given material the elastic moduli tend to 
be in the same range anyway. A polymeric foam is not more flexible that a 
ceramic, it is just more compliant.

The obvious difficulty in defining material flexibility, coupled with the fact 
that it is only really used in relation to framework materials, strongly sug-
gests that it is not possible to use material flexibility as a general, robust 
and uniquely defined materials property. however, this does not mean that 
the concept is not useful, and that ad hoc combinations of elastic properties 
cannot be used to estimate flexibility and to meaningfully compare materi-
als. This is similar to measures of elastic anisotropy, which can be defined in 
many ways (see Section 2.2.3), with most giving comparable results.

The concept of framework flexibility, as opposed to material flexibility, is 
much more limited, but also perhaps more fundamental and more predic-
tive. The context here is essentially mechanical in nature, with the under-
lying net providing the geometry on which a framework of beams, solid 
bodies and joints can be superimposed. The joints are very important; they 
can have differing dofs (hinges seem to be frequent for carboxylate linkers). 
Most of the ‘chemical’ aspects of bonding in MOFs can thus be ignored 
(most, because the nature of the joints derives in part from their chemistry).  
Figure 2.14 illustrates this idea for MOF-5. Following this mechanistic 
approach, framework flexibility simply describes the existence of defor-
mation modes. Some mechanical frameworks can readily deform and are 
deemed flexible (they tend to be called a ‘mechanism’ in mechanical par-
lance); others cannot deform and are labelled rigid (often called trusses in 
the study of statics in structural engineering). This network flexibility is a 
purely binary property, and not a numerical one.

On the one hand, while material flexibility is ill defined, it is not too dif-
ficult to obtain numerical estimates from conventional modelling tools. 



Chapter 296

On the other hand, framework flexibility is well defined as a binary prop-
erty, but its determination requires a mechanical type of analysis, one that 
is not implemented in chemical simulation tools. Fortunately, estimates 
of material flexibility correlate well with underlying framework flexibility.

2.4.2   Estimates for Material Flexibility
The first attempt to quantify MOF material flexibility appears in the work 
by Ortiz et al.25 on the elastic anisotropy of the MIL family of MOFs. They 
suggested that high elastic anisotropy of the Young’s modulus is a signa-
ture of what they call the structural flexibility of the crystal (framework flex-
ibility in this chapter). They justify this by analogy with molecules, where 
low-frequency vibrational modes indicate conformational flexibility. The 
analogy is somewhat forced and indirect, but it makes sense that directions 
of ultra-low (or at least low compared to other directions) Young’s modulus 
corresponds to the directions of loads that activate modes of framework 
flexibility, with low resistance (equivalent to a value of near-zero for the 
Young’s modulus). Young’s modulus anisotropy, AE = Emax/Emin, is simply cal-
culated as the ratio of maximum value over minimum value. It is also shown 
that the similarly calculated shear modulus anisotropy, AG = Gmax/Gmin,  
can provide a very similar signature of structural (framework) flexibility or 

Figure 2.14    Chemical flexibility of MOF-5. Adapted from ref. 69, https://doi.
org/10.1021/acs.cgd.9b00558, under the terms of the CC BY 4.0 license 
https://creativecommons.org/licenses/by/4.0/.
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more precisely its rigidity. No cut-off values of these anisotropy ratios are 
suggested, but subsequent works have proposed that crystals with AE above 
100 should be considered flexible.70 Whilst this approach is easy to imple-
ment, strictly speaking, it is just an ad hoc measure of elastic anisotropy 
and valid only for deformations with a small strain (i.e., not exceeding the 
elastic limit).

Another approach, similar in principle as relying on elastic data, but closer 
in spirit to the low-frequency molecular vibrational analogy, is based on cal-
culating the eigenvalues of the stiffness matrix: low values are also a signa-
ture of framework flexibility.71 This approach is closely related to the Born 
stability criteria (further details in Section 3.4.4.1 of Chapter 3), where a 
necessary condition for a material to be stable is that its stiffness matrix is 
positive definite. The eigenvectors corresponding to the low stiffness eigen-
value are also indicative of the deformation modes, containing the normal 
and shear components.

2.4.3   Mathematical Methods for Framework Flexibility
The study of the rigidity/flexibility (also mobility in the mechanical/
machine literature) of frameworks/structures is of interest in several dis-
ciplines: mathematics,72–74 engineering,75,76 chemistry77–79 and biology.80,81 
Early engineers and architects evidently had some intuitive and practical 
grasp of the rigidity of structures or just relied on excessive redundancy. 
The origins of a more formal approach to the rigidity of structures can be 
traced back to very practical needs in civil engineering, and to the simple 
constraint counting rules that Maxwell82 developed to predict whether 
trusses composed of two force members were flexible or rigid. Maxwell’s 
original counting rule for bar-and-joint framework was later clarified by 
Calladine,75 to include the concepts of mechanisms and states of self-stress 
into the equation
  

 m − s = 3j − b − 6, (2.31)
  

where m is the number of mechanisms, s the number of states of self-stress, 
b the number of bars, and j the number of joints.

The concept of counting rules has also been extended to body-and-bar sys-
tems in what is often referred to as the Chebychev, Grübler and Kutzbach 
(CGK) criterion,
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where m is the number of mechanisms, s the number of states of self-
stress, n the number of bodies, g the number of joints, and the fi are the 
degrees of freedom of each joint. Further details are given in Gogu’s review76 
that contains an interesting historical section and provides alternative for-
mulations and references.
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2.4.3.1  Group Theoretical Approaches
Improved mathematical mechanics approaches to flexibility have initially 
been based on setting up the kinematic (compatibility) matrix and solv-
ing the corresponding eigenvalue problem to obtain the null-space (see for 
instance ref. 83–86 for applications to zeolites). These approaches are more 
rigorous than those based on energy optimisation of systems of ‘springs’ pre-
sented in Section 2.4.4, but algorithms and implementations have been less 
accessible, for historical reasons.

From these, Guest and Fowler have developed elegant procedures based 
on group theory that have been applied with success to mechanical87,88 and 
chemical89,90 problems. The main advantages of these schemes are that they 
are simple enough to be performed ‘by hand’, and general enough to include 
all sort of joints and be extended to periodic90 systems.

Guest and Fowler’s method replaces the scalar counting rules with a group 
theoretical equivalent. In the non-periodic case, body-and-joint case,
  

 Γ(m) − Γ(s) = (Γ(v,C) − Γ∥(e,C) − Γ0) × (ΓT + ΓR) + Γf. (2.33)
  

The difference between the representations of mechanisms Γ(m) and 
states of self-stress Γ(s) can be obtained from the representations of the ver-
tices Γ(v,C), of the edges Γ∥(e,C) and of the dofs of the joints Γf as well as 
the identity Γ0, translation ΓT and rotation ΓR representations. In practice, 
the framework is mapped into its contact polyhedron C, the point group of 
which is identified, and the characters for each symmetry and representation 
are determined and entered into a table of characters.

When eqn (2.33) is written as a sum of irreducible representations (Irreps), 
the positive Irreps correspond to mechanisms, and the negative Irreps cor-
respond to states of self-stress. It is of course still possible that states of self-
stress cancel out mechanisms, like for the scalar counting rules, but it is a bit 
less likely. The corresponding scalar counting rule can be read directly from 
the identity operation column.

The procedure is not especially onerous, but as often, examples are the 
best way to illustrate it; some can be found in Guest and Fowler’s articles87–90 
and specifically for MOFs in the supplementary information of Marmier and 
Evans’ study.91 The determination of the characters for Γf is the most delicate 
task.

Marmier and Evans have applied the non-periodic version of this group 
theoretical method to three MOF cells displayed in Figure 2.15: a hypothet-
ical pcb framework, and the open and close cells of MOF-5. The resulting 
group theoretical calculations for the pcb framework in the D4h point group 
are given in Table 2.12.

By inspection of Figure 2.15, the pcb framework appears flexible, almost 
obviously so. And indeed, the irreducible representation of Γ(m) − Γ(s) has 
one positive term that is not obscured by a state of self-stress. It is important 
to note that the corresponding scalar equation gives m − s = −6, suggesting 
rigidity. This is not surprising when considering that the scalar counting 
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rules ignore the framework geometry: in the pcb case the fact that the bend-
ing arms are all of the same length. A similar framework, but with bending 
arms of differing lengths, would indeed be locked.

For MOF-5, Γ(m) − Γ(s) equals −T1g − A1u + [A2u] − T2u for the large pore frame-
work (Figure 2.15, bottom-left) and −A1g + [A2g] − T2g − T1u for the small pore 

Figure 2.15    unit cells for pcb net (top), MOF-5 large-pore cell (bottom left) and 
MOF-5 small-pore cell (bottom right). The arrows in the MOF-5 mod-
els display the flexible mechanism. Adapted from ref. 91 with permis-
sion from the Royal Society of Chemistry.

Table 2.12    Character table of eqn (2.33) for a pcb framework in the D4h group.

D4h E 2C4 C2 2C′2 2C″2 I 2S4 σh 2σv 2σd

Γ(v,C) 10 2 2 0 0 — — — — —
Γ∥(ē,C) 12 0 0 −2 0 — — — — —
Γ̄0 1 1 1 1 1 — — — — —

T R




  

−3 1 1 1 −1 — — — — —

6 2 −2 −2 −2 0 0 0 0 0

f





−18 2 −2 −2 2 0 0 0 0 0

12 0 0 2 0 0 0 4 6 0

= Γ(m) − Γ(s) −6 2 −2 0 2 0 0 4 6 0
Γ(m) − Γ(s) = [A1g] − A2g − B2g − Eg − A1u − 2B1u
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framework (Figure 2.15, bottom-right). Both frameworks have the Oh point 
group, and each exhibits a deformation mechanism, obvious by inspection 
in the large pore case (rhombohedral deformation, along the cube diagonal), 
less so in the small pore case (contra-rotation of opposing sides, see Figures 
2.15 and 2.19). But when the full unit cell of MOF-5 is considered (4 small 
pores and 4 large pores arranged alternately), it has the Td point group and 
its Γ(m) − Γ(s) is − 3A1 − 3A2 − 6E − 7T1 − 7T2, without positive Irreps, which 
suggests the absence of mechanisms. The main limitation of this approach 
is that it can only offer proof of flexibility. Rigidity remains ambiguous, as 
it remains possible that a mechanism is obscured (subtracted) by a state of 
self-stress of the same symmetry.

We are not aware of published studies using the full periodic method to 
investigate the framework flexibility of MOFs, but the principles are the same 
as for non-periodic methods.

2.4.3.2  Rigidity Theory
Since the 1970s, mathematicians and materials scientists interested in 
glasses and amorphous materials have developed a formal, rigorous and  
theorem-based rigidity theory (also structural rigidity) as a branch of combi-
natorial graph theory that can be used to predict which parts of an ensemble 
formed of bars or rigid bodies connected by flexible hinges or linkages can 
bend or flex. Graver’s short volume, ‘Counting on Frameworks’92 provides an 
accessible introduction to the topic albeit centred on tensegrity structures. 
‘Rigidity Theory and Applications’,93 edited by Thorpe and duxbury, is also 
accessible, with chapters dedicated to molecular aspects of rigidity theory. 
‘Combinatorial Rigidity’94 by Graver, Servatius and Servatius goes into more 
details and is often more abstract. But, all considered, the review article 
on rigidity theory applied to biomolecules by hermans et al.80 is lighter on 
abstract mathematics and relevant for MOFs.

Rigidity theory has evolved way beyond the simple Maxwell-style scalar 
counting rules and has developed into a generic theory with many contem-
porary research avenues and with complex applications into biology (protein 
folding) and engineering (swarm robotics95) to name a few. It concerns itself 
with frameworks, which in this context comprise both a graph and a real-
isation (a physical model, or a set of coordinates) and accommodate both 
bar-and-joint and body-and-joint models. The theory has also been extended 
to periodic graphs,96 which is very promising for MOFs or other framework 
materials.

The theory can consider different types of rigidity: global, local, mini-
mal, redundant, finite, infinitesimal and static. But properly defining these 
requires the kind of mathematics that goes way beyond the scope of this 
chapter.

Several algorithms have been developed to assess whether a graph or sub-
graph is (infinitesimally) rigid or flexible. The most advanced seem to be of 
the pebble game97 variety. In the 2d bar-and-joint implementation, each node 
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is given 2 pebbles (representing its dofs) and is considered free if it retains 
both pebbles. The algorithm then considers sequentially each edge: if it links 
two free nodes (with 2 pebbles), it is then allocated one (in general it does 
not matter which) of the 4 ‘free’ pebbles. Pebbles can be shuffled through 
the graphs following certain rules. Redundant edges, those that link nodes 
for which it is impossible to find 2 pebbles are not allocated any pebbles. The 
remaining untethered pebbles define the number of dofs of the framework.

In general, pebble game algorithms do not work in 3d for bar-and-joint 
frameworks, but they do work for body-and-joint frameworks.

Software is available to carry out rigidity analysis of biomolecules, and 
there are no reasons why they could not be adapted for MOFs. The review by 
hermans et al.80 has a comprehensive list with descriptions, which we pro-
vide links for here:
  

 ● ProFlex/FIRST:98 https://kuhnlab.natsci.msu.edu/software/proflex/
 ● CNAnalysis:99 https://cpclab.uni-duesseldorf.de/cna/
 ● KINARI:100 http://kinari.cs.umass.edu

2.4.4   Atomistic Methods for Framework Flexibility
The following methods follow a much more chemical tradition and eschew 
graphs and matroids for atomistic sites and harmonic potentials. They all 
highlight a certain tendency in computational chemistry to formulate prob-
lems that can be solved by tools such as energy optimisation and lattice 
dynamics for which algorithms are widely known and often already imple-
mented in libraries and packages.

2.4.4.1  Rigid Unit Modes
The rigid unit modes (RuMs) method is another method with a strong chem-
ical flavour, based on frameworks flexibility. It was designed in the 1990s 
to explore phonon spectra and displacive phase transitions in framework 
materials such as silicates and perovskites.101–104 More recently, it has been 
applied to MOF-5 105 and several members of the ZIF family.106 Figure 2.16 
displays plausible rigid units for MOF-5, two possible descriptions for the 
Zn4O13 secondary building unit (SBu) and three for the BdC (1,4-benzenedi-
carboxylate) ligands.

The implementation of the RuMs method is strikingly elegant and involves 
defining groups of atoms, the so-called rigid units, and splitting the atoms 
that link them (often oxygen atoms, red spheres in Figure 2.16) into two par-
ticles, which are joined by a stiff linear spring of zero equilibrium length, 
thus mimicking a revolute joint. The total energy can be expressed as a sum 
of harmonic potentials, easily accounting for periodicity, and all the tools 
available to more precise atomistic models as discussed in Chapter 3, such 
as lattice dynamics and molecular dynamics, are in principle also applicable. 
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The total energy is clearly meaningless, but relative energy changes can indi-
cate which deformations are more or less favourable. The dynamic matrix is 
easily calculated and can be diagonalised for any wave-vector to obtain pho-
non dispersion curves.

It might be possible to implement this very simple but unusual RuM poten-
tial model into standard atomistic simulation codes, but the generation of 
the rigid units might be quite challenging. To the best of our knowledge, the 
only reported publications explicitly following the RuMs model have mostly 
used a dedicated software named CRuSh.103,104

CRuSh has mostly been used to determine the RuM phonon modes of 
zeolites Zr2O8 and Zn(CN)2, but also of a few MOFs, the ubiquitous MOF-5 105 
and four ZIFs,106 specifically to understand which modes have a negative 
Grüneisen parameter and contribution to NTE. More specifically, the pho-
non spectra for the RuM models of Figure 2.16 (for MOF-5) are compared 
with a more realistic spectrum obtained from dFT; how well the NTE modes 
match reveals the type of motion that control NTE. Interestingly, while most 
of the NTE in MOF-5 is due to RuM modes, a non-negligible contribution is 
due to a mode that cannot be reproduced by any of the RuM models shown 
in Figure 2.16.

Figure 2.16    Flexibility models for the components of MOF-5 (top: secondary build-
ing units (SBus), bottom: ligands). Adapted from ref. 105 with permis-
sion from the Royal Society of Chemistry.
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We are not aware of studies using the RuMs idea to specifically determine 
framework flexibility. On the one hand this is surprising, as software is avail-
able and automation does not seem overly complex. On the other hand, it 
might actually be even simpler to just use more realistic potential models 
(even at the dFT level) and materials databases with a well-established atom-
istic modelling code, obtain a whole raft of properties, and determine the 
framework flexibility using an estimate as described in Section 2.4.2. Such a 
study has been carried out for zeolites107 using elastic anisotropy as a proxy. 
No such analysis has been carried for MOFs thus far.

CRuSh is available from the CCP14 website at
  

 ● CRuSh: http://ccp14.cryst.bbk.ac.uk/ccp/web-mirrors/crush/mineral_ 
sciences/crush/

  
A novel group theoretical/algebraic approach to RuMs has been recently 

developed by Campbell et al.108 It uses conditions of connectedness to con-
struct a linear system of equations in the rotational symmetry-mode ampli-
tudes. The procedure relies on some of the group-theoretical tools of the 
ISOTROPY software suite within which it has been implemented as ISOTILT.
  

 ● ISOTILT: https://iso.byu.edu/iso/

2.4.4.2  Template-based Geometric Simulation
Template-based geometric simulation109 is a development and generalisation 
of the RuM ideas. It is based on ideal templates (regular polyhedral, or molecu-
lar fragments) superimposed onto an actual atomic configuration, or clusters. 
The algorithm first allocates the templates onto the relevant atomic clusters, 
locating (rotation being the difficult part) them in a way that minimises mis-
matches. In the likely situation where the initial configuration contains non-
ideal clusters, some mismatch remains and the ideal templates are not joined. 
An iterative relaxation of the atomic position is then carried out, to reduce the 
mismatches. These ideas are implemented in the GASP software.110

This approach has mostly been used for zeolites, specifically to study the 
so-called flexibility window,77 the range of density within which zeolites are 
realisable. Experimental zeolites exist toward the low density edge of this 
range, the pore being inflated by Coulombic repulsion, in contrast to most 
materials which tend to be as dense as local chemical and geometrical con-
siderations allow.

Recent developments have made possible the study of MOFs by geometric 
simulations. In the pilot study,110 the lattice parameter variation/optimisa-
tion facilities of GASP successfully predicted stress-free motion and therefore 
framework flexibility for MIL-47 and MIL-53. GASP was also used to study the 
flexibility and probe possible interconversion of three MOFs based on Zn and 
a tripodal tricarboxylic ligand (h3cbt).111 The GASP software is available at: 
GASP: https://github.com/EssayWells/GASP_6
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2.4.4.3  Molecular Truss Models
Another numerical approach for checking the flexibility of carboxylate-based 
MOF78 has been proposed by Sarkisov et al.78 (note that all the interesting 
details are in the supporting information material). A specialised algorithm 
simplifies the molecular structure and creates rigid bonds (in practice stiff 
harmonic springs) between metallic, carbon and oxygen atoms, subject to 
various cut-off distances. In some cases, for instance, to reproduce the tri-
mesic acid linkers in hKuST-1, ‘ghost atoms’ are added (Figure 2.17, bottom 
right). This procedure leads to truss structures, as seen in Figure 2.17, con-
taining quasi-rigid SBus and ligands, but also free hinges. Thirteen unit-cell 
perturbations (1 bulk, 6 uniaxial, 3 shear, 3 biaxial) are quantified by an order 
parameter whose value is 1.0 at equilibrium. These perturbations are applied 
with a range of order parameters spanning the equilibrium (from 0.9 to 1.1), 
and the system is relaxed using potential energy minimisation techniques, 
leading to increases in energy.

Figure 2.17    Molecular truss models of MOF-5 (top) and hKuST-1 (bottom). 
Adapted from ref. 78 with permission from American Chemistry Soci-
ety, Copyright 2014.
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A rigid framework is defined as one which experiences high energy varia-
tion ΔE (termed a ‘penalty’ in the article) for all perturbations, while a flexi-
ble framework has a very flat energy curve for at least one deformation mode. 
The authors provide a criterion of ΔE < 0.01 for this, but it is based on an 
arbitrary ‘stiffness constant’ and is not generalisable.

using this approach, 4 out of 10 experimental MOF structures display 
flexibility (MIL-47, MIL-53, MIL-88 and dYB), although for one perturbation 
only, and 7 out of 13 hypothetical MOFs display flexibility, often for several 
perturbations.

2.4.5   Macro-mechanical Models
In the same article,78 Sarkisov et al. also built several very interesting physical 
mechanical models using wooden components for the SBus and ligands and 
metallic hinges for the hinges. For obvious reasons, periodic structures are 
not possible, but this very tactile method can demonstrate very nicely the 
flexibility of unit cells, as shown in Figure 2.18.

Figure 2.18    Macro-mechanical models for MOF-5 (top) and hKuST-1 (bottom). 
Adapted from ref. 78 with permission from American Chemistry Soci-
ety, Copyright 2014.
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This approach is being partially replicated using standard LEGO® Tech-
nics components for the ligands and crucially the joints, coupled to custom 
3d printed ‘SBus’. Figure 2.19 showcases the LEGO® models and their defor-
mation modes for the small-cell and large-cell models of MOF-5.

unfortunately, the available hinge components all have drawbacks. The 
initial models used universal joints (LEGO® Id 61903) locked-in into hinge 
motion in a single plane with epoxy adhesive, but they proved too com-
pliant with no neutral position and too fragile. The second iteration used 
ratcheted ‘click’ hinges (Id 30552/30553) which were very good for the neu-
tral/straight positions, but with only nine angular positions available made 
deformations stiff and over constrained, as can be seen in Figure 2.19. For 
the third iteration, we are developing 3d printed flexible hinge joints for a 
future study.

2.5   Conclusions and Outlook
Many MOFs seem to display anomalous elastic and thermo-elastic properties.

The mechanisms for NLC are essentially well understood and are based on 
the interplay between rigid, stiff building blocks and compliant joints flexing 
in ‘wine-rack’ motions or analogues thereof. The mechanisms for NTE are 
also well understood, and are also based on similar, but dynamic, motions of 
rigid building blocks.

Figure 2.19    Macro-mechanical models for MOF-5, large pore cell (top) and small-
pore cell (bottom). Notice how the orientation of the hinge differs 
between the small-pore and large-pore cell configurations.
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NPR still seems different. The meta-analysis of Section 2.3.3.2 implies that 
NPR is very common in MOFs with symmetry lower than cubic. It will be 
interesting to expand this preliminary study to ascertain the type of auxetic-
ity, investigate the links between auxeticity, anisotropy and flexibility, and 
identify the underlying mechanisms. Based on past experience with zeolites, 
it is unlikely that a unifying mechanism will emerge. Moreover, it is possible 
that new mechanisms based on new geometries will be discovered.

The relationship between framework flexibility and unusual properties is 
not entirely clear yet, beyond the obvious that the existence of flexible mech-
anisms allows larger framework deformation (whether due to pressure, tem-
perature or directional load). It is entirely possible that rigid frameworks can 
still generate unusual, negative elastic properties, especially NPR. After all, 
many dense cubic metals are auxetic.

Tables 2.1–2.7 list the elastic constants for more than 67 MOF samples 
(from 56 distinct MOFs), but there is little doubt that these tables are already, 
if not obsolete, at least incomplete. New MOFs are synthesised at a fast rate, 
and improved computational tools, chiefly dFT packages, currently make 
the determination of their elastic properties relatively straightforward. The 
availability of elastic tensor exploration tools has also made the identifica-
tion of unusual elastic properties painless. Experimental validations of the 
computed elastic constants, however, are not so straightforward.

Besides these serendipitous bottom-up approaches, the emergence of 
more systematic methods, either based on brute force atomistic model-
ling63,64,107 or on machine learning,112,113 promises to speed up the discovery 
of more MOFs with unusual elastic properties. Another challenge lies in the 
translation of these theoretically determined properties to yield functional 
materials with real-world applications.
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3.1   Introduction
The structure of metal–organic frameworks (MOFs) is governed by an intri-
cate interplay of disparate interactions, from weak dispersion forces to strong 
covalent bonds, and from isotropic to strongly directional interactions. This 
gives rise to several attractive but often poorly understood mechanical phe-
nomena in these ‘soft’ solid-state materials, including negative linear com-
pressibility (NLC),1 negative thermal expansion (NTE),2 extreme anisotropy 
that may even lead to a negative Poisson's ratio or auxetic behaviour (Chap-
ter 2), and a wide variety of both displacive and reconstructive phase transi-
tions induced by mechanical stress or other external stimuli including gas 
sorption and temperature, among others.3,4 Furthermore, the experimen-
tally observed macroscopic response of MOFs to external stimuli is not only 
defined by this intrinsic interplay of interactions at the atomic, microscopic 
level, but is also impacted by effects occurring on larger length scales that 
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may supersede this intrinsic response. Examples of such long-range effects 
include the interplay between different types of structural disorder,4,5 the 
impact of crystallite size and morphology,6 interactions occurring between 
different MOF crystals present in a macroscopic sample, and interactions 
between the MOF and the experimental probe interrogating its mechanical 
behaviour.7 Therefore, isolating and understanding the salient features that 
define the macroscopic mechanical behaviour of a MOF is not only inspired 
by a fundamental scientific curiosity, but is also vital to enable the design of 
MOFs with predefined macroscopic functionalities not encountered in other 
materials.

Computational MOF research plays an important role in this respect, espe-
cially when adopted in close feedback with experimental research. given the 
relative compliance of MOFs to external stimuli, the aforementioned com-
plexity in different interactions at the microscopic level, and the hierarchical 
and multiscale nature of interactions from the unit cell level to the macro-
scopic MOF material, it is clear that the applicability of any given modelling 
tool strongly depends on the specific question at hand. Furthermore, since 
anomalous mechanical behaviour is encountered much more frequently 
in MOFs than in other solid-state materials, modelling techniques that are 
deemed firmly established in solid-state computational research may be too 
inaccurate to be used in MOF research. as a result, the advent of MOFs also 
necessitated – and continues to necessitate – the development of fundamen-
tally new in silico techniques, as well as the adaptation of established tech-
niques, to account for their soft behaviour. In this respect, computational 
MOF research is located at the exciting intersection where newly developed 
modelling tools are put to a stringent test to reproduce the mechanical 
behaviour of experimentally characterised MOFs on the one hand, and where 
newly observed anomalous behaviour in MOFs (Chapter 2) forms an impetus 
to develop new computational techniques on the other.

In Chapter 3, we shall critically review the computational tools that are 
being developed and used to model MOF mechanics. an extensive list of lit-
erature examples is provided to discuss each of these methods, focussing on 
the computational parameters affecting their accuracy, their scope of appli-
cability and limitations, and how they compare to alternative techniques. 
This discussion is divided into techniques that probe the equilibrium or elas-
tic behaviour of MOFs in Section 3.4 and techniques that model phase transi-
tions or the plastic behaviour of MOFs, discussed in Sections 3.5 and 3.6 for 
single-crystal-to-single-crystal transitions and single-crystal-to-amorphous 
transitions, respectively. While these sections also briefly summarise the 
theoretical cornerstones on which these techniques are built, a more elab-
orate theoretical underpinning of how to model the mechanical behaviour 
of MOFs, which transcends the specific techniques discussed in the second 
half of this chapter, is provided in Sections 3.2 and 3.3. Section 3.2 focuses 
on how to identify mechanical properties, which are mostly taught from a 
macroscopic continuum point of view, with an atomistic view of MOFs. Sec-
tion 3.3 discusses the ingredients needed to extract mechanical properties 
from computational MOF simulations as accurately as possible. The chapter 
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closes in Section 3.7 with a personal outlook on the critical challenges that 
computational MOF research needs to overcome to further advance the 
research field, and provide a holistic and multiscale approach to predict the 
mechanical performance of MOFs.

3.2   From a Continuum to an Atomic Description of 
Stress and Strain

variables such as the Cauchy stress or constitutive relations such as hooke's 
law are ubiquitously used in computational MOF research, although they 
find their origin in continuum theory.8 In continuum mechanics, a mac-
roscopic body is regarded as an assembly of continuum particles or voxels 
such that the state variables that define the mechanics of this body – such as 
stress and strain – vary smoothly over adjacent particles and are governed by 
macroscopic continuum field equations.8 While continuum particles need 
to be infinitesimally small from a macroscopic point of view, the state vari-
ables associated with such a continuum particle are still derived from a finite 
microscopic region surrounding the location of the particle to ensure this 
smoothness.8 This contrasts with the typical atomistic viewpoint of mate-
rials adopted in computational MOF research, in which for instance the 
mass density fluctuates wildly between nonzero values for locations where 
nuclei are present and zero values elsewhere. To reconcile these two points 
of view, the length scale of continuum particles – and hence the length scale 
on which state variables such as Cauchy stress are defined – should be much 
smaller than the length scale on which variations in the continuum fields 
occur and, simultaneously, much larger than typical atomic length scales to 
ensure the smooth behaviour over adjacent continuum particles.8

While continuum mechanics does not make any assumptions on the under-
lying atomistic framework of the material, one may ask how these phenom-
enological continuum equations are governed by the particles constituting 
the material and their interactions. This would allow one not only to define 
these phenomenological parameters, such as the stiffness tensor or the point 
at which a material deforms irreversibly, from a quantum mechanical point of 
view, but also to draw casual relations between the atomic structure of a MOF 
and its mechanical properties and hence accelerate the discovery of exciting 
anomalous behaviour in tuneable functional materials such as MOFs.

Such a statistical mechanics picture of continuum theory was pioneered 
by Irving and Kirkwood in 1950, when they proposed atomic expressions 
for continuum properties including the stress tensor and the heat current 
density.9 In order for these properties to be true atomistic descriptions of 
the material consistent with the continuum variables defined earlier, these 
so-defined point functions should satisfy two requirements:
  
 1.  When properly averaged over space (over the continuum particle length 

scale defined earlier on) and time, the atomistic definitions should 
coincide with the continuum definitions;
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 2.  The atomistic definitions should satisfy the same hydrodynamical 
equations – continuity equation, equation of motion, and equation of 
energy transport – as the continuum variables. This also implies that, 
for instance, an elasticity tensor defined at the atomic scale can be 
interpreted as a local equivalent of an elasticity tensor defined for a 
macroscopic body, forming a bridge between atomic and continuum 
theories.

  
In this section, this consistent approach will be adopted to derive atomic- 

level definitions of strain and stress. While one could, alternatively, simply 
postulate these definitions, this explicit derivation will help the further dis-
cussion in two ways. First, it will unveil the different approximations when 
defining stress and strain at the atomic level and hence help to understand 
under which inherent limitations the mechanical properties of MOFs can 
be simulated. Second, this discussion provides the ingredients necessary to 
computationally simulate MOFs under constant pressure or stress in Section 
3.3.3.

Let us begin by considering a conservative atomic system of N particles 
and a right-handed Cartesian frame of reference with basis vectors (e1,e2,e3), 
as depicted in Figure 3.1. With respect to this reference frame, the system 
is defined by the positions of its N particles ri = xie1 + yie2 + zie3, i ∈ [1,N] and 
their momenta pi. To simplify the notation, define the 3N-component vectors 
rN = (x1,y1,z1,x2,y2,z2,…,xN,yN,zN) and pN = (p1x,p1y,p1z,p2x,p2y,p2z,…,pNx,pNy,pNz). 
an alternative way to describe the positions of these atoms is by defining 
them with respect to a right-handed set of vectors (a1,a2,a3) that forms a par-
allelepiped  i ij jaa e . Note that, in contrast to the basis vectors defined 
before, the vectors ai do not need to be orthogonal nor normalised, although 

Figure 3.1    Schematic illustration of a crystalline material for which a unit cell  
h = [a1 a2 a3] (blue parallelepiped) containing six atoms can be defined. 
The material can then be described by a periodic repetition of this unit 
cell (five additional repetitions are shown in grey). Each atom can be 
defined either with respect to a Cartesian basis (in green) or in frac-
tional coordinates, with respect to the unit cell vectors (in blue).
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they do need to form a linearly independent set. These vectors can be col-
lected in the 3 × 3 matrix h in which these vectors appear as the columns 
(observe that h is not a tensor):
  

 

11 21 31

1 2 3 12 22 32

13 23 33

.
a a a
a a a
a a a

 
       
  

h a a a  (3.1)

  

Note that both matrices and tensors of rank two or higher will be denoted 
by bold-faced upright symbols. For (nearly) crystalline materials such as 
MOFs, the vectors ai are often defined such that h defines the simulation 
cell matrix which is periodically repeated in space to mimic bulk conditions, 
as shown in Figure 3.1 and as discussed more extensively in Section 3.3.1. 
however, one could also define them based on the external surfaces of finite 
MOF crystallites in nonperiodic simulations. With respect to h, the atomic 
positions can be defined in fractional coordinates si, such that ri = si1a1 + si2a2 
+ si3a3, i ∈ [1,N] or, in matrix notation, ri = hsi. Furthermore, we will assume 
that the atoms interact with one another through a potential energy function 
that only depends on the positions of these atoms:  N r  . This potential 
energy forms a surface in the 3N-dimensional configuration space, the con-
struction of which will be further discussed in Section 3.3.2. Equipped with 
these definitions, it is now possible to proceed to atomistic definitions of 
strain and stress.

3.2.1   The Atomic Definition of Deformation Gradient  
and Strain

as in the continuum definition, atomic-level strain requires a reference or 
undeformed state against which a deformation is defined. herein, proper-
ties of this reference state will be denoted by a subscript ‘0’ symbol. hence, 
the positions, fractional coordinates, and cell matrix of the reference state 
will be indicated by rN

0, sN
0, and h0, respectively, as illustrated in Figure 3.2(a).

Figure 3.2    a general deformation of a crystal with respect to a reference configu-
ration (a) can be divided into a uniform deformation (b), defined by the 
deformation gradient (in blue), and atom-specific deformations (c, in 
orange).
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Following Cauchy and Born,10–12 suppose that the material under study 
deforms to the state defined by rN, sN, and h, shown in Figure 3.2(c). If the 
atoms would be deformed uniformly, as shown in Figure 3.2(b), the frac-
tional coordinates in the deformed configuration would remain unchanged 
with respect to their values in the reference state, s0i = h0

−1r0i, where h−1 is the 
matrix inverse of h. hence, under a uniform deformation, the positions of 
the particle are given by ri = hh0

−1r0i. This motivates the identification of hh0
−1 

as the atomic definition of the continuum deformation gradient F:
  

 F = hh0
−1. (3.2)

  

Note that this definition ensures that F is a second-rank tensor, even 
though h is not.

a general deformation will not be completely uniform over the cell matrix. 
For quasi-uniform deformations, this departure from a uniform deformation 
is defined by the atomic displacement vectors wi, such that ri = Fr0i + wi = 
hh0

−1r0i + wi, as shown in Figure 3.2(c).8 When following the system through 
time, for instance in a molecular dynamics simulation, this property is time 
dependent:
  

 ri(t) = F(t)r0i + wi(t) = h(t)h0
−1r0i + wi(t). (3.3)

  

This so-called Cauchy–Born rule was originally derived to relate the mean 
positions of a deformed lattice to its undeformed reference state under a 
homogeneous deformation; but it has since been extended to also describe 
noncrystalline structures. Importantly, in the formulation given above, a qua-
siuniform deformation of h0 is assumed, which limits the field of applicabil-
ity of eqn (3.3) to a region around the undeformed state, the extent of which 
is, inconveniently, a priori unknown.8 as a result, the Cauchy–Born rule has 
been shown to no longer hold under phase transformations, either displacive 
or reconstructive, among other limitations.13 When studying large-amplitude 
responses in MOFs, care should therefore be exerted to establish a proper ref-
erence state to define the deformation gradient of eqn (3.3). Taking MIL-53(al) 
as a textbook example,14 it cannot be expected that both the large-pore (lp) and 
closed-pore (cp) states of this material can be described by the same reference 
cell. When discussing a simulation protocol to probe MOFs under a constant 
external stress in Section 3.3.3, this statement will be further refined through 
the introduction of an adaptive modelling scheme. For a more in-depth discus-
sion on the limitations and extensions of this approach, the interested reader 
is referred to Section 11.2 in ref. 8 and references therein.

From the atomic definition of the deformation gradient in eqn (3.1), one 
can define the Lagrangian strain η, in the same fashion as in continuum 
mechanics:
  

    1
0 0

1 1
,

2 2
T T T     F F I h h hh I  (3.4)
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which coincides with the definition by ray and rahman.15 herein, I is the 
second-rank unit tensor, and a−T = (a−1)T = (aT)−1, with T denoting a matrix 
transposition. Similarly, the Eulerian strain,† εeul, is given by
  

 
   eul 1 1

0 0
1 1

.
2 2

T T T      ε I F F I h h h h  (3.5)
  

3.2.2   The Atomic Definition of Stress
Deriving an atomic equivalent to the continuum stress tensors is slightly 
more intricate. an intuitive derivation, based on ref. 8, starts from the ther-
modynamic observation that an N-atom system strained by a deformation 
gradient F and under temperature and stress control is described by the 
gibbs free energy (or free enthalpy) G:16
  

 G(N, P, T; F) = F(N, T; F) − V0P:F. (3.6)
  

In this expression, T is the absolute temperature, V0 = det(h0) is the volume 
of the cell matrix h0 describing the undeformed system, P is the first Piola–
Kirchhoff stress tensor, and F is the helmholtz free energy that describes 
the system under constant deformation and temperature. Furthermore, P:F 
denotes the tensor contraction of the two second-rank tensors P and F, such 

that 
3 3

1 1

: ij ij
i j

P F
 

P F .‡  The gibbs free energy reveals the (meta)stable states 

of the system under temperature and stress control as those states for which 
the derivative of the gibbs free energy with respect to the deformation gra-
dient vanishes:
  

       
0

0

, , ; , ; , ;1
; .

G N T F N T F N T
V T

V
  

     
  
P F F F0 P 0 P F
F F F

 (3.7)

  

Note that eqn (3.7) defines a tensor equality, which needs to hold for all 
nine components of F. Obtaining an atomic definition of the stress tensor 

† These two different definitions for the same ‘strain’ property find their origin in the different 
ways one can look at continuum deformations: the material or the spatial perspective. In the 
materials perspective, properties are assigned to a material point, which moves through space 
upon deforming the material. In the spatial perspective, properties are assigned to a fixed point 
in space, irrespective of the material deformation. These two points of view give rise to the 
Lagrangian and the Eulerian strains as defined in eqn (3.4) and (3.5) respectively. herein, we 
will adopt the material point of view when discussing materials properties and hence use the 
Lagrangian strain as the correct strain descriptor.

‡ a similar description for the gibbs free energy can be obtained by considering the finite 
Lagrangian strain η, defined in eqn (3.4), as independent variable in eqn (3.6) instead of the 
deformation gradient F. In that case, the second term in the right-hand side of eqn (3.6) equals 
−V0 S:η instead of −V0 P:F, with S being the second Piola–Kirchhoff stress tensor, also denoted 
(the negative of) the thermodynamic tension.15 In addition, it should be noted that the exis-
tence of a gibbs free energy as a thermodynamic potential under a general deformation has 
been questioned, in contrast to the universally accepted definition of free energy under a hydro-
static pressure.253
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P near equilibrium thus boils down to finding an atomic definition of the 
helmholtz free energy F, which is possible through the partition function Z 
of this system:
  

 
 

 
 

B B 3
B

,1
, ; ln ln exp d d .

!

N N
N N

N T NF N T k T Z k T
N h k T

  
      

    
F
F

F
 r p

r p

 (3.8)
  

herein, kB is Boltzmann’s constant, h is Planck's constant,
  

 
   

1

,
2

N
N N Ni i

i im


  p p

r p r   (3.9)

  

is the hamiltonian describing the system, Γ(F) describes the subregion 
of the 6N-dimensional phase space spanned by rN and pN that is accessible 
under the given deformation gradient, and mi is the mass of particle i. In this 

equation, pi·pi denotes the scalar product of two vectors: 
3

1
i i

i

a b


 a b . The 

F-dependence in the integration boundaries of eqn (3.8) arises as the defor-
mation gradient is defined based on the matrix h and hence restricts the 
positions where the atoms can be located. however, its presence complicates 
taking the derivative of eqn (3.8) with respect to F. To move the F-dependence 
of eqn (3.8) to the integrand of the partition function, ray and rahman pro-
posed a canonical transformation of the hamiltonian using the generating 
function15
  

 
   0 ,0

1

, ,
N

N N
i i

i

G


  p r p rF
 (3.10)

  

in which the subscript ‘0’, as usual, indicates properties of the sys-
tem in its undeformed configuration. Eqn (3.10) generates the canonical 
transformation
  

 ri = Fri,0 pi,0 = FTpi (3.11)
  

and leaves the form of the hamiltonian invariant, such that
  

 
            ,0 ,0

0 0 0 0 0 0
1
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2

T TN
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i im
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F F
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(3.12)

  

Importantly, this transforms the helmholtz free energy of eqn (3.8) in such 
a way that the deformation gradient no longer appears in the integration lim-
its but in the integrand instead:
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as a result, the first Piola–Kirchhoff tensor from eqn (3.6) can be evaluated 
as follows:
  

     0 0 0B

0 0 0

, ,, ;1 1 1
; ,

N N
N T

N T

F N T Zk T
P T

V V Z V

 
   

  
F

F

FFF
F F F

 r p
 (3.14)

  

or, after some lengthy calculus:
  

 

 1

,0
10

1
( ; ) ,

N
i i

i
i i i

T
V m





 
   


F

P F p p
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where ⊗ denotes the dyadic product of two vectors, (a⊗b)ij = aibj, yielding 
a second-rank tensor. Both in eqn (3.14) and (3.15), 〈·〉 indicates an ensemble 
average, although an instantaneous stress Pinst can be defined by omitting 
this average in eqn (3.15), such that 〈Pinst〉 = P. Similar to the definition of an 
instantaneous temperature, however, it is important to recognise that only 
the ensemble-averaged definition of the Piola–Kirchhoff tensor enters ther-
modynamic relations.

From this definition of the first Piola–Kirchhoff tensor P and following the 
continuum relations between this tensor and the second Piola–Kirchhoff 
stress tensor S and Cauchy stress tensor σ,8 one obtains:
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The Cauchy stress tensor of eqn (3.17) is the stress tensor most often cal-
culated during each integration step of a molecular simulation to obtain 
a measure for the internal stress. From the above definition, one can also 
determine the pressure of the system as (the negative of) the trace (Tr) of the 
above expression:
  

 
    

2

1

1 1
; Tr ; ,

3 3

N
i

i
i i i

p
P T T

V m


    

F σ F 
r

r
 (3.18)

  

although it is more straightforward to obtain an atomic definition of the 
pressure by realising that the appropriate gibbs free energy expression for a 
system under pressure and temperature control is given by
  

 G(N, P, T; V) = F(N, T; V) + PV, (3.19)
  

which should be minimised with respect to the volume V to obtain an 
atomic expression for the pressure. This alternative procedure yields the 
same results as eqn (3.18).
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Eqn (3.4) and (3.5) for the strain and eqn (3.15)–(3.18) for the stress define 
the sought-after connection between the continuum stress and strain and 
the atomic properties of a system: the masses mi, positions ri, and momenta 
pi of each of the atoms, as well as interactions   acting between the atoms 
and the deformation gradient F defining the current cell configuration h 
compared to the reference cell h0.

3.3   Ingredients Necessary to Atomically Model MOF 
Mechanics

Computational modelling is a bottom-up approach in which the macro-
scopic behaviour of a material is determined starting from knowledge about 
the positions of its constituents – electrons and nuclei – and the interactions 
between them. The common goal of any computational modelling endeav-
our is to understand how interactions at the atomic scale give rise to mac-
roscopically observed properties and to adopt this information to design 
materials with predesigned functionalities (e.g., susceptible to phase tran-
sitions, NLC, NTE). In order to achieve this ambitious target, the following 
three main questions need to be considered, irrespective of the details of the 
problem at hand:
  
 1.  how can the experimental, macroscopic material consisting of an 

immense number of atoms be represented by a much smaller num-
ber of particles, varying from a few thousands to a few million atoms 
depending on the available computational power and the choice of 
model to approximate the interatomic interactions and external condi-
tions (see points 2 and 3)?

 2.  how can the interatomic interactions, which are inherently many-body 
and quantum mechanical in nature, be approximated to an extent that 
they can be used to computationally model the phenomena under 
study while allowing both for sufficiently large structural models (see 
point 1) and for a sufficient similarity to the real materials behaviour 
under the given external conditions (see point 3)?

 3.  how can, for a given structural model (see point 1) and approximation 
of the interatomic interactions (see point 2), the material be simulated 
in such a way that properly averaging the atomic properties over the 
computer simulation allows for a direct comparison with experimental 
results?

  
In this section, these three fundamental questions will be discussed 

separately. The importance of each of these key aspects in order to obtain 
reliable results that can further our understanding and design capabilities 
of the mechanical behaviour of MOFs will be provided, although much 
of this discussion can be readily generalised to other materials and other 
properties.
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3.3.1   Generating an Accurate Structural Model of the 
Material

The size of the largest atomic MOF models to date remains limited to a few 
tens of thousands of atoms and a few tens of nanometres in diameter,7,17–23 
save for a very recent study of a 1 million atom model of MIL-53(al).24 Despite 
this recent increase in computationally accessible length scales, atomic 
models remain substantially smaller than experimental MOF crystallites at 
the moment. Therefore, the majority of computational MOF research now-
adays starts from the assumption that the properties of a macroscopic MOF 
material can be approximated well by considering a smaller simulation cell 
that is repeated ad infinitum along the three cell vectors a1, a2, and a3, which 
define the cell matrix h of eqn (3.1) (see Figure 3.1). By construction, periodic 
boundary conditions cannot be adopted to model surface effects in finite 
MOF crystals. Nevertheless, this periodic ansatz is being used extensively to 
approximate bulk properties.

The increasing realisation that MOFs come in various degrees of crystallin-
ity4,25,26 – from almost perfectly crystalline MOFs, over MOFs with local defects 
or mesopores locally deviating from crystallinity,5,27–34 to amorphous or glassy 
MOFs that lack any long-range spatial order35–41 – has made it increasingly 
difficult to define accurate structural MOF models. First, the lack of (per-
fect) order is straining the ansatz of periodic boundary conditions as a passe-
partout in computational MOF research. Several recent studies have sought to 
limit the effect of these spurious long-range correlations in MOF simulation 
cells by considering increasingly larger cells, giving rise to exciting new phe-
nomena not accessible in smaller simulation cells (vide infra). however, for 
glassy or amorphous MOFs, without any long-range order, or when interested 
in surface effects, even these larger simulation cells cannot be expected to 
yield accurate predictions, and new and finite MOF crystallite models need to 
be constructed. Second, even when making abstraction of the validity of peri-
odic boundary conditions to mimic MOF properties, it is not straightforward 
to come up with appropriate atomic simulation cells for disordered MOFs in 
the first place. as argued recently,17,42 this requires a concerted effort from 
experimentalists and theoreticians to interrogate the MOF structure from 
the atomic to the macroscopic scale with a varied toolbox of high-resolution 
techniques and high-throughput automated computational screenings of 
potential (disordered) MOF structures.17,42–44 Until such a toolbox has been 
developed and becomes mainstream accessible, disorder in MOFs can only 
be treated in an ad hoc fashion (vide infra), in which the comparison between 
theoretically predicted and experimentally measured properties quantifies 
the validity of those approximations – thereby limiting the predictive power 
of computational research. In what follows, three common pitfalls associated 
with defining an accurate structural model will be discussed, demonstrating 
the impact of (i) including disorder at the atomic scale in the periodic sim-
ulation cell, (ii) choosing sufficiently large simulation cells, and (iii) going 
beyond the periodic simulation cell for surface-dominated effects.
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a first potential pitfall when modelling MOFs is neglecting the impact 
of local defects – with a spatial extent of only a few nanometres – on the 
macroscopic MOF properties. The most prominent example in this cate-
gory is UiO-66(Zr).45 Perceived as an exceptionally stable material, a result 
of its relatively strong zirconium–oxygen coordination bonds and the up to 
twelvefold coordination of its inorganic building blocks,45–47 it has been the 
protagonist in many experimental and computational studies. Thanks to the 
rather straightforward synthesis of large UiO-66 crystals, it was also one of 
the first MOFs for which spatial disorder could be characterised extensively, 
revealing a variety of deviations from periodicity: from local inorganic node 
and linker vacancies to the formation of correlated nanodomains in which 
these local vacancies tend to cluster together.5,29,32 various works have tried 
to incorporate, to a different extent, these deviations from perfect crystal-
linity while still adopting periodic boundary conditions. In 2016, Thornton 
et al. calculated the ab initio elastic constants and elastic moduli for a vari-
ety of defect-containing UiO-66 simulation cells with a unit cell length of 
around 2.1 nm, which was sufficiently large to incorporate isolated linker 
and node vacancies.48 as visualised in Figure 3.3(a), an appreciable increase 
in mechanical anisotropy and a decrease in the Young's and shear moduli 
were observed upon increasing linker vacancy concentration. In a force-field 
based study on a similar-sized simulation cell, rogge et al. demonstrated 
that the bulk modulus and the mechanical stability of UiO-66 are also 
strongly impacted by linker vacancies.49 Importantly, the extent to which 
the mechanical behaviour is impacted is dictated not only by the concentra-
tion of defects, but also by their distribution throughout the framework.49 
They illustrated that incorporating a realistic amount of defects is necessary 
to correctly predict the amorphisation pressure of ∼1.4 gPa obtained from 
high-pressure mercury intrusion experiments.50 Failing to take these defects 

Figure 3.3    (a) Spatially-dependent Young's modulus, (b) visualisation of defects as 
observed from the perspective of a single cluster and (c) porosity avail-
able for adsorption of a 3 Å-diameter probe. Each cluster is coloured 
according to its coordination number. adapted from ref. 48 with per-
mission from the royal Society of Chemistry.



125Computational Modelling of MOF Mechanics

into account overestimates this experimental value by ∼0.4 gPa.49 a similar 
pitfall also manifests itself for defect-free MOFs in which high-symmetric 
lattice points can be decorated by building blocks that have a lower symme-
try. For instance, Ehrling et al. demonstrated that the response of DUT-8(Ni) 
on gas adsorption depends on the configuration of the nonlinear linkers 
present in this framework, the configuration of which can be guided during 
synthesis.44 This opens up the possibility to design these MOFs,51 by deriv-
ing relations between the local symmetry and structure of the MOF on the 
one hand, and the macroscopic material behaviour on the other. however, a 
conditio sine qua non for such structure–property relationships is the proper 
inclusion of these local deviations from crystallinity in the atomistic model.

a second pitfall is underestimating the required size of the atomic model, 
which leads to spurious effects in the simulation. This pitfall is very easily 
recognised when studying the stimuli-induced switching behaviour of flex-
ible MOFs or soft porous crystals (SPCs),52 such as MIL-53(al)14 and DMOF-
1(Cu).53,54 Both materials have been experimentally demonstrated to ‘breathe’ 
between a large-pore (lp) and a closed-pore (cp) form, and the ability of atomic 
simulations to reproduce such phase transformations was one of the early 
successes of MOF modelling.55,56 however, when adopting periodic boundary 
conditions, the mechanism through which the phase transition takes place 
is forced to be a cooperative one, in which all periodic images of the simu-
lation cell undergo the same transition at the same time. By systematically 
increasing the simulation size in these materials and by removing the peri-
odic boundary conditions,18,19 it was recently suggested that this cooperative 
mechanism is artificially imposed by the periodic ansatz, as phase transfor-
mations in larger crystals occur gradually instead. In this way, the transition 
from one phase to another can nucleate locally in the MOF, then propagate 
and grow through the material via a layer-by-layer mechanism.18,19 The extra 
degrees of freedom present in the larger simulation cells lead to the proposi-
tion of a gradual transition mechanism that is energetically favoured over the 
cooperative mechanism assumed before, leading to stimuli-induced spatial 
disorder under the form of phase coexistence.19 The latter was recently also 
confirmed experimentally for DUT-8(Ni),57 a different SPC, through raman 
spectroscopy.58

Finally, a third pitfall occurs when neglecting the surface of the MOF crys-
tal, which becomes more prominent as the MOF crystallite becomes smaller, 
given its larger surface-to-volume ratio. For surface-dominated properties, 
accurate atomistic models need to explicitly account for the MOF surface by 
removing the periodic boundary conditions along at least one of the direc-
tions (or, equivalently, introducing a MOF slab model with a large vacuum 
region) and properly terminating the interface. Simulating finite MOF crys-
tallites remains to date a largely unexplored area, as the much smaller scale of 
computational MOF crystallites compared to experimental crystals implies a 
much larger surface-to-volume ratio and an overestimation of surface effects. 
however, such finite crystal simulations do provide qualitatively interesting 
observations, such as the mechanism through which phase transformations 
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develop in finite DMOF-1 particles.18 Similarly, mechanical properties that 
are probed at the surface of the material – such as nanoindentation studies 
that probe the hardness of the material (see Sections 1.4 and 1.8.1 of Chap-
ter 1) – require a proper termination of the MOF surface. a first step in this 
direction was set in 2016, when Dürholt et al. computationally determined 
the energy needed to penetrate the [111] surface of hKUST-1 with a tungsten 
tip, schematically depicted in Figure 3.4.7 They demonstrated that converged 
results for the penetration energy could only be reached when both properly 
terminating the surface and when ensuring that the lateral surface dimen-
sions, which are still treated periodically, are sufficiently large to avoid spuri-
ous interactions, thereby connecting to the second pitfall mentioned above.

3.3.2   Approximating the Interactions in a Material: the Level 
of Theory

as a bottom-up technique, molecular modelling requires an accurate 
description of the interactions between the nuclei and electrons that make 
up MOFs to predict macroscopic properties. Many different approaches exist 
to model these interactions, starting from a fundamental quantum mechan-
ical or ab initio treatment, over classical potentials used in force fields, to 

Figure 3.4    Penetration of an atomistic indenter ‘tip’ into the [111] surface of a 
coarse grained slab model of hKUST-1 (5 × 5 × 6 supercell), where (a) 
shows the initial and (b) the final state (colour scheme: black: inor-
ganic moiety; blue: linker; white: terminal Ch3 bead; brown: tungsten 
atoms). reproduced from ref. 7 with permission from the royal Society 
of Chemistry.
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coarse-grained (Cg) and continuum descriptions. In this order, these models 
become computationally less expensive – often at the cost of an appreciable 
loss in accuracy – which opens up the possibility to treat much larger atomic 
models (see Section 3.3.1) on much longer time scales. although studies 
are emerging in which the mechanical behaviour at longer time and length 
scales becomes accessible via Cg techniques7,59,60 or through finite-elements 
modelling (FEM),61,62 the mechanical behaviour of MOFs is nowadays mostly 
characterised using either ab initio or atomistic force field approaches.63 
Therefore, these methods and their application to MOF research will be 
briefly outlined below, with appropriate references to more in-depth reviews.

as the interactions between electrons and nuclei in MOFs are quantum- 
mechanical in nature, completely characterising the (micro)state of a MOF 
requires knowledge of the positions (and possibly intrinsic spin coordinates) 
of all its nuclei and the positions and intrinsic spin coordinates of all its 
electrons, collected in the many-body wavefunction |Ψ〉, and this for every 
time instance of interest.§ In the absence of time-dependent external fields, 
the stationary many-body wavefunction |ψn〉 can be obtained by solving the 
time-independent Schrödinger equation:64
  

 Ĥ|ψn〉 = En|ψn〉, (3.20)
  

in which En and |ψn〉 are the eigenvalues and eigenstates, respectively, of 
the hamiltonian Ĥ that describes the interactions in the system. The quan-
tum label n is used to differentiate between the different states. Under the 
assumption that the N(e) electrons and N nuclei in the system only interact 
through Coulomb interactions, this hamiltonian can be written as
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are the kinetic energy operators associated with the nuclei and the elec-
trons, respectively,
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are the potential energy operators associated with the repulsive Coulomb 
interactions between each pair of nuclei and each pair of electrons, respec-
tively, and
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§ Of course within the limitations set out by the heisenberg uncertainty principle.
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is the potential energy operator associated with the attractive Coulomb 
interaction between each nucleus–electron pair. In these expressions, m(e)

i , 
r(e)

i , and p(e)
i are the mass, position, and momentum of the ith electron, Zi is 

the nuclear charge of the ith nucleus, and ε0 is the permittivity of the vacuum.
If our computational model (see Section 3.3.1) consists of N nuclei and N(e) 

electrons and if we can neglect the spin of the nuclei, the wavefunctions |ψn〉 
depend on 3N + 4N(e) degrees of freedom. For typical MOF unit cells, which 
contain about 100 to 10 000 nuclei and about one order of magnitude more 
electrons, it would be an extraordinary task to fully determine this wavefunc-
tion. Therefore, different approximations exist to determine the eigenener-
gies En, and especially the ground-state energy E0, of eqn (3.20).

a first approximation, the Born–Oppenheimer (BO) approximation, 
starts from the realisation that electrons are much lighter than nuclei, and 
will therefore equilibrate on a much shorter timescale under typical condi-
tions.65 From the perspective of the electrons, the nuclei can be assumed 
as ‘clamped’. If the excited electronic states are furthermore much higher 
in energy than the ground state so that nuclear excitations cannot induce 
electronic excitations (the so-called adiabatic approximation), the stationary 
Schrödinger equation (eqn (3.20)) can be separated into an electronic and a 
nuclear eigenvalue problem. The former reads
  

        BO
e

ˆ ˆ ˆˆˆ ,e e e
n e NN ee Ne n n nH T              (3.25)

  

in which the stationary electronic wavefunctions |ψ(e)
n 〉 (with 4N(e) degrees 

of freedom) and associated eigenenergies BO
n  are determined from the elec-

tronic hamiltonian Ĥe. Importantly, although the nuclear coordinates still 
enter the electronic hamiltonian through the terms N̂N  and N̂e , they do so 
not as degrees of freedom but as fixed parameters because of the clamped 
nuclei approximation. By varying the nuclear coordinates and again solving 
eqn (3.25), the eigenenergies BO

n  can be determined as a function of the 3N 
nuclear coordinates. These hypersurfaces are known as the Born–Oppen-
heimer surfaces or potential energy surfaces (PES) of the system on which 
the nuclei move. Knowledge of these surfaces then allows one to solve the 
nuclear eigenvalue problem, the eigenstates of which describe the vibrations 
and rotations of the nuclei.

While the Born–Oppenheimer approximation decouples the electronic 
and the nuclear eigenvalue problem, the number of degrees of freedom 
remains formidable, especially for the electronic eigenvalue problem in eqn 
(3.25). as a result, approaches aiming to immediately determine the elec-
tronic wavefunctions – so-called wavefunction-based techniques such as 
hartree–Fock – are computationally very expensive and are only seldomly 
used in MOF research. When they are used, first a small finite cluster is cut 
out of the MOF material to limit the number of electrons in the simulation 
model, as outlined in more detail in ref. 66.

a much more popular quantum-mechanical method to solve the electronic 
eigenvalue problem for solid-state materials (such as MOFs) was pioneered by 
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hohenberg and Kohn, whose theorems form the basis of density functional 
theory (DFT).67 These theorems state that the ground state energy BO

0  of eqn 
(3.25) is a unique functional of the ground state electron density, which can 
be found variationally as the density that minimises this (unknown) func-
tional.68 hence, instead of solving eqn (3.25) for the highly multidimensional 
wavefunction, the hohenberg–Kohn theorems allow one to solve for the 
three-dimensional ground state electron density instead, and to obtain all 
relevant ground state properties from this density. In the traditionally used 
Kohn–Sham formalism, this problem is hugely simplified by considering a 
fictitious system of non-interacting electrons moving in an effective poten-
tial, which is chosen such that the system has the same ground-state elec-
tron density as the actual interacting system.69 In this way, the variational 
principle gives rise to single-particle equations, the so-called Kohn–Sham 
equations, the solutions of which yield the ground-state electron density. 
While this method is formally exact up to this point, it features unknown 
contributions to the effective potential, arising from the unknown exchange- 
correlation functional. hence, to actually find the ground-state electron den-
sity, one needs to postulate an appropriate form of this exchange-correlation 
functional. a vast number of different functionals have been proposed to this 
end, which strongly vary in computational cost and accuracy. however, as 
DFT is in general much faster than wavefunction-based approaches, it has 
been used extensively in MOF research. For a thorough discussion of the 
applications and limitations of DFT in modelling MOFs, the recent review by 
Mancuso et al. forms an excellent starting point.70

The atomic interactions in MOFs can also be modelled classically. The 
aim of classical interaction potentials, also called force fields, is to approxi-
mate the ground-state Born–Oppenheimer surface BO

0  of eqn (3.25), which 
depends on all nuclear coordinates, by a sum of analytical functions that 
each depend on a limited number of nuclear coordinates (typically two, 
three, or four) and on a limited number of fitting parameters. Force fields 
can typically be divided into bonded and nonbonded interaction terms. The 
former are often simple functions of the internal coordinates of covalently 
bonded nuclei, such as bonds, bends, and torsion terms, while the latter 
describe interactions also between nonbonded nuclei, such as Coulomb 
and van der Waals interactions. Thanks to their analytical form, these clas-
sical potentials can be used to efficiently calculate the forces on each of the 
nuclei without the need to resort to expensive electronic structure methods. 
however, most force fields preclude the description of bond reorganisation, 
which limits their applicability. Different force fields differ not only in the 
form of the analytical functions they contain – some do inherently account 
for anharmonic interaction potentials, for instance – but also in the way the 
fitting parameters are determined. MOF force fields are often parametrised 
based on data obtained from electronic structure methods. For instance, in 
the first flexible MOF force field, derived by greathouse et al., an appropri-
ate parametrisation of terms associated with the inorganic node in MOF-5 
was obtained from preceding DFT calculations.71 recently, more systematic 
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parametrisation approaches have been developed, in which the force field 
(FF) parameters are determined based on the ab initio optimised structure 
and the local shape of the PES around this optimised structure. Examples 
include MOF-FF,72,73 BTW-FF,74 QuickFF,75,76 and vMOF.77 In the context of 
this work, also the approach introduced by heinen et al., in which a force 
field was derived by fitting to the ab initio elastic constants,78 is noteworthy to 
mention. For a more in-depth discussion of force fields for MOFs, the reader 
is referred to ref. 76 and 79.

3.3.3   Exploring the Potential Energy Surface for a System 
under Stress Control

When experimentally extracting the mechanical behaviour of a MOF mate-
rial, the MOF sample is often held under temperature control, while simul-
taneously controlling either the pressure (or, more generally, stress) or the 
strain. To obtain comparable properties from a molecular simulation, it is 
necessary to impose the same control conditions while the system samples 
the PES constructed in Section 3.3.2, i.e., to ensure that the system samples 
every region of the PES with a probability dictated by the experimental con-
ditions. One way to trace such a representative trajectory on the PES is by 
performing a molecular dynamics (MD) simulation, in which the nuclear 
structure of the MOF is followed through time.80,¶ In an MD simulation, tem-
perature or stress control means that the hamiltonian equations of motion 
following from eqn (3.9), which are simply the Newton equations for the 
nonrelativistic nuclei, need to be adapted. While temperature and pressure 
control is well developed, general stress control in MD simulations is sub-
stantially less straightforward as different subtleties arise for soft anisotropic 
materials such as MOFs, as shown below.

Central in the discussion of temperature and stress control of systems in 
thermodynamic equilibrium is the ensemble concept. an ensemble denotes 
the collection of microstates (here the positions and momenta of each of 
the N nuclei of the MOF and, if present, its simulation cell matrix h) that are 
accessible under the given macroscopic conditions (here typically the tem-
perature T and stress σ under which the experiment takes place). Ensem-
bles are labelled based on the macroscopic variables that are controlled. 
These control variables come in conjugate pairs, including temperature T vs. 
entropy S (which also determines the energy E), pressure P vs. volume V, and 
chemical potential µ vs. number of particles N. an ensemble is fully defined 
by choosing one out of each pair of conjugate control variables, in which one 
needs to ensure that at least one of the variables scales with the size of the 
sample (either the entropy/energy, volume, or particle number). For gases 

¶ a very popular and versatile alternative to MD are Monte Carlo (MC) simulations,309 which are 
very often used to study adsorption in MOFs. however, MC routines are typically less suited to 
describe collective structural framework deformations discussed here, as the associated MC 
trial moves are only seldomly accepted.
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and liquids, the most often used ensembles are the microcanonical or NVE 
ensemble, the canonical or NVT ensemble, the isothermal–isobaric or NPT 
ensemble, and the grand canonical or µVT ensemble.80

For typical (Newtonian) fluids, the pressure P is the only stress state the 
material can withstand, and the volume forms an appropriate variable to 
describe the response of such a system to pressure control. For solids, how-
ever, this situation differs. given that a solid is typically anisotropic, the vol-
ume alone does not suffice to describe the simulation cell, and instead the 
six independent components of the simulation cell matrix h introduced in 
eqn (3.1) need to be specified.81,82,∥ In addition, for anisotropic solids, it also 
makes sense to probe their response to anisotropic stresses σ, as defined 
by the deviatoric Cauchy stress tensor σa that remains after subtracting the 
hydrostatic pressure from the Cauchy stress:**
  

 σa = σ + PI. (3.26)
  

as a result, for anisotropic solids, instead of simply choosing between the 
scalar variables P and V as conjugate variables, one needs to choose between 
the matrix variables σ and h, the latter of which defines the Lagrangian strain 
through eqn (3.4). however, σ and h do not form a pair of conjugate variables, 
which makes the definition of constant-stress ensembles substantially less 
straightforward (vide infra). While this distinction between ensembles for 
fluids and anisotropic solids was already recognised in 1984,15 the nomen-
clature used in computational research can often obscure the exact ensem-
ble – and hence the exact control variables – used during the simulation. For 
instance, the label ‘NσT ensemble’ has been used both to denote an ensemble 
in which the full stress σ is controlled (in addition to the number of particles 
and the temperature) and to denote an ensemble in which only the pressure 
P is controlled but in which the cell matrix h could change anisotropically 
(which is a more restrictive ensemble than the previous one).83 Therefore, a 
more appropriate ensemble classification to study MOFs and other anisotro-
pic solids has been proposed in ref. 83, which can be found in Table 3.1 and 
which will be used in this chapter.

given the above discussion, it may come as no surprise that stress con-
trol or barostat algorithms were initially derived to control only the pres-
sure, while allowing only for isotropic volume deformations. The first such 
barostat algorithm was proposed by andersen.84 andersen recognised that 
pressure control could be achieved by describing the system as a function 
of the volume and the fractional coordinates defined in Section 3.2 and by 

∥ although the cell matrix contains nine components, three of them define the cell orientation 
with respect to the frame of reference and hence carry no intrinsic physical meaning. There-
fore, the cell matrix is often assumed to be either symmetrised or upper triangular to fix these 
three degrees of freedom.

** Note that the pressure was defined in eqn (3.18) as the negative of the trace of the stress tensor. 
If this minus sign is not used, the plus sign in eqn (3.26) should also be replaced by a minus 
sign.
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extending the system's hamiltonian of eqn (3.9) with two terms describing 
the kinetic energy and the (elastic) potential energy of a piston acting on 
the system's volume. This ‘extended hamiltonian’ approach was generalised 
by Parrinello and rahman by letting the piston define not only the volume 
of the simulation cell, but all components of the simulation cell matrix h 
instead (while still only accepting isotropic pressure as a control variable).85 
In 1981, Parrinello and rahman extended this approach to allow imposing 
the whole stress tensor σ,86 which was later further refined to allow for simul-
taneous temperature control and cast in a true hamiltonian form by ray and 
rahman.15,87,88 In this latter formulation, which is implemented in many MD 
codes as the Parrinello–rahman (Pr) barostat, the system's hamiltonian of 
eqn (3.9) is extended to read††
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†† The elastic term in eqn (3.27) is slightly more cumbersome in the original description, since 
Parrinello and rahman made a distinction between applying a purely isotropic stress, in which 
case the elastic term should simply read −P(V − V0), and a stress state that is not purely isotro-
pic, in which case eqn (3.27) is valid. as the interest here is specifically for the latter case, eqn 
(3.27) will be adopted throughout. It is important to note, however, that the Pr barostat for iso-
tropic stresses does not suffer from the same approximations as the anisotropic Pr barostat.

Table 3.1    Overview of the different thermodynamic ensembles considered for 
MOFs at a constant number of particles N according to the unified 
notation proposed in ref. 83, where crosses indicate which variables are 
controlled. Next to the number of particles, the ensemble is defined by 
controlling the volume V or the pressure P, the cell shape matrix h0 or the 
deviatoric stress σa, and the energy/enthalpy (E or H) or temperature T. 
The last column indicates the notation used in popular software packages 
such as DL_POLY,312 LaMMPS,313 and CP2K/QUICKSTEP,314 which may 
lead to confusion in some cases due to making no distinction between 
constant-pressure and constant-stress ensembles. adapted from ref. 83 
with permission from american Chemical Society, Copyright 2015.

Ensemble N V h0 P σa E or H T Other notations

(N,V,h0,E) × × × × NVE
(N,V,h0,T) × × × × NVT
(N,V,σa,H) × × × ×
(N,V,σa,T) × × × ×
(N,P,h0,H) × × × × NPH, NPEI
(N,P,h0,T) × × × × NPT, NPTI
(N,P,σa,H) × × × × NPH
(N,P,σa,T) × × × × NPT

(N,V,σa = 0,H) × × σa = 0 ×
(N,V,σa = 0,T) × × σa = 0 ×
(N,P,σa = 0,H) × × σa = 0 × NσH, NPEF
(N,P,σa = 0,T) × × σa = 0 × NσT, NPTF
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In this expression, which can be extended to simultaneously allow for 
temperature control,88 πi = hTpi is the momentum conjugate to the fractional 
coordinates si of particle i, and pg is the cell momentum matrix conjugate 
to the cell matrix h. The third and fourth terms in eqn (3.27) describe the 
kinetic and elastic energy associated with cell deformations, the latter being 
described by the product of the reference volume V0 and the double contrac-
tion of the second Piola–Kirchhoff tensor of eqn (3.16) and the finite Lagrang-
ian strain of eqn (3.4). as a result, this hamiltonian depends on a reference 
cell matrix h0 through both the reference cell volume and the strain, raising 
the same limitations on its applicability as discussed in Section 3.2.1.

although being widely used, the Pr barostat suffers from two inaccura-
cies which may become nonnegligible for soft framework materials such as 
MOFs. First, since the transformation from the original hamiltonian in eqn 
(3.9) to that of eqn (3.27) is not canonical, as shown in ref. 8, the Pr equations 
of motion are only satisfied exactly if the time derivative of the cell matrix can 
be neglected with respect to the time derivatives of the fractional coordinates 
(|ḣsi|≪|hṡi|).15 Second, the direct dependence of the equations of motion on 
the cell matrix is unsatisfactory. Consider a modular transformation T that 
transforms the cell matrix h to h′ = hT, where T is a 3 × 3 matrix only contain-
ing integer elements and chosen such that detT = 1. This transformation is a 
simple volume-conserving redefinition of the periodic cell vectors. Describ-
ing the system in terms of h′ is completely interchangeable with describing 
it in terms of h. however, the Pr hamiltonian and equations of motion do 
explicitly depend on this choice. as a result, the Pr equations of state are not 
modularly invariant (or T-invariant), as recognised by Cleveland and Wentz-
covitch, and a system's trajectory through time in a Pr-controlled MD simu-
lation will artificially depend on the chosen cell matrix.89,90

a solution to both drawbacks is to select the deformation gradient F of eqn 
(3.2) instead of h as the fundamental variable describing the cell deforma-
tion. By construction with respect to a reference cell matrix, F is modularly 
invariant, and any hamiltonian that only depends on F is hence also modu-
larly invariant.91 This approach was followed by Tadmor et al., who used the 
deformation gradient to define the generating function of eqn (3.10).8 given 
that, in an MD simulation, the deformation gradient explicitly depends on 
time, this generating function yields the transformed hamiltonian
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Extending this hamiltonian with the kinetic and potential energy terms of 
the barostat yields
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Compared to the Pr hamiltonian of eqn (3.27), an additional last term 
appears in eqn (3.29) which ensures that modularly invariant equations of 
motion are obtained under stress control.8

a remaining issue, which was also present in the Pr barostat, is that both 
hamiltonian formulations – and hence also the equations of motion – feature  
the second Piola–Kirchhoff tensor S as the stress control variable. as a result, 
the second Piola–Kirchhoff tensor is also the property to which the system 
converges, as demonstrated in Figure 3.5 for an MD simulation of an alu-
minium crystal, although it is the Cauchy stress σ that is controlled exper-
imentally.92 While this difference between both properties is negligible for 
small deformations, it becomes important for larger deformations from the 
cell matrix h0, as can be observed from eqn (3.16)–(3.17). This difference may 
hence play a crucial role during phase transitions in MOFs. To overcome this, 
Miller et al. developed an adaptive ‘Cauchystat’, in which the Cauchy stress is 
directly controlled through proportional feedback control.92

Besides these hamiltonian approaches to impose stress control, many other 
barostats have been introduced. among those still used extensively today are 
the Berendsen barostat,93 the hoover barostat,94,95 the barostat developed by 
Martyna, Tobias, and Klein (MTK),96 and the Langevin barostat.97 given that 
these approaches do not start from a canonical transformation of the ham-
iltonian, they allow for more freedom in defining the equations of motion 
which may also benefit their convergence.92 recently, stress control achieved 
through the Berendsen, MTK, and Langevin barostats was compared to study 
phase transformations in MOFs, demonstrating that the Berendsen barostat 
does not sample the correct constant-stress ensemble, whereas the MTK and 
Langevin barostats lead to interchangeable results, as shown in Figure 3.6.83

Figure 3.5    Instantaneous values of (a) the Cauchy stress and (b) the second Piola–
Kirchhoff stress during a short MD simulation of a perfect aluminium 
crystal using the Pr barostat. The horizontal dashed lines indicate the 
stress values supplied to the Pr barostat (5 mev Å−3 for the off-diagonal 
elements, 0 mev Å−3 for the diagonal elements), showing that the com-
ponents of the second Piola–Kirchhoff tensor rather than those of the 
Cauchy stress converge to these values. adapted from ref. 92 with per-
mission from the american Institute of Physics, Copyright 2016.
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3.4   The Equilibrium Mechanical Behaviour of 
MOFs: the Elastic Regime

MOFs exhibit an extremely rich versatility in their response to mechanical 
stimuli, especially when the magnitude of the stimulus increases (see Sec-
tions 3.5 and 3.6). however, near an equilibrium configuration, the mechan-
ical response of a MOF can be completely characterised by the stiffness 
or elasticity tensor C, which relates the (Cauchy) stress σ that needs to be 
exerted on the material to realise an infinitesimal (Cauchy) strain ε:
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Eqn (3.30) can be regarded as the 3D generalisation of hooke's law for a 1D 
spring.‡‡ The infinitesimal strain ε entering this expression is obtained from 
both the finite Lagrangian and Eulerian strains defined in eqn (3.4) and eqn 
(3.5) in the limit of small (infinitesimal) deformations.98 Since both the stress 
and strain are 3 × 3 second-rank tensors, the stiffness tensor C as well as its 
inverse, the compliance tensor S = C−1, are 3 × 3 × 3 × 3 fourth-rank tensors, 
the elements of which completely govern the response of a material to ‘small’ 
stresses.

‡‡ Eqn (3.30) is not the only way to define the stiffness tensor. alternative definitions are based 
on the energy density of a deformed material in the harmonic approximation, eqn (3.33), 
or through the equation of motion of an elastic wave propagating through the material, an 
approach that is often followed experimentally,247 but which is seldomly used computation-
ally.299 For an unstressed material, all three definitions are interchangeable. Only when a mate-
rial is held under external stress does care need to be taken to distinguish between these three 
definitions.247

Figure 3.6    Internal pressure exhibited by MIL-53(al) during an (N, P, σa = 0, T) MD 
simulation at 1 MPa and 300 K using the Berendsen, MTK, and Lan-
gevin barostats and starting from the lp phase of this material at 0 K. (a) 
Probability density function (PDF) generated over a simulation time of 
800 ps. (b) running average of the internal pressure generated for the 
first picosecond. adapted from ref. 83 with permission from american 
Chemical Society, Copyright 2015.
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To properly define ‘small’ stresses, it suffices to expand the helmholtz 
free energy of eqn (3.8) with respect to the Lagrangian strain η around the 
unstressed equilibrium configuration:
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By combining eqn (3.7) with the definitions of eqn (3.4) and (3.16), one 
finds that ∂F/∂ηαβ = V0Sαβ, where V0 is the volume of the reference configura-
tion and Sαβ are the elements of the second Piola–Kirchhoff tensor. hence, 
in an unstressed configuration, the second term in the right-hand side of 
eqn (3.31) vanishes. Furthermore, F(N, T; η0 = 0) ≡ F0 is a constant that can 
be absorbed by the left-hand side of eqn (3.31). as a result, eqn (3.31) can be 
rewritten as:
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For a configuration sufficiently close to equilibrium, we may replace the 
Lagrangian strain η in eqn (3.32) by the infinitesimal strain ε, and the second 
Piola–Kirchhoff tensor S by the Cauchy tensor σ. Together with the definition 
of the stiffness tensor in eqn (3.30), this yields:
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Eqn (3.33) demonstrates the importance of the stiffness tensor: its elements 
completely define the (change in) free energy of the material upon infinites-
imal strain, and hence completely define how the material will respond to a 
small mechanical stimulus. Because of the truncation of eqn (3.33) up to sec-
ond order, the 81 elements that enter the stiffness tensor are called second- 
order elastic constants (higher-order elastic constants exist but have to date 
not been reported for MOFs). a very similar derivation starting from the 
internal energy instead of the free energy gives an expression similar to eqn 
(3.33); the difference being that the internal energy U is the appropriate ther-
modynamic potential when entropy is controlled instead of temperature. as 
a result, the elastic constants derived when starting from the internal energy 
are defined as the adiabatic elastic constants V0Cαβγδ = ∂2U/∂εαβ∂εγδ, whereas 
eqn (3.33) gives rise to the isothermal elastic constants V0Cαβγδ = ∂2F/∂εαβ∂εγδ.

The 81 elements within the stiffness and compliance tensors are not all 
independent. as these tensors are the second-order derivatives of the free 
energy with respect to the strain and the order of differentiation is unim-
portant, Cγδαβ = Cαβγδ and only 45 independent elements remain (the major 
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symmetry of C). Furthermore, because of the symmetry of the stress and 
strain tensors, eqn (3.30) implies that Cβαγδ = Cαβδγ = Cαβγδ (the minor symme-
tries of C).8 as a result, for a general material, 21 independent elastic con-
stants exist, although the symmetry of the unit cell can reduce this number 
further – e.g., the elastic tensor of a cubic material is defined by only three 
independent constants.99 Because of the general symmetries of the stress, 
strain, and stiffness tensors, one often writes the infinitesimal strain and 
Cauchy stress tensors as 6 × 1 vectors that inherently take into account these 
symmetries using the so-called voigt contraction,100 as detailed further in 
Section 2.2.1 of Chapter 2:
  

 σ = [σ11 σ22 σ33 σ23 σ13 σ12]T ε = [ε11 ε22 ε33 2ε23 2ε13 2ε12]T. (3.34)
  

Likewise, the fourth-rank compliance and stiffness tensors can be reduced 
to 6 × 6 matrices that account for the minor symmetries:
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Due to the major symmetry of C, the matrices in eqn (3.35) are symmetric. 
The factor of two appearing in the last three elements of the strain vector 
of eqn (3.34) and the factors of two and four appearing in the compliance 
matrix of eqn (3.35) arise so that hooke's law in 3D, eqn (3.30), can be written 
in voigt notation as σ = Cε or ε = Sσ. In what follows, the voigt notation will 
be systematically adopted.

although eqn (3.35) fully defines the elastic response of a material, these 
matrices are often not very practical to interpret, especially for low-symmetry  
materials. For instance, anomalous mechanical properties may not be 
directly clear from inspecting these matrices and it may be cumbersome to 
predict and visualise the response of a material to a specific deformation 
based on eqn (3.35), although it contains all necessary ingredients. There-
fore, studies on the elastic behaviour of MOFs often report the elastic mod-
uli, such as the bulk modulus K (an isotropic property), the Young's modulus 
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E(u) (the value of which depends on the direction u along which the stress is 
applied, which coincides with the direction along which the deformation is 
measured), and the shear modulus G(u,v) (which depends both on the direc-
tion of the applied stress and the orthogonal direction of the deformation 
measurement). Programs such as ElaM101 and ELaTE102 form an instrumen-
tal tool in this regard, as they allow one to easily visualise these directional 
elastic moduli – as well as the directional Poisson's ratio and linear com-
pressibility – using the elastic constants as input. alternatively, directional 
moduli can be averaged out to obtain a ‘mean’ elastic modulus, using either 
the voigt (based on the stiffness tensor, assuming a uniform strain100), reuss 
(based on the compliance tensor, assuming a uniform stress103), or hill (the 
arithmetic average of the voigt and reuss values104) averaging schemes. For 
anisotropic materials, such as most MOFs, however, the usefulness of these 
average values is limited.

Based on eqn (3.33), the elastic regime of a material – or more precisely, of 
a given phase of a material – can now be rigorously defined as that region in 
deformation space for which eqn (3.33) is (approximately) valid; this elastic 
regime will be the focus of this section. First, in Sections 3.4.1 and 3.4.2, 
the two main methods to extract elastic constants from a simulation will be 
discussed, illustrated with examples from MOF literature. Subsequently, in 
Section 3.4.3, we will focus our attention on how the equilibrium elastic con-
stants can be used to predict whether a MOF is prone to single-crystal-to- 
single-crystal phase transitions under moderate pressures. In Section 3.4.4, 
the limits of the elastic regime will be explored to identify under which con-
ditions the material becomes unstable, at which point it enters the inelastic 
regime discussed in Sections 3.5 and 3.6.

3.4.1   Extracting Elastic Constants Through Explicit 
Deformations

The most popular method to derive elastic constants starts with considering 
a set of linearly independent deformation modes and calculating either the 
energy or the stress of the material strained along this deformation mode. 
In Section 3.4.1.1, the general methodology behind this approach will be 
outlined. given the relatively large body of work on the mechanics of isore-
ticular MOFs (IrMOFs) and ZIF-like materials, these studies will be used in 
Sections 3.4.1.2 and 3.4.1.3 to illustrate the different flavours of the explicit 
deformation approach and how these choices affect the extracted elastic 
moduli. afterwards, the UiO-66 family and hKUST-1 will be discussed in  
Sections 3.4.1.4 and 3.4.1.5, focussing on the importance of taking into 
account the intrinsic disorder in these materials. Section 3.4.1.6 focuses on 
the MIL-53/MIL-47 family of wine-rack type materials, given that they exhibit 
pressure-induced flexibility. Finally, Section 3.4.1.7 provides a brief overview 
of other MOFs for which elastic constants have been extracted using the 
explicit deformation approach.
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3.4.1.1  General Methodology
The adiabatic elastic constants of a material, Cαβγδ = 1/V0(∂2U/∂εαβ∂εγδ), can 
be completely defined using six independent deformation modes, which in 
turn can be constructed by considering deformations in which all but one 
of the elements in the strain vector of eqn (3.34) are put to zero. For each 
deformation mode, the nonzero entry is set to nΔε, where Δε is a small strain 
increment and n takes on 2nmax + 1 different discrete values centred around  
n = 0 (corresponding to the undeformed reference state). appropriate values 
of Δε depend on the system and elastic modulus; for smaller elastic mod-
uli and moduli corresponding to volume-preserving deformations, typically 
larger increments need to be chosen to ensure the obtained energy differ-
ence between the strained and unstrained structure exceeds the computa-
tional inaccuracy. a comprehensive example of how the strain increment size 
and the value of nmax may impact the stiffness tensor of a MOF can be found 
in ref. 78. For each of the resulting strains nΔε, either the stress or the energy 
of the system is calculated through a relaxation of the fractional coordinates 
while keeping the deformed cell matrix fixed. The stiffness tensor C is then 
found by requiring that the imposed strains and the resulting stresses satisfy 
eqn (3.30) in a least-squares sense or, in the case the energy was measured, 
that the adiabatic version of eqn (3.33) is satisfied in a least-squares sense.105 
any excessive remaining error after this fit may indicate that too large a strain 
increment Δε was chosen, so that the maximum deformation nmax Δε no lon-
ger falls in the elastic regime, or that too small a strain increment was cho-
sen, so that the obtained data is marred by the inaccuracy of the used level of 
theory. Typically, this boils down to deformations of a few percent. For more 
symmetric MOFs, such as the cubic IrMOF or UiO-66 series, the number of 
deformation modes can be reduced given the lower number of independent 
elastic constants. The basic algorithm outlined here gives rise to adiabatic 
elastic constants, at 0 MPa and at 0 K, although approximate approaches to 
obtain isothermal elastic constants are also discussed below. In contrast, Sec-
tions 3.4.2 and 3.4.4 will focus on dedicated techniques by which to obtain 
isothermal elastic constants at finite temperatures and/or pressures.

In many cases, one is especially interested in the volumetric contraction of 
the MOF upon a small hydrostatic pressure, as expressed through the bulk 
modulus K. While the bulk modulus can be determined from the elastic con-
stants calculated above, it can also be calculated directly by considering only 
one type of deformation, namely a volumetric deformation. In this case, a 
number of initial structures are prepared with volumes V = V0 + nΔV, where 
V0 is the reference volume and ΔV is a small volume increment. as before, n 
takes on discrete values around zero, corresponding to the reference state. 
Typically, volumes of up to around 10% above and below the equilibrium 
volume are sampled, with the main criterion being that the elastic regime 
should be sampled. at each volume, a full optimisation of the nuclear posi-
tions and the cell shape is performed, and the final energy is tabulated. From 
the resulting energy versus volume profile, the bulk modulus can then be 
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obtained by the second-order derivative of the profile around its equilibrium 
value, as§§
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as this second-order derivative may lead to large inaccuracies, a more 
appropriate way to extract the bulk modulus from the E(V) profile, is to fit 
the simulated E(V) data to a known equation of state (EOS), such as the 
Murnaghan,106 Birch–Murnaghan,107 or rose–vinet108 equation of state. 
In all these equations of state, the bulk modulus (as well as its pressure 
derivative) appear as fitting parameters. appropriately fitting the simulated 
E(V) data therefore yields an alternative way of calculating the bulk mod-
ulus and inherently takes into account the anharmonicities described by 
the EOS, whereas bulk moduli extracted from the elastic stiffness tensor 
are necessarily harmonic approximations. Furthermore, this fitting proce-
dure has the added benefit that it allows determination of the equilibrium 
volume without the Pulay effect that mars volume optimisations in plane-
wave DFT codes.109 While all three equations of state are used interchange-
ably, the rose–vinet equation of state has been observed to better describe 
the response of a solid material upon contraction, and is hence the most 
appropriate choice, especially when treating flexible MOFs.109 To account 
for temperature, the energy E in eqn (3.36) should be replaced by the free 
energy F, which can be obtained using dedicated simulation techniques, as 
discussed in Section 3.5.3.

Finally, a last direct approach to calculate the 0 K elastic stiffness tensor C 
is by splitting the tensor into two components (in voigt notation):110,111
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In this expression, C̄ is the Born term (also called the clamped-ion or  
frozen-ion elastic stiffness tensor): this is the stiffness tensor that is obtained 
when straining the material without allowing the ions to equilibrate in this 
strained unit cell (i.e., at fixed fractional coordinates, without performing a 
nuclear optimisation in the above procedure). as this would overestimate 
the true stiffness of the material, the second term in eqn (3.37), the ‘nuclear 
relaxation term’, corrects for this via the 3N × 6 force-response internal strain 
tensor Λ and the 3N × 3N hessian matrix H, both evaluated in the equilib-
rium configuration and defined component-wise as
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§§ The symbol E instead of U will be used here to denote the 0 K (internal) energy of the system, 
in line with the general nomenclature when discussing equations of state. The reader must not 
confuse this with the Young's modulus denoted also by symbol E.
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where xi is the ith element of the vector rN defined in Section 3.2. The eigen-
modes and eigenvalues of the hessian matrix H define the 3N − 3 vibrational 
modes of the undeformed periodic system and the associated harmonic fre-
quencies (the three ‘missing’ eigenvectors correspond to global translations 
of the periodic system, which have a zero frequency). The force-response 
internal strain tensor Λ contains derivatives of the energy with respect to 
both the nuclear displacement xi and the strain component εj, and can be 
regarded as the off-diagonal elements of an ‘extended’ or ‘generalised’ hes-
sian matrix:110
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With these definitions, it is clear that the second term in eqn (3.37) can 
be interpreted as the product of the transpose of the displacement-response 
internal strain tensor ΓT = ΛTH−, which describes the first-order displace-
ments resulting from a first-order strain, and the force-response internal 
strain tensor Λ.110 Both here and in eqn (3.37), H− denotes the pseudo-in-
verse of the hessian matrix H, as the aforementioned three zero frequency 
modes precludes one from taking the proper inverse. This ‘extended hessian’ 
approach is only seldomly used for MOFs, given that these materials typically 
exhibit many low-frequency modes (Section 1.7 of Chapter 1) that are diffi-
cult to calculate accurately yet dominate its pseudo-inverse. as a result, the 
direct calculation of the elastic stiffness tensor is more straightforward in 
most cases, although the extended hessian approach does allow partitioning 
the nuclear part of the elastic constants into different vibrational contribu-
tions, as pursued by Maul et al. to understand the nuclear origin for shear 
deformation in ZIF-8.112

3.4.1.2  The IRMOF Family
as a first case study, we draw our attention to MOF-5 (IrMOF-1), which is 
composed of Zn4O inorganic nodes that are sixfold connected through ben-
zene-1,4-dicarboxylate (BDC) organic ligands (see Figure 3.7(a)).113 MOF-5 was 
originally introduced as a very promising material for hydrogen storage, with 
a hydrogen uptake of up to 4.5 wt% at 78 K.114 For this purpose, the material 
should also be stable under (relatively low) mechanical pressures, explaining 
why MOF-5 and its sister materials in which the BDC ligand is replaced by other 
dicarboxylate ligands, the IrMOF series, were the first MOFs whose mechanical 
behaviour was extensively characterised both experimentally and theoretically. 
as MOF-5 exhibits a cubic conventional unit cell in equilibrium (Fm3̄m space 
group), its stiffness tensor only features three independent elastic constants: 
C11, C12, and C44. as a result, its elastic constants can be determined using three 
independent deformation modes, typically an isotropic contraction (yielding 
K = (C11 + 2C12)/3), a volume-conserving orthorhombic strain (yielding C11–C12), 
and a volume-conserving monoclinic shear (yielding C44).115
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The first DFT studies on MOF-5 mechanics consistently revealed a very 
low C44 shear elastic constant. as explored in more detail in Section 3.4.4, 
this indicates that the material is prone to shear instability. however, the 
exact value of this constant – and hence the exact point at which the mate-
rial becomes unstable – depends substantially on the technical aspects of 
the simulation. While Mattesini et al. reported a value of 7.54 gPa using a 
local density approximation (LDa) of the exchange-correlation functional 
and a double-zeta atomic-centred basis set,116 a plane-wave basis set with an 
LDa functional resulted in a much lower value of 1.4 gPa or 1.16 gPa,117,118 
depending on the implementation code, the size of the basis set, and the size 
of the sampling grid in reciprocal space. at a higher level of theory, using 
a generalised gradient approximation (gga), Bahr et al. reported an elastic 
constant C44 of 3.6 gPa.119 The same variations in magnitude arise for the 
other two elastic constants, with C11 varying between 21.5 gPa and 29.4 gPa 
and C12 varying between 10.6 gPa and 14.8 gPa,116–119 although the relative 
importance of these variations is evidently smaller than for the stability-de-
fining C44 elastic constant. This first observation immediately emphasises 
that the impact of technical aspects in these simulations, including the 
choice of functional, the type of basis (plane wave basis vs. atomic-centred 
basis), the basis set size, the reciprocal sampling grid, and the unit cell size, 
should be carefully investigated to ensure that convergence has been reached 
for each of these aspects before calculating the stiffness tensor.120 To give 
an idea of the magnitude of such possible deviations, Nazarian et al. per-
formed a benchmark study including twelve MOFs and six DFT functionals 
and observed deviations of up to 20 gPa in elastic moduli depending on the 
choice of functional.121

Figure 3.7    Structure of (a) MOF-5 or IrMOF-1 and (b) the Δ enantiomer of chi-
ral MOF-5 (CMOF-5). hydrogen atoms have been omitted for clarity, 
ZnO4 tetrahedra, oxygen atoms, and carbon atoms are coloured blue, 
red, and grey, respectively. adapted from ref. 144 with permission from 
american Chemical Society, Copyright 2016.
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To obtain a more accurate prediction of the MOF-5 stiffness tensor, Ban-
lusan et al.120 used the Perdew–Burke–Ernzerhof (PBE) functional122 includ-
ing grimme D3 dispersion corrections,123 which has become a very popular 
choice to account for long-range dispersion interactions in periodic calcula-
tions. In addition, they also used larger triple-zeta valence basis sets includ-
ing polarisation functions for all elements except for zinc, obtaining results 
– C11 = 25.44 gPa, C12 = 10.92, and C44 = 1.00 gPa – that are largely in agree-
ment with the aforementioned LDa values. Based on these elastic constants, 
they also calculated the MOF-5 directional Young's modulus. as illustrated 
in Figure 3.8(a), the highest Young's modulus in MOF-5, obtained when uni-
axially deforming the material along the 〈100〉 directions along which the 
ligands are located, is about 6.5 times larger than its value along the 〈111〉 
directions, which points along the body diagonal into the MOF-5 cavity.120

In their 2007 study, Bahr et al. initially aimed to follow the general pro-
cedure sketched above to determine the elastic constants.119 however, the 
energy versus deformation curve they obtained was not sufficiently smooth 
to extract the elastic constants. They hypothesised that this could be caused 
by local dynamic effects – in casu the rotation of the linker about its symmetry 
axis – that are not accurately captured by DFT optimisations.119 While they 
circumvented this issue by determining the stiffness tensor via only a single 
deformation and calculating the resulting strain, the question remained as 
to how the increased importance of entropy at higher temperatures would 
affect the elastic behaviour of MOF-5. Traditional materials, which expand 
upon heating as covalent bonds tend to expand due to anharmonicities, typ-
ically become less rigid at higher temperatures. For MOF-5, which instead 
shows NTE,124 this reasoning would predict a hardening of the material at 
higher temperatures.

To verify this hypothesis, the MOF-5 elastic constants should be calcu-
lated at finite temperatures, for instance by performing MD simulations for 
a series of deformed structures in the (N,V,h0,T) ensemble at the target tem-
perature and calculating the time-averaged stress. given the computational 
cost associated with these dynamic simulations compared to optimisations, 

Figure 3.8    Directional 0 K Young's modulus of (a) MOF-5, (b) IrMOF-10, and (c) 
IrMOF-16 as calculated using the PBE+D3 level of theory. adapted from 
ref. 120 with permission from the american Institute of Physics, Copy-
right 2017.
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the first isothermal elastic constants at room temperature were determined 
using a variety of force fields instead of ab initio techniques.125–129 These 
simulations confirmed the experimental NTE behaviour of MOF-5, but also 
predicted the material to become softer at higher temperatures despite this 
NTE. For instance, the generic DrEIDINg force field130 predicted a decrease 
in both C11 and C44, from 44.53 gPa to 26.27 gPa and from 1.82 gPa to 1.04 
gPa, respectively, when increasing the temperature from 10 K to 600 K, while 
C12 was predicted to increase from 6.79 gPa to 9.83 gPa under the same 
conditions.125 Similar decreases in elastic moduli were also predicted using 
the CvFF force field131 by greathouse et al.126 however, the force field val-
ues of the elastic constants at 0 K differ appreciably from the ones obtained 
with DFT mentioned earlier, which was partially explained by Dubbeldam  
et al. as they observed that some of the aforementioned 0 K elastic constants 
were incorrectly calculated at a stationary point on the PES that does not 
correspond to a minimum.129 In addition, it is important to mention that 
different force fields can give substantially different elastic moduli, even 
surpassing the deviations between different functionals.132 When compar-
ing both generic force fields, such as UFF,133 UFF4MOF,134 and DrEIDINg,130 
as well as force fields that were specifically derived to describe MOFs, such 
as BTW-FF74 and the one constructed in ref. 135, Boyd et al. observed varia-
tions in the largest MOF-5 elastic constant, C11, of up to several tens of gPa 
between these different force fields.132 This discrepancy can be traced back to 
the generic character of most of these force fields, or to the fact that they were 
fitted to experimental data, which makes it difficult to assess their accuracy 
for different materials.

Therefore, Tafipolsky et al. presented a force field specifically derived for 
MOF-5, starting from a higher-level ab initio description of the equilibrium 
structure and using a genetic algorithm approach that would later be used to 
generate the MOF-FF library.127 Using this ab initio-derived force field, they 
obtained 0 K elastic constants amounting to 25.3 gPa, 8.9 gPa, and 2.3 gPa 
for C11, C12, and C44, respectively. These results are in much closer agreement 
to the DFT results of Banlusan et al.,120 again demonstrating the importance 
of using an appropriate and sufficiently accurate level of theory. Further-
more, at 300 K, Tafipolsky et al. observed a decrease of 15% and 40% in C11 
and C12, confirming the reduced stiffness of the material.127 In 2017, Banlu-
san et al. also calculated the 300 K elastic constants directly via ab initio MD, 
obtaining values of 21.6 gPa, 7.6 gPa, and 0.8 gPa for C11, C12, and C44,120 
which coincide well with the 300 K results obtained by an ab initio-derived 
QuickFF force field (22.3 gPa, 8.9 gPa, and 4.0 gPa) except for the shear coef-
ficient C44.136 also at 300 K, Banlusan et al. observed very large anisotropy 
in the Young's modulus, which drops significantly upon small deviations 
from the stiff 〈100〉 directions (see Figure 3.9). This observation motivated 
them to hypothesise that the remaining mismatch between experimentally 
and theoretically determined elastic moduli in MOF-5 could, at least par-
tially, be explained by small tilts of the crystal during the nanoindentation 
experiments.120 In this regard, however, also the potential degradation of the 
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moisture-dependent MOF-5 sample during preparation or the nanoindenta-
tion experiment should not be neglected,137,138 which would reduce the stiff-
ness of the material.139

Besides MOF-5, a whole series of IrMOF materials have been synthesised 
that share the MOF-5 architecture but feature a different ligand. Several of 
these materials have also been the subject of simulation studies to interro-
gate their equilibrium mechanical behaviour, using either DFT,120 density 
functional based tight binding (DFTB),140 generic force fields,125,128,141 or  
system-specific force fields.78 adding extra phenyl rings in the BDC ligand 
leads to the extended biphenyl-4,4′-dicarboxylate (BPDC, IrMOF-10) and 
terphenyl-4,4″-dicarboxylate (TPDC, IrMOF-16) ligands. as shown in Figure 
3.8(b and c), DFT calculations indicate that such linker expansions decrease 
the stiffness of the material and enhance the anisotropy in elastic moduli.120 
Similar weakening for larger ligands was observed also when using the DFTB 
framework and with various force fields;78,125,128,140,141 the only exceptions 
being hypothetical cage-containing ligands for which the DFTB framework 
predicts slightly stiffer materials.140

In addition to determining the full stiffness tensor, the bulk modulus of 
MOF-5 and other IrMOF materials have also been widely studied. given the 
relative softness of MOFs and the relative ease with which the bulk modulus 
can be determined, these studies are also widely used to validate new force 
field and DFTB models that approximate the PES,74,76,132,142 to compare dif-
ferent equations of state,143 to study the impact of symmetry,144 and, at finite 

Figure 3.9    Directional 300 K Young's modulus for MOF-5 (red), IrMOF-10 (green), 
and IrMOF-16 (blue) as a function of the deviation angle (left) from 
the [001] towards the [010] direction and (right) from the [010] towards 
the [101] direction, as calculated using the PBE+D3 level of theory. The 
dashed black lines represent MOF-5 results obtained at a longer sim-
ulation time of 5 ps. adapted from ref. 120 with permission from the 
american Institute of Physics, Copyright 2017.
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temperatures, to quantify the impact of thermostat and barostat schemes.83 
In 2005, Fuentes-Cabrera et al. used an LDa functional to calculate the bulk 
modulus of different MOF-5 analogues, in which the zinc ions were replaced 
by either cadmium, beryllium, magnesium, or calcium.145 They found that 
the bulk modulus of MOF-5, amounting to around 18.0 gPa, drops when 
going down the periods in the periodic table; a feature they attributed to the 
simultaneous increase in porosity and equilibrium volume when incorpo-
rating larger cations.145 This was further investigated in a series of studies 
by Yang et al.143,146–154 regarding the effect on the bulk modulus, their work 
can be summarized in five main points. First, the bulk modulus of IrMOF-
type materials is insensitive to the exact form of the equation of state, be 
it the one proposed by Birch,107 Birch–Murnaghan,106 or rose–vinet.108 Sec-
ond, the aforementioned observation that the bulk modulus decreases when 
replacing zinc with heavier cations also holds for all alkaline earth metals 
and for different IrMOF materials, including IrMOF-10,147 IrMOF-14 (based 
on pyrene-2,7-dicarboxylate),148 IrMOF-993 (based on anthracene-9,10-di-
carboxylate),149 IrMOF-M0 (in which the inorganic nodes are directly con-
nected through formate units),152 and the IrMOF constructed with fumarate 
ligands.150 Third, upon increasing the length of the organic ligand and hence 
the porosity of the material, the bulk modulus decreases. Fourth, when 
replacing the oxygens in the Zn4O node with heavier chalcogens, the bulk 
modulus decreases.153 Fifth, when fully halogenating the BDC ligand in 
MOF-5, the bulk modulus decreases for fluorine, but increases systematically 
when replacing fluorine with chlorine, bromine, or iodine.154

In contrast to the full elastic tensor, the MOF-5 bulk modulus is quite insen-
sitive to the level of theory, with 0 K values between 15.5 and 18.2 gPa for 
different LDa and gga functionals,118,145,155 even when including dispersion 
interactions,156,157 and between 13.6 and 22.0 gPa for different force fields.132 
Even within the DFTB framework, a similar bulk modulus was found for 
MOF-5, which decreased when incorporating longer ligands, yielding MOF-
177 and MOF-205 (also known as DUT-6).142 The only somewhat deviating 
DFT value was reported by Evans and Coudert, who used the PBESOL0 func-
tional158 and an atom-centred triple-zeta valence and polarisation basis set 
as implemented in CrYSTaL14 159 to obtain a MOF-5 bulk modulus of 13.5 
gPa.144 Interestingly, they also investigated CMOF-5, a MOF-5 analogue in 
which chirality is induced by guest adsorption (see Figure 3.7(b)). This lowers 
the symmetry of the cubic unit cell and also lowers the bulk modulus from 
13.5 gPa to 11.1 gPa, showing the importance of choosing a sufficiently large 
unit cell to investigate MOFs (see Section 3.3.1).

Similar to the elastic constants, Banlusan et al. showed through ab initio 
MD (aIMD) simulations that the MOF-5 bulk modulus decreases with increas-
ing temperature, from 15.8 gPa at 0 K to 12.3 gPa at 300 K.120 Using the CvFF 
force field description, greathouse et al. overestimated this temperature- 
induced softening, obtaining a decrease in bulk modulus from 20 gPa to 4 
gPa when increasing the temperature from 0 K to 300 K. The latter value 
was obtained by fitting a Birch–Murnaghan equation of state to the average 
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energy of an isotropically scaled MOF-5 system that was simulated in the 
(N,V,h0,T) ensemble, which constrained the cubic symmetry.126 By allowing 
temporary deviations from this cubic cell shape while constraining the cell 
volume, rogge et al. obtained a higher bulk modulus of 6.6 to 7.3 gPa at 300 
K, depending on the precise barostat implementation.83 This approach to 
determine the bulk modulus and, more generally, the full pressure and free 
energy equation of state of MOFs at finite temperatures is further detailed in 
Section 3.5.3. a decrease in bulk modulus from ca. 15 gPa at 0 K to ca. 13 gPa 
at 350 K – which approaches the aIMD results – was obtained using the quasi- 
harmonic approximation (Qha) to the free energy.157 In the Qha framework, 
anharmonicities in interatomic vibrations or phonon modes, which become 
more prominent at higher temperatures and are especially present in low-fre-
quency vibrations, are partially taken into account by assuming that the tem-
perature dependence of the vibrational frequencies is completely caused by 
the temperature-induced change in volume.160 however, this Qha framework 
was found to be very sensitive, as an earlier Qha study observed an increase 
in bulk modulus upon increasing temperature instead.161

3.4.1.3  Zeolitic Imidazolate Frameworks (ZIFs) and Associated 
Materials

Zeolitic imidazolate frameworks (ZIFs) are a subclass of MOFs that, since 
they are composed of tetrahedrally coordinated cations – typically zinc or 
cobalt – connected through imidazolate-based ligands, can adopt the same 
topologies as zeolites.162,163 Compared to the IrMOF series discussed above, 
they are chemically and thermally more stable,163 and are more easily synthe-
sised in the form of single crystals, making them ideal subjects for nanoin-
dentation studies. From a theoretical point of view, ZIF-zni, composed of 
zinc cations surrounded by imidazolate ligands in a rather dense framework, 
was the first ZIF for which the bulk modulus was obtained through DFT 
optimisations, yielding a 0 K bulk modulus of 13.3 gPa.164 By replacing the 
zinc cations in ZIF-zni alternatingly with lithium and boron ions, BIF-1(Li) is 
obtained, for which a slightly higher 0 K bulk modulus of 16.5 gPa was calcu-
lated. Both moduli are in excellent agreement with the experimental values 
of ∼14 gPa and ∼16.6 gPa collected under ambient conditions.164

Tan et al. carried out the first full tensorial DFT analysis of a ZIF mate-
rial by investigating ZIF-8, a cubic material consisting of zinc cations and 
2-methylimidazolate ligands that synthesises into the sodalite (sod) topol-
ogy.165 By adopting the hybrid B3LYP functional166 using a double-zeta 
atom-centred basis set, as implemented in CrYSTaL09,167 they obtained  
C11 = 11.04 gPa, C12 = 8.33 gPa, and C44 = 0.94 gPa, resulting in a moder-
ately anisotropic material that is most compliant to shear deformations, to 
an even greater extent than MOF-5.165 The simulated elastic constants corre-
spond very well with the experimental values of 9.522 gPa, 6.865 gPa, and 
0.967 gPa determined via Brillouin scattering,165 in contrast to the larger dis-
crepancies between experiment and simulation for MOF-5 discussed above. 
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The remaining mismatch between the theoretically and experimentally 
obtained values was attributed to the absence of thermal effects in the simu-
lations.165 very similar elastic constants were obtained using the ZIF-FF force 
field derived by Weng and Schmidt168 and the MOF-FF force field derived by 
Dürholt et al.73 The bulk modulus of 9.23 gPa predicted by Tan et al.165 is 
also in good agreement with the value of 8.9 gPa obtained by Zhang et al. 
using the hybrid M06-2X functional.169,170 MaF-7, a ZIF-8 analogue contain-
ing 3-methyl-1,2,4-triazolate instead of 2-methylimidazolate ligands (MaF 
= metal-azolate framework), was found to exhibit higher mechanical resil-
ience than ZIF-8 (K = 10.29 gPa), an effect that was attributed to the electron- 
donating effect of the additional nitrogen atom in the triazolate ligand.171 
Maul et al. established that the elastic constants of ZIF-67, the cobalt analogue 
of ZIF-8, were very similar to those obtained for ZIF-8.112 Interestingly, they 
adopted the extended hessian approach to determine that only a selected 
amount of vibrational modes substantially contribute to (the nuclear part 
of) the ZIF-8 elastic moduli within the harmonic approximation. all identi-
fied modes exhibit low frequencies, in the Thz regime (see Section 1.7.2 of 
Chapter 1), being associated with the symmetric gate-opening phenomenon 
for C11 and C12, and with the antisymmetric gate opening phenomenon and 
breathing deformations of the four-membered ring (4Mr) windows for the 
shear coefficient C44.112

Following a similar approach but using the less expensive PBE func-
tional,122 Tan et al. also calculated the elastic tensors of ZIF-4 and ZIF-zni, 
both composed of zinc cations surrounded by unsubstituted imidazolate 
ligands, but exhibiting different topologies (cag for ZIF-4 versus zni for  
ZIF-zni).172 Similar to ZIF-8, a very good correspondence with the experimen-
tal bulk and Young's moduli was obtained.172 as shown in Figure 3.10, ZIF-
zni is more anisotropic than ZIF-4 and ZIF-8, whereas both ZIF-zni and ZIF-4 
exhibit greater resistance towards shear deformation than the prototypical 
ZIF-8 material.172 Even so, the lowest shear modulus of ZIF-zni, the densest 
ZIF structure, only lies at ∼1.6 gPa, indicating that even dense ZIF materi-
als are prone to shear deformation.172 Just as other ZIFs that feature 4Mr 
windows, this low shear modulus can be understood by the compliance of 
the four ZnN4 tetrahedra surrounding the 4Mr windows.172 In addition, this 
full tensorial analysis revealed certain directions along which ZIF-4 exhibits 
(limited) auxetic behaviour, which is uncommon in rigid materials.172 Using 
the hybrid B3LYP functional, three more materials with the same composi-
tion as ZIF-4 and ZIF-zni were studied in a follow-up study: ZIF-1, ZIF-2, and 
ZIF-3, exhibiting the crb (ZIF-1 and ZIF-2) or dft (ZIF-3) topology.173 Using 
the hybrid B3LYP functional, ryder et al. observed an almost zero but non-
negative Poisson ratio for ZIF-1, ZIF-2, and ZIF-4, whereas ZIF-3 showed both 
significant auxetic behaviour and an exceptionally low minimum shear mod-
ulus of 0.11 gPa, lower than any other ZIF to date.173 In addition, limited NLC 
was observed along certain directions in ZIF-1 and ZIF-2.173 Comparing both 
studies, it is clear that the choice of exchange-correlation functional impacts 
the emergence of auxetic behaviour in ZIF-4, and that care should be taken 
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to ensure that the used level of theory is sufficiently accurate to describe the 
phenomena under study, as discussed in Section 3.3.2.

The above statement can be further exemplified by the study of Zheng  
et al., who investigated the elastic constants of five sodalite ZIFs containing 
zinc cations and either unsubstituted imidazolate (SaLEM-2), 2-chloroimid-
azolate (ZIF-Cl), 2-bromoimidazolate (ZIF-Br), 2-iodoimidazolate (ZIF-I) or 
imidazolate-2-carboxaldehyde (ZIF-90) as a ligand.174 Using the PBE func-
tional with dispersion corrections,122 they found that the mechanical resil-
ience of ZIF-Cl outperformed that of ZIF-Br, which in turn outperformed 
that of both SaLEM-2 and ZIF-90, despite the larger functional group on the 
ligand of ZIF-90.174 The authors were able to negatively correlate the magni-
tude of the elastic constants with the (positive) charge on the zinc cations, 
which in turn is a function of the electron withdrawing character of the func-
tional group. They hypothesised that the smaller the electron density sur-
rounding the zinc cations, the more flexible the ZnN4 tetrahedra, and the 
easier the tetrahedra may deform under stress.174 Interestingly from a the-
oretical standpoint, the authors also investigated the effect of the choice of 
the exchange-correlation functional and the inclusion of dispersion correc-
tions on the reported elastic moduli. While the aforementioned trends were 
observed for all theoretical models, their absolute magnitude varied by more 

Figure 3.10    Comparison of the directional 0 K shear moduli of ZIF-4 and ZIF-zni 
calculated at the PBE level of theory. (a and e) Orthorhombic and 
tetragonal unit cells of ZIF-4 and ZIF-zni, respectively, with ZnN4 tetra-
hedra, nitrogen atoms, carbon atoms, and hydrogen atoms indicated 
in purple, blue, grey, and white, respectively. (b and f) Shear modulus 
representation surface, where blue and green colour coding denotes 
the maximum and minimum moduli. (c and g) Polar plots obtained via 
projections through the origin and down the c axis, showing the posi-
tions of maximum and minimum shear moduli. (d and h) Structure– 
property relationships illustrating the source of the maximum shear 
moduli in relation to the position of the 4Mr, which has low rigid-
ity against shear deformations. Shear stresses in blue generate Gmax, 
while the opposite pairs in green result in Gmin. adapted from ref. 172 
with permission from the royal Society of Chemistry.



Chapter 3150

than 100%, highlighting the importance of validating and benchmarking 
these choices.174 a similar trend was observed by Dürholt et al., via both DFT 
calculations and calculations performed with newly derived MOF-FF force 
fields.73 This observed correlation between functionalisation and mechani-
cal stability was generalised by Moosavi et al., who investigated the effect of 
ligand functionalisation in 50 different ZIF topologies, considering unsub-
stituted imidazolate, 2-methylimidazolate, 4,5-dichloroimidazolate, and 
2-nitroimidazolate as ligands, using a DrEIDINg-based force field.130,175 
They observed that the nonbonding interactions, which are strengthened by 
these functional groups, give rise to a secondary network that can impart the 
material with additional mechanical stability beyond the primary network, 
defined by the bonding interactions and hence the topology.175 These func-
tional groups therefore act as ‘chemical caryatids’ that may strengthen the 
ZIF structure.

Finally, Zhang et al. derived a system-specific force field to determine the 
bulk modulus of a mixed-matrix membrane (MMM) composed of polyben-
zimidazole (PBI) and various amounts of ZIF-7 as a filler material.176 To speed 
up their calculations, they assumed rigid ZnN4 tetrahedra, formed from the 
coordination of the benzimidazolate ligands around the zinc ions in ZIF-7 
and only allowed for flexibility in the ligands themselves. They observed that 
the bulk modulus of neat PBI, amounting to 4.1 gPa, could be substantially 
increased with increasing ZIF-7 filler content, up to 5.9 gPa for a MMM with 
45 wt% of ZIF-7. however, given the exceptionally large value of the pure 
ZIF-7 bulk modulus they obtained (29.5 gPa) and the observed flexibility of 
the ZnN4 tetrahedra in the aforementioned studies, the mechanical proper-
ties of this MMM are most likely overestimated by the here imposed con-
straint that the ZnN4 tetrahedra are rigid.176

3.4.1.4  The UiO-66 Series
The UiO-66 series has been lauded for its exceptional stability compared to 
other MOFs, a result of its Zr6(µ3-Oh)4(µ3-O)4 inorganic nodes that are, in its 
ideal structure, twelvefold connected by either BDC (UiO-66), BPDC (UiO-
67), or TPDC (UiO-68) through relatively strong zirconium–oxygen bonds.45 
however, UiO-66 is also one of the first MOFs for which it became apparent 
that it exhibits tuneable disorder, in which different types and concentra-
tions of defects impact the macroscopic properties of the material, including 
its mechanical behaviour.5,29,32 In this respect, the interest in modelling the 
mechanical properties of UiO-66 lies both in understanding why it has such 
a high mechanical resistance and, especially in more recent years, how this 
is impacted by disorder. as for MOF-5, the conventional cells of the UiO-66 
series in equilibrium exhibit cubic symmetry, so that the same three inde-
pendent deformations can be used to obtain the elastic constants.

as expected given its highly coordinated structure, UiO-66 exhibits high 
elastic constants, with 0 K elastic constants amounting to 59.4 gPa, 31.9 
gPa, and 17.6 gPa for C11, C12, and C44, and a low anisotropy.177 Wu et al. 
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furthermore observed that replacing the zirconium cations in UiO-66 with 
either hafnium or titanium cations does not change its 0 K elastic stiffness 
tensor appreciably.177 In contrast, increasing the linker length to obtain UiO-
67 or UiO-68 does have a profound effect, with the elastic constants and 
moduli systematically decreasing by about 52–58% for UiO-67 and by about 
58–66% for UiO-68.177 Exchanging the BPDC ligands in UiO-67 with azoben-
zene-4,4′-dicarboxylate (aBDC) ligands results in a further small decrease in 
elastic moduli of ∼12%.178 In contrast, exchanging the BDC ligands in UiO-
66 by shorter fumarate ligands increases the elastic moduli by ∼10%, except 
for the C12 elastic modulus, which decreases by ∼20%, presumably due to 
exchanging an aromatic for an aliphatic ligand.120 Using system-specific 
force fields, Moghadam et al. generalised these observations for 14 different 
ligands, obtaining a strong negative correlation between the equilibrium cell 
length of the UiO-66-type material on the one hand and its elastic constants 
and elastic moduli on the other hand.141 Increasing the temperature to 300 K 
results only in a small decrease in elastic moduli and retains the weak anisot-
ropy in the material.120

In the aforementioned studies, UiO-66 and its analogues were treated 
as defect-free materials, which led to an overestimation of the mechanical 
stiffness compared to experimental samples that contained ligand and/or 
node vacancies. To remedy this, Cliffe et al. calculated in their landmark 
study on node defects in UiO-66 the impact of such node vacancies on the 
elastic constants of UiO-66(Zr) and UiO-66(hf).5 While little difference was 
found between the zirconium and hafnium analogues, the node-defective 
reo materials exhibit ab initio elastic moduli that are halved compared to 
the defect-free fcu materials discussed above,5 clearly demonstrating the 
importance of correctly accounting for structural defects when modelling 
UiO-66, as elucidated in Section 3.3.1. Thornton et al. further investigated 
this issue, considering defect-free fcu and node-defective reo materials, as 
well as four materials that were obtained from the defect-free structure by 
systematically removing one, two, three, or four ligands per node, without 
creating node vacancies.48 given that these linker vacancies alter the cubic 
symmetry of the material (in contrast to the fcu and reo materials, which are 
both cubic), six instead of three distinct deformation modes had to be con-
sidered in order to characterise all different elastic constants. as illustrated 
in Figure 3.3, the elastic constants decreased and the anisotropy in elastic 
moduli increased with an increasing number of linker vacancies, even lead-
ing to auxetic behaviour for the most defective structures.48 Furthermore, 
they also showed that larger substituents used to cap the vacancy locations, 
such as acetate and trifluoroacetate, yield elastic moduli that are an order 
of magnitude larger than smaller substituents such as formate, hydroxyl, or 
chloride.48

as for the elastic constants, the bulk modulus drops significantly upon 
linker expansion, from K = 37–42 gPa for UiO-66, over 17–22 gPa for UiO-67 
and 15–17 gPa for UiO-aBDC, to 14–15 gPa for UiO-68, depending on the 
DFT level of theory.177–180 This bulk modulus is quite insensitive to the metal 
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cation, with similar bulk moduli reported for the zirconium, hafnium, and 
titanium analogues of these materials.177,179 The sole exception appears to be 
UiO-66(Ce), for which a small drop in bulk modulus was observed compared 
to UiO-66(Zr), from 42 gPa to 37 gPa.180 From a force-field perspective, Bris-
tow et al. reported substantially smaller bulk moduli at 1 K of 27.2 gPa and 
19.2 gPa for UiO-66 and UiO-67, respectively.74 at elevated temperatures, a 
force-field investigation of the bulk modulus of 14 UiO materials with differ-
ent ligands demonstrated a decrease in bulk modulus upon increasing linker 
length, from ∼35 gPa for a dicarboxylate linker with a C≡C moiety to ∼6 gPa 
for a dicarboxylate linker with two phenyl rings and two C≡C moieties.141

When including node vacancies in UiO-66, the 0 K bulk modulus was 
observed to decrease from ∼39.5 gPa for the defect-free fcu material to 
∼18.3 gPa for the node-defective reo material.5 a very similar decrease was 
observed when including four ligand vacancies per conventional cubic unit 
cell instead, although the 0 K bulk modulus is impacted not only by the con-
centration of ligand vacancies but also by their distribution throughout the 
framework.181 additionally, the dehydrated form of UiO-66 was observed to 
have a slightly smaller bulk modulus than the hydrated form discussed up 
to this point.181 Force-field studies confirmed and generalised these observa-
tions to 300 K.49,182 By considering all inequivalent ways in which one or two 
ligand vacancies could be distributed throughout the conventional UiO-66 
unit cell, rogge et al. observed a decrease in bulk modulus from 22.2 gPa for 
the defect-free UiO-66 material to 19.9 gPa for UiO-66 in which one out of 
every 24 ligand positions was vacant.49 removing an additional ligand results 
in a bulk modulus of 15.5–18.9 gPa, depending on the distribution of the two 
linker vacancies,49 which coincides with the experimental results obtained by 
Yot et al. with a similar defect concentration.50 In a combined experimental/
theoretical study, the effect of systematically replacing one or multiple zirco-
nium cations in the inorganic node with either hafnium or cerium cations 
was investigated. Figure 3.11 reveals a negligible effect for hafnium incorpo-
ration but a slight decrease in bulk modulus upon cerium incorporation.182 
Finally, node vacancies lead to a distinct drop in 300 K bulk modulus, from 
25.5 gPa to 13.9 gPa for UiO-66(Zr),182 which is somewhat lower than the 0 K 
results obtained by Cliffe et al.5

3.4.1.5  HKUST-1
From a mechanical point of view, the cubic hKUST-1 framework, composed 
of copper paddlewheel units connected through benzene-1,3,5-tricarboxyl-
ate (BTC) ligands,183 shows two distinct changes with respect to the afore-
mentioned MOFs. First, the inorganic nodes are connected through tritopic 
instead of ditopic ligands, which should impart additional stability to the 
material. Second, the undercoordinated square-planar copper paddlewheel 
units in hKUST-1 feature two axial positions to which molecules can adsorb.

Despite being first synthesised in 1999, the first study of the hKUST-1 elas-
tic stiffness tensor only took place in 2010, when Watanabe et al. simulated 
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its elastic constants within the DFT framework using the PW91 gga func-
tional.184 They obtained elastic constants C11 = 31.8 gPa, C12 = 21.2 gPa, and 
C44 = 12.7 gPa, and a bulk modulus of 24.4 gPa determined via a Birch– 
Murnaghan equation of state.185 very similar values were reported by 
Tafipolsky et al., who derived a MOF-FF force field that could also predict the 
NTE of the material.186 While the 0 K bulk modulus was also well reproduced 
by BTW-FF and more generic force fields,74,132 DFTB calculations obtained a 
much larger value of 34.66 gPa,142 close to the value Zhao et al. obtained at 
300 K using a newly derived system-specific force field.187

The high elastic constants, indicative of a mechanically resistant material, 
were also calculated using the PBE functional,122 retrieving good agreement 
for C11 and C12 with deviations of up to 20% compared to the aforementioned 
studies, although a much lower value of C44 amounting to 4.41 gPa was 
found.177 These latter values were also confirmed independently by ryder  
et al. using the hybrid B3LYP functional,166 showing that the inclusion of dis-
persion corrections has only a minor influence on the elastic stiffness ten-
sor in this case.188 In addition, they obtained an average difference of less 

Figure 3.11    Equilibrium bulk moduli at 300 K for a series of bimetallic UiO-66 
materials as determined from the pressure equations of state (see 
Section 3.5.3), both in the pristine fcu (circles) and the defective reo 
(squares) topologies, as obtained through force field calculations. For 
mixed-metal bricks for which two inequivalent bricks can be obtained, 
the weighted average is shown, whereas the two independent results 
are included as semi-transparent data points. Experimental results are 
indicated with stars. reproduced from ref. 182 with permission from 
american Chemical Society, Copyright 2020.
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than 1% between the elastic constants of the ferromagnetic and antiferro-
magnetic form of hKUST-1.188 Interestingly, ryder et al. also showed that 
hKUST-1 exhibits auxetic behaviour, which is most pronounced in the 〈110〉 
directions upon application of a uniaxial strain in the 〈11̄0〉 direction, which 
could be explained by the theoretically observed low-frequency twisting of 
the copper paddlewheel clusters shown schematically in Figure 3.12.188

In order to probe the structural and mechanical properties of hKUST-1 
at longer length scales – and hence to be able to describe the experimen-
tally observed mesopores in the material34 – Dürholt et al. developed the 
first coarse-grained MOF force field that builds upon their earlier MOF-FF 
framework.7 In their coarsest hKUST-1 model, the 〈100〉 Young's modulus 
and bulk modulus were found to be 20.3 gPa and 17.6 gPa, respectively, 
comparable with the values of 23.8 gPa and 19.6 gPa obtained using an 
atomistic MOF-FF force field.7 In addition, they found that the inclusion of 
nonbonded interactions, i.e., van der Waals and Coulomb interactions, did 
not alter these values appreciably, and that a hypothetical hKUST-1 mate-
rial that adopts the pto topology would be about 20–40% more rigid than 
the experimentally observed tbo topology, although the latter is energetically 
more favourable.7 This coarse-grained force field was then adopted in a mul-
tiscale investigation to determine the 0 K bulk modulus of defective hKUST-1 
samples, in which spherical mesopores of different sizes and with different 
concentrations were created.23 as expected, increasing the mesopore volume 

Figure 3.12    (a) 0 K Poisson's ratio representation surface obtained at the B3LYP-D 
level of theory, where blue signifies the maximum Poisson's ratio and 
green and red denote the positive and negative (= auxetic behaviour) 
minimum Poisson's ratios, respectively. (b) Demonstration of the 
plausible mechanism associated with cluster rotational dynamics 
responsible for the auxetic response. adapted from ref. 188 with per-
mission from the royal Society of Chemistry.
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leads to a continuous decrease in bulk modulus, although the decrease in 
bulk modulus remains modest.23 Interestingly, Dürholt et al. observed that 
many smaller mesopores in the material impact the bulk modulus more 
strongly than one larger mesopore with the same total mesopore volume,23 
an important guideline when designing defect-engineered MOFs.

3.4.1.6  Wine-Rack Type MOFs: MIL-47 and MIL-53-type 
Materials

Wine-rack type MOFs are composed of extended one-dimensional inorganic 
chains that are connected through dicarboxylate ligands, in such a way that 
their structure viewed along the 1D chain resembles that of a wine rack 
(Figure 1.1(e)). The most prominent examples of this family are the MIL-47 
and the MIL-53 series,189,190 which can be synthesised with different metal 
cations. Because of their wine rack structure, these materials can undergo 
large-amplitude phase transitions between a large-pore (lp) and closed-pore 
(cp) structure, so-called ‘breathing’, induced by mechanical stress,191,192 
among other external stimuli,193 and feature NLC, NTE, and auxeticity (Chap-
ter 2).1,194,195 Since these MOFs have a lower symmetry than the MOFs men-
tioned before, they exhibit more independent elastic constants and hence 
more independent deformations are needed to fully characterise their elastic 
tensor.

a full tensorial analysis of the elastic tensors of the lp structures of MIL-
53(al), MIL-53(ga), and MIL-47 was first reported by Ortiz et al.196 using 
the B3LYP functional.166 The nine elastic constants for these orthorhom-
bic structures are reproduced in Table 3.2, while Figure 3.13 visualises the 
resulting directional Young's modulus of the lp structures of MIL-53(al) and 
MIL-47.196,197 This visualisation shows very strong anisotropy, with stiffer 
directions along the inorganic chains and the organic ligands, and very com-
pliant directions along the diagonals of the lozenge-shaped pore.196 as dis-
cussed further in Section 3.4.3, this strong anisotropy in Young's modulus 
and other elastic moduli was posited as a revealing signature of structural 
flexibility in MOFs.196 In addition, Ortiz et al. showed that all investigated 
MIL-53 and MIL-47 materials exhibit NLC along a direction pointing into the 
channel, with a magnitude of up to −257 TPa−1 for MIL-53(al) lp.196 Finally, 

Table 3.2    0 K stiffness constants for five wine-rack type materials in voigt notation, 
obtained at the B3LYP level of theory. reproduced from ref. 196 with per-
mission from the american Physical Society, Copyright 2012.

Cij/gPa C11 C22 C33 C44 C55 C66 C12 C13 C23

MIL-53(al) lp 90.85 65.56 33.33 7.24 39.52 8.27 20.41 54.28 12.36
MIL-53(ga) lp 112.32 56.66 18.52 5.45 21.71 6.64 22.87 45.35 10.86
MIL-47 lp 40.68 62.60 36.15 50.83 7.76 9.30 12.58 9.28 46.98
DMOF-1 loz 57.15 35.59 17.68 0.62 16.39 0.69 9.85 31.43 5.47
DMOF-1 sq 35.33 58.20 58.45 0.11 0.44 0.28 7.32 7.55 11.68
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they reported that the bulk modulus calculated from these elastic constants 
depends on the averaging scheme, in contrast to the less anisotropic MOFs 
discussed before,196 with values between 1 and 20 gPa for the MOFs con-
sidered here. In line with earlier results on rigid MOFs, DFTB strongly over-
estimates the true bulk modulus also for MIL-53.142 For MIL-47(v), similar 
elastic constants as those reported in Table 3.2 were obtained by vanpoucke 
et al. and heinen et al. using the generalised hessian approach.78,109 as noted 
earlier for MOF-5, vanpoucke et al. also observed that a proper energy mini-
misation is essential to obtain the true unstrained equilibrium structure and 
its elastic constants.109 The MIL-47 ab initio elastic constants from the three 
aforementioned studies were used by heinen et al. to propose an alternative 
force field fitting procedure based on the elastic stiffness tensor.78 The elas-
tic constants predicted using this MIL-47 force field correspond remarkably 
well with those obtained from DFT calculations,78 in contrast to more ad hoc 
based force fields.191 heinen et al. furthermore observed that amino function-
alising the BDC ligands in MIL-47 leads, on average, to a decrease in elastic 
constants, although the exact magnitude of the elastic constants depends on 
the location of the amino group, with the most stable amino-functionalised 

Figure 3.13    Top: Directional 0 K Young's modulus for the lp phases of MIL-53(al) 
(left) and MIL-47 (right) represented as 3D surfaces, with axes tick 
labels in gPa. Bottom: Scheme of the Young's modulus values for the 
stiffest and most compliant directions, with Young's modulus values 
indicated. reproduced from ref. 197 with permission from the ameri-
can Institute of Physics, Copyright 2013.
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structures being those with the highest elastic constants.198 Finally, also the 
fumarate-based analogues of MIL-53(al) and MIL-53(ga) were studied at the 
DFT level using the PBE functional,122 showing that the gallium analogue is 
softer than the aluminium variant.199

regarding the cp phases, DFT calculations using the PBE functional122 
reveal that the MIL-53(al) cp structure exhibits a lower anisotropy in Young's 
and shear moduli compared to its lp structure, although it still features 
directions of NLC and auxetic response.200 a similar result was obtained for  
fumarate-based MIL-53(al) and MIL-53(ga).199 Furthermore, it was observed 
that low water loadings in the MIL-53(al) lp structure soften some of the 
deformation modes of the material,200 a counterintuitive response upon 
adsorption that was observed earlier by Mouhat et al.201 a similar effect was 
observed at 300 K for MIL-53(Cr), where a force-field study showed a decrease 
in bulk modulus from ∼1.8 gPa to ∼0.75 gPa at low CO2 loading.202 For MIL-
47, the cp structure was found to exhibit both directions of NLC and of auxetic 
behaviour.109 In addition, the MIL-47 cp structure shows higher anisotropy in 
Young's modulus and a lower anisotropy in shear modulus than its lp struc-
ture.109 While DFT predicts its 0 K bulk modulus to decrease from 6.1 gPa 
to 2.8 gPa when transitioning from the lp to the cp structure,109 a force field 
study predicts that MIL-53(al) does the opposite, with an increase in 300 K 
bulk modulus from ∼1.6 gPa to ∼3.7 gPa when transitioning to the denser 
structure.83 a similar increase in bulk modulus for the denser phase was 
observed for COMOC-2,203 an isoreticularly expanded version of MIL-47 in 
which the BDC ligands are replaced by BPDC ligands.204 additionally, Wieme 
et al. observed a decrease in bulk modulus for the COMOC-2 cp state and an 
increase for the COMOC-2 lp state with increasing temperature, whereas the 
bulk moduli of MIL-47 and COMOC-3 (obtained by replacing the BDC ligand 
in MIL-47 by a naphthalene-2,6-dicarboxylate (NDC) ligand) are largely tem-
perature-independent.204 The MIL-47 bulk modulus furthermore depends 
on the magnetic ordering of the vanadium ions in the inorganic chain, with 
antiferromagnetic chains leading to bulk moduli that are ∼2 gPa larger than 
for ferromagnetic chains.205 Finally, hoffman et al. observed only a modest 
decrease in bulk modulus with temperature for the MIL-53(al) cp phase 
within the Qha framework, while a much larger increase in bulk modulus 
was observed for the lp phase, from 2.1 gPa at 0 K to 8.4 gPa at 500 K.206 
The latter effect, however, was assigned to an overestimation of the thermal 
expansion behaviour of the lp phase in this study.206 For both phases, they 
were able to pinpoint the magnitude of the bulk modulus to a limited set of 
low-frequency vibrational modes (see Figure 1.19).206

In a follow-up study,197 Ortiz et al. compared the behaviour observed for 
MIL-53 and MIL-47 to that of two other wine-rack type MOFs, MIL-122 207 
and MIL-140.208 MIL-122 is structurally similar to MIL-53, with the excep-
tion that the ditopic BDC ligands in MIL-53 are replaced by tetratopic 
naphthalene-1,4,5,8-tetracarboxylate ligands, which precludes wine-rack 
type hinging. While MIL-122 was observed to still exhibit auxetic behaviour 
and directions of NLC, a feature of wine-rack type MOFs, the anisotropy 
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in its Young's modulus is about two orders of magnitude smaller than for 
the flexible MIL-53 and MIL-47 materials.197 The zirconium-based MIL-140 
material, in turn, can be regarded as a ‘reinforced’ or ‘retrofitted’ wine-rack 
structure, which features additional linkers that span the pores, hence 
again precluding flexibility. although MIL-140 does exhibit strong anisot-
ropy in its Young's and shear moduli, the most compliant directions are 
not located along the pores and hence predict that the material is not flex-
ible.197 While Ortiz et al. did not observe any directions with NLC,197 ryder 
et al. observed NLC directions both in MIL-140, albeit rather of limited 
magnitude, and an isoreticular framework with a BPDC ligand.209 By sys-
tematically increasing the length of the ligand, they observed a continuous 
increase in anisotropy for the elastic moduli of these materials as well as 
a continuous increase in auxetic behaviour and a continuous decrease in 
bulk modulus.209 however, no such correlation was observed regarding the 
occurrence of NLC and the shape of the linear compressibility representa-
tion surface in general.209 Furthermore, as for the MIL-53 materials, it was 
noted that the bulk modulus calculated from the elastic constants is depen-
dent on the chosen averaging scheme.209

3.4.1.7  Other Systematic Observations in MOF Mechanics
alongside the prototypical MOFs given above, several other studies have 
appeared in recent years in which the elastic constants or moduli of MOFs 
have been determined. Noteworthy examples include 2D MOFs such as MOF-
901 (the most compliant directions of which are located in the direction 
perpendicular to the 2D planes),210 MOFs with differing degrees of inter-
penetration, such as in the MOF-14/DUT-34 pair of structures (where inter-
penetration increases the mechanical stability),211 thin film SUrMOFs,212 
flexible 3D MOFs such as ZnPurBr,213 DUT-49,214 DMOF-1,215 Zag-4,216 Zag-
6,216 CoBDP,217 and others.218 While it is impossible to discuss them exhaus-
tively here, two systematic sets of ‘high-throughput’ studies have appeared in 
recent years that warrant a more in-depth discussion.

In 2019, alexandrov et al. performed a comparative DFT study of 22 MOFs 
assembled from chain-like inorganic building blocks and calculated their 
full stiffness tensor.219 They observed that many of these MOFs exhibit both 
NLC and auxetic behaviour, even though not all of them were flexible.219 
This work generalises earlier observations of such anomalous behaviour 
in rod-like MOFs,220 such as the MIL-47 and MIL-53 series discussed in Sec-
tion 3.4.1.6, Zag-4 (which shows NLC but no auxetic behaviour),216 Zag-6,216 
SION-8,221 CoBDP,217 the lozenge-pore phase of DMOF-1 (although a similar 
effect is missing in its square-pore structure),196 MOF-74(Zn),222 and its ana-
logue with a shorter 2,3-dihydroxyfumarate (which shows auxetic behaviour 
but no NLC),223 CaU-13,224 and NOTT-300 (which shows auxetic behaviour 
but no NLC).224 Based on this anomalous behaviour, CaU-13 and NOTT-300 
were predicted to be flexible,224 which was later confirmed experimentally for 
CaU-13.225
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On a larger scale, anderson et al. constructed a library of 122 copper-pad-
dlewheel MOFs, focusing on how their mechanical properties are altered 
as a function of their organic ligands and the topology in which the mate-
rial assembles.226 19 different topologies were included in this study, as it 
was observed that previous high-throughput studies lacked diversity in this 
aspect. This path was further explored by Moghadam et al., who constructed 
a database of 3385 MOFs consisting of 41 different topologies and various 
types of organic and inorganic building blocks, making it the largest MOF 
database up to this point for which the mechanical properties have been 
fully calculated.141 given the size of these databases, they were explored 
using the UFF4MOF force field with the aim of understanding what makes 
certain MOFs more robust than others.134 Both studies revealed the topology 
of the material to be the most important predictor of its mechanical proper-
ties,141,226 to the extent that a neural network could not satisfactorily predict 
the mechanical behaviour of MOFs without considering topology as a fea-
ture.141 additionally, these studies revealed that MOFs tend to become more 
compliant when they exhibit low-connected inorganic nodes or when the 
size of the organic ligand increases,141,226 in line with the observation that the 
densest MOFs are also the most mechanically rigid.139,227 Efforts to discover 
mechanically stable MOFs with exceptional internal surface areas therefore 
need to find building blocks and topologies that balance these two aspects, 
such as found in the recently synthesised DUT-60 framework that adopts the 
less common ith-d topology.228

3.4.2   Extracting Elastic Constants Through Fluctuation 
Formulae to Predict Temperature Effects

Most mechanical studies on MOFs in the elastic regime use the explicit 
deformation methodology outlined in Section 3.4.1. however, the elastic 
constants derived using the relation V0Cij = ∂2U/∂εi∂εj are obtained at 0 K, 
whereas the mechanical properties of MOFs are strongly temperature depen-
dent. an extension of the explicit deformation methodology to finite tem-
perature is, in principle, possible by replacing the internal energy U by the 
helmholtz free energy F, but obtaining the free energy from a simulation 
requires dedicated simulation protocols, as explained in Section 3.5.3, and 
is therefore not straightforward. The same limitation arises for the energy 
equation of state: to obtain the finite-temperature bulk modulus, the free 
energy equation of state should be constructed. In Section 3.4.2.1, an alter-
native approach based on fluctuation formulae will be outlined from which 
the finite-temperature elastic stiffness tensor can be obtained. Its applica-
tion to MOF research will be discussed in Section 3.4.2.2. given that this 
methodology requires taking appropriate ensemble averages, it is computa-
tionally more expensive than the explicit deformation approach, explaining 
the rather limited MOF literature on the topic and the focus on force field 
rather than DFT studies.
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3.4.2.1  General Methodology
Two main types of fluctuation formula arise, which differ in whether the 
stress is imposed and variations in strain are measured, or whether the strain 
is imposed and variations in stress are measured. also mixed forms exist, but 
are not discussed here as they have not yet been used in MOF research. For 
the first category, Parrinello and rahman showed that the elements of the 
fourth-rank compliance tensor S of a material around an equilibrium struc-
ture with volume V0 and at a temperature T can be obtained as:229
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In this expression, 〈·〉 denotes an ensemble average. When this average 
is taken in the (N, P, σa, H) ensemble, the adiabatic compliance tensor is 
obtained, whereas taking the average in the (N, P, σa, T) ensemble leads to 
the isothermal compliance tensor.229 The corresponding stiffness tensor 
then follows through matrix inversion. This formula can be extended to also 
calculate higher-order stiffness tensors.230

For the second category, Squire et al. and ray et al. showed that a material's 
fourth-rank stiffness tensor C around an equilibrium structure with volume 
V0 and at a temperature T can be obtained as:15,231,232
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In this expression, where the notation of ref. 111 is used, δij is the Kro-
necker delta, being one if i = j and zero otherwise. C̄αβµν is the Born term, 
which was first encountered in eqn (3.37). The second and third terms are 
the fluctuation term, which converges to the relaxation term in eqn (3.37) in 
the zero temperature (0 K) limit, and the ideal gas term, which vanishes in 
the same limit.233 The ensemble over which the average is taken again deter-
mines which elastic tensor is calculated: the (N, V, h0, E) ensemble yields the 
adiabatic stiffness tensor, whereas the (N, V, h0, T) ensemble yields the iso-
thermal stiffness tensor.15,231,232

While both eqn (3.40) and (3.41) can be used interchangeably to determine 
the elastic constants, they differ from a practical perspective. First, eqn (3.40) 
requires pressure control during the simulation, and as a result the barostat 
simulation parameters may impact the observed fluctuations, as discussed 
in Sections 3.3.3 and 3.5.1. This was illustrated in ref. 83, in which the 300 
K bulk modulus of MIL-53(al) was determined based on fluctuations in the 
unit cell volume, similar to eqn (3.40). For the Langevin and MTK barostats, 
bulk moduli of 8.5–12.1 gPa for the cp phase and 3.2–10.1 gPa for the lp 
phase were predicted.83 Those variations were caused only by a variation in 
coupling strength between the barostat and the system, as the barostat relax-
ation time was varied between 1 ps and 10 ps.83 This effect was two orders of 
magnitude worse for the Berendsen barostat, where the same procedure led 
to bulk moduli of 275–1150 gPa (cp phase) and 93–215 gPa (lp phase) due 
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to the artificial suppression of volume fluctuations in this barostat coupling 
scheme.83 Second, eqn (3.40) was observed to converge more slowly than eqn 
(3.41),82 although this argument is less important for force-field based sim-
ulations. The main disadvantage of eqn (3.41) lies in the Born term, which 
requires calculating the second-order derivatives of the potential energy with 
respect to the strain along the simulation to calculate the first term. While 
first-order derivatives of the potential energy are readily available in molecu-
lar software as they determine the forces on the system, this is often not the 
case for second-order derivatives which quickly become very intricate (see 
ref. 129, 233, and 234 for examples).

3.4.2.2  Application to MOFs
a first study of the temperature-dependent elastic properties of MOFs was 
performed for the cubic ZIF-8 material by Ortiz et al., showing an increase 
in C11 when increasing the temperature from 77 K to 500 K, while the C12 
and C44 elastic constants, the last of which determines the most compli-
ant deformation mode in ZIF-8, were largely temperature-independent.235 
Despite the ZIF-FF force field showing an overall good agreement with ab ini-
tio data, it could not reproduce this temperature-induced increase in C11.168 
Ying et al. used eqn (3.40) to predict the effect of linker functionalisation in 
ZIF-8 on its 300 K shear elastic constant C44, showing that C44 is smaller for 
ZIF-Cl and ZIF-Br than for ZIF-8, while it is larger in SaLEM-2.236 In com-
parison, the bulk modulus was found to increase from SaLEM-2 over ZIF-8 
and ZIF-Cl to ZIF-Br,236,237 in contrast to earlier observations obtained at 0 
K.73,174 In contrast to the temperature-induced stiffening in ZIF-8, the three 
elastic constants of hKUST-1 were predicted to decrease when increasing the 
temperature from 0 K to 400 K, as shown in the inset of Figure 3.14, thereby 
lowering the structural stability of the material.238 These theoretical predic-
tions of temperature-induced softening in hKUST-1 were confirmed by the 
nanoindentation experiments illustrated in Figure 3.14.238

a comparative study of the elastic moduli in UiO-66, MOF-5, MIL-47, and 
the two phases of MIL-53 demonstrated that the impact of temperature on 
the elastic moduli is strongly material dependent.136 For UiO-66, the max-
imum Young's and shear moduli were predicted to increase with tempera-
ture, while their minimum values decreased slightly, thereby increasing the 
anisotropy with increasing temperature.136 For MOF-5, only the minimum 
shear modulus was found to decrease appreciably upon increasing tempera-
ture, making the material even less stable, whereas other elastic moduli 
were found to remain more or less constant, thereby reducing the anisot-
ropy with increasing temperature.136 For the lp phases of MIL-47 and MIL-
53, an increase in maximum values of the Young's and shear moduli were 
obtained with increasing temperature, whereas the minimum values either 
remained more or less constant (for MIL-47) or decreased (for MIL-53), in 
both cases leading to an increase in anisotropy.136 Finally, for the MIL-53 cp 
phase, a mixed picture was obtained where the minimum Young's modulus, 
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the maximum Young's modulus and the minimum shear modulus increased 
with temperature, whereas the other values remained constant, leading to a 
net decrease in anisotropy for these two elastic moduli upon an increase in 
temperature.136

In two force field studies, Ying et al. used the strain fluctuation formula of 
eqn (3.40) to calculate the 300 K elastic moduli of DUT-49 and four isoretic-
ular analogues obtained by changing the organic ligand.237,239 In agreement 
with earlier 0 K observations discussed in Section 3.4.1, they found that lon-
ger ligands decrease the magnitude of all 300 K moduli, both in the open-
pore (op) and cp phase, as shown in Figure 3.15.237,239 In addition, Figure 
3.15 reveals that the cp phase exhibits lower elastic moduli than the op phase 
for all investigated DUT materials.239 Finally, a full elastic tensorial analysis 
of eleven Zn(CN)2 polymorphs revealed auxetic behaviour in all these struc-
tures, although only one also showed NLC.240

3.4.3   Predicting Flexibility from Equilibrium Elastic 
Properties

Up to this point, we have been interested in characterising the elastic regime 
of MOFs, determined through the second-order elastic stiffness tensor. Based 
on the derivation in eqn (3.33), this limits the region for which the properties 
and observations in Sections 3.4.1 and 3.4.2 hold to small strains around an 

Figure 3.14    Young's modulus as a function of load at various temperatures 
obtained from nanoindentation experiments. Inset: variable-tem-
perature elastic constants obtained from classical molecular dynam-
ics simulations. Lines provide guidance for the eye. adapted from  
ref. 238 with permission from american Chemical Society, Copyright 
2018.
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equilibrium structure of the MOF, either at 0 K or at elevated temperatures. 
It is only natural, however, to ponder to which extent these elastic properties 
can be correlated with ‘plastic’ mechanical properties (exceeding the elastic 
limit) – for instance, in how far can elastic constants distinguish between 
flexible materials, exhibiting a single-crystal-to-single-crystal phase tran-
sition under plastic deformation, and rigid materials, exhibiting a single- 
crystal-to-amorphous phase transition instead? Finding such correlations 
would be very powerful, both from an experimental and a theoretical per-
spective. Experimentally, such correlations would circumvent the need to 
perform destructive tests to establish the plastic behaviour of a material. 
Theoretically, it is often far easier to describe the equilibrium structure of a 
material rather than its structure during plastic deformation, as discussed in 
Sections 3.5 and 3.6.

Empirically, Zener found that the anisotropy index A = 2C44/(C11 − C12), 
which is the ratio of the resistance of a cubic material against monoclinic 
shear to its resistance to an orthorhombic shear, is an important quantity by 

Figure 3.15    (a) atomic structures of five isoreticular DUT materials with increasing 
ligand length. Copper, oxygen, nitrogen, carbon, and hydrogen atoms 
are shown in brown, red, cyan, grey, and white, respectively. (b) aver-
aged Young's, shear, and bulk moduli for these five materials in both 
the op (blue) and cp (orange) phase. The insets show the deformation 
mode corresponding to each modulus. adapted from ref. 239 with per-
mission from american Chemical Society, Copyright 2021.
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which to predict mechanical processes in metals beyond the elastic regime.241 
This Zener anisotropy index forms a signature for phase transformations in 
alloys and for plastic anisotropy in sheet metals: the higher the anisotropy, 
the less energetically costly the phase transformation becomes.242,243 The 
question remains, however, if a similar measure can also be introduced for 
MOFs, which often exhibit noncubic structures.

In this regard, Ortiz et al. systematically calculated the 0 K elastic moduli 
of the flexible MIL-53, MIL-47, and DMOF-1 materials, and observed that the 
ratio of the maximum and minimum Young's modulus, as well as the ratio 
of the maximum and minimum shear modulus, is about two orders of mag-
nitude higher for these flexible MOFs than for relatively rigid MOFs such as 
MOF-5 and ZIF-8.196 This motivated them to conclude that high anisotropy in 
these moduli, and hence the presence of directions with rather low Young's 
and shear moduli, is an indicator for structural flexibility in MOFs – hence 
predicting their plastic behaviour.196 Later, they noted that the occurrence of 
such ‘soft’ deformations modes along which the material can deform with 
only a small energy penalty can also be directly extracted by determining 
the eigenvalues and eigenmodes of the stiffness tensor C, as the eigenmode 
with the lowest eigenvalue describes the softest deformation mode of the 
material.197 Their elastic signature for flexibility in MOFs can therefore be 
more generally expressed as the simultaneous occurrence of soft deforma-
tion modes and large anisotropy in eigenvalues of the elastic stiffness ten-
sor.197 although they recognised that this signature should be used with 
caution – counterexamples were found in the rigid MIL-140,197 which shows 
unexpectedly high anisotropy, and in a series of flexible DUT-49 analogues, 
which show unexpectedly low anisotropy237 – this criterion remains to date a 
convenient criterion to check for flexibility in MOFs based on their computed 
equilibrium properties, both at 0 K and at finite temperatures.136,216 When 
a material is brought closer to instability, its anisotropy was furthermore 
observed to increase substantially.136 In 2014, Sarkisov et al. demonstrated 
that soft deformation modes in a material, and hence large-amplitude flex-
ibility, could also be predicted by representing the MOF as a mechanical 
model constructed from rigid trusses that are connected through flexible 
hinges (Section 2.4.5).244 The flexibility of this mechanical model and hence 
the associated MOF, can then be predicted by considering the energy needed 
to deform the model under various deformation modes.244

3.4.4   Determining the Stability Range of MOFs: Elasticity 
Under Pressure

Predicting the thermodynamic conditions – temperature, stress, adsorption –  
under which a certain phase of a MOF is stable is essential in order to know 
how these MOFs can be shaped and handled, as well as for which applica-
tions they can be adopted. This can be directly achieved by modelling the 
material outside of its elastic equilibrium, which is the topic of Sections 3.5 
and 3.6. In contrast, herein two main methods will be outlined to determine 
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the stability of MOFs – focussing on their ‘mechanical stability’ – based on 
properties derived in the elastic regime: either the elastic stiffness tensor 
(Section 3.4.4.1) or the vibrational modes (Section 3.4.4.2).

To do so, however, it is first necessary to generalise the definition of the 
stiffness tensor of eqn (3.33) to account for finite pressures. recall that finite 
temperatures are already taken care of in eqn (3.33), given that the elastic ten-
sor is therein defined based on the helmholtz free energy F. at a finite stress 
σ, the helmholtz free energy of eqn (3.33) should be replaced by the gibbs 
free energy G, defined in eqn (3.6) for a general stress and in eqn (3.19) for a 
hydrostatic pressure.245 as a result, the first-order expansion coefficients in 
eqn (3.31) will no longer disappear at finite stress, and the unloaded elastic 
stiffness tensor C should be replaced by the elastic stiffness tensor B under a 
load σ, defined component-wise as:246,247,¶¶
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In general, Bklij ≠ Bijkl due to the last term between brackets in eqn (3.42). 
hence, the loaded elastic stiffness tensor B has, in general, a lower symmetry 
than the unloaded elastic stiffness tensor C. as a result, also the voigt nota-
tion cannot be used in this case. Under a hydrostatic pressure σij = −Pδij, eqn 
(3.42) simplifies to
  

 Bijkl = Cijkl − P(δikδjl + δilδjk − δijδkl), (3.43)
  

and the voigt symmetry of C is preserved.246–248

From a practical perspective, one can hence determine the loaded elas-
tic stiffness tensor B at a given temperature and stress by first determining 
the unloaded elastic stiffness tensor C under the same conditions and then 
applying eqn (3.42) or eqn (3.43). alternatively, the elements of the loaded 
elastic stiffness tensor can be determined directly through fluctuation for-
mulae similar to those presented in Section 3.4.2 but including a correction 
term, and by setting the reference cell matrix necessary to define the strain in 
eqn (3.4) equal to the average cell matrix at the applied stress and tempera-
ture, h0 = ⟨h⟩, as derived in ref. 249 and 250.

3.4.4.1  Determining Elastic Stability through the Born Stability 
Criteria

Intuitively, a MOF structure is said to be elastically stable at a given tempera-
ture T if any arbitrary infinitesimally small strain ε increases its free energy 
F.251 For such small strains, the harmonic approximation of eqn (3.33) is valid 

¶¶ as mentioned before, the different definitions of the elastic stiffness tensor (based on the 
stress–strain, stress–energy density, and elastic wave propagation) no longer coincide when 
the material is subjected to an external load. herein, we will apply the definition necessary 
to check the Born stability criteria (based on strain–energy density) and refer the interested 
reader to further discussions on this topic.245,248,310,311
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and the aforementioned statement requires ε:C:ε to be positive for all small 
deformations ε, the so-called Born stability criterion. as a result, a necessary 
and sufficient condition for a given MOF structure to be elastically stable at a 
given temperature T is that its elastic stiffness tensor C is positive definite or, 
in other words, that the eigenvalues of C are all positive or that all its leading 
principal minors are positive (Sylvester's criterion).251,252 Using the terminol-
ogy introduced in Section 3.4, this implies that energy needs to be supplied 
to deform the system, even along the softest or most compliant deformation 
mode, which is the eigenmode corresponding to the lowest eigenvalue of C. 
From the point of view of the fluctuation formula of eqn (3.40), Parrinello 
and rahman noted that elastic instability of a crystal would lead to a diver-
gence in some of the correlations 〈εαβεµν〉 − 〈εαβ〉〈εµν〉.229

For a cubic crystal, calculating the eigenvalues of the elastic stiffness ten-
sor and requiring them to be positive leads to the well-known elastic stability 
criteria251
  

 C11 + 2C12 > 0, C11–C12 > 0, C44 > 0. (3.44)
  

In turn, these inequalities can be interpreted as requiring the material to 
be stable against a volumetric compression or expansion, against orthor-
hombic deformation, and against monoclinic shear.253 Important, however, 
is to realise that eqn (3.44) is a specific form of the Born stability criteria 
valid only when a cubic crystal system is considered. For other crystal systems, 
with other nonzero elastic constants, the requirement that the elastic stiff-
ness tensor is positive definite leads to different Born stability criteria, as 
summarised by Mouhat and Coudert.252 The lower the symmetry of the sys-
tem, the more elastic constants appear in the stiffness tensor and the more 
intricate these expressions become.252

For materials subjected to an external stress σ, the Born stability criteria 
should be expressed in terms of the loaded elastic stiffness tensor B (see eqn 
(3.42)) or its symmetric variant 2A = B + BT: a given material at a certain tem-
perature and under a certain external stress is stable with respect to small 
elastic deformations if, and only if, B or A is positive definite.253–255 as an 
example, for a cubic system under a hydrostatic pressure P (which retains 
the cubic symmetry), the elastic stability criteria of eqn (3.44) transform to
  

 C11 + 2C12 + P > 0, C11 − C12 − 2P > 0, C44 − P > 0. (3.45)
  

One has to take care, however, that a general stress may lower the symme-
try of the crystal. The requirement that the loaded elastic stiffness tensor is 
positive definite, may hence involve a more cumbersome expression of its 
elastic constants than requiring the unloaded elastic stiffness tensor to be 
positive definite.

Using these definitions, the elastic stability region of a MOF can be defined 
as that region in parameter space (including, e.g., temperature, stress, and 
gas loading) for which the Born stability criteria are satisfied. a first study 
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exploring this stability region for a MOF was performed in 2012, by calculat-
ing the Born stability criteria for the cubic ZIF-8 material as a function of the 
pressure for different temperatures and methane loadings.235 as shown in 
Figure 3.16, which illustrates the two smallest out of the three Born stability 
criteria for this cubic material, C44 − P > 0 is the first criterion to be violated 
for ZIF-8, irrespective of the methane loading or temperature.235 as could 
be predicted qualitatively by the extremely low 0 K shear modulus of ZIF-8 
discussed in Section 3.4.1, the material first becomes mechanically unsta-
ble under shear deformation.235 however, while the 0 K shear constant C44 
of ZIF-8 amounts to about 1 gPa, the guest-free material becomes unstable 
already at a lower pressure of ∼0.4 gPa,235 a result which was later also veri-
fied via DFT calculations.112 This illustrates the importance of determining 
the elastic constants and verifying the positive definiteness of B at or close to 
the thermodynamic conditions of interest, at finite temperatures and pres-
sures (using the technique in Section 3.4.2), rather than obtaining the elastic 
constants from simulations without external stress (using the technique in 
Section 3.4.1) and applying eqn (3.44) or its analogues to determine the sta-
bility region.245 While Figure 3.16 demonstrates that the pressure at which 
this instability occurs is rather insensitive to temperature, the inclusion of 
methane in this material does expand its region of stability appreciably.235

a similar shear-induced elastic instability was also observed for ZIF-4,235 
several ZIF-8 analogues,236 and the denser Zn(CN)2 materials,240 whereas 

Figure 3.16    Evolution of the Born stability criteria for compression (upper panel) 
and shear (lower panel) of ZIF-8 as a function of hydrostatic pressure. 
Black: empty ZIF-8 at 77 K; red: empty ZIF-8 at 300 K; blue: empty ZIF-8 
at 500 K; orange: ZIF-8 with 18 methane molecules per unit cell at 300 
K. reproduced from ref. 235 with permission from american Chemi-
cal Society, Copyright 2013.
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the softest deformation mode for the defect-free cubic UiO-66 MOF was 
observed to be an axial deformation, which violates the Born stability con-
ditions starting from a pressure of ∼1.85 gPa onwards.49 In contrast, in the 
UiO-66 analogue obtained by replacing the phenyl ring in the BDC ligand by 
a C≡C moiety, the first Born stability criterion to be violated is the isotropic 
compression mode.141 This difference with respect to UiO-66 was attributed 
to the weaker steric hindrance when compressing the MOF containing this 
aliphatic linker compared to the aromatic linker in UiO-66.141 a similar varia-
tion in the weakest deformation mode leading to mechanical instability was 
observed in DUT-49 and reticular analogues, although the underlying mech-
anism remains uncertain at this point.237

In 2018, this procedure to determine the mechanical stability of MOFs 
was contrasted with the anisotropy signature described in Section 3.4.3 
and the construction of pressure-versus-volume equations of state, which 
will be discussed in more depth in Sections 3.5 and 3.6. To this end, next 
to the cubic and rigid UiO-66 and MOF-5 materials, MIL-47 and MIL-53 
were also considered, for which the lp phases belong to the orthorhom-
bic crystal system.136 For MOF-5, this analysis showed that the first Born 
stability criterion to be violated is not due to shear deformation, as one 
may expect based on the low C44 value and based on predictions within the 
Qha framework,157 but is rather induced by isotropic compression, given 
that Figure 3.17 reveals that the associated Born stability criterion shows a 

Figure 3.17    Born stability criteria for MOF-5 as a function of the hydrostatic pres-
sure, at 300 K. adapted from ref. 136 with permission from american 
Chemical Society, Copyright 2018.
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substantial pressure-induced softening.136 Despite the similarities between 
the lp phases of MIL-47(v) and MIL-53(al), their mechanical instability 
was observed to be induced by two different deformation modes: a triaxial 
deformation mode for MIL-47 and a shear deformation mode for MIL-53, 
presumably due to the weaker inorganic chain present in the latter mate-
rial.136 In contrast to the cubic UiO-66 and MOF-5 materials, however, the 
weakest axial deformation mode in MIL-47 is not easily interpretable, due 
to the lower symmetry of this orthorhombic structure.136 This was further 
exemplified by the even less-symmetric monoclinic cp phase of MIL-53(al). 
In this case, the Born stability criteria need to be evaluated by calculating 
the eigenvalues of the stiffness tensor and requiring them to be positive, 
giving only limited and less-interpretable information about the deforma-
tion mode leading to mechanical instability compared to more symmetric 
phases.136

3.4.4.2  Determining Dynamic Stability through the Vibrational 
Spectrum

While the elastic stability criteria in Section 3.4.4.1 give insight into the 
macroscopic deformation mode of the crystal that first induces mechan-
ical instability, complementary microscopic insight can in principle be 
obtained through the vibrational spectrum. The hessian matrix, intro-
duced in eqn (3.38), describes the energy associated with small displace-
ments of the different nuclei from their equilibrium structure, in the 
harmonic approximation. The hessian matrix therefore takes a very sim-
ilar role to that of the stiffness tensor: while the elastic stiffness tensor 
should be positive definite to ensure elastic stability, the hessian matrix 
should be positive definite to ensure dynamic stability. If the hessian 
matrix contains negative eigenvalues, corresponding to imaginary vibra-
tional frequencies, displacing the nuclei along the associated vibrational 
modes would lower the energy of the system, indicating its mechanical 
instability. however, theoretically obtaining these low-frequency or ter-
ahertz vibrations is highly challenging, as is their interpretation, given 
that these collective vibrational modes contain contributions from many 
atoms in the unit cell.188,256

as an instructive example, ryder et al. investigated the terahertz vibrations 
in ZIF-4, ZIF-7, and ZIF-8,256 as well as in hKUST-1,188 which were discussed 
earlier in Section 3.4.1.5. For ZIF-4, two soft phonon modes were identified: 
one associated with a distortion of the 4Mr aperture, discussed earlier in 
Section 3.4.1.3, and one associated with a gate-opening phenomenon.256 
For ZIF-7 and ZIF-8, several soft modes were found that could be associated 
with gate-opening and breathing mechanisms, as well as a soft mode that 
could explain the experimentally observed phase transition in these materi-
als.256–258 also the phase transition in the related Zn(CN)2 material could be 
associated with the instability of several low-frequency vibrational modes.259 
While promising, extending this approach to finite temperatures is not 
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straightforward due to the difficulties in accurately assigning vibrational 
modes in those cases. recently, Maul et al. presented such an approach that 
combines this vibrational analysis with the Born stability criteria to obtain 
both macroscopic insight into the weakest deformation mode and atomic 
insight into which nuclei play a major role in determining mechanical insta-
bility.112 The Born stability criteria revealed that the shear deformation, 
defined by C44, is the weakest deformation mode in ZIF-8.112 Subsequently, 
they determined through the relaxation term in eqn (3.37) that the antisym-
metric breathing of the 4Mr aperture and the antisymmetric gate opening 
contribute most to the relaxation term associated with the C44 elastic con-
stant and hence to instability.112

3.5   The Response of Flexible MOFs to Large 
Pressures: the Inelastic Regime

Thanks to their porous structure, many MOFs undergo large-amplitude 
structural phase transitions under external stimuli.3 Studying the mechan-
ical response of these flexible MOFs or SPCs beyond the equilibrium 
regime requires dedicated techniques differing from those outlined in 
Section 3.4. While the approaches discussed in Sections 3.4.3 and 3.4.4 
give insight into whether a MOF is flexible or not and, in the case of the 
Born stability criteria, at which pressure it may undergo a phase transition, 
they do not model the phase transition explicitly. as a result, none of these 
aforementioned techniques provide information about the structure of the 
MOF during and after the phase transition or the energy needed to induce 
these transitions.

In this section, three general techniques will be discussed to access that 
information. The most straightforward technique, outlined in Section 
3.5.1, consists in probing the response of the MOF structure during an MD 
simulation in the (N,P,σa,T) ensemble at various pressures and following 
the phase transition that is observed once the external pressure P is suffi-
ciently high. Due to the inability of this technique to determine the energy 
required to induce the phase transition or the difference in energy between 
the initial and final phases, as well as due to inaccuracies in predicting 
the transition pressure, two other approaches will be outlined in Sections 
3.5.2 and 3.5.3. In Section 3.5.2, the energy-versus-volume equation of state, 
introduced in Section 3.4.1 to extract the equilibrium bulk modulus, will be 
extended so to cover the different phases the material can attain. In Section 
3.5.3, a technique will be outlined that generalises this approach to finite 
temperatures, giving rise to pressure and free energy equations of state that 
govern the dynamics of MOFs under experimental conditions. While flexi-
bility in MOFs can be induced by many stimuli, we will focus on mechanical 
stress and pressure as stimuli herein to keep the discussion succinct and 
refer the reader interested in a broader range of stimuli-induced transitions 
to ref. 3 and 260.
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3.5.1   Directly Modelling Phase Transformations in Flexible 
MOFs and Its Limitations

Initial force field studies on MOFs focussed on their exceptional adsorption 
properties, which were described by keeping the atomic structure of the MOF 
rigid and only accounted for noncovalent interactions between the MOF and 
the adsorbed gases. given that these so-called ‘rigid’ force fields are unable 
to describe phase transitions, and given that ab initio MD simulations lasting 
several picoseconds – necessary to observe a phase transition – were com-
putationally too costly in the early years of MOF research, the first direct 
(N,P,σa,T) simulations that demonstrate pressure-induced phase transitions 
in MOFs were only reported in the early 2010s. For MIL-47(v), Yot et al. com-
bined high-pressure mercury intrusion experiments with direct force field 
simulations to discover that this material, which was known to remain rigid 
under gas adsorption, can undergo phase transitions under high mechanical 
pressures.191 The simulated lp-to-cp transition pressure of 137 MPa and the 
simulated cp-to-lp transition pressure of 66 MPa were both in good agree-
ment with the experimental range of pressures, amounting to 85–125 MPa 
and 55–75 MPa, respectively, and are rather high compared to other flexi-
ble MOFs.191 For isostructural MIL-53(Cr), lower transition pressures were 
observed, amounting to 53.5 MPa and 2.4 MPa for the lp-to-cp and cp-to-lp 
transitions, respectively, which decrease further when low amounts of guest 
molecules are present inside the pores.202,261,262 This latter observation is in 
line with the equivalence between internal adsorption stress and external 
mechanical stress postulated earlier.263 These computational studies also 
identified the rotation of the phenyl ring with respect to the carboxylate group 
in the BDC ligand as one of the main rearrangements during breathing in 
MIL-47(v) and MIL-53(Cr),191,202,261 next to the experimentally observed ‘knee 
cap’ motion in which the carboxylate O–O axis acts as a hinge.264 For MIL-
53(al), an even lower lp-to-cp transition pressure of 19 MPa was obtained.265

In addition to the aforementioned force field studies, also several ab ini-
tio MD simulations have been performed to study pressure-induced phase 
transformations in MOFs. In cases where the studied phase transformation 
is reconstructive in nature rather than displacive, such an ab initio approach 
is vital to describe the bond rearrangement. however, as with force fields, 
extreme care needs to be exerted regarding technical details, given that the 
occurrence of a phase transformation may depend on, among other things, 
the basis set size, the size of the unit cell, and the functional and dispersion 
scheme used, and this to an even larger extent than for the static simulations 
described in Section 3.4.1.266 Using the B3LYP functional,166 Ortiz et al. fol-
lowed this approach to predict the flexibility of NOTT-300 and CaU-13.224 For 
NOTT-300, an lp-to-cp transformation was observed from pressures of 700 
MPa onwards.224 although the authors noted that large volume fluctuations 
were already visible starting from 500 MPa, no transformation was observed 
in the 6 ps simulation time at this pressure, an important point discussed 
later in this section.224 also CaU-13 was predicted to be flexible, although 
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the transformation to its lp phase was observed for negative mechanical 
pressures.224 however, as mentioned before, such negative pressures can be 
achieved by means of adsorption stress, when a low amount of suitable guest 
molecules adsorb in the MOF.263

Similarly, Zag-4 and Zag-6 were predicted to undergo proton transfer at 
high pressures (3.7 gPa and 3.0 gPa, respectively), which in the case of Zag-6 
is accompanied by a coiling of the linker.216 While these results were obtained 
through minimisation of the enthalpy rather than through a direct (N,P,σa,T) 
simulation, it is important to mention that the proton transfer describing 
the phase transformation cannot be modelled via force-field techniques due 
to the bond rearrangement, necessitating the more costly ab initio technique 
used in this study.216 a similar minimisation procedure was employed to the-
oretically predict a displacive phase transition in ZIF-8 at around 3.8 gPa, 
under the condition that the well-known reconstructive phase transition at 
lower pressures is suppressed, for instance by theoretically constraining the 
symmetry of the material.169 For CoBDP, an lp-to-cp phase transition was pre-
dicted at an extremely low pressure of 0.5 MPa.217

While these direct simulation approaches are attractive to gain insight into 
the possible occurrence of phase transitions in a material, there are a few 
pitfalls associated with them. Direct simulations explore only one possible 
trajectory through phase space at the given temperature and pressure, while 
discarding all other potential trajectories. This also implies that repeat-
ing the same simulation with slightly different initial conditions – atomic 
positions, velocities, or slight changes in the initial cell matrix – may fun-
damentally alter the simulation results, making interpretations based on a 
single simulation speculative. Instead, a proper analysis of phase transitions 
requires taking an ensemble average over all possible trajectories, weighted 
with their proper statistical importance. This is key in the approaches out-
lined in Sections 3.5.2 and 3.5.3.

however, even when repeating the direct (N,P,σa,T) simulations of this 
section several times with slightly different initial conditions to stimulate 
ergodicity, taking a statistical average may still underestimate the transition 
pressure. To understand this, Figure 3.18 shows the simulation time needed 
to observe an lp-to-cp transition in a 1 × 2 × 1 unit cell of MIL-53(al), contain-
ing 152 atoms, at 300 K and at various pressures between 0.1 MPa and 1000 
MPa.83 For each pressure, 100 independent simulations were performed 
starting in the lp phase.83 In addition, each simulation was conducted for 
two different barostat implementations, the MTK barostat and the Langevin 
barostat,96,97 and three different barostat relaxation times of 1 ps, 5 ps, and 10 
ps.83 For simulations performed at pressures higher than the experimental 
lp-to-cp transition pressure, an lp-to-cp transition was observed in all sim-
ulations, as expected.83 Moreover, these transitions occurred on a subpico-
second timescale, as shown in Figure 3.18(b), which are also accessible in 
aIMD simulations.83 however, an lp-to-cp transition was also unexpectedly 
observed for all simulations at pressures below the experimental transition 
pressure and below the transition pressure extracted via the thermodynamic 
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approach outlined in Section 3.5.3.83 Compared to transitions at higher 
pressures, the simulation time needed to induce transitions at these lower 
pressures is substantially higher – up to several tens of picoseconds, which 
are not reached in the aforementioned aIMD simulations – and also more 
strongly impacted by the barostat relaxation time.83 Furthermore, as shown 
in Figure 3.18(a), the time to observe the transition at a certain pressure 
below the experimental transition pressure was found to be exponentially 
distributed, indicating that the mechanism inducing this transition is sto-
chastic in nature.83

These premature phase transformations were found to be induced by fluc-
tuations in the internal pressure of the material.83 Even though the average 
internal pressure converges to the value supplied to the barostat scheme, 
simulations with pressure control show substantial relative fluctuations in 
the instantaneous pressure, as demonstrated in Figure 3.6(a). These fluctu-
ations, which scale inversely with the square root of the number of atoms, 
are necessary to properly sample the isobaric ensemble; a similar effect is 
also present in temperature control.267 In the case of the 152-atom unit cell 
of MIL-53(al), these pressure fluctuations were found to amount to several 
gigapascals, thereby exceeding the experimental lp-to-cp transition pres-
sure by several orders of magnitude.83 When a sufficiently large sequence 
of positive pressure fluctuations are observed during a simulation, they may 
hence trigger a premature phase transition.83 a similar underestimation of 
the transition pressure via direct (N,P,σa,T) simulations was also observed 
for a series of IrMOFs by Ying et al.237 They also noted that this effect was 

Figure 3.18    average simulation time needed to observe the MIL-53(al) lp-to-cp 
transition in a (N,P,σa = 0,T) ensemble at 300 K as a function of the 
applied pressure and carried out for different barostats and barostat 
relaxation times of 1, 5, and 10 ps. The shaded regions indicate the 
1σ confidence interval for this average simulation time. The vertical 
line indicates the experimental transition pressure. The side panes 
(a) and (b) display the probability density function (PDF) of the time 
to transition for two selected pressures, each constructed based on 
100 independent simulations carried out with the MTK barostat and 
a relaxation time of 1 ps. adapted from ref. 83 with permission from 
american Chemical Society, Copyright 2015.



Chapter 3174

much less pronounced in DUT-49-like materials, most likely because of their 
larger conventional unit cells, as the conventional DUT-49 unit cell contains 
1728 atoms.237 Besides providing an underestimation of the transition pres-
sure, these premature phase transitions also limit how close to mechanical 
instability one can simulate the vibrational spectra or Born stability criteria 
of Section 3.4.4. as a result, to use these techniques, one needs to rely on 
extrapolations to obtain the Born stability criteria or vibrational modes at the 
point of instability.136

3.5.2   Modelling Flexible MOFs at 0 K: Energy Equations  
of State

a first approach to overcome the limitations of direct (N,P,σa,T) simulations 
outlined in Section 3.5.1 – as well as the Pulay stress for plane–wave codes 
mentioned earlier in Section 3.4.1 – is to model the energy-versus-volume 
equation of state of the material that connects the different (meta)stable 
states. Such an energy equation of state can be obtained by optimising the 
cell shape and nuclear coordinates of the MOF while keeping its volume 
fixed for different structures dispersed along a volume grid, and collecting 
the internal energy as a function of the volume. This gives access both to the 
energy difference between the different phases and to the transition pres-
sure necessary to induce transformations between them, given that the 0 K 
pressure equation of state can be obtained as the negative of the first deriv-
ative of the E(V) profile with respect to the volume. The approach outlined 
here assumes that the different phases can be distinguished based on the 
volume and is in its basic form limited to 0 K results. although extensions to 
both limitations will be discussed in Section 3.5.3, these 0 K profiles are com-
putationally less expensive than those discussed in Section 3.5.3 because 
they only require optimisations. as a result, they are more easily accessible 
through ab initio techniques, thereby providing a first set of guidelines on 
how to model the flexibility of MOFs at 0 K, which are directly transferable to 
finite temperatures.

although vanpoucke et al. only reported partial energy equations of state 
for the cp and lp phases of MIL-47, they extracted an ab initio lp-to-cp transi-
tion pressure between 82 and 125 MPa, depending on the magnetic ordering 
of the inorganic chains, and an lp phase that is around 1.3 kJ mol−1 more 
stable than the cp phase.109,205,∥∥ Through the harmonic approximation, they 
predicted that entropic factors would increase the relative stability of the lp 
phase to around 13.7 kJ mol−1 at 300 K.109 These small energy differences 
emphasise the need to use very accurate models to estimate the energy, given 
that changes in the choice of functional or dispersion scheme can give rise 
to errors that are substantially larger than these energy differences.55,268,269 
This can be exemplified by MIL-53(Cr), shown in Figure 3.19, where both the 

∥∥ Energy differences are defined per unit cell of the material, which contain four metal atoms 
for MIL-47 and MIL-53.
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internal energy and the helmholtz free energy at 293 K obtained through 
Qha strongly depend on the functional and dispersion scheme, which also 
affect the prediction of the most stable phase in this temperature range.268

The aforementioned observations were the motivation behind a more 
extensive study by Wieme et al., in which the random phase approximation 
(rPa) to the correlation energy, including single-excitation (SE) effects, was 
adopted to model the 0 K energy equation of state for MIL-53(al).269 The rPa 
+ SE equation of state showed that the MIL-53(al) cp phase was only around 
7.4 kJ mol−1 more stable than the lp phase, separated by an lp-to-cp bar-
rier amounting to around 8 kJ mol−1.269 This bistability was found to occur 
because of an interplay between entropic effects (favouring the lp phase) and 
dispersion interactions (favouring the cp phase).269 They used this knowl-
edge to show that lowering the extent of dispersion interactions, such as by 
replacing the BDC ligand in MIL-53(al) with a fumarate ligand, gives rise 
to an energy equation of state with only an lp minimum, while replacing 
the ligand with either BPDC or NDC ligands, with larger aromaticity and 
hence higher dispersion interactions, leads to energy profiles with only a cp 
minimum.269 In contrast, altering the metal atom only has a minor effect 
on the energy profile, with MIL-53(ga) showing the same bistability as MIL-
53(al).269 The absence of a 0 K cp minimum in the fumarate-based MIL-53(al) 
material as well as the bistability of MIL-53(al) were also reproduced using a 
QuickFF force field,265,270 although the stability of the cp phase in MIL-53(al) 
was overestimated at both 0 K and 300 K.265

a similar MIL-53(al) cp overstabilisation was also observed when apply-
ing the quasi-harmonic approximation206 or through umbrella sampling 
simulations.271 For the fumarate-based MIL-53, it was found that the 
gallium analogue stabilises the cp phase compared to the aluminium 
analogue, forming a metastable phase at 0 K.199 a similar relative stabil-
isation was also observed by replacing the copper cation in DMOF-1(Cu) 
with zinc, although the lp phase remained the most stable phase at 0 K.215  

Figure 3.19    Equation of state of (a) the internal energy, neglecting zero-point 
motion, and (b) the helmholtz free energy at 293 K for MIL-53(Cr) as a 
function of the volume, for different density functionals. Each curve is 
scaled so that its minimum is zero. adapted from ref. 268 with permis-
sion from american Chemical Society, Copyright 2017.
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These observations led to the theoretical prediction that the cp phase in 
DMOF-1 could be accessed by applying appropriate mechanical pressure, 
which was subsequently confirmed experimentally.215 Finally, for a different 
wine-rack type material, CUK-1(Mg), the slope of the 0 K energy equation of 
state as a function of the volume is almost constant between the cp and lp 
phase.272 This indicates that the cp-to-lp and lp-to-cp transition pressures 
coincide for CUK-1(Mg), hence forming the first pressure-driven molecular 
MOF spring.272

3.5.3   Modelling Flexible MOFs at Finite Temperature: Free 
Energy Equations of State

3.5.3.1  General Methodology
To incorporate the full impact of temperature on the mechanical properties 
of a MOF, the energy-versus-volume equation of state in Section 3.5.2 should 
be replaced by a helmholtz free energy equation of state as a function of 
the volume.273,274 Free energy profiles are ubiquitously adopted to describe 
transformations in biomolecular complexes, using a variety of so-called 
enhanced sampling techniques such as metadynamics,275,276 umbrella sam-
pling,277 multistate Bennett acceptance ratio estimation,278 thermodynamic 
integration,279 and free energy perturbation.280 When the free energy profile 
is obtained as a function of the volume, the pressure profile can be retrieved 
as the negative of its first derivative:
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This pressure profile directly reveals the mechanical response of the mate-
rial upon pressure.

an alternative way that circumvents taking this derivative – and hence 
avoids the numerical noise that may be introduced when predicting transi-
tion pressures this way – is to directly simulate the pressure-versus-volume 
or P(V) equation of state, as first derived in ref. 83. In Section 3.5.2, the 0 K 
pressure profile was obtained by optimising the cell shape and nuclear coor-
dinates at fixed volume for a variety of structures along a predefined volume 
grid. analogously, the pressure profile at finite temperatures can be obtained 
by determining the ensemble-averaged instantaneous pressure of a mate-
rial at a range of fixed volumes, while simultaneously allowing the nuclear 
positions and cell shape to dynamically fluctuate in line with the applied 
temperature and so that the average deviatoric stress is zero (only yielding a 
hydrostatic pressure).83 hence, the appropriate ensemble to directly simulate 
these Pi(V) or P(V) profiles at finite temperatures is the (N,V,σa = 0,T) ensem-
ble, in which the temperature T and the deviatoric stress σa are controlled 
and both the number of particles N and the cell volume V are kept fixed.83 
as was demonstrated in ref. 271, this thermodynamic integration procedure 
parallels the accuracy of alternative enhanced sampling methods, while 
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being, together with umbrella sampling, among the most efficient methods 
for this purpose.

as shown in Figure 3.20, any pressure equation of state can be divided 
into regions with a positive slope, which are mechanically unstable regions 
as they show a thermodynamically forbidden negative volume compressibil-
ity, that separate mechanically stable regions (with a negative slope), which 
can be stabilised under pressure. More specifically, the different (meta)stable 
states and transition states at any given pressure Pext can be obtained by deter-
mining the intersections of the P(V) profile with a horizontal line at P = Pext  
and classifying these intersections into mechanically (meta)stable states and 
mechanically unstable transition states. This is demonstrated in Figure 3.20, 
which shows three pressures that lead only to a stable cp state (at a pressure 
P1), only to a stable lp state (at a pressure P3), or to the presence of both a 
(meta)stable cp and lp state separated by a transition state (at a pressure P2). 
Furthermore, the transition pressures between the different phases follow as 
the minima and maxima in the pressure profile (see Figure 3.20).

Figure 3.20    generic pressure-versus-volume equation of state (green) for a bistable 
material, exhibiting a closed-pore (cp) and a large-pore (lp) phase, 
separated by a thermodynamically unstable region (red). The two 
transition pressures, lp-to-cp and cp-to-lp, are indicated by solid blue 
lines, whereas the magenta square indicates the (met)stable lp state 
at atmospheric pressures. The intersections between the equation of 
state and a blue dotted line indicate the different (meta)stable and, if 
present, transition state at that pressure. adapted from ref. 136 with 
permission from american Chemical Society, Copyright 2018.
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From the pressure profile, the free energy equation of state can be con-
structed via thermodynamic integration:83
  

       
0 0
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Finally, from the above helmholtz free energy, also the gibbs free energy 
or free enthalpy profile at a pressure P can be determined as
  

 G(N,P,T;V) = F(N,T;V) + PV (3.48)
  

thereby revealing the relative stability of the different (meta)stable phases 
at any given pressure.83 By repeating this procedure at different tempera-
tures, also temperature-induced phase transitions can be predicted.274 It is 
important to emphasise here that the cell shape h0 should be able to fluctu-
ate when constructing P(V) profiles.281 If, instead of the appropriate (N,V,σa = 
0,T) ensemble, the more popular but shape-restricted (N,V,h0,T) ensemble is 
used, cell shape contributions to the free energy are neglected, which intro-
duces a free energy error comparable to the free energy difference between 
the lp and cp phases in MIL-53(al).281 Finally, one should realise that the vol-
ume may not always be the most optimal parameter to describe pressure- 
induced phase transitions in MOFs.282,283 In that case, one has to employ one 
of the other enhanced sampling techniques mentioned above to construct 
the free energy profile,282,283 from which the pressure profile can then be 
obtained by taking its derivative with respect to the volume.

3.5.3.2  Application to MOFs
The general procedure described above was first adopted to determine the 
transition pressures for MIL-53(al), revealing lp-to-cp and cp-to-lp transition 
pressures of ca. 30 MPa and −180 MPa, respectively, yielding much better 
agreement with the experimental transition pressures than those obtained 
through the direct method of Section 3.5.1.83,136 For MIL-47, both transition 
pressures were found to be higher and the corresponding free energy equa-
tion of state only revealed a stable lp phase at atmospheric pressure and for 
temperatures between 100 K and 400 K.136,204 Increasing the aromaticity of the 
ligand increases the relative stability of the cp phase, resulting in a bistable 
BPDC-containing COMOC-2 material, similar to MIL-53(al), whereas the 
NDC-containing COMOC-3 material exhibits only a stable cp phase between 
100 K and 400 K.204 For CUK-1(Mg), a similar procedure demonstrated that it 
behaves as a spring-like material in which the lp-to-cp and cp-to-lp transition 
pressures coincide.272 Similar to their 0 K behaviour discussed in Section 3.5.2, 
MIL-53(ga) and the fumarate-based MIL-53(al) show only a single stable phase 
at 300 K and atmospheric pressure.274 For the MIL-53(al) analogue in which 
the hydroxide anions in the inorganic chain are replaced by fluoride anions, 
a similar bistability as in MIL-53(al) is found at room temperature, although 
only a stable lp phase remains at temperatures of around 450 K and higher.274
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For the unfunctionalised DMOF-1(Zn), mercury intrusion experiments 
indicate an lp-to-cp transition at around 51 MPa without exhibiting a cp-to-lp 
transition upon lowering the pressure again, indicating that the material is 
bistable at 300 K in the absence of an external pressure.215 although this 
bistability was not retrieved using a QuickFF force field fitted to the ab ini-
tio hessian matrix and geometry,215 Keupp et al. did correctly obtain this 
bistability using a MOF-FF force field that was derived in a similar fash-
ion,18 demonstrating how small differences in the theoretical description of 
the interatomic interactions may greatly affect the predicted macroscopic 
behaviour. This is true to an even larger extent when considering fu-MOFs, 
which are obtained from DMOF-1 by the side chain functionalisation of its 
BDC linkers.284 Keupp et al. noticed that the volume of the fu-MOF cp phase 
as well as its relative stability with respect to the lp phase strongly depend on 
the alkoxy group present on the BDC linker.285 Even more importantly, for the 
longest functional groups considered in this study, the P(V) profile depends 
on the conformation of the functionalised BDC linker, where some conforma-
tions exhibit a metastable cp phase, while others only retrieve a monostable 
lp material, which indicates that the volume alone may not be appropriate 
to describe the phase transition.285 By combining experimental and com-
putational tools, they further explored this observation for the copper- 
containing DMOF-1 and fu-DMOF-1 analogues.286 This study revealed that 
the stability of the cp and lp phases of these materials, as probed through 
pressure equations of state, is governed both by the configurational entropy 
associated with the different conformations of the alkoxy groups as well as  
by the dispersion interactions acting between them.286

To explore the extreme volume contraction during the op-to-cp transi-
tion in DUT-49, Evans et al. highlighted the similarities between the elastic 
buckling of the ligand in this material and the (plastic) buckling of a column 
upon application of a critical load in macroscopic mechanics.20 In addition, 
they constructed pressure-versus-volume equations of state at fixed guest 
loadings to understand the thermodynamics underpinning negative gas 
adsorption (Nga) in DUT-49.20 although these simulations were performed 
in the (N,V,h0,T) ensemble instead of the (N,V,σa = 0,T) ensemble and hence 
neglect cell shape sampling (vide supra), this has no substantial impact on 
the predicted free energy profiles given the large number of nuclear degrees 
of freedom in DUT-49.281 These observations were later generalised to other 
members of the DUT family, revealing that the linker should both be stiff 
enough to stabilise the op phase of the structure under guest-free and over-
loaded conditions, while simultaneously being sufficiently soft to allow for 
the guest-induced op-to-cp transformation.237,287,288

Pressure equations of state have also been adopted to investigate the phase 
transition mechanism in flexible MOFs. In 2019, rogge et al. investigated how 
increasing the simulation cell size affects the thermodynamics of MIL-53(al), 
demonstrating that cp and lp phases may coexist as metastable configura-
tions in between the pure-phase cp and lp phases, but only for crystals that 
are sufficiently large, as visualised in Figure 3.21.19 For the studied MIL-53(al) 
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mesocells, with a critical dimension larger than 10 nm, the possibility of 
phase coexistence also impacts the phase transition mechanism. While peri-
odic boundary conditions on small unit cells imply a transition mechanism 
in which all unit cells transform collectively, phase coexistence in mesocells 
allow for a layer-by-layer transition mechanism289 that is energetically more 
favourable than the concerted transition mechanism, as shown in Figure 
3.21, and which becomes more likely the larger the crystal.19 These phase 
coexistence regions, shown in the insets of Figure 3.21 for MIL-53(al), can 
also be stabilised by dedicated temperature, pressure, or adsorption quench-
ing experiments, as shown for DMOF-1(Zn), MIL-53(al)-F, and CoBDP.19 In a 
follow-up study on a one million atom simulation cell of MIL-53(al), it was 
observed that the phase transition could also proceed via discrete nucleation 

Figure 3.21    Stabilisation of the metastable cp/lp coexistence regions with increas-
ing cell size. Pressure (bottom) and free energy (top) equations of state, 
with indication of the metastable (ncp,nlp) phase coexistence regions, 
in which ncp cp and nlp lp layers coexist, as a function of the volume 
(middle) for four different cell sizes: (a) a 2 × 2 × 2 supercell, (b) a 4 × 
2 × 4 supercell, (c) a 6 × 2 × 6 supercell, and (d) an 8 × 2 × 8 supercell, 
all at 300 K. The red lines indicate the fitted thermodynamic model, 
which is extrapolated in (e) for a 128 × 2 × 128 supercell (208.0 × 1.4 
× 171.2 nm3), similar in size to experimental MIL-53(al)-Nh2 crystals. 
reproduced from ref. 19, https://doi.org/10.1038/s41467-019-12754-w, 
under the terms of the CC BY 4.0 license https://creativecommons.
org/licenses/by/4.0/.
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points instead of this layer-by-layer transition mechanism, but only for suffi-
ciently high excess pressures.24

For DMOF-1(Zn), a similar layer-by-layer transition mechanism was also 
observed by Keupp et al. when discarding periodic boundary conditions alto-
gether and modelling the free energy of various finite DMOF-1 crystallites 
with different sizes.18 They found that this transition mechanism becomes 
more complex for fu-MOFs with larger alkoxy functionalised ligands.285 how-
ever, by going beyond periodic boundary conditions, and hence also beyond 
the definition of a simulation cell, it also becomes less straightforward to 
define pressure in a finite crystallite simulation, in line with the discussion 
in Section 3.2.18 To circumvent this problem, they calculated the free energy 
equations of state via umbrella sampling instead.18 More recently, they pro-
posed an alternative approach in which the pressure medium was modelled 
explicitly and distinguished between four different transition mechanisms 
in finite crystallites of DMOF-1, DUT-8, and DUT-128.290

While pressure equations of state derived in the (N,V,σa = 0,T) ensemble 
can directly model pressure- and temperature-induced phase transitions, 
guest-induced transitions require a different approach. To model the appro-
priate thermodynamic potential in this case – the osmotic potential – the 
chemical potential µ of the guest molecules needs to be controlled next to 
the number of atoms of the host material Nhost, giving rise to the osmotic 
ensemble.291 however, directly simulating in this (Nhost,µ,P,σa = 0,T) ensem-
ble may give rise both to unsurmountable free energy barriers between the 
different metastable states and to large volume fluctuations in the MOF unit 
cell, limiting the accuracy of this method similar to the earlier discussion 
in Section 3.5.1.292 Therefore, rogge et al. proposed in ref. 292 a hybrid MC/
MD scheme in which MD simulations in the (Nhost,Nguest,V,σa = 0,T) ensemble 
are considered as an extra type of trial move during grand canonical Monte 
Carlo simulations in the (Nhost,µ,V,h0,T) ensemble. The flexible-host osmotic 
potential can then be directly calculated from the obtained flexible adsorp-
tion isotherms.292 By comparing this method with three existing approaches, 
it was shown that it features a strongly improved accuracy thanks to isolating 
the volume – the coordinate along which the largest free energy barriers are 
typically encountered in flexible MOFs – from the other dynamic variables.292 
This approach was also successfully used to construct the osmotic potential 
in DUT-49 and explain how the occurrence of different (meta)stable states 
as a function of (gas) pressure and volume give rise to the attractive Nga 
phenomenon.293

3.6   The Response of ‘Rigid’ MOFs to Large 
Pressures: the Inelastic Regime

The distinction between rigid and flexible MOFs is not an absolute one (see 
Section 2.4 of Chapter 2) as many ‘rigid’ MOFs still contain some flexible 
modes, albeit not as extreme in amplitude as flexible MOFs. however, in 
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contrast to the flexible MOFs discussed in Section 3.5, the rigid MOFs dis-
cussed in this section all undergo a transition to a noncrystalline state when 
subjected to high pressures. Noncrystalline states, which are for instance 
encountered in amorphous MOFs, MOF liquids, or MOF glasses, show no 
long-range order.26,37,294 This makes obtaining an accurate structural model 
of the material, as discussed in Section 3.3.1, substantially more difficult 
and limits the use of periodic boundary conditions, as they assume perfect 
translational order at a length scale corresponding to the simulation cell. 
Furthermore, classical force fields cannot describe these phase transfor-
mations if they are reconstructive in nature. as a result, many of the tech-
niques mentioned in Section 3.5 can be adopted only to a limited extent for 
these noncrystalline states, and pressure-induced transitions of rigid MOFs 
are studied in a more ad hoc way compared to transitions in flexible MOFs. 
herein, three important aspects will be covered: how plastic deformation 
nucleates and propagates through MOFs (Section 3.6.1, using MOF-5 as a 
case study), which deformation modes are responsible for MOF amorphisa-
tion and melting (Section 3.6.2, using ZIFs as a case study), and how different 
types of disorder and defects alter this plastic deformation behaviour (Sec-
tion 3.6.3, using UiO-66 as a case study). Other important results concerning 
the inelastic behaviour of rigid MOFs will be discussed in Section 3.6.4.

3.6.1   Nucleation and Propagation of Mechanical Instability 
in the IRMOF Series

as the prototypical rigid MOF that undergoes amorphisation under relatively 
low pressures, different complementary approaches have been adopted to 
study amorphisation in MOF-5. In 2011, graham et al. performed a series of ab 
initio optimisations under various external pressures, observing that mainly 
the zinc–oxygen bond lengths that connect the MOF-5 inorganic brick with 
the carboxylate moieties decrease upon increasing pressure.155 In a classical 
force-field-based study in which the phase transition was modelled directly, 
Biswas et al. observed that MOF-5 undergoes a pressure-induced transition 
towards a ∼60% denser structure at around 250 MPa,128 which is below the 
amorphisation pressure determined experimentally.36 This transition was 
found to be irreversible for the empty MOF-5, since releasing the pressure 
did not allow them to retrieve the original unstressed structure, although 
reversibility was obtained upon low hydrogen gas loadings.36 In contrast to 
ref. 155, they did not find any substantial effect on the bond lengths under 
pressure, but rather attributed the observed phase transition to a cooperative 
rotation of the ligands and a hinge-like motion of the metal oxide clusters 
around the carboxylate joints.36 a similar phase transition was also obtained 
by rogge et al., ryder et al., and Erkartal et al.,136,157,295 although this latter 
study only observed amorphisation at pressures between 1 and 2 gPa.295 
Even though no bond reorganisation was observed, strong local distortions 
of the framework led to disorder within the unit cell, as evidenced from 
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radial distribution functions.136,295 In all aforementioned studies, however, 
periodic boundary conditions were assumed and relatively small unit cells 
were used, thereby preventing the direct simulation of the loss of long-range 
order that accompanies amorphisation and limiting the range of transition 
mechanisms that could be observed, as discussed in Section 3.5.3.2.

To allow for disorder to take place on longer length scales, Banlusan  
et al. generated a 6 × 6 × 12 supercell of MOF-5, containing around 180 000 
atoms.296 They directly followed the structural transformation of the frame-
work upon different uniaxial deformations via the reaxFF force field,296 
which overcomes some of the limitations of classical force fields as it can 
be adopted to describe reactive events such as reconstructive phase tran-
sitions.297 as an example, Figure 3.22 illustrates various snapshots of the 
plastic deformation in MOF-5 upon increasing compression along the [001] 
direction, using a colour bar to localise the positions in the material that 
show the largest volume compression and the largest plastic deformation.296 
For all deformation directions, Banlusan et al. observed that plastic defor-
mation nucleates through local slip-collapse events, in which the ligand 
hinges with respect to the inorganic cluster resulting in a local slip of adja-
cent planes and an associated collapse of the unit cell,296 while a later study 
showed that the exact deformation mechanism depends on the defects pres-
ent in the material.298 The propagation of local slip-collapse events releases 

Figure 3.22    atomistic snapshots showing plastic deformation of MOF-5 during the 
compression along the [001] direction at various strains, from 0% in 
panel a to 20% in panel h. Colours indicate the percentage of local vol-
ume decrease compared to the initial value in as-equilibrated systems. 
The bottom panels show only groups of atoms with a volume decrease 
of more than 10% to highlight the nucleation and propagation of plas-
ticity. The arrows in the bottom panel (d) illustrate the propagation 
in ⟨100⟩ and ⟨010⟩ directions on the (001) plane of volume collapse. 
reproduced from ref. 296 with permission from american Chemical 
Society, Copyright 2015.
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the stress in neighbouring planes, which may even lead to the recovery from 
plastic deformation, as shown in Figure 3.22. Furthermore, while the ini-
tial nucleation of such slip-collapse events requires significant stress, addi-
tional slip-collapse events are facilitated by the heterogeneous nature of 
the now partially collapsed MOF-5, requiring lower stress.296 Banlusan et al. 
also predicted that plastic deformation makes the material more compli-
ant along certain directions.296 Using a similar model, they later generalised 
these quasistatic loading conditions to simulate how a shock wave propa-
gates through the MOF-5 framework.299 Such a shock propagates through 
the material in two waves: a leading elastic wave followed by a pore-collapse 
wave that leads to plastic deformation and significant local heating of the 
material.299 For sufficiently fast shocks, the pore-collapse wave also induced 
chemical decomposition of the material which partially dissipated the 
energy of the shockwave.299

Finally, Pallach et al. investigated how functionalising the MOF-5 ligand 
with different alkoxy sidechains affects its amorphisation behaviour using a 
variety of experimental and computational tools.300 Besides calculating the 
pressure equation of state for these alkoxy-functionalised materials, they 
also performed pressure ramp force field simulations on much larger simu-
lation cells to directly observe loss of spatial order upon increasing pressure, 
as evidenced by the simulated X-ray diffraction patterns and pair distribu-
tion functions.300 These simulations confirmed the experimental observa-
tions that large volumetric contractions of these frameworks, induced by 
the alkoxy functionalisation, require random distortions of the framework 
which conflict with the rigidity of the material, leading to the concept of frus-
trated flexibility.300

3.6.2   Failure Modes in ZIFs and their Melting Behaviour
given the variety of crystalline, and especially amorphous ZIF states, that 
can be obtained by controlling the temperature and pressure, these mate-
rials form a rich but largely untapped playground to computationally inves-
tigate how these different (dis)ordered states can be obtained. To study the 
mechanism behind the mechanical failure of ZIF-8, hegde et al. investigated 
whether tensile or shear failure is most likely in this material.301 along the 
first mode, the material is cleaved upon failure, requiring twice the surface 
energy associated with the cleavage plane. along the second mode, the mate-
rial shears upon failure, forming stacking faults, and the free energy barrier 
to get from the material in equilibrium to the material with stacking faults 
needs to be overcome.301 The authors determined computationally that the 
energy to form intrinsic stacking faults in ZIF-8 is rather low, comparable to 
that of metals like copper and gold. however, as the lowest-energy barrier 
to form these stacking faults from a fault-free material was found to require 
more energy than the energy needed to cleave the material, the authors 
concluded that ZIF-8 is nonetheless a brittle rather than a ductile material. 
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Furthermore, they suggested that ZIF-8 might energetically prefer to form a 
high-density amorphous state under shear stress rather than forming stack-
ing faults.301

In 2014, Bouëssel du Bourg et al. directly modelled the mechanical sta-
bility of a set of ten ZIFs, each composed of zinc cations and unsubstituted 
imidazolate (Im) ligands but exhibiting a different topology using a force-
field approach.302 at room temperature, nine of these materials mechanically 
failed under compression at pressures of 0.4 gPa or lower, the sole exception 
being the material in the coi topology, confirming the weak mechanical sta-
bility of ZIFs also discussed in Section 3.4.4.1.302 Despite the clear impact 
topology has on the mechanical stability of the material, no straightforward 
relation between the density and stability of the framework was observed.302 
For ZIF-4, one of the materials investigated in this study, gaillac et al. later 
performed aIMD simulations of the crystalline unit cell at various high tem-
peratures – up to 2250 K – to understand the mechanism behind its melting 
behaviour.38 radial distribution functions revealed that ZIF-4 glasses retain 
the chemical configuration, porosity, and short-range order of the crystalline 
parent material, while simultaneously being disordered on longer length 
scales (while still satisfying periodic boundary conditions).38 a follow-up 
study revealed that this mechanism behind ZIF melting is largely unaffected 
by applying a pressure in the gPa regime during the heating process.303 
however, they did observe a decrease in energy to rupture a zinc–imidaz-
olate bond at higher pressures due to the softening of the Im-Zn-Im angle 
upon pressurisation, leading to more frequent cleavage events.303 as a result, 
aIMD simulations showed that increasing the pressure lowers the tempera-
ture necessary to melt ZIF-4; similar observations also hold for ZIF-62.303

3.6.3   The Impact of Defects on the Amorphisation of the UiO-
66 Series

While localised defects and other types of spatial disorder are expected to 
profoundly impact the (mechanical) stability and amorphisation of all MOFs, 
this effect has until now only been extensively studied for MOF-5 (see Section 
3.6.1) and the UiO-66 series of materials. In a force-field based study, the 
pressure-versus-volume equations of state of UiO-66, UiO-67, and UiO-68, as 
well as of a series of low-defective UiO-66 materials were investigated.49 For 
the defect-free UiO-66, this equation of state reveals that mechanical insta-
bility is induced at 1.83 gPa.49 In addition, although the force-field descrip-
tion precludes a direct simulation of the amorphisation process, the radial 
distribution functions and space group of the deformed materials show a 
distinct loss of crystalline order upon increasing the pressure above this 
instability, something that is not observed when applying this protocol to 
the flexible MOFs discussed in Section 3.5.3.49 By extending the length of 
the ligand in UiO-66 to achieve the more porous UiO-67 and UiO-68 MOFs, a 
sharp decrease in loss-of-crystallinity pressure was observed, from 1.83 gPa 
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over 0.45 gPa to 0.2 gPa.49 a similar observation holds when increasing the 
number of defects, although the pressure at which the material becomes 
unstable is not only determined by the concentration of defects, but also by 
their distribution throughout the framework (a similar conclusion was also 
drawn concerning the bulk modulus in Section 3.4.1.4).49 Both for UiO-66 
and UiO-67, the obtained results coincide well with those obtained through 
mercury intrusion experiments50 and through computationally optimising 
the structure at increasing pressures and at 0 K.178

When accounting for node defects, the mechanical stability of UiO-66 is 
compromised even further, yielding a loss-of-crystallinity pressure of only 
0.8 gPa for the reo-defective material, similar to the decrease in bulk modu-
lus upon increasing defectivity.182 however, incorporating cerium in the zir-
conium nodes of UiO-66 affects the loss-of-crystallinity pressure differently 
than it affects the bulk modulus: while it barely impacts the bulk modulus 
of the bimetallic UiO-66 materials, as discussed earlier in Figure 3.11, their 
loss-of-crystallinity pressure strongly decreases upon increasing cerium con-
tent, as shown in Figure 3.23.182 In contrast, no substantial changes were 

Figure 3.23    Loss-of-crystallinity pressures at 300 K for a series of bimetallic UiO-
66 materials as determined from the pressure equations of state, both 
in the pristine fcu (circles) and node-defective reo (squares) topolo-
gies. For mixed-metal bricks for which two inequivalent bricks can 
be obtained, the weighted average is shown, whereas the two inde-
pendent results are included as semi-transparent data points. Experi-
mental results are indicated with stars. reproduced from ref. 182 with 
permission from american Chemical Society, Copyright 2020.
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observed upon hafnium incorporation instead, showing that the lower 
mechanical stability of UiO-66(hf) that was observed experimentally in 
this study is solely a consequence of the higher defect concentration in this 
material and not an intrinsic materials property.182 The observation that the 
mechanical properties in equilibrium, such as the bulk modulus, are not 
perfect predictors of the mechanical properties near instability was further 
underscored by the findings of Moghadam et al.141 They noted that replac-
ing the BDC ligand in UiO-66 with a shorter ligand leads to an increase in 
bulk modulus, as expected, but to a decrease in loss-of-crystallinity pressure, 
despite the lower porosity of the material.141 This counterintuitive result was 
explained based on the two materials featuring different softest modes of 
deformation.141

3.6.4   Other Computational Studies on the Plastic 
Deformation of MOFs

In 2013, Fang et al. derived a force field for Zn(CN)2 and adopted it to study 
the high-pressure behaviour of this NTE material that features the same 
tetrahedrally coordinated zinc cations as ZIFs, but with smaller ligands.259 
Direct (N,P,σa = 0,T) simulations revealed that, at room temperature, Zn(CN)2 
undergoes a phase transition at pressures between 1.2 and 2.1 gPa, which 
could be explained by the substantially pressure-induced softening of several 
vibrational modes.259 however, since increasing the temperature tends to 
stiffen these low-frequency modes, the phase transition could be postponed 
to higher pressures upon increasing the temperature, as confirmed by MD 
simulations.259 This study was later extended by Trousselet et al., considering 
ten additional topologies in which Zn(CN)2 could potentially be synthesised. 
They clearly observed a correlation between porosity on the one hand, and 
the bulk modulus and the critical pressure needed to induce a structural 
transition on the other hand, with the densest topologies showing the high-
est mechanical stability, while the less dense topologies already failed in the 
sub-gigapascal regime.

as the absence of crystallinity in amorphous states pushes classical simu-
lation methods to its limits, it forms an impetus to develop new approaches 
to model the plastic deformation in MOFs without resorting to the con-
cept of periodic boundary conditions altogether. Two approaches can be 
distinguished at this point. First, similar to the finite DMOF-1 crystallites 
discussed earlier,18 the Schmid group also cleaved a hKUST-1 surface to 
investigate how a tungsten tip penetrates into the material, mimicking 
nanoindentation experiments.7 although the classical force field descrip-
tion used in that work precludes modelling plastic deformation, their setup 
holds promise to model other surface-related mechanical properties. Sec-
ond, FEM approaches have not only been used to model the elastic behaviour 
of mixed-matrix membranes,61 but also to understand how stresses exerted 
on a macroscopic MOF crystal distribute within the particle, both in the 
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elastic and plastic regimes.62 although both approaches are still in their 
infancy at this point, the development of these and other methods that 
bridge the gap towards macroscopic MOF crystals is essential to fully com-
prehend how the intricate interplay of interactions at the atomic level gives 
rise to the attractive but complex mechanical behaviour of macroscopic 
MOF materials.

3.7   Conclusions and Outlook
although MOFs exhibit a variety of attractive responses to mechanical stim-
uli, computational research on MOF mechanics remains largely in its infancy. 
The available literature is concentrated overwhelmingly on pressure-induced 
responses near equilibrium, such as the NLC and auxetic behaviour dis-
cussed in Section 3.4, with a strong focus on their 0 K behaviour. however, 
the inelastic responses of MOFs to large mechanical pressures, which give 
rise to flexibility and amorphisation as discussed in Sections 3.5 and 3.6, 
form an even more attractive field of computational research that remains 
largely untapped to date. In these concluding remarks, it is my intention to 
provide a personal reflection on the challenges that need to be overcome to 
mature computational research on MOF mechanics and the opportunities 
that the availability of such established and commonly available computa-
tional tools would engender.

a first challenge that was formulated throughout this chapter is how the 
occurrence of spatial disorder on various length scales can be designed to 
engineer MOF mechanics. While disorder and defects are often regarded as 
detrimental to the mechanical stability of a MOF, the large degree to which 
this disorder can be tuned as well as its strong effect on the macroscopic 
performance of MOFs open up enormous opportunities to design defect- 
engineered materials.25 a first example of this was provided in Section 3.3.1, 
when discussing how the different orientation of low-symmetric ligands 
on the high-symmetric DUT-8(Ni) topology gives rise to distinct adsorption 
behaviour,44 a functional property coined as ‘adaptive flexibility’ by reyn-
olds et al.304 Two additional case studies, focusing on the inelastic response 
of MOFs, were presented in Sections 3.6.1 and 3.6.3, when discussing frus-
trated flexibility induced by the sidechain functionalisation of ligands in oth-
erwise rigid MOFs and when discussing the impact of intrinsic defects in 
UiO-66 materials on their elastic and inelastic behaviour.49,182,300 While form-
ing an important guidance, these studies only form the tip of the iceberg, 
as (correlated) disorder is expected to be the norm rather than the excep-
tion in MOFs.4 Seizing this opportunity requires an enormous effort from 
computational MOF researchers, as modelling such correlated phenomena 
requires both sufficiently large simulation cells and a proper inclusion of 
defects in these models. as with the discussion of phase coexistence in Sec-
tion 3.5.3.2, where distinct phase transition mechanisms could be identified 
based on the size of the unit cell,18,19,24,290 different realisations of correlated 
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disorder inside a material could in general amplify different sets of mechan-
ical responses, from among a library of available responses.304 This phe-
nomenon, termed combinatorial mechanics,304 emphasises the unparalleled 
design opportunities offered by MOFs; computational research will therefore 
be vital to isolate and identify the salient features that drive the macroscopic 
MOF response and to predict how these features interact with one another in 
macroscopic materials.

a second challenge that closely relates with this first one is how to real-
istically model disordered MOFs, from the atomic to the macroscopic level 
and from local defects over amorphous structures to beyond-particle disor-
der found in mixed-matrix membranes, MOF monoliths, and other shaped 
MOFs.17,305 The wildly varying computational cost of different techniques 
such as DFT, atomistic force fields, Cg force fields, and FEM approaches 
motivates the development of a hierarchical toolbox of computational 
techniques in order to cover MOF mechanics across these disparate length 
scales. Crucial in this regard is the proper theoretical foundation and val-
idation of such a hierarchical bottom-up approach. This is determined by 
the information that is transferred between more accurate but also more 
expensive methods on the one hand and less accurate methods that can 
be adopted for larger systems on the other. Examples of such hierarchical 
approaches are dispersed throughout this chapter and include FEM tech-
niques that take as input the elastic moduli calculated at the ab initio or 
force field level,61,62,306 the Cg force field of hKUST-1 that was fitted based 
on an atomistic force field,7 the hKUST-1 atomistic force field derived based 
on the ab initio stiffness tensor,78 and the micromechanical model, in which 
the force-field based elastic stiffness tensor is used as input to derive the 
mechanics of MOFs at much larger length scales.60 as these examples show, 
mechanical properties such as strain fields and the elastic stiffness tensor 
play a central role in bridging these different length scales, evidencing the 
need for more in-depth and hierarchical computational studies on MOF 
mechanics.

a third challenge for computational MOF mechanics is to overcome the 
focus of current literature on the response of these materials to hydrostatic 
pressures and to account for their response to a more general stress state. 
Since stress is a tensorial quantity, compared to pressure as a scalar quan-
tity, subjecting a MOF to a general stress state would most likely pave the 
way to discover an even larger versatility of attractive stress-induced MOF 
phenomena that are not expressed under pure hydrostatic pressure. how-
ever, general stress control in molecular simulations remains the excep-
tion today due to the confusion that arises from the different definitions 
of stress during a molecular simulation, as mentioned in Section 3.2.2, and 
the apparent lack of a proper definition of a gibbs free energy under gen-
eral stresses and for general deformations, as discussed in Section 3.3.3. 
as a result, current barostat coupling schemes have only been tested for 
hydrostatic pressures, save for some very limited non-MOF related examples 
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whose applicability to MOFs is uncertain, given the mechanical softness of 
these materials that may reveal inconsistencies in general stress coupling 
schemes that remain hidden for more rigid materials. Therefore, there is an 
urgent need to develop and validate more general stress coupling schemes, 
applicable to both periodic simulations and isolated MOF crystallites, both 
from a fundamental theoretical curiosity and in order to fully explore the 
entire library of structural responses MOFs can exhibit when subjected to 
such a general stress.

While this book focuses on MOF mechanics, the mechanical behaviour of 
MOFs cannot be fully decoupled from their adsorption or thermal behaviour. 
This is clear when considering for instance the coupling between NTE and 
purely mechanical phenomena such as NLC and auxetic behaviour, the tem-
perature-induced melting of ZIFs which is affected by the pressure exerted on 
the material,303 as discussed in Section 3.6.2, and the impact of temperature 
on the limit of mechanical instability, which was examined more closely in 
Sections 3.4.2 and 3.4.4. as a result, a fourth challenge arises to rationalise 
how different external stimuli – temperature, sorption, mechanical stress, 
among others – can amplify each other to access MOF phenomena inac-
cessible when applying only a single stimulus. This idea has been explored 
through the equivalency between mechanical stress and adsorption-induced 
stress263,307 and through thermal stresses,308 although these examples remain 
scarce at the moment.

a final challenge for the computational research on MOF mechanics is 
the general lack of high-throughput studies. Compared to, e.g., adsorption 
phenomena, such high-throughput studies on the mechanical behaviour 
of MOFs are much scarcer and the library of MOF structures investigated 
in these studies is typically much smaller and less diverse. While this con-
nects to the computational cost associated with accurately calculating finite- 
temperature mechanical properties in MOFs, which is higher than for purely 
structural properties, such high-throughput studies are vital to identify over-
arching trends that may be obscured when only focussing on specific MOFs. 
While the accuracy of these high-throughput projects is typically lower than 
for studies focussing on one material or one class of materials, the qualita-
tive trends obtained in this way are pivotal to go beyond phenomenological 
observations of attractive mechanical behaviour in MOFs. In addition, this 
accuracy limitation may be partially overcome by adopting stepwise screen-
ing, as in ref. 141, in which less expensive levels of theory are used first to 
filter the most promising materials, which are subsequently considered at a 
higher level of theory.

While this chapter demonstrates that the challenges that need to be over-
come to mature computational MOF mechanics to a fully developed field 
of research are numerous, so are the variety of new mechanical phenom-
ena hiding in these materials. In this respect, our overarching aim should 
be to develop computational MOF mechanics into a holistic and multi-
scale research field that is able (i) to provide an in-depth understanding 
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of what drives these phenomena – both in the elastic and the inelastic 
regime, and (ii) to predict and identify MOF materials with exceptional 
mechanical behaviour that can be adopted for practical applications. It is 
my hope that the critical discussion herein, on both the technical aspects 
of the computational simulations of MOFs as well as on the mechanical 
phenomena that can be extracted from these simulations, not only sum-
marises the current state-of-the-art in the research field but also forms an 
impetus to further its development into uncharted but undoubtedly excit-
ing territories.
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4.1   Introduction
Metal–organic frameworks (or MOFs) inherit structural flexibility from 
deformable metal nodes and conformationally flexible organic linkers, giv-
ing rise to structural and functional phenomena under applied hydrostatic 
pressure.1,2 Structural characterisation of MOFs, in particular by in situ 
high-pressure single-crystal X-ray diffraction, provides a mechanistic insight 
into their pressure-dependent behaviour. Currently, <0.2% of the 103 000 
MOF structures in the Cambridge Structural Database (CSD) have been 
studied at high-pressure.† Even so, high-pressure analysis of MOFs has led 
to the discovery of a collection of flexible structural responses to pressure, 
including ‘breathing’ of the pore volume,3–8 ‘gate-opening’ rotation of the 
linkers,9,10 negative linear compressibility (NLC),11–14 Jahn–Teller switching,13 
or ‘hyper-filling’ of the pores with a guest species15–17 (Figure 4.1). Structural 

† 161 structures contain a pressure descriptor out of the 102 583 structures in the MOF subset (65 
are unique MOFs), CSD 2019.
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changes are sometimes associated with functional behaviour, such as 
mechanical energy storage,18,19 piezochromism,13,20 bathochromism,21 or 
piezoelectricity.22,23 Such behaviour is relevant to their technological applica-
tions, which often depend upon the pore structure, mechanical stability, or 
functional properties of the framework.

high-pressure generally refers to the operating pressure of diamond 
anvil cells (DaCs, 0.1 gpa to 400 gpa).24–26 The minimum loading pressure 
of a DaC is equivalent to conditions in deep ocean trenches, while the max-
imum loading pressure is comparable to the Earth's core. Lower applied 
pressures are achieved in capillary cells (0.001 gpa to 0.15 gpa)27 or gas 
cells (<0.001 gpa). hydrostatic pressure (where pressure is applied equally 
in all directions) is generated in the cell by suspending the crystal or pow-
der in a pressure-transmitting medium, such as a gas, liquid, or soft solid. 
hydrostatic compression of MOFs elicits distinct structural behaviour 
compared with non-hydrostatic compression. anisotropic compression 
generates deviatoric stresses (causing shear distortion) and depends upon 
the orientation of the crystal or crystallites, whilst hydrostatic compres-
sion is pressure that is applied evenly to the crystal, and is independent of 
the crystal orientation. appropriate selection of the pressure-transmitting 
medium is important to the structural integrity and pressure-response of 
a given MOF. For porous MOFs, media composed of small molecules (e.g., 
h2O, short-chain alcohols and hydrocarbons) may enter the framework 
pores during compression, mediating the framework flexibility,15–17 or pro-
moting post-synthetic modification.28 Direct compression of the frame-
work therefore requires an inert, bulky pressure-transmitting medium 
that is too large to enter the pores. high-pressure cells are compatible 
with in situ X-ray and neutron diffraction, and spectroscopic characteri-
sation methods, permitting analysis of pressure-induced dynamic struc-
tural and chemical processes in MOFs. This chapter provides an overview 
of the mechanical response of MOFs to hydrostatic pressure.

Figure 4.1    Illustration of flexible behaviour in MOFs. (a) Breathing. (b) gate-opening  
linker rotation. (c) Negative linear compressibility. (d) ‘hyper-filling’  
of the framework pores with guest from a pressure-transmitting 
medium. White structures are at ambient pressure, or do not contain 
guest. Shaded structures are at high-pressure and/or contain guest.
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4.2   High-pressure Experimental Techniques
4.2.1   Hydrostatic Pressure Generation

4.2.1.1  DACs
Modern pressure cells incorporate diamond anvils24–26 to generate hydro-
static pressure between 0.1 gpa and 400 gpa.29,30 There are various designs 
of DaCs, such as Mao–Bell,31 piermarini and Block,32 double-stage,33 or min-
iature Merrill–Bassett cells,34 each of which uses a different mechanism to 
generate pressure. The Merrill–Bassett DaC34 is the most commonly used for 
in situ single-crystal diffraction owing to its small size and versatility, which 
allows it to be mounted on a standard goniometer head and fit easily on lab-
oratory diffractometers, though it can also be used for powder diffraction 
studies.

The miniature Merrill–Bassett DaC is composed of two triangular,  
stainless-steel or vascomax platens, each of which houses a diamond anvil 
(Figure 4.2).34 The diamonds are positioned in a hole in the centre of each 
platen to form a window through the cell, and are supported by beryllium or 
tungsten carbide backing seats (Figure 4.2F).35 The diamonds usually have 

Figure 4.2    Illustrations of a miniature Merrill–Bassett diamond anvil, showing a 
top-down view of the cell (left), an exploded view. Centre, reproduced 
from ref. 35 with permission from International union of Crystallog-
raphy, Copyright 2008. The cell mounted on a goniometer head in a 
bespoke holder (right). parts are labelled from a to L.
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a flat surface, referred to as the culet faces of the diamond anvils. The faces 
must be perfectly aligned when the cell is closed to avoid fracturing the dia-
monds. The position of the anvils can be adjusted by screws connected to 
the backing seat, while the alignment of the platens is maintained by guide 
pins affixed to the platens. The sample chamber is formed from a cylindrical 
hole drilled into a metal gasket (usually composed of tungsten, ruthenium 
or steel), which sits between the diamond anvils (Figure 4.2I). The hole is 
usually <50% of the diameter of the diamond culets to ensure the sample 
chamber is sealed when the DaC is closed. The culet diameter, hole diameter 
and thickness of the gasket all determine the volume of the sample chamber, 
which restricts the size of the single crystal or volume of powder to be anal-
ysed. a pressure calibrant is placed alongside the analyte in the sample cham-
ber to determine the pressure in situ, which is discussed in Section 4.2.1.1.4. 
The sample chamber is filled with a fluid pressure-transmitting medium 
to ensure hydrostatic pressure conditions. Liquid pressure-transmitting  
media solidify under sufficient pressure, generating non-hydrostatic condi-
tions that can crush the crystal, which is discussed in Section 4.2.1.1.3. The 
cell is sealed and pressurised by tightening a set of screws that connect the 
platens. Central alignment of the sample chamber with the diamond culets 
allows the sample to be viewed in the cell (Figure 4.2a). Bespoke cell holders 
are required to incorporate the DaC on the diffractometer or spectroscopic 
instrument.

4.2.1.1.1  Diamond Anvils.  The operational pressure range of the DaC is 
principally determined by the size and geometry of the diamond anvils. Con-
ical diamond anvils are cut in brilliant, Drukker, or Boehlar–almax geome-
tries, which feature a large, flat table face at the top of the anvil (∼1 mm to 
3 mm) and a small, flat or bevelled culet face (∼100 µm to 800 µm) at the 
base of the anvil, as illustrated in Figure 4.3. The hardness of the diamond 
and the large table to culet diameter ratio generates high-pressure with little 
force input. The distance between the table and culet, the angle of the pavil-
ion (∼60° to 130°), and the bevel angle also affect the maximum generated 
pressure (Figure 4.3). Opposed anvil apparatus are based upon the principle 
of massive support, which states that the massive support factor is propor-
tional to the square of the ratio of the table diameter to the culet diameter. 
The massive support principle is expressed in eqn (4.1),36 where P is the max-
imum generated pressure, Sa is the compressive strength of the anvil mate-
rial, a is the culet radius, and b is related to the distance between the table 
and diameter and the bevel angle.
  

 

2
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(4.1)

  

To generate pressure of ∼400 gpa, the table to culet ratio should be 
between 14 and 18, with a bevel angle of 8.5°.37 pressure up to 600 gpa can be 
achieved using a toroidal diamond tip, which permits smaller culet diameter 
without comprising the strength of the anvil.38 In general, pressure below 
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10 gpa is sufficient to characterise structural flexibility in MOFs, and in fact 
most other molecular materials, since crystallinity is usually lost well before 
10 gpa is reached.2

4.2.1.1.2  Gasket Material.  The generated pressure also depends upon the 
gasket material. The relationship between pressure and the gasket proper-
ties is expressed in eqn (4.2),36 where A relates to the strength of the gasket 
material, µ is the friction coefficient between the anvil and gasket, h is the 
thickness of the gasket, and r is the radius of the sample chamber.
  

 
 2

expP A a r
h
      

(4.2)

  

gasket materials with high mechanical strength and rigidity, chemical 
inertness, and low absorption of X-rays are required to provide uniform stress 
in the sample chamber over a large pressure range with minimal pollution 
of the diffraction pattern. Materials with good X-ray transparency, such as 
boron and its composites, are vulnerable to mechanical failure, resulting in 
bursting of the gasket and total loss of pressure.40–43 Therefore, strong and 

Figure 4.3    Illustrations of a gasketed opposed diamond anvil arrangement (left), 
brilliant cut diamond anvils showing the table and culet faces (centres), 
and Boehlar–almax, Drukker and brilliant cut diamond geometries. 
Components and parameters are labelled from a–g. The figure is partly 
reproduced from ref. 39 with permission from International union of 
Crystallography, Copyright 2019.
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stiff materials, such as stainless steel,44 rhenium,45 and tungsten46 are pre-
ferred since the cylindrical shape of the sample chamber and the integrity of 
the gasket is retained during compression. powder rings in the X-ray diffrac-
tion images from the polycrystalline metal are manually excluded from the 
sample reflections during indexing and data reduction.

The mechanical stability of the sample chamber depends upon the thick-
ness of the gasket and its pre-indentation.47 Thick gaskets (>100 µm) pro-
vide a voluminous sample chamber and a linear relationship between the 
applied force and generated pressure, yet suffer from considerable deforma-
tion of the chamber during compression, which leads to non-uniform pres-
sure application and potential leakage of the pressure-transmitting medium. 
Thin gaskets (≤100 µm) can access higher pressures, provide a better seal, and 
retain the integrity of the sample chamber, but the pressure–force relation-
ship becomes non-linear and is therefore difficult to control. Thin gaskets 
also minimise the shaded area of the detector, increasing the available recip-
rocal space. In practise, a relatively thick gasket, between 200 and 300 µm is 
pre-indented between the diamond anvils to provide an area of thin gasket 
(∼100 µm) in which the sample hole is drilled. pre-indentation increases the 
massive support of the gasket and diamonds, increasing the maximum oper-
ating pressure of the DaC.47

4.2.1.1.3  Pressure-transmitting  Medium.  The pressure-transmitting 
medium must be suitably inert and maintain hydrostatic conditions in the 
desired pressure range. Liquid media, such as inert oils48–51 and small organic 
molecules,52–54 are the most commonly used, although gases53,55,56 and soft 
solids are also suitable.52,57–60 Solidification of the medium at a critical pres-
sure introduces deviatoric stress around the sample, resulting in non-hydro-
static pressure conditions. Oils typically have a wide range of hydrostatic 
limits, with the perfluorinated hydrocarbons Fluorinert® FC-72 to FC-87 49,50 
and Daphne 7474 51 remaining hydrostatic between 0.5 and 3.7 gpa,  
whilst silicone oil is hydrostatic up to 10 gpa.48 Small molecules generally 
have higher hydrostatic limits. Mixtures of methanol, ethanol, and water 
remain hydrostatic in the range of 10–17 gpa,53 while 2-propanol,61 glyc-
erol,54 and pentanes have limits in the range of 4.2–7.4 gpa.53 gaseous media 
are typically noble gases, such as he, Ne, and ar, with hydrostatic limits of 
1.4 gpa,53 20 gpa,55,56 and 11 gpa,56 respectively. Solid media include min-
eral salts, such as NaCl, agCl and MgO, which have limits in the range of  
7–11 gpa,52,59,60 and metals, such as Na or al, which have limits of 69 gpa 
and 215 gpa, respectively.57,58 For porous MOFs, the molecular size of the 
pressure-transmitting medium must be considered, as small molecules may 
enter the pores during compression, interacting dynamically with the sam-
ple, changing the composition, structure, and mechanical properties of the 
material.2

4.2.1.1.4  Pressure  Determination.  The pressure inside the sample 
chamber is measured using an internal standard with pressure-dependent 



211High-pressure Mechanical Behaviour Under Hydrostatic Compression

properties, or with an established equation of state (EoS). ruby (al2O3: Cr3+) 
is the most common pressure calibrant, which exhibits a linear relationship 
between applied pressure and its fluoresence emission wavelength upon ira-
diation with laser light up to 25 gpa.62,63 The shift in the emission doublet 
with a maximum at ∼694 nm upon compression is related to pressure by eqn 
(4.3), where P is the calculated applied pressure in gpa and Δλ is the shift in 
the doublet maximum between ambient pressure and the given pressure.62,63 
The value of 2.746 is the gradient of the Δλ vs. pressure plot up to 19.5 gpa.

Determination of the pressure using the equation of state of a standard is 
achieved by tracking changes in phase or volume of the calibrant.64–66 gold is 
one of the most commonly used pressure calibrants.65–68 Its equation of state 
was first determined using the ruby fluorescence method and powder X-ray 
diffraction in a DaC up to 70 gpa, and was found to fit a third-order Eulerian 
finite strain.65 Changes in the unit cell volume can be related to the applied 
pressure within an accuracy of 2%.65
  

 P = 2.746(Δλ) (4.3)
  

4.2.1.2  Capillary Pressure Cells
Flexible MOFs may undergo pronounced structural distortions under applied 
hydrostatic pressure much lower than the minimum loading pressure of a 
DaC (<0.1 gpa). pressure cells that operate in the moderate pressure range 
between 5 Mpa and 0.1 gpa are less common than DaCs and implement a 
capillary to serve as the hydrostatic chamber.27,69–75 The capillary is usually 
manufactured from X-ray transparent materials that can withstand moderate 
pressure without shattering, such as beryllium, sapphire, quartz, stainless 
steel, or glassy carbon. Capillary cells are advantageous over diamond anvils 
for materials that crystallise in low-symmetry (triclinic or monoclinic) sys-
tems since they do not impose restrictions on the available reciprocal space.

Early capillary cells employed beryllium due to its X-ray translucency (ca. 
transmission of Mo Κα ∼ 70%, Cu Κα ∼ 17%) and good tensile strength, 
which permit in situ X-ray diffraction to a maximum operating pressure of 
0.1–0.4 gpa.69–71 The beryllium capillary is affixed to a stainless-steel ring 
that can be mounted on a platform or stud, and affixed to a standard goni-
ometer head. a single crystal is glued to a metal or glass fibre and is inserted 
into the bore of the capillary. The bore is filled with a pressure-transmitting 
medium and sealed at the base using either a metal-to-metal cone connec-
tion69,71 or O-rings.70 hydrostatic pressure is generated by a mechanical hand 
pump to a precision of 0.0002 gpa.69–71 The maximum operating pressure is 
determined by the thickness of the capillary, which varies between around 
6 mm to 1 mm.69–71 Thin capillaries suffer from fragility but can accommo-
date larger crystals in the bore. The operating pressure of thin capillaries can 
be increased by reinforcing the capillary with a copper–beryllium support, 
although absorption of X-rays by copper requires windows to be cut into the 
support.73 unlike DaCs, (which due to the metal body restrict access to large 
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regions of reciprocal space, otherwise known as ‘shading’) single-crystal 
X-ray diffraction in capillary cells is not restricted by shading of the detector. 
however, diffraction experiments are complicated by the inability to view the 
crystal in the capillary, preventing optical centring, and by the introduction 
of Debye–Scherrer rings in the diffraction pattern, which must be addressed 
during data processing.

Other capillary cells replace beryllium with quartz or sapphire to allow 
optical centring of the crystal.27,72,74,75 Quartz is commonly used in flow cells, 
but is rarely implemented in liquid capillary cells due to its brittleness.75 
a quartz capillary cell with a maximum operating pressure of 0.1 gpa and 
an accuracy of 0.003 gpa has been reported, which features a valved, brass 
pressure line connected to the open end of the capillary.75 The capillary is 
pressurised and the valve closed before mounting on the diffractometer.75 
Sapphire capillaries are more resilient and are operational up to 0.15 gpa in 
liquid or gaseous pressure-transmitting media, and have been designed and 
optimised for use at central facilities, which include synchrotron X-ray and 
neutron diffraction techniques.27,72,74

a sapphire capillary cell optimised for use on beamline I19-2 at Diamond 
Light Source in the united Kingdom uses a piston–pump mechanism to con-
trol the pressure of the liquid-filled chamber (Figure 4.4).27 The single-crystal 
sapphire capillary is held in a stainless steel holder and is connected to a 
phase separator through a cone-type metal-to-metal seal.27 The phase separa-
tor contains two liquid-filled chambers, separated by a moveable piston. One 
chamber contains the pressure-transmitting medium and is connected to 
the capillary, while the other chamber contains a hydraulic fluid and is con-
nected to a hand-pump for pressure generation. pressure control to within 
0.0001 gpa is achieved using a SITEC valve, which decreases the volume of 
the phase separator. Tubing from the pressure cell to the hand-pump can be 
fed from the experimental hutch to the control room to allow remote modifi-
cation of the pressure.27 The capillary, which is between 1.0 mm and 1.4 mm 
thick, can be safely operated to 0.15 gpa.27 Diffraction from the pressure cell 
is minimal with only broad reflections from the sapphire contaminating the 
diffraction pattern, which can be removed during processing.

Sapphire capillaries can also be implemented in moderate-pressure gas 
cells, and are particularly suited to examining hydrogen storage materials 
by neutron diffraction owing to the neutron transparency of sapphire and 
its inertness to hydrogen gas.72,74 Maximum pressure ratings between 0.0275 
gpa and 0.1 gpa are achieved using various cell configurations.72,74 Such 
pressure conditions are comparable to hydrogen storage tanks (0.035 gpa to 
0.07 gpa). a relatively low operating pressure of 0.0275 gpa is achieved using 
an open-ended sapphire capillary connected to a gas manifold by quick- 
connect fittings, mounted in a steel holder.72 Open-ended capillaries allow 
gas delivery from both ends, minimising sample movement in the chamber. 
higher operating pressures between 0.068 gpa and 0.07 gpa are achieved by 
using more robust connection fittings at the ends of the open-ended tube, 
such a metal-cone, support ring and flange joint,74 or a Swagelok stainless 
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steel isolation valve.72 The pressure rating of the cell is determined by the 
resilience of the seals. removing one of the seals by using a closed-ended 
capillary improves the pressure rating to 0.1 gpa.72 In addition, the steel 
holder is replaced with a copper–beryllium alloy, and the capillary is sealed 
with brass and Teflon connections.72 While sapphire capillary cells are suit-
able for both neutron and X-ray diffraction, their use in X-ray diffraction is 
limited to radiation with a wavelength shorter than 1 Å due to absorption of 
low-energy X-rays by sapphire.72

Capillary pressure cells, although limited in their operating pressure, 
allow much finer control of pressure than any other device and are optimal 
for measuring data on very soft condensed matter. as the systems that we 

Figure 4.4    Illustration of a sapphire capillary cell. reproduced from ref. 27 with 
permission from International union of Crystallography, Copyright 
2020. hydrostatic pressure is generated in the liquid-filled capillary by 
a hand-pump that increases the pressure of the hydraulic fluid in the 
lower part of the phase separator, which operates the piston to increase 
the pressure in the capillary. The piston separates the hydraulic fluid 
from the pressure-transmitting medium.
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study become ever more complex, we believe the use of capillary cells will 
become much more common in the years to come.

4.2.2   High-pressure X-ray Diffraction

4.2.2.1  Merrill–Bassett DAC
The Merrill–Bassett DaC is compatible with laboratory and synchrotron 
four-circle diffractometers with subtle modification to the instrument con-
figuration.76,77 The DaC can be mounted onto a standard goniometer head 
using a custom holder (Figure 4.2K). The large size of the cell is accommo-
dated on the diffractometer by use of a shorter X-ray collimator, adjustment 
of the cryostream nozzle position, and by increasing the distance between 
the sample and detector during the data collection.

Enclosure of the single crystal within the pressure cell introduces a num-
ber of limitations to the diffraction experiment. Firstly, the cell body shades 
portions of the detector, restricting the accessible reciprocal space. This can 
be problematic for low-symmetry crystals (triclinic or monoclinic), where 
the data completeness may be as low as 20%. Secondly, diffraction from the 
cell components, including intense diamond and ruby reflections, and pow-
der rings from the gasket or backing seat material lowers the signal-to-noise 
ratio of the sample reflections and can further decrease the data complete-
ness if the sample and cell reflections overlap. For these reasons, together 
with the restricted size of the crystal due to the small sample chamber and 
the requirements of the diffraction experiment, high-pressure crystallogra-
phy using a laboratory source is reserved for well-diffracting crystals.

The quality and completeness of the diffraction data is optimised by using 
a defined collection strategy. Diffraction data are collected in goniometer 
positions in which the detector is shaded least by the cell body. an optimised 
strategy for a DaC with a 80° opening angle has been devised, based on  
ω-scans in eight settings of φ (90° or 270°) and 2θ (±28°) (Table 4.1), though 
modern instruments usually allow an optimised strategy to be calculated 
based on the opening angle of the DaC and knowing its orientation with 
respect to the diffractometer circles.76 In all positions, at least 20% of the 

Table 4.1    Data collection strategy for a miniature Merrill–Bassett DaC with a 40° 
opening angle devised by Dawson et al.76

run ω Start/° ω End/° 2θ/° φ/°

1 −10 −40 −28 90
2 40 −25 28 90
3 −155 −220 −28 90
4 −140 −170 28 90
5 −155 −220 −28 270
6 −140 −170 28 270
7 −10 −40 −28 270
8 40 −25 28 270
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detector is unshaded.76 Data quality may also be improved by modifying the 
X-ray source or wavelength depending upon the intensity of the diffraction 
and the symmetry of the crystal. Short-wavelength radiation, such as from a 
silver anode (ag Kα = 0.56 Å), increases the accessible reciprocal space but 
suffers from decreased intensity. Synchrotron radiation is therefore required 
for low-symmetry and weakly diffracting samples. Longer wavelength radi-
ation, such as from a copper anode (Cu Kα = 1.54 Å) restricts the data com-
pleteness but provides strong diffraction intensity, however absorption from 
the diamond anvils at this wavelength is too high. For strongly diffracting, 
high-symmetry crystals, Mo Kα radiation (λ = 0.71 Å) on a laboratory source 
is sufficient, providing enough intensity and transmission through the DaC 
body.

The output diffraction images are polluted with reflections from compo-
nents of the DaC, which must be manually removed before indexing the unit 
cell and integrating the data (Figure 4.5). Shaded regions of the detector are 
excluded from the background calculation by use of masks generated from 
the opening angle of the cell. Cell reflections persisting in the reduced data 
may be removed manually during refinement.

Crystallographic data may also be improved by modification of the DaC 
components or configuration. Low symmetry crystals with incomplete dif-
fraction data benefit from large opening angles of the windows in the steel 
platens, which allow more reflections to exit the cell (Figure 4.5a). a stan-
dard Merrill–Bassett DaC employs an opening angle of 80°,34 although 
opening angles up to 120° are viable.78,79 Larger opening angles improve the 

Figure 4.5    Cross-sectional diagram of a Merrill–Bassett DaC (left), reproduced 
from ref. 39 with permission from International union of Crystallog-
raphy, Copyright 2019. Components are labelled a–E. Typical diffrac-
tion image from a crystal loaded in a DaC (right), showing the shadow 
from the cell body, powder rings from the metal gasket (tungsten), and 
a bright reflection from the diamond anvils, labelled F–h.
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completeness of the crystallographic data but decrease the maximum oper-
ating pressure of the cell. The backing seats supporting the diamond anvils 
may also be modified to reduce X-ray absorption,35 or to increase the cell 
operating pressure.80 For X-ray opaque materials, the angle of the confocal 
hole in the backing seat affects the opening angle of the cell. Tungsten car-
bide is one of the most commonly used support materials, which eliminates 
the diffraction halos from traditional beryllium seats.35 rarely, diamond 
backing seats are used to access higher pressure.80

4.2.3   High-pressure Neutron Diffraction
high-pressure neutron diffraction can be used to follow gas adsorption pro-
cesses in MOFs, such as locating hydrogen adsorption sites,81–83 or structural 
changes involving hydrogen atoms that are indiscernible by X-ray diffraction. 
presently, analyses of MOFs by neutron diffraction have only been performed 
at gas loading pressure,81,83 although it is possible to perform high-pressure 
neutron diffraction for these systems.

Neutron sources often produce low-flux radiation, requiring large sample 
volumes exceeding 1 mL (or ∼1 g) to obtain sufficiently intense diffraction. 
Early pressure cells were therefore limited to a relatively low maximum oper-
ating pressure of 3 gpa to accommodate a more voluminous sample cham-
ber.84–86 Large sample volumes can be incorporated in multi-anvil pressure 
cells or opposed anvil cells with large anvils.84–91 The anvil material must 
be neutron transparent and processible to achieve a culet dimeter on the 
millimetre-scale, such as zirconia,85 sapphire86,90 or moissanite.91 Diamond 
anvils, although limited by their small size, can also be incorporated into 
large-volume cells by the addition of a cup to the culet face, such as in the 
paris–Edinburgh cell.88,89 The paris–Edinburgh cell is among the most widely 
used for high-pressure powder neutron diffraction and is operational up to 
40 gpa with a sample volume of between 25 mm3 to 30 mm3.92 The anvils 
are cut to a toroidal geometry with sintered diamond tips, 1 mm in diame-
ter. polycrystalline diamond is used to minimise Bragg reflections from the 
anvils, which limits the intensity of the neutron beam at a particular wave-
length.92 pressure is generated by an automated volumetric pump, which 
applies load to the anvils.

gem-quality anvils of single-crystal sapphire are used in the Kurchatov–LLB  
cell.90 The anvils are cut from a spherical, synthetic sapphire with a large 
culet diameter of between 1.5 mm and 8 mm, and a table-to-culet ratio of 
>15 mm, generating maximum pressure between 1 gpa and 15 gpa with 
sample volumes up to 35 mm3. a pair of opposed anvils straddle a niobium,  
copper–nickel or copper–beryllium gasket. The anvils are housed in a steel 
or tungsten carbide cylinder and load is applied to the upper anvil by a tung-
sten carbide piston, which is moved by a pair of screws.86,90 Tungsten carbide 
is a good thermal conductor, allowing low-temperature, high-pressure dif-
fraction experiments to be performed. The effect of cooling on the cell can 
be further minimised by insertion of bevelled springs around the piston.90 
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Sapphire–anvil cells have been used to derive equations of state for molecu-
lar deuterium and metal-deuterides by neutron diffraction.93,94

Moissanite anvils are also implemented in opposed anvil cells for sin-
gle crystal neutron diffraction.91 The ‘panoramic’ piston-cylinder type cell 
employs smooth-cut conical anvils with a culet diameter of 1 mm and a 
sample volume of ∼0.6 mm3, allowing pressures of as high as 30 gpa to be 
reached.91 Decreasing the culet diameter to 0.5 mm increases the maximum 
operating pressure to 38.5 gpa. Three windows (105° equatorial and 68° azi-
muthal opening angles) are cut into the wall of the cylindrical cell, allowing 
the diffracted neutrons to exit the cell largely unimpeded.91 Neutron absorp-
tion mostly arises from the titanium–zirconium alloy gasket, which must be 
corrected for during data processing.91

Multi-anvil cells can accommodate up to 8 mm3 of sample and operate to 
8 gpa.84,85,87 anvils of zirconia ceramic are employed in a palm cubic anvil 
cell, which features six conical anvils about a cubic gasket of alloyed alumin-
ium.85 The sample is housed in a Teflon capsule within the gasket, which are 
held together in the cell by a guide block in the lower part of the cylindrical 
cell body. Load is applied to the anvils by a piston in the upper part of the 
cell body.85 high thermal–conductivity of the cell components permits low- 
temperature, high-pressure neutron diffraction studies to be performed; 
an example of which is the single–crystal study of manganese phosphide to  
7.5 gpa and <50 K, which was found to undergo a transition in its ferromag-
netic structure to helical-c below 50 K and exhibited eventual loss of magne-
tism above 3 gpa.85

advances in detector technology have improved the attainable spatial res-
olution of Laue diffraction to allow analysis of small sample quantities in 
DaCs.95–101 a miniature Merrill–Bassett DaC was first implemented for Laue 
diffraction at the OpaL reactor at aNSTO on the KOaLa instrument, to exam-
ine single crystals of hexamethylenetetramine and l-arginine.95 a data collec-
tion strategy based on twelve settings of ϕ with a step-size of 5° was employed 
for a cell with a half-opening angle of 39°.95 unlike X-ray diffraction, neu-
trons transmit the cell body to produce nearly complete diffraction for low- 
symmetry crystals. The intensity of neutrons transmitting the cell body are 
attenuated compared with those transmitting the anvils, and thus require a 
different absorption correction. Diffraction from the gasket and anvils must 
also be accounted for in the data processing. Manufacture of the cell body 
and diamond backing plates from a copper–beryllium alloy improves the 
thermal conductivity of the cell, offering the possibility for variable tempera-
ture, high-pressure diffraction.95

The sample may become activated in the neutron beam, posing a poten-
tial hazard when increasing the pressure by hand. Modification of the Mer-
rill–Bassett DaC to include an inflatable helium-filled membrane mitigates 
this hazard.101 The modified cell is constructed from circular copper–beryl-
lium platens, connected by four guide pins, with a large half-opening angle 
of 80°.101 The membrane is housed in a cup that is placed above one of the 
anvils. pressure is generated by tightening a set of screws threaded through 
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the platens, or by inflating the helium membrane. a diamond culet diameter 
of 0.6 mm can access 10 gpa, while a diameter of 1.0 mm can access 4 gpa. 
Components of the cell are coated in a gadolinium paint to minimise scatter-
ing from the cell.101

replacing single-crystal diamond anvils with polycrystalline or nano- 
polycrystalline diamond can improve both the maximum operating pressure 
of the cell, and the quality of the neutron diffraction data.96–100 as previously 
mentioned, polycrystalline diamond eliminates parasitic Bragg reflections 
from single-crystal anvils, permitting access to a larger portion of reciprocal 
space.98 In addition, correction procedures for the attenuated intensity of 
neutrons that are diffracted through the anvil are simplified.98

Various piston–cylinder DaCs are optimised for neutron diffraction, which 
generally use alloyed copper–beryllium for the major cell components and 
feature large cut-outs about the equator of the cylinder to provide wide open-
ing angles between 60° and 135°.96–100 Depending upon the cell components 
and configuration, maximum operating pressures between 40 gpa and 94 
gpa are achieved with sample volumes between 0.02 mm3 and 0.10 mm3.98 
The highest operating pressure requires polycrystalline diamond backing 
seats to support the anvils,98 while lower operating pressures are achieved 
using tungsten carbide or copper–beryllium.96–100 Such pressures far exceed 
those required to analyse MOFs. To date, piston–cylinder DaCs have been 
used to study minerals, such as manganese phosphide, sodium chloride and 
ice VII.96,99

4.2.4   High-pressure Spectroscopy
Dynamic chemical processes in MOFs under high-pressure or pressure- 
stimulated functional behaviour can be followed using in situ spectroscopic 
methods, including raman, Ir, NMr, uV-visible, and fluorescence emis-
sion spectroscopies. Changes in lattice vibrations resulting from phase tran-
sitions, guest adsorption, or local structural changes (e.g. intermolecular 
interactions) are detectable by vibrational and absorption/emission spec-
troscopies,21,102–105 while distortion of hydrogen bonding networks may be 
monitored by 1h NMr spectroscopy,106 providing structural data for poorly 
diffracting MOFs and insights into chemical behaviour. Incorporation of 
pressure cells to spectrometers generally requires bespoke apparatus.

high-pressure raman, Ir and fluorescence spectroscopies involve a 
bespoke arrangement of the pressure cell, excitation laser, focussing and col-
lecting lensing, turning mirrors, and the spectrometer.21,105,107–111 Early use 
of DaCs in raman and Ir spectroscopies involved directing the laser directly 
through the cell windows to the aperture in the spectrometer.112 although 
simple, this set-up permits only the forward scattering mode to be measured, 
restricting samples to transparent, neutral solids without polarisation effects 
and high vibrational frequencies.107,108

This problem is mitigated by modification of the cell design and experi-
mental set-up to align the anvil faces parallel to the laser fringes.108 parallel 
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alignment is retained under pressure by applying force normal to the dia-
mond faces using a hemispherical bearing.108 To avoid unintentional tilting 
of the anvils upon hand-tightening the screws to apply pressure, pressure is 
instead generated using a hydraulic ram, ensuring that the optical alignment 
is not offset between measurements.108 absorption and fluorescence from 
the diamond anvils pollute the sample spectrum, but are minimised by use 
of type II diamond anvils and by modification of the excitation wavelength.108 
Type I diamond anvils contain nitrogen platelet impurities, rendering them 
unsuitable for Ir and raman spectroscopies due to their strong fluorescence 
at all excitation wavelengths. By contrast, type II diamond anvils exhibit weak 
fluorescence below 600 cm−1 with an excitation wavelength of 632.8 nm.108 
The signal-to-noise ratio of the spectrum may be improved by replacing one 
of the anvils with tungsten carbide, or by using sapphire anvils, albeit at 
the expense of operating pressure.108,109 Other types of cell configurations, 
such as piston-cylinder cells with sapphire windows may also be used for 
raman, Ir and fluorescence spectroscopies.107,110 Characterisation of MOFs 
by high-pressure vibrational spectroscopy is common compared with other 
spectroscopies, and has been used to characterise phase transitions and 
guest adsorption in ZIF-8 (zeolitic imidazolate framework), [Zn(mIm)2]n 
(mIm = 2-methylimidazolate)19,113 (discussed in Section 4.4) and hKuST-1 
(hong Kong university of Science and Technology), [Cu3(btc)2(h2O)3]n (where 
btc3− = 1,3,5-benzenetricarboxylate,114 discussed in Section 4.11).

Fluorescence emission and uV-visible absorption spectroscopy follows 
a similar experimental set-up to vibrational spectroscopy.21,105,111 The pres-
sure cell must be optically pure to eliminate discrepancies between spec-
tra depending upon the position of the sample in the sample chamber.111 
a bespoke set-up has been employed to examine the absorption and emis-
sion spectra of the hf-based MOF, hf-peb (where peb = 1,4-phenylene-bis(4- 
ethynylbenzoate), discussed in Section 4.13).21 Light from a broadband lamp 
is passed through a bandpass filter to set the excitation wavelength, and then 
focussed through the windows of a Merrill–Bassett DaC using a reflective–
objective lens.111 The cell is fixed in position using a custom holder. Light 
transmitted through the sample is projected onto the detector for uV-visible 
spectroscopy by a second lens, or into the fibre optic of the detector by two 
additional lenses for fluorescence emission spectroscopy. Multiple crystals 
can be loaded in the sample chamber to increase the absorption or emission 
intensity. high-pressure absorption and emission spectroscopy of MOFs has 
only been reported for a handful of frameworks, including uiO-type (uni-
versitetet i Oslo) frameworks,21,105 Cupyr-I (where pyr-I = bis(1-(4-pyridyl)
butane-2,3-dione))13 and aMu-1, Co2(bdc)2(dabco)4 (where bdc = 1,4-ben-
zenedicarboxylate and dabco = 1,4-diazabicyclo[2.2.2]octane)),115 (discussed 
in Section 4.13).

high-pressure NMr spectroscopy is rare owing to the practical difficulties 
it poses.106,116–119 Firstly, the cell must be non-magnetic, be small enough to 
fit within the superconducting magnet, and be capable of generating pres-
sure of at least 10 gpa. Secondly, the cell must not shield the sample from 
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the applied magnetic field. Merrill–Bassett DaCs are suitable for NMr spec-
troscopy owing to their small size. The cell body, backing seats and gasket 
are composed from diamagnetic copper–beryllium or rhenium.106,116,117,119 
however, the sample chamber experiences very low magnetic flux owing 
to shielding of the magnetic field by the gasket material. a local magnetic 
field must therefore be generated inside the cell by inclusion of a helmholtz 
coil within the cell configuration. The sample chamber itself is too small to 
accommodate the coil without displacing most of the analyte.120 as a result, 
it is generally wound round the anvils and/or backing seat to produce a uni-
form magnetic field in the chamber.106,116,117,119 Orientation of the magnetic 
field parallel to the gasket surface causes the field to effectively ‘sink’ into the 
sample chamber and is thus more effective for large-diameter, shallow gas-
ket holes.116,117 a wide sample chamber requires diamond anvils with a large 
culet diameter (∼1 mm).116 The magnetic field generated by the coil must be 
perpendicular to the static field of the cryomagnet.

The configuration of the helmholtz coil in the cell should maximise expo-
sure of the sample to the magnetic field of the coil whilst minimising its 
form factor. Smaller coils improve the sensitivity and spectral resolution of 
the NMr measurement.121,122 Winding a coil round the conical anvils is space 
efficient but is ineffective at exposing the sample chamber to the magnetic 
field.117 a split-pair configuration, whereby two coils are placed either side of 
the sample chamber orthogonal to the diamond anvils produces a stronger 
field in the sample chamber but is less space-efficient.117 The split-pair coils 
are formed by first winding them around a frame, fixing their form by epoxy, 
and then removing the frame.

Introduction of an electromagnetic (Lenz) lens near the sample chamber 
can locally amplify the magnetic field, permitting the use of small coils 
without compromising the field experienced by the sample.118,119 The Lenz 
lens serves as a magnetic flux transformer, which collects flux from a large 
area and deposits it over a small area (i.e. the sample chamber).118,119 a 
torus-shaped Lenz lens wrapped in an excitation coil can be placed inside 
the sample chamber in a rhenium gasket.118 The gasket is coated in alu-
mina to insulate its contact with the lens. The sample is housed in the 
230 pL chamber in the centre of lens. amplification of the local magnetic 
field provides good-quality 1h NMr for paraffin to 72 gpa, in spite of the 
small sample volume.118 an even smaller sample volume of 100 pL can be 
analysed using a double-stage Lenz lens, with the excitation coil wrapped 
around the diamond backing seats.119 One stage of the lens resides inside 
the gasket hole, as before, while the second stage is on the surface of the 
diamonds, as a 2 µm-thick copper coating deposited by physical vapor 
deposition.119 high-pressure NMr spectroscopy of MOFs in DaC apparatus 
is currently unreported. however, adsorption of xenon in a series of DuT 
(Dresden university of Technology) MOFs has been examined by 129Xe NMr 
spectroscopy at a gas loading pressure of ∼0.002 gpa using a sapphire cap-
illary gas rig (discussed in Section 4.10), demonstrating its utility in moni-
toring dynamic host–guest processes.123,124
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4.3   Equations of State (EoS)
In undergraduate courses, EoS are introduced that relate thermodynamic 
state functions and include temperature (T), pressure (P), volume (V), inter-
nal energy (U), enthalpy (H), gibbs free energy (G) and entropy (S). The sim-
plest and most fundamental EoS is PV = nRT, the ideal gas law, which relates 
changes in volume to pressure and temperature for an ideal gas. In the com-
pression of solids, several different equations of state are used to quantify the 
bulk compressibility, referred to as the bulk moduli (K or sometimes given 
as B). The simplest EoS for a solid is shown in eqn (4.4). here, the variation 
of the volume of a solid (dV/V) with hydrostatic pressures P, where the tem-
perature is fixed, is termed its isothermal EoS. hydrostatic pressures, here, 
is the term used to describe a special state in which all stresses are all equal 
(i.e. no shear stresses).
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For MOFs, and other molecular solids, by far the most commonly used EoS 
to fit experimental volume vs. pressure data is the Birch–Murnaghan EoS.125 
For this particular EoS, how many volume derivatives you evaluate defines 
the ‘order’ of the EoS. Equations for a 1st and 3rd order Birch–Murnaghan 
EoS are shown in eqn (4.5) and (4.6), respectively, where V0 is the reference 
volume, V is the deformed volume, K is the bulk modulus, and K′ is the deriv-
ative of the bulk modulus with respect to pressure. The bulk modulus, K, and 
its derivative, K′, are usually obtained from fits to experimental data.
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all EoS used have assumptions, the validity of which can be judged by 
whether the derived EoS reproduces experimental data. It is therefore 
important when comparing the compressibility of solids that the same EoS 
is used and that the fit is sensible. For the compressibility of most organic 
and inorganic compounds, the bulk moduli (measured in gpa) usually lie in 
the range of 10–70 gpa, with ceramics and very hard solids in the 100 s of 
gpa. For MOFs, the bulk compressibility can vary wildly depending on how 
the material is compressed. For specific MOFs, this is discussed in detail in 
the individual sections that follow, though some common trends have been 
observed.

The bulk modulus depends on whether a penetrating or non-penetrating 
media is used. If the hydrostatic liquid is composed of molecules too large 
to enter the pores, direct compression occurs. In this way, the true extent 
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to how robust the framework is to external pressure before failing can be 
tested. For MOFs, the bulk moduli tend to be <20 gpa before catastrophic 
failure of the framework occurs, and the crystalline MOF structure usu-
ally becomes amorphous. This would make MOFs relatively soft solids (see  
Section 1.8.1 of Chapter 1). however, when penetrating liquids are used, the 
bulk moduli can be in the 100s of gpa, behaving like a very hard ceramic. 
One noteable example which demonstrates this nicely is in the compress-
ibility of the isostructural frameworks uiO-67 and uiO-adbc (adbc = 4,4′-azo-
benzene dicarboxylate, see also Section 4.5).126 On increasing pressure in 
either Fluorinert® FC-70 or methanol, the bulk modulus varies between 15.2 
gpa and 533 gpa, respectively. Note that this reflects whether the hydrostatic 
medium is penetrating (methanol) or non-penetrating (FC-70). This can be 
seen clearly in Figure 4.6, where the compressibility curve is almost flat for 
both frameworks in methanol compared to FC-70.

One other feature unique to MOFs and related to their bulk compressibil-
ity, is that on increasing pressure using a penetrating hydrostatic medium, 
the volume can increase with the pressure. This characteristic feature of 
MOFs can be seen in Figure 4.6 in the compression of both uiO frameworks 
in methanol. When calculating the bulk modulus of MOFs with a penetrat-
ing media, this is characterised by a negative K′ value, the first derivative of 
the bulk modulus, and is characteristic of uptake of the hydrostatic media. 
This undoubtedly comes from the fact that on increasing pressure, the 
contents of the pores and therefore stoichiometry of the material change.  

Figure 4.6    percentage change in volume vs. pressure (gpa) for uiO-abdc in meth-
anol (circles), FC-70 (diamonds), and uiO-67 in methanol (squares), 
FC-70 (triangles). reproduced from ref. 126, https://doi.org/10.1002/
anie.201509352, under the terms of the CC BY 4.0 license https://cre-
ativecommons.org/licenses/by/4.0/.
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This phenomenon does present a unique opportunity though, as this means 
that the flexibility of the framework, how resistant and robust the crystalline 
phase is to external pressure, and how varying molecules interact with the 
pores, can be experimentally explored. This phenomenon was first noticed 
by Karena Chapman on a seminal piece of experimental work on the com-
pression of hKuST-1 using high-pressure powder diffraction, using several 
different penetrating and non-penetrating hydrostatic media.127 The nega-
tive K′ value indicates that MOFs become more compressible on increasing 
pressure, something that is somewhat counterintuitive.

Very little experimental data have been obtained on MOFs by varying tem-
perature and pressure, with the only two current studies found, both pub-
lished on denser ZIFs (ZIF-62 and ZIF-4), where dense amorphous phases, 
liquid MOF phases and crystalline phases are mapped, highlighting the rich 
phase behaviour of these solids. These dense MOFs have bulk moduli of 4.7 
gpa and 2.7 gpa for ZIF-62 and ZIF-4, respectively. however, this can vary on 
increasing the temperature to 600 °C and pressure to 8 gpa for ZIF-4, which 
undergoes four phase transitions, with bulk moduli of as high as 21.6(1) gpa 
reported for one of the high-temperature and pressure phases.128

If you are interested in general in understanding better the compression 
of solids and obtaining an overview of the background theory on EoSs used 
in quantifying the compressibility of solids, we encourage those of you inter-
ested to read the paper by angel, gonzalez-platas and alvaro.129

4.4   Zeolitic Imidazolate Frameworks (ZIFs)
The effect of pressure on MOFs was first investigated for ZIFs, which remain 
the most studied class of frameworks at high-pressure.9,127 ZIFs are iso-
morphous with porous aluminosilicate zeolites. Tetrahedrally-coordinated  
transition-metal (e.g. Zn, Co or In) centres are bridged by imidazolate linkers 
to form a three-dimensional porous framework with an expanded zeolite net-
work topology (e.g. sod, lta, gme). To date, approximately 70 unique native 
ZIF structures have been deposited in the Cambridge Structural Database 
(CSD).130,131 among them, ZIF-8, [Zn(mIm)2]n (mIm = 2-methylimidazolate, 
Figure 4.7), has been the most studied at pressure.9,127

4.4.1   ZIF-8
The nanoporous framework of ZIF-8 forms colourless crystals in the 
cubic space group, I4̄3m, with a sodalite, sod, framework topology. a large 
nanopore with a diameter of 11.6 Å (V ∼ 2500 Å3) centrally occupies the unit 
cell and is connected to symmetrically equivalent adjacent pores by eight six- 
membered ring (6Mr) and six four-membered ring (4Mr) windows with 
diameters of ∼3.4 Å and ∼0.8 Å, respectively. The narrow pore windows make 
ZIF-8 an effective material for gas filtration membranes.

Native ZIF-8 is compressible under applied hydrostatic pressure with 
an isothermal bulk modulus, K, between 6.5 gpa and 7.1 gpa from in situ 
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powder X-ray diffraction.132,133 as a polycrystalline powder, amorphisation 
occurs at 0.34 gpa due to inter-crystallite collisions,132 while single crystals 
of ZIF-8 retain their structural integrity up to ∼39 gpa with methanol as the 
pressure-transmitting medium.132 pressure-induced amorphisation is sig-
nalled by a large and irreversible decrease in the volume and porosity of the 
framework caused by partial collapse of the central nanopore. recently, the 
amorphisation process of powdered ZIF-8 at 0.34 gpa has been re-examined 
by high-pressure in situ powder X-ray diffraction, revealing the occurrence of 
a reversible phase transition at 0.3 gpa, characterised by a sudden change in 
the unit cell volume.133

The amorphisation pressure is mediated by the presence of guest species 
into the framework pores; compression of native ZIF-8 in a non-penetrating 
pressure-transmitting medium of Fluorinert® FC-70 results in amorphisa-
tion at 0.34 gpa,132 whilst ZIF-8 loaded with isopropanol, toluene, or o-xy-
lene delays amorphisation to 1.15 gpa (11.5 kbar),134 or to 7 gpa (70 kbar) 
loaded with argon.135 This irreversible collapse of the pores can be exploited 
to trap the guest species, such as molecular iodine, to improve the storage 
and handling of hazardous compounds.136 Shock-wave compression of ZIF-8 
has demonstrated that the pore collapse is associated with absorption of 0.51 
kJ g−1 of energy.19,131 Ex situ raman spectroscopy confirmed that energy dis-
sipation occurred via scission of some of the zinc–imidazolate (Zn–N) bonds, 
leading to pore collapse with retention of the local coordination geometry.19

Figure 4.7    (a) Crystal structure of ZIF-8 under ambient conditions of pressure and 
temperature (I4̄3m, CSD reference = ‘TuDhuW’).9 The central pore is 
accessible from six four-membered ring windows, labelled 4Mr, and 
eight six-membered ring windows, labelled 6Mr. hydrogen atoms are 
removed for clarity. (b) 2-Methylimidazole (mIm) ligand. (c) Illustration 
of the sod topology of ZIF-8.
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Single crystals of ZIF-8 have considerably delayed amorphisation pres-
sures compared with its polycrystalline phase, allowing structural evolution 
of the framework under pressure to be followed by in situ single-crystal X-ray 
diffraction.9 gradual pressure-induced intrusion of guest into the framework 
pores from the pressure-transmitting medium prompts a structural phase 
transition at a critical pressure, characterised by rotation of the 2-methylimid-
azolate linkers to form a ‘gate-opened’ structure, in which the 4Mr and 6Mr 
windows partially open to connect adjacent nanopores (Figure 4.7). Intrusion 
of methanol into the framework pores prompts a sudden and reversible rota-
tion of the linkers by 12° at 1.47 gpa, attributed to the increased quantity of 
adsorbed guest.9 Inelastic neutron scattering has since shown that the phase 
transition is stimulated by adsorption of N2 at a loading pressure of only 0.85 
bar, indicating that the phase transition is driven by host–guest interactions 
rather than the mechanical perturbation of the framework by pressure.137 
pressure-induced intrusion of the pressure-transmitting medium into the 
framework pores is common in MOFs, and is generally associated with an 
increase in the rigidity and structural stability of the framework due to the 
increased density of the guest-loaded material.15–17 This ‘gate-opening’ phase 
transition has since been observed in powdered ZIF-8,138 ZIF-7,139 ZIF-90 and 
ZIF-65.140 Notably the transitions were observed to be dependent upon both 
the crystallite size,138 and the quantity and nature of the adsorbent.137,141,142

4.4.1.1  Guest Adsorption and Gate Opening in ZIF-8
host–guest interactions between native ZIF-8 and an adsorbed guest spe-
cies dictate the response of the framework to hydrostatic compression. 
adsorption of weakly interacting guests, such as methane or water, stiffen 
and reinforce the framework,143,144 while strongly interacting guests promote 
a ‘gate-opening’ structural phase transition.9,140,142 The phase transition is 
driven by the maximisation of the host–guest interactions in the gate-opened 
structure.140,142 The magnitude of the linker rotation is proportional to the 
strength of the host–guest interactions, which depends upon the nature and 
quantity of the adsorbent, and the functional group appended to the imid-
azolate linker.140,142 Following the first observation of this phase transition 
upon pressure-induced adsorption of methanol in ZIF-8,9 as previously dis-
cussed, the gate-opening effect has been followed experimentally by diffrac-
tion methods137,141 and Brillouin spectroscopy,113 and the energetic origin of 
this behaviour has been traced by theoretical simulations.143,145

Brillouin spectroscopy has been used to follow the effect of the phase 
transition on the acoustic phonons in ZIF-8 during hydrostatic compression 
in methanol and isopropanol media.113 Only methanol is small enough to 
infiltrate the framework, causing an initial shift in the Brillouin peak to a 
higher frequency upon uptake. at 1.3 gpa, two longitudinal acoustic modes 
are formed, corresponding to both the ambient pressure phase (gate-closed) 
and the high-pressure phase (gate-opened), characteristic of a gradual phase 
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transition. By 1.5 gpa, transformation to the gate-opened phase is complete, 
in agreement with earlier single-crystal X-ray diffraction results.9

The effect of the host–guest interaction strength on the magnitude of 
the imidazolate linker rotation has been examined for methanol adsorp-
tion in a series of isostructural ZIFs: ZIF-8, ZIF-90 and ZIF-65, which contain 
imidazolate linkers functionalised by methyl (MeIm), formyl (ChOIm) and 
nitro (NO2Im) groups, respectively,140 and in ZIF-8 using a series of liquefied 
gases, methane, argon, oxygen and nitrogen, as the guest species.142 high- 
pressure single-crystal X-ray crystallography, and grand Canonical Monte 
Carlo (gCMC) and density functional theory (DFT) simulations are used in 
combination to locate the position of the guest in the framework pore, and 
quantify the energy barrier to the imidazolate rotation. For the phase transi-
tion to occur, the adsorption of the guest must exceed the rotation barrier of 
the imidazolate linker.

adsorption of methanol in ZIF-8, ZIF-90, and ZIF-65 becomes increas-
ingly favourable across the series, lowering the energy barrier and activation 
pressure of the phase transition across the series (Table 4.2).140 The stron-
ger host–guest interaction between methanol and the formyl group in ZIF-
90 compared with the methyl group in ZIF-8 increases the rotational angle 
of the imidazolate linker, θ (Table 4.2). a still greater rotation is expected 
for ZIF-65 on account of its strongly interacting nitrosyl group. however, 
intra-framework N⋯O interactions between the neighbouring NO2Im linkers 
stabilise their conformation at ambient pressure, resulting in an unexpected, 
attenuated rotation.

For the adsorption of liquefied gases in ZIF-8, the interaction energy 
between the adsorbate and the methyl–imidazolate linker increases in the 
order of: methane, argon, nitrogen and oxygen.142 Single-crystal X-ray crys-
tallography and DFT adsorption energy calculations were used to locate the 

Table 4.2    activation pressure, linker rotation angle, energy barrier to linker rota-
tion and adsorption energy of the most stable site in ZIFs upon undergo-
ing the ‘gate-opening’ phase transition.140,142

P/gpa Δθ/°c ΔEθ/kJ mol−1d Max. Eads./kJ mol−1e

ZIF-8a 1.47 +12.0 +8.0 n/a
ZIF-90a 0.88 +57.3 +6.1 −30
ZIF-65a 0.73 −11.3 +5.6 −40
Ch4

b 0.70 +21.5 +5.8 −13
arb 0.75 +21.6 n/a −16
N2

b 0.21 +21.1 n/a −21
O2

b 0.75 +22.1 n/a −22

a adsorption of methanol.
b adsorption in ZIF-8.
c rotation angle of imidazolate linker.
d Energy barrier to imidazolate linker rotation (ambient pressure θZIF-8 = 64.3°, θZIF-90 = 65.5°, 
θZIF-65 = 46.3°).

e adsorption energy of the most stable site in the high-pressure, gate-opened phase.
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adsorption sites of the guests in ZIF-8, and rank them by stability (Table 4.2). 
Six independent adsorption sites were identified for each argon, methane, 
nitrogen and oxygen. Nitrogen and oxygen are exceptional in that are posi-
tionally disordered. The most stable site is centralised in the larger, 6Mr 
window, whilst the least stable site centrally occupies the nanopore. a more 
favourable adsorption energy is calculated for argon over methane due to its 
larger size, which enhances the dispersion interactions between the guest 
and the framework, although a similar rotation of the imidazolate linker 
by ∼21.5° is observed in the region of 0.70 gpa to 0.75 gpa. adsorption of 
oxygen is the most stable, resulting in the largest linker rotation of 22.1° at  
0.75 gpa.

The adsorption energies of methanol and liquefied gases in the ambi-
ent and high-pressure phase ZIFs by DFT shows an increase in the sta-
bility of the adsorption sites by up to ∼7 kJ mol−1 in the high-pressure 
phase, with the most interacting adsorbates becoming the most stabi-
lised (Table 4.2). Stabilisation of the adsorbent in the gate-opened phase 
is a probable driving force for the phase transition, see Figure 4.8. Nota-
bly, maximisation of the host–guest interactions was only achieved by a 
forwards rotation of the imidazolate linker; simulated backwards rota-
tion of the imidazolate linker in ZIF-8, ZIF-90 and ZIF-65 afforded higher 
rotation barriers (ca. ZIF-8 ΔEθ = 160 kJ mol−1) and less stabilised guest 
adsorption energies. host–guest interactions in ZIF-8 therefore dictate 
both the occurrence of the phase transition and its dynamic structural 
properties.

Figure 4.8    ‘gate-opening’ phase transition in ZIF-8 upon pressure-induced intru-
sion of methanol into the framework pores, characterised by a rotation 
of the 2-methylimidazole linker. The ambient pressure structure is 
from CSD reference: ‘TuDhuW’ and the structure at 1.48 gpa is from 
‘TuDJOS’.9 The white region represents the solvent accessible volume. 
h-atoms are removed for clarity.
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guest-dependent ‘gate-opening’ is also observed in other classes of MOFs, 
such as the Sc-based framework, Sc2BDC3 (where BDC = 1,4-benzenedicabox-
ylate),146 the Cu-paddlewheel based MOF with 5-(pyrimdin-5-yl)isophthalate 
ligands, NJu-Bai8,10 and the Ce-based framework, MOF-76(Ce),147 among 
others.7,148

4.4.2   Other ZIFs
pressure-responsive structural behaviour is common among ZIFs owing 
to their high compressibility.149–151 In general, the flexibility of native ZIFs 
increases with less sterically encumbered imidazolate-derived linkers and 
with increased electron density in the imidazolate ring.102 One of the earli-
est high-pressure single-crystal X-ray diffraction experiments on MOFs was 
performed on ZnIm2, [Zn2(imidazolate)4]n, also denoted ZIF-zni.152 Tetrago-
nal (I41cd) crystals of ZnIm2 in the α-phase undergo a rearrangement of the 
imidazolate bridges to form the lower symmetry β-phase (I41) during isotro-
pic compression. The framework of ZIF-zni is less compressible than ZIF-8  
(K ∼ 14 gpa), owing to the inflexibility of the zni topology of the framework. 
Since then, various pressure-responsive behaviours, such as polymorphic 
phase transitions,128,152,153 ‘breathing’ of the pore volume,3,154,155 and modu-
lation of the thermal properties, have been reported.128

Breathing behaviour in ZIFs was first observed in ZIF-7, Zn(bIm)2 (where 
bIm = 2H-benzoimidazolate), upon adsorption and desorption cycles of car-
bon dioxide at gas-loading pressure.141 pressure-induced breathing was later 
observed in ZIF-4, M(Im)2 (M = CoII or ZnII and Im = imidazolate) upon hydro-
static compression to relatively low pressures between 28 and 50 Mpa.3,154,155 
purple, orthorhombic (Pbca) crystals of ZIF-4 form a microporous frame-
work with a cag topology. hydrostatic compression to 28 Mpa for ZIF-4(Zn) 
or 50 Mpa or ZIF-4(Co) prompts a polymorphic phase transition from Pbca 
to P21/c, concomitant with contraction of the pore volume by ∼20%, from 
powder X-ray diffraction measurements.3 Complete decompression of  
ZIF-4(Co) or heating of ZIF-4(Zn) to 130 °C returns them to the open-pore, 
Pbca phase. Temperature-dependent inelastic neutron scattering indicates 
that the closed-pore to open-pore transition is driven by an increase in vibra-
tional entropy associated with rotation of the organic linkers.155 Intuitively, 
the open-pore phase is more compressible than the closed-pore phase, with 
bulk moduli of 2.0 gpa and 4.4 gpa, respectively, according to in situ powder 
X-ray diffraction measurements using a plastic capillary pressure cell.155

4.5   UiO Frameworks
Isoreticular uiO-MOFs (universitetet i Oslo) comprise hexanuclear metal 
nodes, MIII

6O4(Oh)4 (where M = Zn, hf, or Ce), linked by carboxylate bridg-
ing ligands. Currently, there are eleven unique native uiO-type structures 
in the CSD.156 high-pressure studies have focussed on the isostructural 
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series uiO-66, uiO-67, uiO-68, and uiO-adbc,126 which feature 1,4-benezen-
dicarboxylate (bdc), biphenyl-4,4′-dicarboxylate (bpdc), p-terphenyl-4,4′-di-
carboxylate (tpdc), and 4,4′-azobenzene dicarboxylate (adbc), respectively 
(Figure 4.9).

The cubic (Fm3̄m) frameworks contain a large, central, octahedral pore 
that shares faces with eight smaller, tetrahedral voids. Thermal and mechan-
ical stability is provided by the highly coordinated metal ions (MO8) and the 
12-connected paddlewheel nodes. This high connectivity limits the com-
pressibility of uiO-frameworks, which have bulk moduli between 8 gpa and 
65 gpa.126,157–161 The combined mechanical stability and high porosity of 
these frameworks benefit practical applications in heterogeneous catalysis 
and gas storage.162–164 The mechanical properties of uiO-frameworks can be 
tuned by modification of the metal or linker species,126,157–161,165,166 or by the 
introduction of structural defects.165,167–170

Changing the metal species in the bdc-containing framework, uiO-66, 
[MIII

6O4(Oh)4(bdc)6]n (where M = Zr, hf or Ce), alters the compressibility and 
stability of the material.165 The Zr analogue is the most mechanically stable, 
remaining crystalline upon hydrostatic compression to 1.4 gpa at ambient 
temperature, whilst the hf and Ce analogues have lower stability, becoming 
amorphous at 0.6 gpa and between 0.1 gpa and 0.4 gpa, respectively.165,166 
The comparative fragility of the Ce framework is ascribed to its weaker node–
linker (Ce–O) coordination bonds, caused by the presence of Ce3+ in the 
material (10% Ce3+, 90% Ce4+ according to XpS).166 The larger ionic radius 
of Ce3+ is also likely to disrupt the structure of the Ce6O6 nodes, lowering the 
mechanical stability of the framework.

Figure 4.9    (Left) Crystal structure of uiO-66 under ambient conditions (Fm3̄m, 
CSD reference = ‘ruBTaK’).171 The white region represents the solvent 
accessible volume. h-atoms are removed for clarity. (right) proton-
ated linker species in uiO-66 (1,4-benzenedicarboxylate, bdc), uiO-67 
(biphenyl-4,4′-dicarboxylate, bpdc), uiO-68 (p-terphenyl-4,4′-dicarbox-
ylic acid, tpdc), and uiO-adbc (4,4′-azobenzene dicarboxylate, adbc).
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although the hf and Ce analogues of uiO-66 exhibit inferior mechanical 
properties compared with the Zr framework, they possess enhanced cata-
lytic activity.172 Combining Zr with hf or Ce in bimetallic uiO-66(hf : Zr) and 
uiO-66(Ce : Zr) imparts both catalytic activity and mechanical stability to the 
material.165 The properties of the framework can be modified by adjusting 
the Zr to hf/Ce ratio.165 Increasing the hf or Ce content to 50% (Zr3hf3 or 
Zr3Ce3) decreases its mechanical stability by introducing structural defects 
to the framework, which lower the onset pressure of amorphisation from 1.4 
gpa (Zr6) to 0.6 gpa and 0.2 gpa for Zr3hf3 and Zr3Ce3, respectively.165

Defect engineering is commonly used to control the mechanical prop-
erties and gas adsorption properties of uiO frameworks.162,167 While uiO 
frameworks exhibit superior thermal and mechanical stability compared 
with other MOF subclasses, they have comparatively modest porosity and 
flexibility. addition of an acidic modulator during the solvothermal synthe-
sis introduces structural defects in the framework, either as ‘missing linker’ 
defects, or ‘missing cluster’ defects, which increase the porosity, compress-
ibility, and chemical functionality of the framework.165,167–170 Missing linker 
defects involve exchange of the bidentate ligand for a terminal capping 
ligand, such as acetate162 or benzoate,169 while missing cluster defects create 
a charge imbalance that is compensated by anions from the modulator.168,170

The number of defects is proportional to the number of stoichiometric 
equivalents of modulator used. In general, introducing defects to uiO-66 
increases its compressibility, yet decreases its mechanical stability.167 how-
ever, this relationship is non-linear since the addition of missing linker sites 
decreases the connectivity of the Zr nodes and thus changes the topology 
of the framework, complicating the structure–property relationships. For 
example, uiO-66 with 5 equivalents of modulator is more compressible than 
when 10 equivalents are used, since the topology of the framework transi-
tions from 12-connected fcu to 8-connected reo.167 The bulk moduli and 
amorphisation limits of a series of pristine and defective uiO-66 frameworks 
are given in Table 4.3.167 reported values for the bulk modulus of ‘defect-free’ 
uiO-66 show a large discrepancy, falling between 17 gpa and 38 gpa,161,166,167 
due to differences in synthetic routes in which defects may be introduced, 
unintentionally.

The mechanical properties of uiO frameworks are also dependent 
upon the length, conformational flexibility, and chemical functionality 
of the organic linkers.126,157–161,173 In general, long, conformationally flex-
ible linkers increase the compressibility of the framework at the expense 
of structural resilience.160,173 The length of the linker increases across the 
series, uiO-66, uiO-67 and uiO-68, which feature 1,4-benzenedicarboxylate,  
biphenyl-4,4′-dicarboxylate and p-terphenyl-4,4″-dicarboxylate, respec-
tively, associated with a decreasing bulk modulus from 22 gpa to 13 gpa 
to 8 gpa, and a decrease in the amorphisation pressure from 1.83 gpa to 
0.45 gpa to 0.20 gpa, respectively.160 Similarly, replacing the bdc2− linkers 
of uiO-66 for conformationally flexible trans-1,4-cyclohexanedicarboxylate 
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(cdc), denoted Zr-CDC, lowers the mechanical stability of the framework, 
while facilitating flexible breathing behaviour.173

however, a degree of linker flexibility is required to allow the framework 
to contract under applied pressure without losing its crystallinity.126 high- 
pressure single-crystal X-ray diffraction coupled with molecular dynamics 
calculations of uiO-67 and uiO-adbc indicate that bpdc2− and adbc2− linkers 
bend by about 3° and 7°, respectively under an applied pressure of 1 gpa in 
a hydrostatic medium of Fluorinert® FC-70.126 The larger degree of bending 
in uiO-adbc increases the compressibility of the framework compared with 
uiO-67, with respective K values of 16.8 gpa and 17.4 gpa, translating to a 
higher pressure of amorphisation of 1.8 gpa for uiO-adb, compared to 0.3 
gpa for uiO-67.126 Mechanical stabilisation is improved in both frameworks 
upon compression in a hydrostatic medium of methanol, which infiltrates 
the framework pores, delaying amorphisation to 2.4 gpa for uiO-67 and 4.8 
gpa for uiO-adbc.126

The structural resilience of the framework can also be improved through 
the introduction of intra-framework interactions by functionalisation of the 
organic linker.161 hydrostatic compression of uiO-66 and its amine function-
alised derivative, uiO-66-Nh2, yields respective bulk moduli of 17−25 gpa. 
Neither framework becomes amorphous in the measured pressure range 
up to 2 gpa, although the crystallinity of both gradually decreases during 
compression, with uiO-66-Nh2 maintaining a greater degree of crystallinity 
than uiO-66 at high pressure.161 resilience is provided by the formation of 

Table 4.3    Mechanical properties of uiO frameworks under hydrostatic pressure 
in a non-penetrating pressure-transmitting medium, with varying metal 
ions, linker functionalisation, and equivalents (#eq) of modulator added 
during the synthesis.167

Material Bulk modulus, K/gpa Onset of amorphisation/gpa

uiO-66(Zr) 17,a 22,d 26,b 38c 1.4,b 1.83d

uiO-66(hf) 37c ∼1c

uiO-66(Ce) 17c 0.1–0.4c

uiO-66(Zr3hf3) n/a 0.6e

uiO-66(Zr3Ce3) n/a 0.2e

uiO-66(Zr)-1eq 18.3b n/a
uiO-66(Zr)-5eq 12.2b n/a
uiO-66(Zr)-10eq 13.9b n/a
uiO-66(Zr)-Nh2 25a >2a

uiO-67(Zr) 13.3d 0.45d

uiO-68(Zr) 8.1d 0.2d

uiO-adbc 16.8f 1.3f

a Yot et al.161

b Dissegna et al.167

c redfern et al.166

d rogge et al.160

e rogge et al.165

f hobday et al.126
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intra-framework hydrogen bonding interactions between the amino func-
tional group and the O atom of the carboxylate in uiO-66-Nh2.

4.6   MIL Frameworks
Matériaux de l'Institut Lavoisier (MIL) MOFs are constructed from poly-
meric chains of corner-sharing metal-oxide octahedra, MIIIO4(Oh)2 (where 
MIII = Te, al, ga, In or Sc), which are linked by 1,4-benzenedicarboxylate 
(bdc) ligands to form a ‘wine-rack’ structure with a cds topology (Figure 4.10). 
One-dimensional, rhombic channels perforate the framework. The surfaces 
of the channels are decorated with bridging hydroxyl groups, µ2-Oh, from 
the metal–organic chains that stabilise the adsorption of polar guests, while 
the channels walls are formed from the phenyl rings of bdc, stabilising aro-
matic and non-polar guests. To date, approximately 60 unique native MIL-
type structures have been deposited in the CSD,130 all of which are derived 
from powder X-ray diffraction measurements owing to the difficulty in grow-
ing large single crystals. high-pressure structural analysis has focussed 
on the three-dimensional, microporous frameworks, MIL-53, [alIII(Oh)
(bdc)]·0.70(bdch2), and MIL-47, [VIII(Oh)(bdc)]·0.75(bdch2), which crystal-
lise in the orthorhombic space groups, Imma and Pnma, respectively. under 
ambient conditions, MIL-53 and MIL-47 are penetrated by channels with 
cross-sections of 7.3 Å × 7.7 Å and 7.9 Å × 12.0 Å, respectively, which house 
disordered 1,4-benzenedicarboxylic acid (bdch2) molecules in partially occu-
pied adsorption sites.174–177

The elastic properties of MIL-frameworks are highly anisotropic on account 
of the network topology.179 In grid-like networks with cds, bik, crd, dia, gis 

Figure 4.10    (Left) Crystal structure of MIL-53 under ambient conditions (Pnma,  
CSD reference = ‘MINVOu’).178 h atoms are removed for clarity. (right)  
Illustration of the cds topology of MIL-53.
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and mog topologies, metal nodes are located at the intersecting points of the 
linker struts.180 under hydrostatic pressure, hinging motion of the linkers 
about the metal nodes imparts flexibility to the framework, affording low 
bulk moduli between 3 and 12 gpa and high onset pressures of amorphisa-
tion, typically exceeding 6 gpa.181–183

In wine-rack structures, the connectivity is such that orthogonal axes in 
the plane of the wine-rack are interdependent, with horizontal compression 
across the network prompting vertical extension, giving rise to negative lin-
ear compressibility (NLC, see Section 2.3.1 of Chapter 2), in which one or 
more axis of the unit cell lengthens under applied pressure. The softest direc-
tion corresponds to the diagonal of the rhombic channels, and the hardest 
direction coincides with the direction of the metal–linker chains.177,180,184,185 
pronounced compression of the wine-rack is accommodated by narrowing 
of the rhombic channels, causing volumetric contraction of the pore volume 
by up to ∼70%.4,186–188 The expanded structure is returned upon releasing 
the pressure, corresponding to breathing behaviour. Breathing transitions 
and NLC benefit numerous practical applications, such as pressure sensors, 
shock-absorbing materials (Chapter 5), and actuators.

4.6.1   Breathing
Topological distortion results from rotation of the metal nodes or hinging 
motion of the organic linkers under hydrostatic pressure. Expansion and 
contraction of the wine-rack structure is associated with large volumetric 
changes in the pore and unit cell of the framework, characteristic of breath-
ing behaviour.186 Early reports of breathing behaviour in MIL frameworks 
observed that hydration and dehydration of the material stimulates pore 
expansion and contraction, respectively.177,187 adsorption and desorption of 
CO2 was later found to induce the same effect.188 The large-pore to narrow- 
pore phase transition is enabled by the rotation of phenyl rings of the bdc 
linkers about the C–C bond between the phenyl and carboxylate moieties.4

The first MIL-type MOF to be examined at high hydrostatic pressure was 
MIL-53, which undergoes a reversible breathing transition upon compres-
sion by mercury porosimetry.189 Compression of powdered MIL-53(al) and 
MIL-53(Cr) up to 55 Mpa prompts a hysteretic phase transition from the 
large-pore Imma form to a dense C2/c phase with narrow pores, resulting in 
a decrease in the unit cell volume from 1490 Å3 to 1020 Å3. During a com-
plete cycle of mercury intrusion and extrusion, the framework absorbs 12 J 
g−1 of energy, which is larger than commercially available aluminium foams 
(ca. 10 J g−1 at a mass density of 40 kg m−3). parallel behaviour is observed 
for powdered MIL-53(al) upon hydrostatic compression in mineral oil, in 
which the large-pore phase (V = 1433 Å3) is compressed to the narrow-pore 
phase (V = 1000 Å3) at 2 gpa.12 First-principles calculations for the breathing 
transition in analogous MIL-53(Cr) determine an energy barrier for the nar-
row-pore to large-pore transition of only 3 kJ mol−1 to 6 kJ mol−1, accounting 
for the reversibility of the transition.190 The large-pore phase is stabilised by 
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an increase in vibrational entropy of the system, while the narrow-pore phase 
is stabilised by intra-framework van der Waals interactions between the phe-
nyl rings of the bdc linkers.190,191

The magnitude of the breathing and the energy associated with the 
transition depends upon the hinging flexibility of framework. More rigid 
frameworks delay the large-pore to narrow-pore transition to a higher 
pressure, increasing the work energy.5 For the al-based derivative of MIL-
53 with 2,5-thiophenedicarboxylate (tdc) linkers, denoted al-MIL-53-tdc,  
[al(Oh)(tdc)]n,5 mercury intrusion and high-pressure powder X-ray diffrac-
tion experiments showed a reversible contraction of the unit cell volume from 
1413 Å3 to 1009 Å3 at 0.275 gpa, with an associated work energy of 79 J g−1. 
rigidity may be introduced by using extended linkers, such as 4,4′-(ethyne-
1,2-diyl)dibenzoate (edb), which forms a doubly interpenetrated framework 
with a MIL-53 topology, denoted guF-1 (glasgow university Framework, 
[ScIII(Oh)(edb)]n·2nDMF]).192 Interpenetration restricts the hinging motion 
of the edb linkers, leading to very subtle breathing upon guest exchange.

pressure-induced breathing also occurs in MIL-47, which is isostructural 
to MIL-53.4 hydrostatic compression of the ambient pressure Pmna phase 
of MIL-47(V) to 0.18 gpa prompts a partial and reversible large-pore to  
narrow-pore transition, associated with contraction of the unit cell volume 
from 1528 Å3 to 947 Å3 and a phase transition to space group C2/c. The transi-
tion is hysteretic and separated by small energetic barriers of approximately 
10 kJ mol−1 for the large-pore to narrow-pore transition, and 6 kJ mol−1 for 
the reverse, and is driven by free rotation of the bdc phenyl ring.4 Molecu-
lar dynamic simulations and DFT replicate these results, with the formation 
of the narrow-pore phase occurring at 0.125 gpa, and the reverse at 0.056 
gpa.193 Symmetry-breaking during the breathing transition results from dis-
placement of the V3+ nodes orthogonal to the direction of the metal–organic 
chains, which stabilises the narrow-pore structure by 20 kJ mol−1.193

The mechanical properties and breathing transition are affected by the 
metal ion species in the nodes.181 hydrostatic compression of hydrated pow-
ders of MIL-53(M), where M is al3+, Cr3+, Fe3+ or Sc3+, up to 2 gpa show dis-
tinct breathing behaviours due to the increasing ionic radius of the metal 
(Table 4.4).181 The al, Cr and Fe analogues undergo a phase transition from a 
narrow-pore form (C2/c) to a very-narrow-pore form (P1̄) at 1.36 gpa, 0.5 gpa 
and 0.4 gpa, respectively, associated with a decrease in the unit cell volume 
by ∼50 Å3. The framework with the most contracted metal, MIL-53(al), forms 
the smallest pores, which allows formation of intra-framework π–π interac-
tions between phenyl groups between the channel walls, leading to mechan-
ical stabilisation of the narrow-pore (C2/c) phase over a larger pressure range 
than for either MIL-53(Cr) or MIL-53(Fe). This is also reflected in the compar-
ative incompressibility of the material, with bulk moduli for the narrow-pore 
phase of 10.7 gpa for MIL-53(al), 10.1 gpa for MIL-53(Fe) and 4.3 gpa for 
MIL-53(Cr). Breathing in the Cr and Fe analogues is generally similar owing 
to their comparable ionic radii, although the transition is more gradual for 
MIL-53(Fe). By contrast, the framework with the largest metal, MIL-53(Sc), 



235High-pressure Mechanical Behaviour Under Hydrostatic Compression

exists in the very-narrow-pore form under ambient conditions, and persists 
in this phase to at least 2 gpa.

addition of functional head groups to the bdc linkers may also modify 
the breathing response of the framework under pressure.181 In hydrated 
MIL-53(Cr), appendage of chloro, methyl, or nitrosyl groups to the bdc 
linker (MIL-53-X, where X is h, Cl, Ch3 or NO2) ‘switches off’ the breathing 
behaviour by introducing steric bulk to the channel surface, which destabi-
lises the less voluminous, very-narrow-pore phase.181 The frameworks are 
instead gradually compressed to 2 gpa. The order of framework compress-
ibility is informative of an interplay between steric bulk and intra-framework 
interactions, and is as follows: X = Ch3 > h > NO2 > Cl. The low compress-
ibility of the chloro- and nitrosyl-functionalised frameworks originates from 
an intra-framework hydrogen bond between the pendant functional group 
on bdc and the µ2-Oh group at the channel surface, which is absent in the 
methyl- functionalised and pristine materials. unusually, the nitrosyl deriv-
ative is more compressible than the chloro-material, in spite of its greater 
steric hindrance, which is mirrored in the methyl and pristine analogues. 
This is attributed to the expanded structures of the nitrosyl and methyl deriv-
atives under ambient conditions.181

Functionalisation of MIL-47(V) with bromo or trifluoromethyl pendant 
groups, in the form of MIL-47(V)-Br and MIL-47(V)-CF3, draws a distinct 

Table 4.4    Mechanical properties of breathing MIL-frameworks under hydrostatic 
pressure, with varying metal ions and linker functionalisation. ‘Form’ 
refers to the large-pore (lp), narrow-pore (np), or very-narrow-pore (vnp) 
phases. Where applicable, ionic radii are given for the low-spin state.

Material P/gpa Space group Form K/gpa

MIL-53(Cr)a 0 C2/c np 4.3
Cr3+ r = 75.5 pm 0.5 P1̄ vnp 3.4
MIL-53(al)a 0 C2/c np 10.7
al3+ r = 67.5 pm 1.36 P1̄ vnp n/a
MIL-53(Fe)a 0 C2/c np 10.1
Fe3+ r = 78.5 pm 0.4 P1̄ vnp 7.4
MIL-53(Sc)a 0 P1̄ vnp 10.3
Sc3+ r = 88.5 pm P1̄ vnp
MIL-53(Cr)-Cla 0 C2/c np 12.4

1.21 C2/c np
MIL-53(Cr)-Ch3

a 0 C2/c np 3.7
2.54 C2/c np

MIL-53(Cr)-NO2
a 0 C2/c np 7.3

2.84 C2/c np
MIL-53(al)-Nh2

c 0 Imma lp 7.4
2.0 Imma np 71

MIL-47(V)b 0 Pnma lp 6.09
0.125 C2/c np 2.84

a Yot et al.181

b Theoretical, Vanpoucke et al.200

c Serra-Crespo et al.12
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structural response.181 unlike MIL-53 derivatives, sterically bulky groups do 
not inhibit the breathing transition in MIL-47, since the framework adopts 
an expanded, large-pore structure under ambient conditions. however, steric 
effects remain important in tuning the breathing transition. Mercury intru-
sion in MIL-47(V)-Br prompts a large-pore (Pmcn V = 1481 Å3) to narrow-pore 
transition (C2/c V = 1126 Å3) at 0.085 gpa, associated with a work energy of 
20 J g−1.181 Increasing the bulkiness of the pendant group to MIL-47(V)-CF3 
delays the transition to between 0.75 gpa and 0.85 gpa, resulting in larger 
volumetric contraction from 1600 Å3 to 1145 Å3 and pronounced increase in 
the work energy to between 160 J g−1 and 190 J g−1.181

guest-inclusion in MIL frameworks can also modulate the pressure- 
induced breathing regime.12,175 Breathing may occur under ambient pres-
sure conditions upon the reversible adsorption and desorption of guest due 
to modification of the host–guest interactions in the system and changes 
to the density of the material.177,187,188,194,195 pressure-induced adsorption 
of guest from the pressure-transmitting medium into the framework chan-
nels can therefore affect the guest-mediated breathing. The framework does 
not necessarily require evacuation prior to guest loading; in MIL-47 loaded 
with bdch2, hydrostatic compression in methanol or water promotes guest 
exchange at 0.3 gpa or 1.0 gpa, respectively.175

The magnitude and activation pressure of the breathing transition is 
dependent upon the size, quantity, and nature of the guest. Sterically 
bulky or densely-packed guest in the framework channels may ‘switch-off’ 
breathing by inhibiting contraction of the framework,12 similar to materi-
als with bulky pendant groups. For instance, compression of the amino- 
functionalised framework, MIL-53(al)-Nh2, in a non-penetrating pressure- 
transmitting medium of mineral oil promotes a large-pore to narrow-pore 
transition at 2 gpa, while breathing is inhibited when ethanol is used as the 
hydrostatic medium, according to powder X-ray diffraction measurements.12 
Intrusion of ethanol into the framework channels during compression leads 
to the formation of a dense, incompressible phase with a bulk modulus of 85 
gpa, while mineral oil is largely prevented from entering the pores, exhibit-
ing a low bulk modulus of 7.4 gpa for the large-pore phase and 71 gpa for the 
narrow-pore phase.12

In some cases, adsorption of guests that interact strongly with the host 
framework may actually stabilise the narrow-pore phase, promoting breath-
ing.176,196 For example, adsorption of n-hexane or n-nonane in MIL-53(Cr) 
leads to the formation of the narrow-pore phase under ambient pressure due 
to the addition of host–guest Ch−π interactions.176 This transition does not 
occur in MIL-47(V) owing to its relative inflexibility.176 Similarly, DFT indi-
cates that adsorption of h2O in MIL-53(al) stabilises the narrow-pore phase 
through the introduction of host–guest hydrogen bonds.196

guest-loaded frameworks possess distinct mechanical properties com-
pared with their native analogues, leading to complicated breathing regimes 
and guest-mediated structural behaviour.175,197 Infiltration of methanol 
in MIL-47(V) leads to the formation of an additional high-pressure phase 
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during isotropic compression up to 2.3 gpa.175 The primitive orthorhombic 
(Pmna) ambient phase becomes an expanded phase with body-centred sym-
metry (Imcm) at 0.3 gpa. The transition is accompanied by an increase in the 
volume of the unit cell by 6.3%, which remains constant to 1.5 gpa, although 
the framework channels become flattened. Further compression to 1.9 gpa 
affords a second expanded phase in which the flattened channels re-open, 
corresponding to breathing behaviour. When water is used as the guest spe-
cies, only a single high-pressure is observed. The reversible narrow pore to 
large pore transition begins at 0.7 gpa and is complete by 1.4 gpa. The large 
pore phase is retained to 2.9 gpa before the framework becomes amorphous.

as is typical for MOFs, structural resilience is improved by pressure-induced 
intrusion of guest into the framework pores.197 For example, hydrostatic 
compression of the mesoporous framework, MIL-101, [Cr3X(h2O)2O(bdc)3]n 
(where X = F or Oh), which features quasi-spherical pores with a cross-section  
of 29 Å × 34 Å, in a solid pressure-transmitting medium of NaCl results in 
amorphisation of the framework at 0.4 gpa, from powder X-ray diffraction 
measurements.197 however, amorphisation is delayed to 7 gpa in a medium 
of polydimethylsiloxane silicone oil, indicative of guest uptake.197 This is sur-
prising, considering the large size of the pressure-transmitting medium.

In MIL-53 and MIL-47, and their functionalised or guest-included deriva-
tives, breathing occurs about a single hinge motif. however, incorporation 
of a dual hinge pivot motif in the Co or Mg-based MOF, CuK-1 (Cambridge  
university-Korean research Institute of Chemical Technology) which is com-
posed of 2,4-pyridinedicarboxylate and 6-mercapto-3-pyridinecarboxylate 
ligands in a wine-rack structure, facilitates a spring-back mechanical breath-
ing distortion.198,199 upon compression of 0.5 gpa, the framework abruptly 
contracts from a large-pore form to a narrow-pore form, with NLC along the 
crystallographic a-axis.

4.6.2   Negative Linear Compressibility (NLC)
The volume of a MOF decreases under applied hydrostatic pressure when a 
non-penetrating hydrostatic medium is used. however, for structures with 
anisotropic elastic properties, the material may expand in one or more direc-
tion during compression, providing a positive bulk compressibility (βV) but 
at least one direction of NLC (βl, see Section 2.3.1 of Chapter 2). MIL frame-
works with a trellis-like structure commonly exhibit NLC along the direction 
of the vertical or horizontal diameter of their rhombic channels. NLC has 
been reported for a number of MOF systems, including [Nh4][Zn(hCOO)3],11 
Zags,201 ag(meIm),202 and metallocyanide frameworks,203 and usually relies 
upon a topological distortion of wine-rack, honeycomb, scissor and butterfly 
network structures. however, it may also occur via local structural mecha-
nisms, such as torsional flexibility about metal centres,204 extension along 
the direction of empty channels,205 or slippage in layered frameworks.206

For MIL frameworks, NLC was first reported in MIL-53(al).12,184 Com-
pression of the framework in a hydrostatic medium of mineral oil up to 3 
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gpa yielded NLC of βl = −28 Tpa−1 along the b-axis of the unit cell, which is 
among the largest reported for any framework material (ca. βl = −45 Tpa−1 
for Zn[au(CN)2]2 75 and βl = −12 Tpa−1 for KMn[ag(CN)2]3).207 above 3 gpa, 
the pressure is sufficient to override the NLC, causing the unit cell to con-
tract in all directions before amorphisation at 6 gpa. Equivalent behaviour is 
exhibited by the amino-functionalised framework, Nh2-MIL-53(al), with βl =  
−27 Tpa−1 along the b-axis up to 2 gpa.12,208 In both cases, the NLC arises from 
hinging motion of the linkers in the wine-rack net.

The magnitude of the NLC is dependent upon the topological and local 
flexibility of the framework.206,209,210 Large NLC generally requires short, rigid 
linkers with flexible metal coordination centres that permit hinging motion 
about nodes without deformation of the network struts (linkers). Modifica-
tion of the metal ion affects the bulk compressibility of the material, altering 
the NLC. For example, replacing the ZrIV metal centre in MFM-133(M) ([M6(µ3-
Oh)8(Oh)8(tchb)8] (where M = hfIV or ZrIV and tchb =3,3′,5,5′-tetrakis(4- 
carboxyphenyl)-2,2′,4,4′,6,6′-hexamethyl-1,1′-biphenyl)) for hfIV decreases 
the compressibility of the framework, leading to attenuated NLC along the 
channel diameter (c-axis) from βl = −5.1 Tpa−1 for ZrIV and βl = −7.9 Tpa−1 for 
the hfIV analogue.206,209,210

Modification of the linker species also changes the NLC properties. rigid 
linkers provide a greater degree of interdependence of the orthogonal lin-
ear compressibility of the wine-rack network. This interdependency is fur-
ther enhanced by interpenetration of the flexible networks. For example, the 
β-quartz-like framework, Inh(bdc)2

 206,210 and the Mn-based 3-(pyridine-4-yl)
benzoate (pba) framework, MCF-34 (MCF = metal carboxylate framework), 
[Mn(pba)2]n,211 which are constructed from interpenetrated wine-rack subnets 
with rigid linkers, both exhibit large NLC along the channel diameter of βl = 
−62.4 Tpa−1 and βl = −47.3 Tpa−1, respectively. Compared with MCF-34, the 
shorter, more rigid bdc2− linkers of Inh(bdc)2 promote larger NLC.

Frameworks with conformationally flexible linkers exhibit more sub-
tle NLC but allow the elastic properties of the framework to be controlled 
by pressure–guest-mediated conformational isomerism. For instance, the 
al-based 1,4-cyclohexanedicarboxylate (cdc) framework, al-Cau-13 (Cau =  
Christian albrecht university), [al2(cdc)3]n, which shares its topology with 
MIL-88, shows NLC along the b-axis only after the framework is dehydrated 
and filled with tetramethylpyrazine guest, which causes the cdc linkers to 
isomerise from an axial–axial configuration to an equatorial–equatorial con-
figuration to adopt a more open wine-rack structure.212 The NLC is mediated 
by the pressure-transmitting medium; compression of al-Cau-13 in silicone 
oil up to 4.19 gpa causes the b-axis to extend by +2.1%, while compression in 
he up to 11 gpa eliminates the NLC due to intrusion of he into the channels, 
which decreases the framework compressibility (K = 8.9 gpa in silicone oil,  
K = 25.1 gpa in he).212 Inclusion of he in the framework at high-pressure 
stiffens the material along the channel direction (a-axis), resulting in near 
zero linear compressibility (ZLC) in this direction.

rarely, topological distortion of the framework competes with distortion of 
local features to afford ZLC.213 This was demonstrated in a lanthanide-based 
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framework with 1,4,5,8-naphthalene tetradentate carboxylate (ntc) linkers, 
MIL-122, in which the a-axis maintains a constant length during compres-
sion up to 10.5 gpa, as a result of simultaneous topological expansion 
along the a-axis direction with a counteractive shortening of the Ln–ntc–Ln 
distance.213

4.7   Sc2bdc3

The three-dimensional, nanoporous framework of Sc2bdc3, [ScIII
2(bdc)3]n, 

crystallises as colourless shards in the orthorhombic space group, Fddd.214,215 
Octahedral ScO6 nodes are connected by bdc linkers to form a wine-rack-type 
structure with the bdc linkers cross-linking the channels (Figure 4.11). Nar-
row, triangular channels, approximately 4 Å in diameter, perforate the frame-
work and are extended in three-dimensions by apertures between the bdc 
linkers. The channels are vacant upon crystallisation, and are a suitable size 
for molecular sieving applications. The bdc linkers occupy two symmetry- 
independent sites, and are denoted as group 1 and group 2. Linkers in group 
1 are positioned with the benzyl ring on an inversion centre, while linkers in 
group 2 are bisected by two orthogonal two-fold rotation axes. high-pres-
sure analysis of Sc2bdc3 is restricted to the guest-loaded structure, since the 
evacuated framework is structurally unstable near the initial loading pres-
sure of a DaC.216

Figure 4.11    Crystal structure of Sc2bdc3 under ambient conditions (Fddd, CSD  
reference = ‘haZgOF’),217 with the group 1 and group 2 bdc2− linkers 
labelled. The white region represents the solvent accessible volume. h 
atoms are removed for clarity.
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4.7.1   Guest Intrusion at High Pressure
The evacuated framework of Sc2bdc3 is brittle, becoming reversibly amor-
phous at approximately 0.4 gpa of hydrostatic pressure in a non-penetrating 
medium of Fluorinert® FC-77.216 Inclusion of guest in the framework chan-
nels imparts structural resilience to the material and, depending upon the 
nature and quantity of the guest species, can promote or inhibit polymor-
phic and gate-opening phase transitions.146,215,216,218,219

upon compression of a single crystal of Sc2bdc3 in a penetrating medium 
of methanol, the onset pressure of amorphisation is delayed from 0.4 gpa 
to at least 3 gpa.216 pressure causes gradual infiltration of methanol into 
the channels, which can be followed directly by single-crystal X-ray diffrac-
tion measurements. The triangular geometry and narrow diameter of the 
channels creates a confined space conducive to the formation of host–guest 
interactions, leading to adsorption of guest in ordered sites.215,216 Soaking 
the crystal in methanol under ambient conditions promotes adsorption of 
methanol in two distinct, partially-occupied sites along the triangular chan-
nels, forming a stacking motif.216 under an applied pressure of 1.6 gpa, the 
channels reach their capacity, with the occupancy of the respective adsorp-
tion sites increasing from 50% and 39% to 100% and 80% between ambient 
pressure and 1.6 gpa, whereafter the methanol content remains constant 
up to 2.3 gpa.216 The framework retains its Fddd symmetry in the measured 
pressure range (105 pa–3 gpa).

Modification of the host–guest interactions can promote structural 
changes in MOFs, leading to guest-mediated phase transitions.146,215,218,219 
adsorption of CO2 in Sc2bdc3 at a gas loading pressure of only 1 bar (10−4 gpa) 
promotes a host–guest hydrogen bonding interaction between the O atom of 
CO2 and an h atom of a bdc linker (O⋯h = 2.87–2.98 Å), resulting in a phase 
transition from Fddd to C2/c caused by tilting of the bdc linker.215 The tran-
sition creates two symmetry-independent channels, one of which contains 
one fully-occupied CO2 adsorption site, while the other contains two partially 
occupied adsorption sites, which have an overall adsorption energy of 20 kJ 
mol−1. adsorption of CO2 in Sc2bdc3 at high pressure is achieved by using a 
hydrostatic medium of either liquefied gas218 or CO2 dissolved in Fluorinert® 
FC-70.219 upon compression to 0.2 gpa, an additional adsorption site is mod-
elled in the crystal structure, concomitant with disordering of the group 1 
bdc ligands, leading to an increased maximum adsorption capacity of 6.2 
mmol g−1 218 (ca. 3.4 mmol g−1 at 1 bar).215 The third site is located in the same 
channel as the ordered site, and is disordered across two orientations about 
a two-fold rotation axis.218 The C2/c symmetry of the framework is retained 
in the hyperfilled phase.

More weakly interacting adsorbents, such as Ch4, require high pressure 
to stimulate considerable uptake into the channels of Sc2bdc3.215,218 Dos-
ing between 1 bar and 50 bar introduces Ch4 in two, low-occupancy sites 
in the channel in the Fddd phase, corresponding to a loading in the range 
of 0.1–0.5 mmol g−1.215 Dispersion interactions stabilise the Ch4 guest, with 
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an adsorption energy between 17 kJ mol−1 and 14 kJ mol−1, as measured by 
calorimetry.215 Compression of the framework in liquefied Ch4 between 0.3 
gpa and 2.5 gpa promotes hyperfilling, affording almost full occupancy of 
the adsorption sites.218 gradual intrusion of Ch4 into the channels during 
compression increases the libration of the bdc linkers and causes adjacent 
Sc6O nodes to rotate in opposite directions, resulting in a phase transition 
from Fddd to Fdd2 at 1.3 gpa. Further rotation of the ScO6 units upon com-
pression to 2.5 gpa results in a symmetry-forbidden phase transition to a 
dense P21/c phase, which must proceed via an unobserved intermediate.218 
Contraction of the pores in the P21/c phase is associated with the desorption 
of Ch4.218

Bulky guest species that are too large to enter the narrow channels under 
ambient conditions can be forced into the pores under applied hydrostatic 
pressure, resulting in a gate-opening rotation of the bdc linkers.146 Compres-
sion of a single crystal of Sc2bdc3 in linear and branched alkanes (C3–C7), 
which have kinetic diameters exceeding the framework channel diameter 
(dkinetic = 4.3 Å to 6.2 Å), are adsorbed between 0.2 gpa and 0.7 gpa, causing 
the group 1 bdc linkers to rotate by between 10.9° and 51.4°.146 The magni-
tude of the rotation is proportional to the quantity of the guest adsorbed, 
with linear alkanes (n-pentane, n-heptane) and shorter chain species (i- 
pentane) showing the greatest uptake and largest distortions.146 pronounced 
rotation of the bdc linker causes pairs of adjacent triangular channels to con-
join, forming a more voluminous, rhombic channel. The linker rotation is 
driven by the minimisation of steric contacts between the alkane guest and 
the channel walls.146

Functionalisation of the bdc linkers in Sc2bdc3 may also affect the struc-
tural response of the framework to hydrostatic pressure, as the pendant 
group can act as an immobilised guest.216 appendage of a bulky nitrosyl 
group to the bdc linkers increases the mechanical stability of the framework, 
as the functional groups occupy space in the channel, increasing the density 
of the material.216 Native Sc2bdc3–NO2 remains crystalline up to 2.6 gpa in 
a hydrostatic medium of Fluorinert® FC-77, before undergoing irreversible 
amorphisation.216 gradual rotation of the ScO6 nodes during compression 
prompts a polymorphic phase transition from Fddd to C2/c at 0.8 gpa, char-
acterised by distortion and collapse of the triangular channel.216 The phase 
transition is inhibited when Sc2bdc3–NO2 is compressed in a hydrostatic 
medium of methanol, due to the increased rigidity of the framework.216 Meth-
anol intrusion is inferred from the slight expansion of the channel direction 
(a-axis), although the quantity of methanol adsorbed is considerably lower 
than for Sc2bdc3.

4.8   Pillared–Layered MOFs
pillared–layered MOFs are three-dimensional, microporous frameworks 
composed of two-dimensional grids formed from metal–ligand coordi-
nation polymers that are pillared in the third dimension by a bidentate 
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ligand between the metal axial coordination sites with the general formula: 
[MII

2(L)2p]n (where MII = Zn, Co, Ni or Cu, L = bidentate ligand, and p = biden-
tate pillaring ligand). The metals are arranged in dinuclear paddlewheel 
building units. Square, rectangular or rhombic-shaped channels perforate 
the framework parallel to the pillars.220 Flexibility within the paddlewheel 
units facilitate guest-mediated breathing behaviour,6,221–223 NLC, and flexible 
phase transitions.224

4.8.1   Guest-mediated Flexibility
The structure and flexibility of pillared-layered MOFs are sensitive to host–
guest interactions. The framework, DMOF-1, [Zn2(bdc)2(dabco)]n∙x(guest), 
adopts different structures under ambient conditions depending upon the 
guest species occupying the channels (Figure 4.12).220 a tetragonal (P4/mmm) 
framework with square channels is formed when guest is absent from the 
pores. The structure is unaffected by adsorption of ethanol upon soaking, 
indicative of weak host–guest interactions, while adsorption of N,N-dimeth-
ylformamide prompts a phase change to I4/mcm with rectangular channels, 
and adsorption of benzene affords C2/mmm symmetry with rhombus-shaped 

Figure 4.12    (a) Crystal structure of DMOF-1 under ambient conditions with 
evacuated channels (P4/mmm, CSD reference = ‘WaFKEu’).220  
(b) Square-shaped channels of DMOF-1·6(EtOh) (P4/mmm).220 (c) 
rectangular-shaped channels of DMOF-1·4(N,N-dimethylformamide) 
(I4/mcm, CSD reference = ‘WaFKaQ’).220 (d) rhombus-shaped chan-
nels of DMOF-1·3(benzene) (Cmmm, CSD reference = ‘WaFKIY’).220 In 
all structures, h-atoms are removed for clarity.
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channels.220 hydrostatic compression of a single crystal of each guest-loaded 
framework in a pressure-transmitting medium of the guest species elicits 
a unique structural response.224 pressure-induced intrusion of ethanol into 
the square channels of DMOF-1·6(EtOh) results in hyperfilling of the chan-
nel, which is accommodated by a change in the channel geometry from 
square-shaped to rhombus-shaped, concomitant with a phase transition 
from P4/mmm to C2/m, above 0.68 gpa. By contrast, the guest content and 
pore geometry of DMOF-1·4(N,N-dimethylformamide) is unchanged during 
compression in N,N-dimethylformamide, with an I4/mcm to P4/mmm transi-
tion at 0.32 gpa caused by disordering of the adsorbent. The benzene loaded 
framework is largely unaffected by hydrostatic pressure.

hinging motion of the linkers about the metal paddlewheels in the two- 
dimensional grid layers in pillared-layered MOFs fosters breathing behaviour, 
reminiscent of the MIL-series. DMOF-1 and its functionalised derivatives 
undergo guest and pressure-dependent breathing, the magnitude of which 
can be controlled by modification of metal,221 linker,222 or crystallite size.225 
Small crystallites are generally more inflexible, attenuating the breath-
ing magnitude, while large crystallites permit larger breathing and greater 
cyclability.225 The high flexibility of pillared-layered MOFs allows breathing 
to occur at a low gas-loading pressure between only 1 bar and 20 bar.221,225,226

pendant functional groups on the bdc linkers introduce steric hindrance 
or host–guest interactions in the framework channels that suppress or stimu-
late the breathing transition.221,222 upon adsorption of CO2, DMOF-1 remains 
in the large-pore form.220 however, addition of a polar side-chain to the bdc 
linker to form [M2(bme–bdc)2dabco]n (where MII = Co, Ni, Cu, or Zn, bme–bdc 
= 2,5-bis(2-methoxyethoxy)benzene dicarboxylate) stimulates a narrow-pore 
(P4/mmm) to large-pore (P21/m or C2/m) phase transition upon adsorption of 
CO2 up to 1 bar due to the addition of host–guest interactions with the polar 
adsorbent.221

The structural mechanism of the breathing is governed by the metal cen-
tre.221 The Cu and Zn analogues show a sudden and complete transition, 
while the Ni and Co analogues gradually swell to form the eventual large-
pore form, as observed from powder X-ray diffraction measurements. The 
magnitude and enthalpy of the breathing transition decreases across the 
series in the order of: Co ≈ Zn > Ni > Cu.221 Electron paramagnetic reso-
nance (Epr) spectroscopy measurements on a Zn framework doped with Cu,  
[Zn1.9Cu0.1(bme–bdc)2dabco]n, indicate that the narrow-pore to large-pore 
transition increases the equatorial ligand field of the metal centres and 
decreases the rhombic distortion of the paddlewheel units.227 Theoretical 
calculations indicate that the Cu and Zn analogues of DMOF-1 can absorb up 
to 119 J g−1 and 130 J g−1 during the breathing transition, respectively, in spite 
of their low activation pressure.223

Combined high-pressure powder diffraction experiments and molecular 
dynamics simulations of [Cu2(bdc)2dabco]n and [Cu2(db–bdc)2dabco]n (where 
db = 2,5-dibutoxy), highlight the effect that the configurational entropy of 
the functional side chain has on the breathing transition. Both frameworks 
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adopt a large-pore regime under ambient conditions.6 under applied hydro-
static pressure to 0.40 gpa, [Cu2(bdc)2dabco]n is rigid and remains in the 
large-pore form. however, addition of the 2,5-dibutoxy side chain in 
[Cu2(db–bdc)2dabco]n stimulates a large-pore to narrow-pore transition at 
0.15 gpa. The breathing is driven by the change in configurational entropy 
of the side chain, which gradually decreases as the framework is compressed 
under pressure due to its increasingly limited freedom in the confined 
channel.6

In addition to breathing, pillared-layered MOFs may also undergo 
‘gate-opening’ linker rotations.226 The Co-based MOF, [Co2(ndc)2(bpy)]n 
(where ndc = 2,6-napthalene and bpy = 4,4′-bipyridyl), which adopts an inter-
penetrated structure to form isolated pores rather than the one-dimensional 
channels common to other pillared-layered frameworks, exhibits a rotation 
of the ndc linker by ∼130° upon adsorption of propane or butane.226 The 
crystal structure of the framework shows that the propane or butane guest 
occupies an ordered adsorption site in each pore.226 Molecular mechanics 
simulations indicate that guest is transported between adjacent pores via a 
‘turnstile’ mechanism, involving concerted rotation of both the ndc and bpy 
linkers.226

4.9   Zinc Alkyl Gate Frameworks
a subclass of MOFs with structures that resemble a collapsible safety gate, 
denoted zinc alkyl gate (Zag) frameworks, [Zn(a-pa)·2(2h2O)]n (where  
a-pa = alkylbis(phosphonate)), are structurally resilient and highly flexible 
under applied pressure.201,228 The 3-D, porous framework is constructed from 
tetrahedral ZnO4 centres linked by bidentate alkyl phosphonate ligands in 
a wine-rack structure. Inorganic chains formed from eight-membered rings 
of Zn–O–p–O units are cross-linked by alkyl phosphonate ligands and are 
further stabilised by hydrogen bonds between neighbouring chains. The 
chain length of the alkyl linker is eponymous in the framework nomencla-
ture, with Zag-4 featuring 1,4-butanebisphosphonate linkers and Zag-6 
containing the hexane analogue (Figure 4.13). guest h2O is adsorbed in the 
rhombic channels upon synthesis, which are stabilised by three host–guest 
hydrogen bonding interactions between adsorbent h2O, and three phos-
phonate groups.201,228 The most commonly studied framework in this class, 
Zag-4, has a bulk modulus between 11.7 gpa and 15.7 gpa, from hydrostatic 
compression of its single crystal to 7.2 gpa.201,228 Its structure is highly resil-
ient, with no discernible amorphisation up to 9.9 gpa according to in situ  
single-crystal X-ray diffraction measurements, owing to the ability of the 
alkyl chains to serve as a ‘spring-like cushion’, which structurally stabilises 
the framework.201

under applied pressure, Zag-4 exhibits modest NLC along the diameter of 
the rhombic channels, parallel to the h2O⋯pO3h hydrogen bonding network 
(b-axis), above 2 gpa (βNLC = −18 Tpa−1).201,228 Between ambient pressure and 
2 gpa, all axes have positive linear compressibility. The NLC at high-pressure 
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partly originates from the wine-rack topology of Zag-4, although is primar-
ily caused by a structural transition at 3.8 gpa involving proton-exchange 
from a phosphonate group to adsorbed h2O, forming h3O+ and r-pOC− with 
retention of the C2/c symmetry of the framework.228,229 The reaction is driven 
by shortening of the interaction distance between the host and guest as the 
h3O+ and r-pOC− counterions are formed, which causes the unit cell volume 
to contract.228 Quantum mechanical calculations indicate that the counte-
rionic phase at 5 gpa is stabilised by 14 kJ mol−1 compared with its neutral 
(h2O/pO3h) counterpart.228 Local flexibility in the inorganic chains of Zag-4 
also accounts for NLC along the b-axis.201 Between ambient pressure and 7.2 
gpa, the unit cell volume of Zag-4 decreases by 27% simultaneously with an 
increase in the β angle of the unit cell by approximately 10°.201 In this pres-
sure range, the O–Zn–O angle of the inorganic chains gradually opens, while 
the intra-Zn distances gradually decreases.201 Overall, the chain extends by 
∼0.2 Å along the b axis direction up to 7.2 gpa.201

hydrostatic compression of a single crystal of isostructural Zag-6 draws 
similar structural response to that of Zag-4, exhibiting NLC along the b axis 
as a result of pressure-activated proton-exchange.228 however, the longer, 
more flexible alkyl chains of the 1,6-hexanebisphosphonate linker undergo a 
‘coiling’ transition at 6.9 gpa, not observed for Zag-4. The transition is char-
acterised by a decrease in the dihedral angles of the hexane from 177.1(2)° 
(∠p–C1–C2–C3) and 173.7(3)° (∠C1–C2–C3–C4) at ambient pressure to 
170.2(6)° and 55.3(10)°, respectively, at 6.9 gpa.228

4.10   DUT Frameworks
a class of MOFs first developed at Dresden university of Technology, denoted 
DuT-frameworks, exhibit unusual pressure-induced negative gas adsorp-
tion, where gas is spontaneously desorbed from the framework pores under 

Figure 4.13    Crystal structure of Zag-6 under ambient conditions (C2/c, CSD ref-
erence = ‘VONBuX’).201 h-atoms are removed for clarity. The 1,6-hex-
anebiphosphate linker is illustrated to the right of the crystal structure.
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applied pressure, causing a sudden breathing-like transition from meso-
porosity to microporosity.230,231 The release of gas in a closed, pressurised 
system leads to pressure amplification, which benefits applications such as 
microfluidic devices, micropumps or artificial lungs. at a constant tempera-
ture, the magnitude of the breathing and force amplification is dependent 
upon the adsorbate species,124,232 crystallite size,233–235 number of defects 
within the framework,235 and temperature.124,231

Negative gas adsorption was first reported for the Cu-based framework, 
DuT-49 (Figure 4.14), which is constructed from dinuclear Cu paddlewheel 
units with 9,9′-([1,1′-biphenyl]-4,4′-diyl)bis(9H-carbazole-3,6-dicarboxyl-
ate) (bbdc) linkers, connected in an fcu topology.230 Cubic close packing of 
CuO6 octahedra leave octahedral, tetrahedral, and cuboctahedral voids with 
respective diameters of 24 Å, 17 Å and 10 Å.124,230 Dosing a crystalline pow-
der of DuT-49 with methane causes initial adsorption of methane into the 
pores, followed by sudden desorption that is equivalent to −8.62 mmol g−1 
at 10 kpa. Desorption of methane is associated with a reversible transition 
from an open-pore to closed-pore phase, corresponding to a decrease in the 
unit cell volume from 100 072 Å3 to 47 282 Å3, contraction of the octahedral 
and tetrahedral pore diameters to 11 Å and 8 Å and pressure amplification 
of ∼2.3 kpa.230 a similar structural response also occurs upon adsorption of 
butane to 30 kpa.230

powder X-ray diffraction and extended X-ray absorption fine structure 
(EXaFS) measurements indicate that structural contraction originates from 
concerted rotation of CuO6 units about a three-fold axis, which causes the 

Figure 4.14    Crystal structure of DuT-49 under ambient conditions (F23, CSD 
reference = ‘OKuSOE’),230 showing the 9,9′-([1,1′-biphenyl]-4,4′-diyl)
bis(9H-carbazole-3,6-dicarboxylic acid (bbdch2) linker. The white 
region represents the solvent accessible volume. h-atoms are removed  
for clarity.
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bddc linkers to buckle, with retention of the framework connectivity.230,231 
The rotation is driven by enhancement of the host–guest interactions in the 
closed-pore form. upon adsorption of n-butane, the adsorption enthalpy 
increases from 29 kJ mol−1 in the open-pore form to 50 kJ mol−1 in the closed-
pore form.230,231 Structural flexibility in the linker is necessary for negative gas 
adsorption to occur.231 Frameworks with short, rigid linkers that are isostruc-
tural to DuT-49, such as DuT-48 and DuT-46, which have 9,9'-(1,4-phenylene)
bis-carbazole-3,6-dicarboxylate and 9-(6-carbazol-9-ylnaphthalen-2-yl)car-
bazole-dicarboxylate linkers, respectively, are too stiff to accommodate the 
breathing transition, eliminating negative gas adsorption behaviour.124,231

The interplay of framework flexibility and maximisation of host–guest 
interactions is demonstrated by xenon adsorption at 200 K in a series 
of frameworks with increasing linker length: DuT-48, DuT-46, DuT-50 
(9,9'-([1,1′-triphenyl]-4,4′-diyl)bis(9H-carbazole-3,6-dicarboxylate, tbdc)), 
and DuT-151 (9,9'-([1,1′-tetraphenyl]-4,4′-diyl)bis(9H-carbazole-3,6-dicarbox-
ylate tdbdc)).124 high-pressure 129Xe NMr spectroscopy can be used to track 
the chemical shift of the adsorbed xenon as a function of applied pressure 
and pore size.124 In the rigid frameworks DuT-48 and DuT-46, gradual uptake 
of xenon is evidenced by a gradual shift in the 129Xe NMr signal to higher 
field as the xenon-framework interactions increase; the shift is continuous, 
indicating that no breathing transition occurs.124 By contrast, the longer, 
flexible linkers of DuT-50 facilitate the open-pore to closed-pore transition 
above a relative applied pressure, p/p0, of 0.4. The transition is accompanied 
by a sudden shift in the 129Xe signal from 150 ppm at p/p0 = 0.4 to 230 ppm at 
p/p0 = 0.5, as the strength of the host–guest interactions increase in the con-
fined pore.124 Further increasing the length of the linkers to DuT-151 results 
in the formation of an interpenetrated framework, reversing the breathing 
to classical positive gas adsorption.124 under ambient conditions, evacuated 
DuT-151 adopts a closed-pore regime, which gradually transitions to the 
open-pore phase with increasing xenon pressure.124 Frameworks with con-
formational flexibility in the organic linkers undergo breathing via confor-
mational isomerism.233 adsorption of n-butane in DuT-13, [Zn4O(benztb)1.5]n 
(where benztb = N,N,N′,N′-benzidine tetrabenzoate), stimulates a transition 
from the open-pore to closed-pore phase by transformation of the benztb 
linker from a staggered to an eclipsed conformation, which requires contrac-
tion of the pore.233

Flexible breathing in DuT frameworks is not only mediated by gas adsorp-
tion and desorption, but also occurs under direct mechanical pressure.231 
hydrostatic compression of DuT-49 and DuT-48 by mercury porosimetry up 
to 0.4 gpa, coupled with DFT calculations, revealed a stepwise contraction 
of the frameworks due to buckling of the bbdc and tbdc linkers under pres-
sure.231 Compression of DuT-48 results in compression of the unit cell by 
64% in a two-step regime, while compression of DuT-49 follows a four-step 
regime to a total contraction of 72%.231 This is distinct from guest-mediated 
breathing, which only occurs for DuT-49 in a single-step process. Buckling 
of the linker occurs at 0.15 gpa for DuT-48 compared with only 0.06 gpa 
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for DuT-49. The pronounced volumetric contraction is associated with a 
large work energy of 85 J g−1 and 106 J g−1 for DuT-48 and DuT-49, respec-
tively, indicating the promise of DuT-frameworks for use in shock-absorbing 
applications.231

4.11   Inflexible MOFs
rigid frameworks (see Section 2.4 of Chapter 2 for discussion on frame-
work flexibility) that retain their structure, porosity and crystallinity under 
applied pressure benefit catalytic, storage and templating applications, 
owing to their stable structures and predictable properties. The archetypal 
MOFs, MOF-5, [ZnO4(bdc)3]n, and hKuST-1, [Cu3(btc)2(h2O)3]n (where btc =  
1,3,5-benzenetricarboxylate) (Figure 4.15), are stiff when compared with 
other porous frameworks, with bulk moduli, K, of 16.5 gpa for MOF-5 15 and 
between 29.5 gpa and 30.7 gpa for hKuST-1,127 based on their hydrostatic 
compression in a non-penetrating medium. Both MOF-5 and hKuST-1 are 
formed from three-dimensional, cubic scaffolds.236–238 In MOF-5, metal clus-
ters, [Zn4O]6, are linked to eight bdc linkers in an octahedral array, forming 
cubic voids.236,237 In hKuST-1, dinuclear Cu paddlewheels are linked by four 
btc linkers to form a network punctuated by three distinct cavities, including 
two cuboctahedral cavities and an interstitial octahedral cavity.238

Local rigidity in the framework results in minimal perturbation of the struc-
tures under applied hydrostatic pressure.15,16,114,127 high-pressure in situ X-ray 
diffraction of MOF-5 and hKuST-1 in non-penetrating pressure-transmitting 
media indicates gradual, direct compression of the unit cell volume until 
eventual amorphisation. Volumetric contraction originates from compres-
sion of the metal–linker coordination bonds.15,16 Irreversible amorphisation 

Figure 4.15    Crystal structure of MOF-5 (right, Fm3̄m, CSD reference = ‘SahYIK’)239 
and hKuST-1 (left, Fm3̄m CSD reference = ‘FIQCEN’).240 The white 
region represents the solvent accessible volume. h atoms are removed 
for clarity.
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of MOF-5 occurs at relatively low applied pressure of 3.5 Mpa.241 By contrast, 
hKuST-1 remains crystalline to at least 8 gpa.127

The compressibility of the MOF-5 and hKuST-1 is mediated by adsorption 
or desorption of guest.15,127 as previously discussed, forcing inert guest into 
porous MOFs at high pressure can enhance the mechanical stability of the 
framework by rigidifying the pore region. Compression of a single crystal of 
MOF-5 in a penetrating hydrostatic medium of N,N-diethylformamide delays 
the pressure of amorphisation from 3.5 Mpa to >3.2 gpa.15 pressure-induced 
adsorption of N,N-diethylformamide is followed by an increase in the dis-
ordered electron density in the framework pore between 0.33 gpa and 0.78 
gpa by the equivalent of nine N,N-diethylformamide molecules, concomitant 
with swelling of the pore and unit cell volume. In this pressure region, the 
material is highly incompressible with a bulk modulus of 242 gpa.15 Increas-
ing the pressure to 1.35 gpa prompts sudden contraction of the framework, 
leading to desorption of fifty-four guest molecules. Further compression to 
2.35 gpa causes gradual contraction of the framework and further desorption 
of seven N,N-diethylformamide molecules, corresponding to a bulk modu-
lus of between 20 gpa and 40 gpa.15 pressure-induced desorption of guest is 
uncommon in MOFs, as the framework typically undergoes a phase transi-
tion to accommodate the increased quantity of adsorbent (e.g. ZIF-8, Sc2bdc3). 
however, the inflexibility of MOF-5 prevents such a transition from occurring, 
resulting in the desorption of guest as the pores are directly compressed.15

although the Fm3̄m symmetry of MOF-5 is retained in the high-pressure 
crystallographic study,15 quasi-harmonic lattice dynamics calculations of 
MOF-5 suggest that the crystal undergoes a phase transition to Fm3̄ when 
the volumetric contraction exceeds 0.8%, due to softening of the a2g phonon 
during compression.242 The phase transition is accompanied by an increase 
in the compressibility of the framework, with K decreasing from 17 gpa 
(Fm3̄m) to 14 gpa (Fm3̄).

a similar structural response to guest-mediated compression is observed 
in hKuST-1. Compression of hKuST-1 in a hydrostatic medium of either 
a methanol–ethanol–water mixture or isopropanol from ambient pressure 
to 8 gpa elicits a sudden change in the framework compressibility from 
hard to soft above a threshold pressure, with no change in the symmetry or 
structure of the framework.127 Initial compression to 0.8 gpa in isopropa-
nol or 2.2 gpa in methanol–ethanol–water is associated with adsorption of 
the medium into the framework pores,16 corresponding to a high K of 117 
gpa or 116 gpa, respectively.127 In these pressure regions, the framework 
swells due to lengthening of the coordination bond between Cu and an 
axially bound water ligand oriented in the pore, Cu–O(h2), which becomes 
involved in hydrogen bonding with the incoming guest, thus weakening the 
Cu–O bond.16 Compression above 0.8 gpa or 2.2 gpa in respective isopro-
panol or methanol–ethanol–water to 8 gpa prompts a sudden transition to 
a soft phase, with a decrease in K to 25.9 gpa for isopropanol and 33.6 gpa 
for methanol–ethanol–water.127 In contrast to MOF-5, the sudden increase 
in compressibility occurs with only a small degree of desorption (16%) of 
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guest from the pores between 3.9 gpa and 5.0 gpa, although the reason for 
this is ambiguous.16

Spectroscopic analysis of hKuST-1 at high-pressure informs of chemical 
changes that are imperceptible from diffraction methods.114 raman and 
infrared spectroscopy of hKuST-1 upon between ambient pressure and 15 
gpa without a pressure-transmitting medium imply that at least one chem-
ical phase transition may occur between 4.1 gpa and 5.1 gpa and/or at 9 
gpa.114 Two new vibrational peaks associated with the benzene C–h stretch 
of btc (600 cm−1 to 1200 cm−1) form in the raman spectrum at >9 gpa, while 
new peaks in the infrared spectrum are observed at >4.1 gpa.

Frameworks with native flexibility can become rigid by molecular ‘retro-
fitting’, where an additional linker is added across the pores to inhibit con-
traction under pressure.243 The ability to modulate the flexibility of MOFs 
with retention of the original architecture is necessary to optimise their 
performance in industrial or technological applications. post-synthetic 
modification of MOF-520, [al8(µ-Oh)8(hCOO)4(btb)4]n (where btb = 1,3,5-ben-
zenetribenzoate),244 with 4,4′-biphenyldicarboxylate (bpdc) across the pores 
enhances the mechanical stability of the framework compared with the pris-
tine material.243 MOF-520 crystallises in the tetragonal space group, P422121, 
and is constructed from octametallic rings of al8(µ-Oh)8(hCOO)4(btb)4, con-
nected through twelve btb linkers in a (12,3)-connected fon topology. The 
framework is punctuated by one-dimensional channels approximately 9.5 Å 
in diameter. Functionalisation across the pores with bpdc linkers forms a 
(16,3)-connected skl net, in which the octametallic rings are linked through 
four additional bpdc ligands. The original architecture and porosity of 
the framework is retained, although the onset pressure of amorphisation 
is delayed from 3 gpa to 5.5 gpa.243 The stiffness of the framework is also 
increased, contracting by 0.3% in unit cell volume at 1 gpa compared with 
1.2% at 0.9 gpa for the pristine framework. upon adsorption of methanol, 
the usual volumetric expansion of the pores is inhibited by the rigid bpdc 
‘girders’, which are equivalent in length to the original pore diameter of 
MOF-520.

4.12   Natural Product MOFs
Metal–organic frameworks derived from natural products, such as sugars or 
peptides, are uniquely suited to biological or medicinal applications, such 
as drug delivery or medical imaging. Conformational flexibility within the 
framework backbone and the formation of intra-framework hydrogen bond-
ing networks provide structural resilience and flexibility under applied 
pressure.

To date, the homochiral material, Zn(glyTyr)2 (where glyTyr = glycyl-l- 
tyrosine) is the only peptidic MOF that has been examined at high pressure.245 
The framework is composed of two-dimensional layers of Zn2+ coordinated 
to the carboxylate of tyrosine and the amine of glycyl in the glyTyr linkers, 
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which are extended in three dimensions by the glyTyr pillars. a network of 
hydrogen bonds between hydroxyl and amino residues forms between the 
layers. hydrostatic compression to 4 gpa generates strain within the pep-
tide linkers, triggering cooperative rotation of the amino groups and closing 
of the dihedral angle of the peptide backbone from 164° to 146°.245 Com-
pression of the peptide backbone leads to isotropic contraction of the two- 
dimensional layers and shortening of the inter-layer distance, which 
strengthens the inter-layer hydrogen bonds, leading to propagation of the 
phase transition through the crystal.

porous frameworks derived from γ-cyclodextrin exhibit unusual pressure 
inverse solubility and pressure-induced polymorphism.246 The framework, 
CD-MOF-1, which is composed of γ-cyclodextrin and K+ cations crystallises 
in one of two polymorphs under ambient conditions: a cubic I432 phase 
(denoted CD-MOF-1-α) or a trigonal R32 phase (CD-MOF-1-β). under applied 
pressure of 0.1 Mpa in a pressure-transmitting medium of isopropanol, the 
β-phase transitions to the α-phase, where it is retained upon compression to 
1.36 gpa.246 a crystal of CD-MOF-1-α, exclusively, may also be grown in situ in 
the DaC. upon compression to 2.1 gpa in a medium of methanol and water, 
the crystal of CD-MOF-1-α completely dissolves, and returns to hexahedral 
crystals upon lowering the pressure to 0.53 gpa.246 This is unusual, and is 
thought to result from the pressure-induced adsorption of polar medium 
into the framework pores.

4.13   Piezoresponsive Functional MOFs
piezoresponsive materials exhibit changes in their functional properties 
under a mechanical stimulus. piezoelectric, piezomagnetic and piezochro-
mic behaviour in MOFs is relatively uncommon. however, functional MOFs 
are promising candidates for gas/pressure sensors and energy harvesting.

piezochromism is the most commonly reported functional behaviour 
in MOFs, and was first noted for [Co(bdc)(dabco)]n·x(h2O) (aMu-1, adam 
Mickiewicz university),115 Co2(bdc)2(dabco)4

 246 and the coordination poly-
mer, CoCl2bpp (where bpp = 1,3-bis(4-pyridyl)propane).247 red crystals of 
aMu-1 gradually become yellow under increasing hydrostatic pressure 
to 3.5 gpa as the octahedral coordination environment of the divalent 
cobalt centres is strained. The colour change results from shortening and 
strengthening of intra-framework hydrogen bonds between ligated h2O 
and bdc linkers at elevated pressure, which distorts the Co2+ coordination 
centre. Similarly, compression of CoCl2bpp causes reversible piezochrom-
ism from blue/green to colourless as a result of distortion of the Co2+ octa-
hedral coordination sphere and the framework topology under applied 
pressure.247 In Co2(bdc)2(dabco)4, blue to purple piezochromism results 
from twisting and shearing of the Co paddlewheel secondary building 
units.246 In all cases, pressure-induced strain at the metal centres results 
in a blue-shift in the colour of the crystal.
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piezochromism in the Cu-based framework, Cupyr-I (where pyr-I = bis(1-(4-
pyridyl)butane-2,3-dione)) from green to red during hydrostatic compression 
originates from pressure-induced and guest-mediated Jahn–Teller switching 
of the octahedral Cu2+ centres.13 Compression to 3.34 gpa promotes grad-
ual distortion of the Cu centres from an elongated to compressed geometry 
without a structural phase transition. The pressure at which the Jahn–Teller 
switch occurs depends upon the pressure-transmitting medium used, occur-
ring at 0.57 gpa in Fluorinert® FC-70 and 1.28 gpa in methanol. as has been 
described for other MOFs, intrusion of methanol into the framework pores 
under pressure reduces the compressibility of the framework, delaying the 
Jahn–Teller switch.13 unusually, this framework also exhibits various other 
structural phenomena, including pressure and temperature induced phase 
transitions, and negative linear compressibility.13

piezochromism and bathochromism may also result from conformational 
flexibility of the organic ligands. hydrostatic compression of a single crystal of 
a uiO framework, hf-peb (where peb = 1,4-phenylene-bis(4-ethynlbenzoate))  
up to 2.1 gpa prompts a red-shift in both the fluorescence emission and 
uV-visible absorption energy as a result of a pressure-induced rotation of 
the central phenyl ring in the peb linker, from a coplanar to a twisted con-
formation.21 under ambient conditions, the central phenyl ring of the peb 
linker is disordered, occupying the planar conformation in 73% of sites, and 
the twisted conformation in the remainder, with an energy barrier to inter-
conversion of 2.5 kJ mol−1.21 high-pressure single-crystal X-ray diffraction 
coupled with high-pressure uV-visible and fluorescence spectroscopy shows 
an increase in the population of the twisted peb conformation from 27% 
at ambient pressure to 100% at 2.1 gpa is associated with a red-shift in the 
fluorescence emission from 424 nm for the planar form to 450 nm for the 
twisted form. Isolation of the peb fluorophore in the framework allows its 
luminescent properties to be studied in the absence of intermolecular inter-
actions, offering unique insight into the effect of intramolecular flexibility 
on fluorescence.21

piezoelectricity originates from the perturbation of polarised charge in 
non-centrosymmetric space groups under mechanical stress. piezoelectric 
MOFs include MOF-1-Cd(imazethapyr)2 (where imazethapyr = (2-(4,5-dihydro- 
4-methyl-4-(1-methylethyl)-5-oxo-1H-imidazol-2-yl)-5-ethyl-3-pyridinecar-
boxylic acid))248 and perovskite frameworks.22 Structures that crystallise in 
non-centrosymmetric space groups give rise to permanent polarisation of 
charge, inducing ferroelectricity. Changes to the polarisation under applied 
stress, or conversely, the generation of strain due to changes in the polarisa-
tion, afford piezoelectricity.

The herbicide-based framework, MOF-1-Cd(imazethapyr)2, forms a dense, 
three-dimensional diamondoid structure, crystallising in the space group 
Fdd2.248 Bulky isopropyl and methyl groups protrude into the framework 
cavities, eliminating porosity. The diamond structure is conducive to good 
ferroelectric behaviour, with a remnant polarisation of 0.006 µC cm−2 and a 
coercive field (electric field strength at which the charge polarisation is zero) 
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of 0.9 kV cm−1 to 1.1 kV cm−1.248 Deformation of the structure under applied 
pressure produces a small piezoelectric coefficient, defined as the polarisa-
tion of the material under applied stress, of 60.1 pC N−1, compared with 300 
pC N−1 to 2500 pC N−1 for BaTiO3.249

pressure-induced phase transitions between non-centrosymmetric and 
centrosymmetric space groups can lead to on/off switching of ferroelec-
tricity.22 The heterometallic perovskite frameworks, EtaMaMbX3 (where  
Eta− = ethylammonium, Ma = Na+, Mb = al+, X = hCOO−), show ferroelectric 
to non-ferroelectric switching behaviour under applied hydrostatic pressure 
due to a phase transition from Pn to P21/n at 3.6 gpa.22 Compression of the 
polar Pn phase to 3.6 gpa causes the ferroelectric polarisation to increase 
from 0.9 µC cm−2 at ambient pressure to 1.1 µC cm−2 at 3.6 gpa, before polar-
isation is lost after the phase transition.22 Structural characterisation by 
high-pressure X-ray diffraction and raman spectroscopy indicates that the 
Na6O subnetwork is compressed and distorted at elevated pressure, leading 
to a symmetry-breaking change in the configuration of the ethylammonium 
cations that occupy the framework pores.22

Electrical conductivity in MOFs is generally poor, limiting their use as 
semi-conductor components in electronic devices. however, the conductivity 
of MOFs can be enhanced under applied hydrostatic pressure.250 Structural 
deformation of the semi-conducting, monolayer MOF, Ni3(hexaiminotriph-
enylene)2 under a negative hydrostatic pressure of −0.001 gpa (i.e. stretch-
ing the framework) causes a semi-conductor to metallic transition.250 In the 
analogous framework Ni3(hexaiminobenzene)2, stretching of the Ni centres 
to −0.0011 gpa results in piezoreduction of the metal with extension of the 
Ni–N bond length by 10%, leading to pressure-induced magnetisation of the 
framework.250 Enhancement of the electronic properties and installation of 
functional properties in MOFs under pressure benefits their implementation 
in technological devices and sensors.

4.14   Pressure-stimulated Post-synthetic 
Modification

post-synthetic modification of MOFs allows the composition of a framework 
to be changed with retention of its crystallinity and parent topology, permit-
ting incorporation of functional groups or guest species that are inaccessible 
through de novo routes.251–253 There are three main methods to achieve post-syn-
thetic modification: (i) covalent modification, in which pendant functional 
groups on the organic linker react with an added guest species, (ii) coordinate 
modification, in which the metal coordination sphere is altered by addition, 
removal or exchange of a ligand, and (iii) metal or ligand exchange, in which a 
competitive metal ion or ligand fully or partially exchanges with that of the par-
ent framework. Modification of the ligand can be used to control the geometry 
and internal surface of the framework pores, whilst modification of the metal 
can alter the thermal stability and catalytic properties of the material.
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post-synthetic modification may occur upon soaking a solid sample of 
a MOF in a suitable reactant under ambient conditions. In porous frame-
works, an appreciable quantity of reactant must infiltrate the pores to access 
the reaction sites, rendering many MOF/reactant systems inert due to 
size-exclusion effects. high pressure can promote post-synthetic modifica-
tion in otherwise inert systems by forcing the reactant inside the framework 
pores. pressure-stimulated post-synthetic modification has been observed 
in the Cu-framework, STaM-1 (St andrews MOF), [Cu3(btc)3]n·5n(h2O),28 by 
compression of a single crystal in a hydrostatic medium of the liquid reac-
tant species in DaC apparatus. presently, this is the only example of post- 
synthetic modifications in a MOF at high pressure.

STaM-1 is a two-dimensional, layered framework with an amphiphilic 
pore regime.28 Monomethyl-esterified benzenetricarboxylate (btc) linkers 
connect five-coordinate dinuclear Cu paddlewheels to form interdigitated 
layers with two types of channels. One channel is lined by methyl groups and 
is hydrophobic, and the other is decorated by h2O ligands axially bound to 
Cu2+ and is thus hydrophilic. The h2O ligand is labile to post-synthetic ligand 
exchange upon soaking in a range of small organic molecules, including 
methanol, methylamine, and ethylamine under ambient conditions, with-
out the need for prior activation.28 however, more bulky acetonitrile does 
not undergo exchange under ambient conditions due to minimal diffusion 
into the hydrophilic channel.28 upon compression to at least 0.3 gpa, par-
tial ligand exchange of h2O for acetonitrile is observed by high-pressure in 
situ single-crystal X-ray diffraction due to pressure-induced intrusion of the 
hydrostatic medium into the framework channels.28 The reaction occurs in a 
single-crystal-to-single-crystal process, with retention of the P3̄m1 symmetry 
and minimal structural distortion. addition of alkyl-bearing ligands at the 
surface of the hydrophilic pores eliminates the hydrophilicity of the frame-
work and decreases the solvent-accessible volume of the channels, signifi-
cantly changing its properties.

4.15   Concluding Remarks
Since the first high-pressure structural studies began on MOFs over 10 years 
ago, the range of physical and structural phenomena observed has grown 
substantially. The mechanical response of MOFs to high hydrostatic pressure 
is informative of their structural stability and flexibility. From the small num-
ber of MOFs characterised at high-pressure, some general structural features 
guiding flexible behaviour have been identified, providing a basis for rational 
MOF design. By combining high-pressure diffraction, with other techniques, 
including NMr, uV-vis, raman, infrared and fluorescence spectroscopies, 
pressure has been used as a fantastic tool to probe structure–property rela-
tionships in a range of MOFs, which include some of the largest and most 
complex systems ever to be studied at pressure. What is clear, is that we are 
starting to get to grips with how to build more chemically and mechanically 



255High-pressure Mechanical Behaviour Under Hydrostatic Compression

resistant frameworks, or at least control the stability of the crystalline phases 
of MOFs. The effect hydrostatic compression has on frameworks, depending 
on whether a penetrating or non-penetrating medium is used, is beginning 
to become somewhat predicable, though the bulk moduli, and changes in 
physical properties (and chemical reactivity), still need more study to better 
evaluate and design frameworks in the future. One of the biggest questions 
to answer, is how and why amorphous phases occurs at elevated pressure 
(which in almost all high-pressure studies occurs eventually), and how we 
characterise them (and the resulting physical properties), is a challenging 
area, and one that is ripe for exploration.
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5.1   Introduction: Energy Absorption
Development of energy absorption materials and structures are required for 
improved protection from damages and injuries associated with mechan-
ical impact, vibration, or explosion. These can be seen in many fields 
such as vehicle crash safety, anti-blast body armour or armoured vehicles,  
vibration-proof precision equipment, earthquake-resistant building struc-
tures, and sports products such as helmets. The high surface area and poros-
ity offered by metal–organic frameworks (MOFs) can be exploited to develop 
efficient energy absorption materials based on solid–liquid interactions or 
framework deformations under mechanical pressure. In these processes, the 
energy absorption can be amplified by the internal surface area and poros-
ity of MOFs and therefore holds great potential and has attracted increas-
ing interest over the past decade. For example, the pressurised intrusion of 
non-wetting liquid into MOF nanopores can absorb mechanical energy and 
mitigate impact by generating a large solid–liquid interface.1,2

This chapter will start by giving the reader an overview of energy absorp-
tion and current energy absorption materials (Section 5.1). Subsequently, 
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the concept of nanofluidic energy absorption and notable developments in 
the field are presented (Section 5.2). This will be followed by extensive dis-
cussions on the liquid intrusion of MOFs from quasi-static studies (Section 
5.3) to recent development in the dynamic regime (Section 5.4). Finally, we 
will conclude this chapter with two non-intrusion-based energy absorption 
mechanisms of MOFs: structural transition (Section 5.5) and plastic defor-
mation (Section 5.6).

5.1.1   Concept of Mechanical Energy Absorption
energy absorption is the process of absorbing mechanical energy through 
the deformation of materials or structures. Figure 5.1 shows representative 
behaviour of energy absorption materials. These materials usually start with 
linear elastic compression, followed by a plateau during which a large defor-
mation is gained within a small increase of pressure. There are different 
mechanisms by which to obtain such a plateau, for example, the buckling of 
thin-walled structures, crushing of porous structures, and liquid intrusion 
of nanopores. undergoing a plateau plays a key role in energy absorption 
materials for protection applications as the likelihood of injuries is asso-
ciated with the peak force or the integration of deceleration within a short 
duration of time during an impact, e.g., the widely used head injury criterion 

Figure 5.1    Typical mechanical behaviour of energy absorption materials: (a) 
bumper, (b) absorber, and (c) spring, plotted as pressure–volume 
change (P–ΔV) with the energy absorption denoted as Eab. (d) Three dif-
ferent cases of force–displacement relationship.
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(hIC).3 The design target is to absorb enough energy within an acceptable 
peak force, so that less energy is transmitted to the protected object and  
the peak force is also kept under a reasonable threshold to prevent injuries. a 
plateau can serve this purpose well: as shown in Figure 5.1(d), where case 1 is 
the best as more energy is absorbed than in case 2 under the same peak force 
and it has a lower peak force than case 3 with the same energy absorption. 
The length of the plateau affects energy absorption capacity and depends on 
how the energy is absorbed. For porous materials, the plateau length is usu-
ally determined by their porosity.

When the plateau comes to an end, there is another linear elastic defor-
mation stage. The amount of energy absorbed, Eab, can be calculated from 
the area of the hysteresis loop enclosed by the loading and unloading curves. 
Figure 5.1(a) shows a linear unloading behaviour, like a bumper, which 
means that the material does not recover after deformation, i.e., the pla-
teau is underpinned by a permanent deformation. Figure 5.1(b) represents a 
reusable energy absorber, with its deformation recovered during the unload-
ing process while still absorbing a substantial amount of energy. In Figure 
5.1(c), the unloading curve overlaps with the loading curve, resulting in a 
spring-like behaviour with no energy absorption. This kind of spring may 
find its application in areas such as energy storage, where minimal dissi-
pation is required. energy absorption density is commonly used to evalu-
ate these materials. This can be expressed in terms of the amount of energy 
absorbed per unit mass, i.e., specific energy absorption, or per unit volume, 
i.e., volumetric energy absorption capacity. One can choose between the two, 
depending on whether mass saving (i.e., lightweight) or space saving is more 
important for a particular application. Some other evaluation criteria, such 
as crush force efficiency (CFe), are also used, which is defined as the ratio 
between the mean force and peak force during the loading process, so it is 
still about the plateau: CFe equals 1 when a perfect plateau or square wave 
is obtained.

5.1.2   Energy Absorption Materials
Conventional energy absorption mechanisms include plastic deformation 
of ductile materials, structure buckling, polymer damping, etc., with typical 
examples including thin-walled tube structures,4 polymer composites,5,6 and 
cellular solids.7,8 Thin-walled tubes absorb energy through a buckling pro-
cess, which produces folded patterns and a plateau, and as such they are 
widely used in vehicles, with active research on increasing the energy absorp-
tion density by adding specific internal architectures or filling-materials like 
foams,9,10 and improving the CFe by buckling triggers,11 origami patterns,12 
or liquid fillers.13,14 polymer composites made of two or more constituents 
with distinct properties are also commonly used for energy absorption, such 
as carbon or glass fibre reinforced polymers, as they absorb energy via a vari-
ety of mechanisms, including matrix cracking, matrix–fibre debonding, fibre 
breakage, delamination, etc.15–17 Cellular solids such as foams, honeycombs, 
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or architected materials absorb energy by crushing their porous structures. 
Due to their random porous geometry, foams have the limitation of coupled 
plateau stress and length: a higher plateau stress means a reduced porosity 
and a shorter plateau length. architected materials can address this limita-
tion by topological design and optimisation,18 and potentially maintain high 
strength and porosity simultaneously. This is because architected designs 
allow the constituent materials to be engaged in the energy absorption pro-
cess in the most efficient way (e.g., through a tensile mode rather than bend-
ing mode).

Despite the wide variety of energy absorption materials and structures cur-
rently being used, there are critical challenges to be addressed. For example, 
how to improve the energy absorption density beyond the order of 1–10 J g−1,  
how to obtain reusability to withstand more than one impact, how to 
increase the response rate to be effective at high speed, etc. Some materials 
perform well under static conditions but poorly at high rates due to insuffi-
cient response time or stress localisation. Therefore, novel energy absorption 
materials have been developed over the past few decades, e.g., graphene has 
been demonstrated to exhibit outstanding energy absorption under super-
sonic micro-projectile impacts;19 some glassy polymer thin films presented 
surprisingly high energy absorption due to localised heating in high-rate 
deformation.20 among these materials innovations, nanoporous materials 
have also attracted substantial interest due to their high porosity and inter-
nal surface area. as reviewed in previous articles,2,21 there are different mech-
anisms via which MOFs absorb mechanical energy, this chapter will mainly 
discuss the pressurised liquid intrusion of MOFs, but further considers other 
mechanisms such as the structural transition of flexible MOFs under hydro-
static pressure in pressure transmitting media,22 and the plastic deformation 
of MOFs under uniaxial force that may involve nanopore collapse and chem-
ical bond breakage.21,23,24

5.2   Nanofluidic Energy Absorption
5.2.1   Concept of Nanofluidic Energy Absorption
Conventional hydraulic shock absorbers make use of viscous liquid flow 
inside a small channel, either through a valve on the piston or between 
the piston and cylinder wall, to mitigate shock or vibration.25 The energy 
absorption capacity of such mechanical systems can be characterised by the 
shear stress of the fluid and the contact area between the fluid and the solid 
structure. One can maximise energy absorption by amplifying the solid– 
liquid contact area, i.e., by making the channels extremely small. This offers 
nanoporous materials a unique opportunity. Materials such as MOFs, zeo-
lites, and silica have extremely small pore sizes down to the nanometre, 
which are comparable to the size of liquid molecules. Therefore, pressurised 
liquid intrusion into their nanopores can convert bulk liquid into a large 
solid–liquid interface, which promises high energy absorption density.  
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To enable such an energy absorption process, several criteria need to be met. 
In addition to a large internal surface area, the nanopores should be bigger 
in size than liquid molecules, and they should be chemically compatible with 
the liquid. Moreover, the nanopores must be lyophobic, i.e., the liquid must 
be non-wetting to the nanopores so that liquid intrusion only takes place 
when external pressure is applied, otherwise the nanopores would absorb 
the liquid spontaneously at ambient pressure. For this reason, the water 
intrusion of hydrophobic nanopores is the most studied system.

Figure 5.2(a) shows a schematic overview of the pressurised water intru-
sion and extrusion process. a typical P–ΔV relationship is shown in Figure 
5.2(b) using the water intrusion of ZIF-71 as an example, measured by the 
setup in Figure 5.2(c). both intrusion and extrusion involve three stages. 
With an increase in the applied hydrostatic pressure on the water suspen-
sion of zeolitic imidazolate frameworks (ZIFs), as shown in Figure 5.2(c), the 
material starts with a linear elastic compression, designated as stage 1 in 
Figure 5.2(a and b). Once the pressure increases to a threshold value at which 
the water molecules start to penetrate the nanopores, a plateau is attained 

Figure 5.2    pressure-induced water intrusion for energy absorption. (a) Schematic 
overview of the liquid intrusion and extrusion process. The framework 
in the middle with white background represents the nanopores, and 
the surrounding blue part represents the liquid water. adapted from 
ref. 1 with permission from Springer nature, Copyright 2021. (b) a 
typical P–ΔV curve, using the water intrusion of ZIF-71 as an example. 
(c) Schematic of the liquid intrusion setup for measuring the P–ΔV 
curves. adapted from ref. 26 with permission from the royal Society of 
Chemistry.
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during which the mechanical energy is stored through a nanoscale liquid 
intrusion process, different from conventional energy absorption mecha-
nisms. Such an intrusion process is designated as stage 2 in Figure 5.2(a and 
b) and the hydrostatic pressure at the onset of this process is called ‘intrusion 
pressure’ or ‘infiltration pressure’, denoted as Pin in Figure 5.2(b). Once all 
the nanopores are filled up by the liquid, another linear compression stage is 
obtained, i.e., stage 3 (Figure 5.2(a and b)) as no more pores are available. as 
illustrated in Figure 5.2(a), the elastic compression in stages 1 and 3 is differ-
ent, with the former applied on the guest-free nanoporous material and liq-
uid, while the latter is on the liquid-filled nanoporous materials and liquid.

When the pressure is reduced during the unloading process, there is an 
elastic expansion first to recover the compression in stage 3 of the loading 
process. Once the external pressure is reduced to a certain level, the intruded 
water molecules start to extrude from the nanopores. Such a pressure is 
denoted as the extrusion pressure Pex in Figure 5.2(b). note that in some 
works, Pin and Pex are also taken as the average pressure of the intrusion and 
extrusion plateau, respectively. In this example, water intrusion of ZIF-71 
absorbs around 20 J g−1 of energy under quasi-static conditions. Figure 5.2(b) 
also shows that once the pressure is removed all water molecules escape 
from the nanopores and the material returns to its initial volume, this means 
that it is reusable, which is further validated by its performance in the sec-
ond cycle. a bumper or a spring behaviour can also be attained via a liquid 
intrusion mechanism, where for a bumper system intruded water molecules 
are trapped inside the nanopores, and for a spring system Pex equals Pin with 
no hysteresis. The performance of liquid intrusion systems depends on the 
nanoporous materials and the type of liquids used, so the highly modular 
architecture and physicochemical properties of MOFs promise diverse and 
tuneable energy absorption behavior, which can be customised for target 
applications.

5.2.2   The Emergence of the Field
here, we provide a brief overview on how the research on the nanofluidic 
energy phenomenon of porous solids emerged from the mid-1990s to the 
mid-2000s. The field has developed extensively since 2006 in terms of vari-
ous porous materials, which will be discussed in later sections. The earliest 
research on non-wetting liquid intrusion of porous solids originated from 
mercury porosimetry, which has been widely used to characterise the pore 
size of materials containing macropores (i.e., pore diameter > 50 nm).27,28 
Different from capillary condensation, where fluid wets the pores, mercury 
has a high surface tension and does not wet most solid surfaces (i.e., con-
tact angle > 90°), so external pressure is required to force mercury into the 
pores. Such a mercury intrusion process, in which a progressive increase 
in hydrostatic pressure forces the mercury into the pores starting from the 
larger ones to the smaller ones, can be used to assess the size distribution 
ranging from 3 nm to ca. 400 µm.29 The inverse relationship between the 
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applied pressure P and the pore diameter dp can be described by the modi-
fied Young–Laplace equation for cylindrical pores, known as the Washburn’s 
equation, dp = −(4γ/P)cos θ, where γ is the surface tension of mercury and θ is 
the contact angle between the solid sample and mercury.30,31 however, due to 
the environmental and health concerns of mercury as well as its high work-
ing pressure of up to 400 Mpa, which is too high for some materials,29 studies 
have been carried out to replace mercury with less hazardous non-wetting 
liquids such as other liquid metals and alloys.27 Water porosimetry has also 
been proposed as an alternative solution, although applicable only to hydro-
phobic materials, and this drew on the research interests into the science of 
water intrusion in hydrophobic nanopores.

early works in this field started in the mid-1990s on the water intrusion 
of hydrophobic porous silica. Fadeev and eroshenko employed a specially 
designed water porosimeter to investigate the penetration of water into 
hydrophobised porous silica.32 In their system, water and silica are sealed 
inside a flexible envelope and subjected to hydrostatic pressure transmitted 
by oil. The pressurised intrusion of water into silica allows the envelope to 
shrink and a differential transformer and pressure gauge can be used to cap-
ture the volume change and pressure, respectively, during the process. They 
studied mesoporous grafted silicas and proved that Washburn’s equation, 
which is in the context of continuum fluid mechanics, is still valid in the 
mesoporous range (2–50 nm), allowing use of a water porosimeter to char-
acterise mesoporous and macroporous materials. nowadays, there are com-
mercial water porosimeters based on this principle. Some works at this stage 
also incorporated calorimetry into the system to investigate the thermody-
namics during the water intrusion process of porous silica.33,34

It was not long before groups of researchers discovered that the non- 
wetting intrusion phenomenon behind water porosimetry can also be used 
to accumulate mechanical energy. In their early work,35 bogomolov made a 
brief comment that liquid metal confined in zeolite contains a great amount 
of surface energy and can potentially be used to construct mechanical energy 
accumulators. This was an extension from the well-studied concept of using 
zeolites as molecular sieves for wetting liquids, but the use of mercury for 
nonwetting liquid intrusion of zeolites was rare and indicated a new appli-
cation of such materials systems. Seminal work in this field was reported by 
eroshenko et al.,36 which focused on the energetic applications of hydropho-
bic zeolites to accumulate, restore, and dissipate mechanical energy through 
a water intrusion process. This work inspired the exploration of more hydro-
phobic materials over the past two decades. Microporous siliceous zeolites 
(zeosils) were studied in this work, but other porous solids and liquids were 
proposed in earlier patents.37

Similar concept was implemented on hydrophobic porous silica in the early 
2000s. borman et al. studied the mechanical energy accumulation of silica 
with aqueous ethylene glycol solutions,38,39 backed by the percolation theory 
they developed earlier for the intrusion of liquid metal and alloy.40,41 around 
the same time, Martin et al. and Lefevre et al. studied the water intrusion and 



Chapter 5274

extrusion of a mesoporous silica MCM-41.42,43 MCM-41 is made up of parallel 
cylindrical pores with a narrow pore size distribution, so once grafted (to be 
hydrophobic) it is an ideal candidate for developing theoretical models or 
controlling intrusion behaviour. Their theoretical analysis of experimental 
results found that the standard capillarity theory can be used to describe the 
intrusion process well, but for the extrusion process the nucleation barrier 
of a vapour bubble, including the line tension effect, should be considered 
rather than using a receding contact angle, and it was also predicted that the 
intrusion–extrusion hysteresis should vanish as the pore becomes smaller,43 
consistent with more recent simulation work.44

In terms of experimental techniques, these early works used a water poro-
simeter or similar metallic chamber apparatus to supply hydrostatic pres-
sure to nanoporous solids and nonwetting liquids, during which the volume 
change was measured as a function of the applied pressure. The porous solids 
and liquids are either directly placed into the chamber or encapsulated in a 
flexible cell surrounded by pressure transmitting fluid inside the chamber—
just like the design of a water porosimeter.36,43 The volume change is usu-
ally measured by the displacement of a piston that enters the chamber, and 
the pressure is usually measured by a pressure gauge. as the field was mov-
ing towards energy absorption applications, mechanical testing techniques 
started to enter this field, which enabled more diverse testing conditions. For 
example, since a damping application was first proposed by eroshenko,37,45–47 
Suciu et al. investigated the concept of a colloidal damper using water–silica 
systems. Static tests were driven by a hand pump48–50 and sinusoidal dynamic 
tests up to 10 hz were driven by a vibrator,51 with the pressure, stroke, and 
temperature measured by a high-pressure gauge, displacement sensor, 
and thermometer, respectively. They compared the single-cylinder and  
double-cylinder damper configurations,51 carried out endurance studies,52,53 
investigated thermal effects,54–56 and explored its application in vehicle sus-
pensions.57,58 Li et al. investigated a damping structure using magnetized 
multiwalled carbon nanotubes.59 The Qiao group used a universal Instron 
machine to achieve cyclic loading on mesoporous silica with water and aque-
ous solutions of sodium chloride,60 ethanol,61 and sarcosyl,62 and tested liq-
uid intrusion at different temperatures63 and at dynamic loading using the 
hopkinson bar.64

Since 2006, there have been extensive investigations in this field on vari-
ous porous solids and non-wetting liquids under different conditions. The 
porous solids investigated to date include silica,65,66 zeolites,36,67 MOFs,68,69 
polymers,70 porous carbon,71,72 carbon nanotubes,59,73 and mesoporous orga-
nosilicas,74 amongst others. The non-wetting liquids used include water,1 
aqueous solutions of salts66 and alcohols,26 non-aqueous liquids such as 
nonpolar hydrocarbons like paraxylene,73 cyclohexane,72 and diethyl ether,75 
and liquid metals such as mercury,65 gallium,71 and Wood’s alloy.41 Depend-
ing on the pore system of the solids (e.g., pore size and dimensionality) as 
well as liquid properties, these materials systems present different energy 
absorption behaviour in their intrusion–extrusion process. research on the 
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liquid intrusion of MOFs is still in its early stages. The first publication dates 
back to 2013, by Ortiz et al. who reported the water intrusion of ZIF-8 under 
quasi-static conditions using a modified mercury porosimeter,68 follow-
ing earlier work from the patarin group on various zeolites using a similar 
method.76,77 In their experiments, the sample was contained in a polypropyl-
ene cylinder sealed by a mobile piston and then placed in another glass cell 
of the porosimeter filled with mercury. This work focused on energy storage, 
highlighting the ability of ZIF-8 to store 13.3 J g−1 of energy at a relatively 
low pressure (<30 Mpa), but from the results one can also see its potential 
for energy absorption applications. Since then, a group of ZIFs have been 
reported for this application, which will be introduced in Section 5.3.

5.2.3   Water Intrusion of Microporous Zeolites
pressurised water intrusion was first demonstrated on inorganic materials 
such as zeolites and silica before being extended to MOFs. Zeolites are micro-
porous aluminosilicate minerals, and in the pioneering work by eroshenko 
et al. the water intrusion characteristics of three hydrophobic pure silica 
zeolites were reported, including Silicalite-1 (F−) and Silicalite-1 (Oh−) of the 
MFI type synthesised in hydroxide medium (Oh−) and fluoride medium (F−) 
respectively, as well as Zeolite β (F−) of the bea type.36 as shown in Figure 5.3, 
these three zeolites exhibit water intrusion at 99 Mpa (curve 3), 81 Mpa (curve 
2), and 57 Mpa (curve 1), respectively. Such behaviour contrasts with the 
more hydrophilic commercial material na-ZSM-5 of the MFI type (curve 4),  
the volume of which varies linearly with pressure without any intrusion 
plateau.

Figure 5.3    P–ΔV curves of water intrusion in (1) Zeolite β, (2) Silicalite-1 (Oh−), (3) 
Silicalite-1 (F−), and (4) na-ZSM-5. reproduced from ref. 36 with permis-
sion from american Chemical Society, Copyright 2001.
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The water intrusion of the two Silicalite-1 samples is reversible, and their 
extrusion pressures are almost identical to the intrusion pressures. Such 
molecular spring behaviour has also been observed by the same group in 
another hydrophobic pure silica zeolite, decadodecasil 3r of the DDr type.67 
In fact, most of the pure silica zeolites display spring behaviour, as shown 
in Table 5.1. a later study examined these two types of Silicalite-1 samples 
further and found that Silicalite-1 (Oh−) contains a small number of silanol 
groups while Silicalite-1 (F−) does not, which explains why Silicalite-1 (Oh−) 
has a relatively lower intrusion pressure, reduced intrusion volume, and a 
more gradual onset or rounding of the intrusion plateau.78

Zeolite β (curve 1) behaves differently from Silicalite-1, behaving as an 
irreversible bumper with no extrusion when the pressure is removed. This 
irreversibility can be attributed to the presence of silanol defects at the inter-
face of the polytypes of Zeolite β: these defects become accessible to water 
molecules during the intrusion step and prevent water molecules from being 
expelled due to their strong interactions.36 however, a later study on Zeo-
lite β, via more comprehensive structural characterisation of the intruded 
sample such as nuclear magnetic resonance (nMr) measurements, revealed 
that these hydrophilic silanol defects are created by the water intrusion pro-
cess and are not present in the sample before the intrusion experiments.79  
Intrusion-induced silanol defects have also been observed in other zeo-
lites, an interesting example of which is the intrusion of high-concentration 
sodium hydroxide into an MFI-type zeolite called ZSM-5, which effectively 
tunes the performance from spring to bumper.80 It is also worth noting that 
a reversible performance of Zeolite β can be achieved under certain condi-
tions, e.g., at a higher intrusion rate,81 with added ions in water.79,82

Table 5.1 summarises the quasi-static water intrusion behaviour of the 
pure-silica zeolites reported so far, with some of them also listed in earlier 
works.2,84,87,100,101 Table 5.1 is not an exhaustive list of all zeolite materials 
that have been tested, as the same zeolite framework can be synthesised to 
yield materials with different Si/al ratios or defects resulting in different per-
formances, but Table 5.1 does represent the most important features of each 
framework using pure-silica zeolites. These zeolites are hydrophobic as syn-
thesised, so most of them have substantial water intrusion pressure. Some 
zeolites such as OKO,102 STO and MWW87 exhibit spontaneous water intru-
sions (i.e., Pin = 0 Mpa) probably due to their high concentrations of silanol 
groups. These zeolites are not listed here, although it is still possible for them 
to absorb energy if more repellent liquids are used, such as concentrated salt 
solutions.102 For hydrophilic aluminosilicate zeolites, post-synthesis heating 
treatment can be applied to increase their Si/al ratio through dealumina-
tion. This has been proven to be effective in enhancing hydrophobicity and 
enabling energy absorption. For example, a heating process of 1000 °C for 
3 h can promote mordenite and zeolite β to attain water intrusion plateaus, 
and it has also been found that a higher heating temperature can increase 
the water intrusion pressure and yield a higher intrusion volume.1,103,104
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Table 5.1    energy absorption of hydrophobic pure-silica zeolites under quasi-static water intrusion. pore structure information is from 

the International Zeolite association (IZa), including crystallographic direction, membered-ring numbers (in bold), pore 
diameter, and asterisk showing the dimensionality, more details from ref. 97. The pore limiting diameter (pLD) and largest 
cavity diameter (LCD) are from ref. 98. ΔV is the intruded pore volume, often slightly smaller than the theoretical pore volume, 
probably due to the different liquid density under nanoconfinement.99 The energy absorption density Eab = Ein − Eex, with Ein 
being the energy stored during the intrusion process and Eex being the energy recovered during the extrusion process. unless 
accompanied by superscripts (1) or (2) meaning the data are from the first and second cycle respectively, all other data cor-
respond to the first cycle. For spring systems, their following cycles have the same performance as the first cycle; for bumper 
systems, their following cycles do not have any intrusion process (Pex = 0 Mpa); for absorbers, the behaviour of the two cycles 
are shown in the table. ‘—’ means data unavailable.

Framework Material pore structure/Å pLD/Å LCD/Å
ΔV/cm3 
g−1

Pin/
Mpa

Pex/
Mpa

Ein/J 
g−1

Eex/J 
g−1

Eab/J 
g−1 behaviour ref.

aFI SSZ-24 [001] 12 7.3 × 7.3* 8.1 8.1 0.102 57 55 5.8 5.6 0.2 Spring 83 and 84
MTW ZSM-12 [010] 12 5.6 × 6.0* 6.3 6.3 0.114 132 126 15.0 14.4 0.6 Spring 83 and 84
TOn ZSM-22 [001] 10 4.6 × 5.7* 5.7 5.7 0.075 186 172 14.0 12.7 1.3 Spring 83 and 84
CFI — [010] 14 7.2 × 7.5* 7.4 7.5 0.08 75 75 6.0 6.0 0 Spring 85
DOn — [010] 14 8.1 × 8.2* 8.7 8.7 0.04 26 21 1.0 0.8 0.2 Spring 85
MTT — [001] 10 4.5 × 5.2* 5.7 5.7 0.03 176 174 7 5.3 1.7 Spring 86
IFr ITQ-4 [001] 12 6.2 × 7.2* 6.3 6.3 0.136 42 0 5.7 0 5.7 bumper 77 and 87
MTF — [001] 8 3.6 × 3.9* 4.6 6.9 0.008 125 125 1.0 1.0 0 Spring 87
STF — [001] 10 5.4 × 5.7* 6.0 8.3 0.04(1) 51(1) 37(1) 2.04(1) 1.1(1) 0.94(1) absorber(1) 86 and 87

0.03(2) 38(2) 37(2) 1.15(2) 1.1(2) 0.05(2) Spring(2)

CDO — [010] 8 3.1 × 4.7* ↔ 
[001] 8 2.5 × 4.2*

3.9 6.4 0.03 210 180 6.3 5.4 0.9 Spring 87

Fer Ferrierite [001] 10 4.2 × 5.4* ↔ 
[010] 8 3.5 × 4.8*

5.3 7.0 0.102 147 142 15 14.5 0.5 Spring 84 and 88

rrO rub-41 [100] 10 4.0 × 6.5* ↔ 
[001] 8 2.7 × 5.0*

4.4 4.4 0.15(1) 1.5(1) 0.5(1) 0.37(1) 0.18(1) 0.19(1) absorber(1) 89
0.15(2) 1.2(2) 0.5(2) 0.30(2) 0.18(2) 0.12(2) absorber(2)

MFI Silicalite-1 [100] 10 5.1 × 5.5 ↔ 
[010] 10 5.3 × 5.6***

5.0 7.0 0.110 96 91 10.6 10 0.6 Spring 36 and 84

MeL Silicalite-2 〈100〉 10 5.3 × 5.4*** 5.7 8.4 0.103 63 58 6.5 5.9 0.6 Spring 84

(continued)
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Framework Material pore structure/Å pLD/Å LCD/Å
ΔV/cm3 
g−1

Pin/
Mpa

Pex/
Mpa

Ein/J 
g−1

Eex/J 
g−1

Eab/J 
g−1 behaviour ref.

ISV ITQ-7 〈100〉 12 6.1 × 6.5** ↔ 
[001] 12 5.9 × 6.6*

6.2 6.9 0.21(1) 30(1) 0.25(1) 4.3(1) 0.5(1) 3.8(1) absorber(1) 90
0.22(2) 0.45(2) 0.23(2) 1.1(2) 0.7(2) 0.4(2) Spring(2)

beC — [001] 12 6.3 × 7.5* ↔ 
〈100〉 12 6.0 × 6.9**

7.2 7.2 0.08 41 0 3.3 0 3.3 bumper 91

bea Zeolite β 〈100〉 12 6.6 × 6.7** ↔ 
[001] 12 5.6 × 5.6*

6.7 6.9 0.14 53 0 8.3 0 8.3 bumper 36 and 79

ITh — [001] 10 4.8 × 5.3* ↔ 
[010] 10 4.8 × 5.1* ↔ 
[100] 9 4.0 × 4.8*

5.6 7.4 0.08 82 0 6.6 0 6.6 bumper 92

ITW ITQ-12 [100] 8 2.4 × 5.4* ↔ 
[001] 8 3.9 × 4.2*

3.4 5.4 0.047 172 172 8.08 8.08 0 Spring 93

DDr Decadodeca-
sil 3r

⊥[001] 8 3.6 × 4.4** 3.3 8.3 0.112 60 51 6.7 5.7 1 Spring 67 and 84

ITe — [010] 8 3.8 × 4.3* ↔ 
[001] 8 2.7 × 5.8*

4.9 8.9 0.10 32 32 3.2 3.2 0 Spring 87

STT SSZ-23 [101] 9 3.7 × 5.3* ↔ 
[001] 7 2.4 × 3.5*

4.4 7.7 0.135(1) 40(1) 33(1) 7.0(1) 5.6(1) 1.4(1) Spring(1) 84 and 94
0.114(2) 36(2) 32(2) 5.7(2) 4.7(2) 1.0(2) Spring(2)

Cha Chabazite ⊥[001] 8 3.8 × 3.8*** 4.2 8.0 0.15(1) 29(1) 20(1) 4.4(1) 2.6(1) 1.8(1) absorber(1) 76 and 95
0.13(2) 22(2) 20(2) 2.9(2) 2.6(2) 0.3(2) Spring(2)

LTa — 〈100〉 8 4.1 × 4.1*** 4.9 11.7 0.17 20 0 3.4 0 3.4 bumper 96

Table 5.1  (continued)
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as shown in Table 5.1, most of the hydrophobic zeolites exhibit reversible  
spring behaviour with small hysteresis (<20%), which can be quantified by 
(Ein − Eex)/Ein, or (Pin − Pex)/Pin in an ideal case. These materials are suitable for 
energy storage rather than energy absorption. Zeolites usually have a rela-
tively smaller pore volume (ca. 0.1 cm3 g−1) than MOFs and silica, thereby lim-
iting the energy absorption density (Eab) of zeolites, mostly to around 1 J g−1, 
as seen in Table 5.1. It is worth noting that the intruded volume (ΔV) in Table 
5.1 is usually lower than the theoretical pore volume or the value measured 
by gas sorption due to the lower water density in hydrophobic zeolite frame-
works compared to the bulk, e.g., the mass density of water in MFI zeolite is 
determined to be approximately 0.6 cm3 g−1,99 and 0.8–0.9 cm3 g−1 in LTa,105 
IFr and TOn zeolites.106 There are a few irreversible bumpers in Table 5.1, 
including IFr,74,82 beC,91 bea,36,79 ITh,92 and LTa,96 which absorb a slightly 
higher amount of energy (ca. 5 J g−1) than the springs, but these zeolites can 
only function for one cycle, probably due to the formation of silanol groups 
during water intrusion. It has not yet been possible to use water–zeolite sys-
tems to make energy absorbers that are reusable and exhibit consistent per-
formance for multiple cycles. There are a few zeolites that absorb energy and 
exhibit complete (e.g., rrO,89 ISV90) or partial (e.g., STF,86 Cha76,95) extrusions 
in their first cycle, broadly defined as ‘absorbers’ in Table 5.1, but their fol-
lowing cycles do not reproduce their first-cycle performance. Their intrusion 
pressure becomes substantially lower in subsequent cycles but without sig-
nificant change in extrusion pressures, which reduces the energy absorption 
(e.g., rrO89) or even turns the system into a spring (e.g., ISV,90 STF,86 Cha76,95) 
for subsequent cycles.

The change in behaviour from the first cycle to the second cycle can be 
explained by the formation of silanol groups in the first cycle, which essen-
tially makes the material less hydrophobic and thus lowers the intrusion 
pressure or retains some water in the framework. although an ideal pure- 
silica zeolite can be free of defects, the water intrusion process can gener-
ate new defects by breaking the siloxane bridge (Si–O–Si bonds). Such defect 
formation seems to be more significant for the bumper and absorber types 
of zeolites mentioned above, but can also be present in spring-type zeolites. 
For example, STT retains its spring behaviour for multiple water intrusion 
cycles but the intrusion volume reduces gradually after each cycle due to the 
increase in the number of defects.94 however, some zeolites can be recovered 
through calcination after intrusion tests and regain their initial performance, 
e.g., the ISV-type zeolite ITQ-7 has a drop in intrusion pressure from 30 Mpa 
in its first cycle to almost zero in its second cycle, but heating the zeolite at 
600 °C for 4 h in air can regain its performance shown in the first cycle.90

Table 5.1 motivates the need to understand the correlation between frame-
work structure and intrusion performance, as attempted in ref. 84. Figure 
5.4(a) shows a plot of the intrusion pressure Pin over the pore limiting diam-
eter (pLD), with the information of framework type, LCD/pLD ratio, and 
largest cavity diameter (LCD) values labelled on each data point, and colour 
coded by the dimensionality of the pore systems. The LCD/pLD ratio is a 
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useful indicator of the pore geometry and dimensionality of the pore sys-
tem. In Figure 5.4(a), the frameworks located in the top right zone are the 
unidimensional (1-D) channel systems with LCD/pLD equalling 1, including 
aFI, MTW, TOn, CFI, DOn, and MTT, which are listed at the top of Table 
5.1. The frameworks found in the middle zone of Figure 5.4(a) are multi- 
dimensional channel systems, including CDO, Fer, MFI, MeL, ISV, beC, 
bea, ITh, and ITW, as well as three 1-D channel frameworks that have side 
pockets including IFr, MTF, and STF. These frameworks have slightly higher 
LCD/pLD ratios in the range of 1–1.6 and are listed in the middle of Table 5.1. 
The bottom left corner of Figure 5.4(a) shows the frameworks containing a 
cage geometry with a LCD/pLD ratio of around 2, including DDr, ITe, STT, 
Cha, and LTa, the detailed information of which is listed at the bottom of 
Table 5.1.

Figure 5.4(a) shows that the intrusion pressure of zeolite frameworks is 
not only dependent on the pLD, but also related to LCD or the geometry and 
dimensionality of the pore system. For the frameworks with the same type 
of pore system, i.e., very similar LCD/pLD ratio and dimensionalities, Pin 
decreases with the increase in pLD or LCD. This is in line with the Laplace–
Washburn relation, although it is not applicable for describing microporous 
intrusion.43 For a comparison across the three different types of pore systems, 
1-D channel systems with the lowest LCD/pLD ratio have the highest intru-
sion pressure, cage-containing zeolites with the highest LCD/pLD ratio have 
the lowest intrusion pressure, and multi-dimensional channel systems and 
1-D channel systems with side pockets are found to have an intrusion pres-
sure between the two. These findings reveal the important role of pore geom-
etry and dimensionality. basically, with the same pLD, Pin decreases with the 
increase in LCD. In contrast, if comparing frameworks with the same LCD 

Figure 5.4    The intrusion pressure of various zeolite frameworks in Table 5.1, plot-
ted in relation to (a) pLD and (b) LCD, respectively. In (a), each data 
point is labelled with the framework name, the LCD/pLD ratio, and the 
value of LCD; the data points are distributed in three different zones 
that correspond to different pore systems and different levels of LCD/
pLD ratio. rrO is an outlier in both (a) and (b).
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across different types of pore systems, pLD does not seem to have a signifi-
cant influence on the intrusion pressure. For example, if a group of frame-
works have a similar LCD of around 8 Å, including DDr, Cha, STT, ITe, MeL, 
STF, aFI, DOn, their intrusion pressures are evenly distributed within the 
range of 26–63 Mpa with no correlation to pLD. This analysis demonstrates 
that the intrusion pressure of zeolite frameworks is more closely related to 
LCD rather than pLD. Therefore, the plots in Figure 5.4(b) of Pin against LCD 
show an inverse relationship between the two parameters, whereas other fac-
tors have less of an effect on the distribution of the data points. Therefore, 
LCD should be regarded as a major design factor in the intrusion pressure. 
The outlier in Figure 5.4, rrO, has an exceptionally low intrusion pressure, 
most likely due to the presence of structural defects.

From a thermodynamic point of view, bushuev et al. investigated dif-
ferent zeolite structures to estimate the water intrusion pressure associ-
ated with the configurational entropy of confined water.106 recently, they 
further demonstrated that the presence of secondary porosity, such as 
lateral windows on the main channels, can promote the water intrusion 
of microporous zeolites.107 They established a correlation between the 
intrusion pressure Pin and the ratio of the accessible pore surface area to 
total pore volume (A/V): at the same A/V, a 1-D system has the highest Pin 
compared to multi-dimensional or cage systems.108 These findings agree 
with our discussion above on the effect of pore geometry and dimen-
sionality. Despite the interesting observations we established above on 
the intrusion pressure, less insight can be obtained from the data of the 
extrusion pressure and energy absorption, which seem to be predomi-
nantly affected by structural defects rather than geometric features. nev-
ertheless, the intrusion pressure does have energetic implications: it 
determines the energy storage of spring systems (Pex = Pin) and the energy 
absorption of bumper systems (Pex = 0 Mpa). To obtain a spring with the 
highest energy storage or a bumper with the highest energy absorption, it 
follows that unidimensional channel systems with small pore diameters 
should be chosen.

5.2.4   Water Intrusion of Mesoporous and Macroporous Silica
Mesoporous and macroporous silica are another group of materials studied 
in this area. Their much bigger nanopores allow them to be made hydro-
phobic by the covalent grafting of nonpolar organic chains on the interior of 
their pores through a surface treatment process.109 This approach provides 
the opportunity to select suitable modifiers to tailor the pore size and sur-
face properties, and hence attain different intrusion pressures and extrusion 
performances.110 For example, longer chains can effectively reduce the pore 
size and increase the intrusion pressure.32 note that classical theories such 
as the Laplace–Washburn equation may still work at meso and macro levels 
where the pore diameter is larger than ten water molecules and the confined 
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water dynamics retain some continuum features, so the water intrusion per-
formance of silica is more predictable than microporous materials although 
their extrusion is complex.111

Table 5.2 shows data of some representative hydrophobic silicas deter-
mined by quasi-static water intrusion. Compared to microporous zeolites, 
the water intrusion of silicas exhibits a significantly larger hysteresis area, 
which is good for energy absorption applications. Due to the big pore 
size, the intrusion pressures are not very high, but their extrusion pres-
sures are even lower, thereby resulting in significant hysteresis between 
intrusion and extrusion. as silicas also have large pore volumes, their 
water intrusion provides promising energy absorption capacity. Table 5.2 
shows that among the listed materials, Fluka 100 C8 exhibits the highest 
energy absorption density of up to 11 J g−1.64 however, in many cases their 
extremely low extrusion pressures result in irreversible bumper behaviour 
(when Pex = 0 Mpa), although the use of chemical admixtures such as 
sodium chloride can promote water extrusion and improve reusability.60 
recent studies on water–silica systems have also focused on the outflow 
behaviour, including the effect of gas phase, surface properties, pore size, 
pore morphology, etc.,110,112–118 with the aim of controlling the extrusion 
and reusability through materials design. Overall, it seems that for water 
intrusion, the spring behaviour dominates microporous zeolites, while 
the bumper behaviour dominates mesoporous and macroporous silicas. 
as will be shown in the following section, cage-type ZIFs can exhibit reus-
able absorber behaviour with a good combination of reusability and energy 
absorption.

Table 5.2    energy absorption of selected hydrophobic silicas under quasi-static 
water intrusion. unless accompanied by superscripts (1) or (2) mean-
ing the data are from the first and second cycle, respectively, all other 
data correspond to the first cycle. For bumper systems, their following 
cycles do not have any intrusion process (Pex = 0 Mpa); for absorbers if 
the behaviours in two cycles are substantially different then both cycles 
are shown in the table. ΔV is the intruded pore volume. In this table, Pin 
is taken as the onset of the plateau while Pex is taken as the end of the 
plateau. Data with asterisks are values estimated from testing curves.

Silica
pore 
size/nm ΔV/cm3 g−1 Pin/Mpa Pex/Mpa Eab/J g−1 behaviour ref.

TMS-phSba-1 
(2 : 1)

2.1 0.07* 15 0 1.8 bumper 119

MCM-41 2.4 0.17* 40 15 4.5 absorber 42
KIT-6CF 6.3 0.27(1) 31.5(1) 6.5(1) 6.9(1) absorber 120

0.25(2) 29.5(2) 6.5(2) 5.8(2)

MSu-h 6.6 0.7 4.5 0 5.1 bumper 121
Fluka 100 C8 7.8 0.5 16 0 11 bumper 13 and 

60
Zeoflo-TL 100 1.7* 1.6 0 4.5 bumper 13
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5.3   Liquid Intrusion of MOFs
5.3.1   Intrusion of Water
as a subfamily of MOFs, ZIFs have zeolitic topologies constructed from 
divalent cations connected through imidazolate-based ligands. ZIFs have 
been the main materials explored to date for water intrusion applications, 
due to their hydrothermal stability122 and the availability of hydrophobic 
ZIFs.123 Table 5.3 lists all the MOF materials with measured water intrusion 
behaviour, including ZIF-8, ZIF-67, ZIF-7, ZIF-9, ZIF-71, ZIF-11, ZIF-12, MaF-6,  
and Cu2(tebpz). all of them belong to the ZIF family, with the exception of 
Cu2(tebpz). Due to MOFs being a large family of materials (ca. 70 000),124 there 
is substantial scope to explore other MOF materials for this application.

Figure 5.5 presents the quasi-static water intrusion performance of various 
ZIFs. a wide range of behaviour can be observed, with different intrusion 
and extrusion pressures, hysteresis areas, and reversibility. This is an indi-
cation of the diverse energy absorption performance that ZIFs can exhibit 
through the liquid intrusion mechanism, which stems from their highly 
modular architecture, tuneable geometry, and physicochemical properties. 
In principle, one can select suitable chemical moieties to construct desirable 
nanoporous structures for target applications. among these materials, three 
of them have reversible responses, as evidenced by their extrusion plateaus 
and second loading cycles, including ZIF-8, ZIF-67, and ZIF-71, while other 
ZIFs have a linear unloading curve with no water extrusion after the exper-
iment. Therefore, ZIF-8, ZIF-67, and ZIF-71 are reusable energy absorbers, 
while ZIF-7, ZIF-9, ZIF-11, ZIF-12 are irreversible bumpers like MaF-6.127 The 
other MOF in Table 5.3, Cu2(tebpz), behaves differently, it is a spring that 
does not absorb energy.100

ZIF-8 was the first MOF material investigated for water intrusion, although 
when it was first discovered the focus was on mechanical energy storage 
rather than energy absorption.68 ZIF-67, the structural analogue of ZIF-8, was 
later demonstrated to have very similar performance.69,128 ZIF-8 and ZIF-67 
only absorb around 3 J g−1 of energy under quasi-static conditions, which 
implies that they exhibit spring performance due to their limited hystere-
sis loop, although they are classified as absorbers in Table 5.3 due to their 
enhanced performance under dynamic conditions (see Section 5.4). The 
water intrusion phenomenon of ZIF-71 was observed in 2014, with it showing 
reusable shock absorber behaviour.126 The substantial hysteresis between its 
intrusion and the extrusion pressure leads to it exhibiting the highest energy 
absorption density amongst all the materials shown in Table 5.3. Compared 
with ZIF-8 and ZIF-67, ZIF-71 has a much higher intrusion pressure but a sim-
ilar level of extrusion pressure, therefore it absorbs a much higher amount 
of energy. The fact that ZIF-71 has a higher intrusion pressure than ZIF-8 is 
counterintuitive because its pLD and LCD are larger than those of ZIF-8. This 
could potentially be explained by the different flexibilities of their structures 
related to the twist of the linkers:126 the mIm linker of ZIF-8 has a higher 
capacity to twist compared to the dcIm linker of ZIF-71.129
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284Table 5.3    energy absorption of hydrophobic MOFs under quasi-static water intrusion. mIm = 2-methylimidazolate, bIm = benzimidaz-
olate, dcIm = 4,5-dichloroimidazolate. eIm = 2-ethylimidazolate, tebpz = 3,3′,5,5′-tetraethyl-4,4′-bipyrazolate. ΔV is the intruded 
pore volume. The energy absorption density Eab = Ein − Eex, with Ein being the energy stored during the intrusion process and 
Eex being the energy recovered during the extrusion process. all data are obtained in the first cycle. For spring and absorber 
systems, their following cycles have the same performance as the first cycle; for bumper systems, their following cycles do not 
have any intrusion process (Pex = 0 Mpa). ZIF-8 and ZIF-67, with a behaviour between absorber and spring at quasi-static con-
ditions, are listed as absorber in the table due to their higher energy absorption at dynamic conditions (see Section 5.4). For 
the various ZIFs from ZIF-8 to ZIF-71, the data are obtained from ref. 1. Due to the very short intrusion plateau of ZIF-7, ZIF-9,  
ZIF-11, and ZIF-12, the Pin and Eab values of these materials are of relatively low accuracy. For example, the measured Eab of ZIF-7 
3.3 J g−1 is also contributed to by the penetration of water into the space between nanoparticles at a very low pressure which 
absorbs a specific energy of 1.2 J g−1, and the energy absorption from the nanoporous water intrusion process is around 
2.1 J g−1. Data with asterisks are values estimated from testing curves in other references and ‘—’ means data unavailable.

ZIFs Topology Metal Linker pLD/Å LCD/Å ΔV/cm3 g−1 Pin/Mpa Pex/Mpa Ein/J g−1 Eex/J g−1 Eab/J g−1 behaviour ref.

ZIF-8 sod Zn mIm 3.4 11.4 0.35 24.9 21.5 16.5 13.6 2.9 absorber 1 and 68
ZIF-67 sod Co mIm 3.4 11.4 0.40 16.3 14.7 14.0 11.1 3.0 absorber 1 and 69
ZIF-7 sod Zn bIm 2.4 5.6 0.04 60.0 0 19.7 16.3 3.3 bumper 1 and 

125
ZIF-9 sod Co bIm 2.4 5.6 0.07 46.1 0 20.1 16.7 3.4 bumper 1
ZIF-11 rho Zn bIm 3.0 14.6 0.07 23.7 0 20.8 17.2 3.6 bumper 1
ZIF-12 rho Co bIm 3.0 14.6 0.04 26.9 0 19.6 17.1 2.5 bumper 1
ZIF-71 rho Zn dcIm 5.5 17.0 0.32 78.8 23.7 53.3 34.3 19.0 absorber 1 and 

126
MaF-6 rho Zn eIm 7.6 18.1 0.52 25 <5 13* 0* 13* bumper 127
Cu2(tebpz) — Cu tebpz Three 1D 

channels 
(5.94, 6.67, 
11.6)

0.12 35.7 35.4 4.3 4.3 0* Spring 100
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ZIF-7 and ZIF-11 were first tested by Khay et al. in 2016 but no water intru-
sion was detected,69 however, subsequent experiments by Sun et al. employ-
ing much smaller crystals revealed their water intrusion phenomena.1,125 
They exhibit bumper behaviour with no extrusion process, whereby all the 
intruded water molecules are trapped inside the framework. Their structural 
analogues ZIF-9 and ZIF-12 exhibit very similar performances to ZIF-7 and 
ZIF-11, respectively. It is important to recognise that ZIF-7 can adopt mul-
tiple phases and only the second phase (ZIF-7-II) can be intruded by water 
molecules, as its first phase (ZIF-7-I) is occupied by solvent molecules such 
as dimethylformamide (DMF), and the third phase (ZIF-7-III) features a two- 
dimensional layered architecture (see Figure 1.1(b and c) in Chapter 1).125 
Since water molecules are trapped within ZIF-11 and ZIF-12 (pLD = 3.0 Å) 
but flow out of ZIF-8 and ZIF-67 (pLD = 3.4 Å) when the pressure is removed, 
the threshold of pLD to enable water extrusion is determined to be around 
3 Å, i.e., a material must have a pLD of larger than 3.0 Å to exhibit reusable 
absorber behaviour.

In terms of the three pairs of structural analogues shown in Table 5.3 (ZIF-8 
vs. ZIF-67, ZIF-7 vs. ZIF-9, ZIF-11 vs. ZIF-12), it has been demonstrated that 
the metal cation has very limited influence on the water intrusion behaviour. 
however, the linker plays a significant role, which can be revealed by com-
parison between MaF-6 and ZIF-71. Like the other ZIFs shown in Table 5.3, 
MaF-6 is also a hydrophobic ZIF known for its low water adsorption.130 This 
material possesses the same topology and metal cation as ZIF-71 but has a 
different type of linker. In contrast to the reusable absorber performance of 
ZIF-71, MaF-6 exhibits irreversible behaviour, which, as will be discussed fur-
ther in Section 5.3.5, lies in its partial structural collapse under pressurised 

Figure 5.5    Quasi-static water intrusion of ZIF-8, ZIF-67, ZIF-7, ZIF-9, ZIF-71, ZIF-11,  
and ZIF-12, using data obtained from ref. 1. The second cycles of  
ZIF-8, ZIF-67, and ZIF-71 are shown as dashed lines, indicating the 
same responses as the first cycles.
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water intrusion, although thermogravimetric analysis (Tga) seems to sug-
gest that the intruded water molecules in the remaining pores come out of 
the framework.127

The chemical functionalisation of the linker has a significant impact on 
the pore hydrophobicity:123 ZIFs comprising organic linkers bearing polar 
substituents (e.g., ZIF-90) are capable of adsorbing water at low pressures 
or in the absence of pressure,69,131 and not favourable for water intrusion 
applications. Therefore a recent study by Sun et al. proposed that hydropho-
bicity is used as the first design rule of constructing water-intrusion based 
shock absorbers.1 There is also scope to design or modify linkers chemically 
to yield different water intrusion performances. For example, in addition 
to traditional ZIF-8_Ch3, its halogenated derivatives ZIF-8_Cl and ZIF-8_br 
can also be intruded by water but exhibit different behaviour. ZIF-8_br and 
ZIF-8_Cl exhibit lower water intrusion pressure than ZIF-8_Ch3, with ZIF-8_
br being <5 Mpa and ZIF-8_Cl being 22 Mpa; the intruded volume of ZIF-8_br 
is also substantially lower than that of ZIF-8_Ch3 and ZIF-8_Cl, which might 
be related to the swing of imidazolate linkers.132 It should be noted that all 
three ZIF-8 are hydrophobic due to the nonpolar methyl, bromine, and chlo-
rine substituents borne by the imidazolate ligand.

The ZIFs in Table 5.3 are of different chemical compositions and topolo-
gies but most of them are constructed from nanocages connected through 
narrow window apertures, apart from Cu2(tebpz), which is a channel-type 
MOF. Cu2(tebpz) proves to be highly stable under water intrusion, including 
at high pressure and high temperature. It has three different channels and 
behaves as a molecular spring,100 like many of the zeolites shown in Table 
5.1. apparently, channel-type frameworks usually have small hysteresis and 
energy absorption, probably due to the lower water transport resistance than 
observed in cage-type frameworks, although more investigation is required.1

Despite the limited number of MOF materials studied to date (Table 5.3), 
the overview in this section has demonstrated the potential in the ratio-
nal design of MOF materials both chemically (i.e., metal, linker, function-
alisation) and structurally (i.e., dimension, geometry, topology) for various 
behaviours and engineering performances.

5.3.2   Intrusion of Electrolyte Solutions
One advantage of exploiting the liquid intrusion mechanism for energy 
absorption applications is that its performance can be tuned by controlling 
the liquid properties, and therefore versatile systems can be developed using 
the same MOF material. It can be as easy as replacing the pure water with 
aqueous electrolyte solutions. It is found that adding some ions in water 
such as sodium chloride can effectively increase the intrusion pressure 
and promote the extrusion process. Such effect can potentially improve the 
energy absorption and reusability of the system, so the intrusion of electro-
lytes has attracted great interest in this field. Figure 5.6(a) gives an example 
of such an effect using ZIF-7 in a lithium chloride (LiCl) solution.125 at 10 M  
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(mol kgh2O
−1), LiCl increases the intrusion pressure from 57 to 168 Mpa and 

the associated energy absorption is tripled from 2.1 to 6.7 J g−1. Importantly, 
LiCl not only serves as an intrusion inhibitor but also as an extrusion pro-
moter: the intruded liquid flows out of the framework upon unloading as 
opposed to the non-extrusion behaviour of the pure water system. Therefore, 
intrusion plateaus are also observed in subsequent loading cycles, i.e., LiCl 
not only allows ZIF-7 to absorb more energy, but also turns it from an irre-
versible bumper into a reusable absorber.

The effects of electrolytes on water intrusion have been observed for other 
nanoporous materials, including zeolites, silica, and MOFs. For example, the 
aqueous solutions of chloride salts (such as LiCl, naCl, KCl, and MgCl2) have 
been proven to increase the intrusion pressure of various pure silica zeo-
lites,101 such as MFI,135,137–139 DDr,140 ITh,92 CFI,85 DOn,85 Fer,141,142 OKO,102 
bea,79,143 Cha,95,144 LTa,96 MTF,87 CDO,87 Fau,143 and beC,91 aluminosilicates 
such as ZSM-5 145,146 and Zeolite Y,147,148 mesoporous silica,120,149–151 and ZIFs 
such as ZIF-8 133,134 and its derivatives,132 ZIF-7,125 ZIF-71,126,127 and MaF-6.127 

Figure 5.6    effect of ions on water intrusion. (a) P–ΔV curves of ZIF-7-II nanocrys-
tals (phase II) under the intrusion of water and 10 M LiCl solution for 
two consecutive cycles. The inset shows that with the addition of LiCl 
there is an increase in intrusion pressure and re-intrusion in the 2nd 
cycle. adapted from ref. 125 with permission from american Chemical 
Society, Copyright 2018. (b) excess intrusion and extrusion pressures 
of electrolyte solutions with respect to pure water intrusion, with data 
of ZIF-8 from ref. 133 (solid square) and ref. 134 (open pentagon) and  
Silicate-1 from ref. 135 (open rhombus). The dotted line is the van’t hoff 
osmotic pressure icRT, with i being the number of ions per salt mole-
cule, c being the salt concentration, R being the perfect gas constant, 
and T being the temperature. The solid line is the simulated osmotic 
pressure of naCl solutions from ref. 136, which is in agreement with the 
experimental data from ref. 134 and 135 at high concentrations, where 
there are measurable deviations from the van’t hoff law. The inset is a 
magnification of the ZIF-8 data at 4 M from ref. 134 plotted as the intru-
sion pressure Pin against the radius r of the cation. adapted from ref. 
133 with permission from american physical Society, Copyright 2015.
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In all cases, the higher the concentration of electrolyte solutions, the higher 
the intrusion pressure. Intriguingly, for some hydrophilic materials with 
spontaneous water intrusion, using electrolytes can potentially enable their 
energy absorption, as has been demonstrated for commercial aluminosili-
cates that are less hydrophobic than pure silica zeolites, including Zeolyst 
CbV780 (Fau, Si/al = 40),143 Zeolyst CbV-901 (Fau, Si/al = 80),147,152 and Clar-
iant h-bea-150 (bea, Si/al = 90).143 Similarly, the extrusion promoting effect 
of electrolytes has also been demonstrated for different materials, includ-
ing mesoporous silica,149,150 ZIF-7,125 and various pure-silica zeolites (such 
as bea,79 beC,91 LTa,96 and Cha),95 where LiCl is believed to protect zeolites 
from forming hydrophilic silanol defects that appear after pure water intru-
sion. For some zeolites, such as MFI,137 DDr,140 and MTF,87 concentrated LiCl 
solutions (15–20 M) are found to increase their hysteresis and energy absorp-
tion as opposed to a spring behaviour under water intrusion.

The detailed mechanisms of how ions increase water intrusion pressure 
are not yet fully understood. Several hypotheses have been proposed, mainly 
including the increase in liquid–solid interfacial tension,129 the osmotic 
phenomenon,133 the confinement effect of nanopore walls,147 and ion desol-
vation.122,124 at the length scale of mesopores and macropores, the Laplace–
Washburn equation may still apply, and the increased intrusion pressure 
of electrolyte solutions can be explained by the higher surface tension of 
the liquid compared to that of pure water.149,153 although this hypothesis 
can be used for mesoporous or macroporous silica, it is not valid for the  
molecular-sized confinement in microporous MOFs and zeolites.

Michelin-Jamois et al. proposed the use of osmotic pressure to describe 
the increased intrusion pressure associated with the ion exclusion pro-
cess.133 as shown in Figure 5.6(b), the van’t hoff law of osmotic pressure 
(icRT) works well in describing the excess intrusion and extrusion pressure 
(ΔP) of various electrolyte solutions in microporous ZIF-8, indicating that 
the increased intrusion pressure with the electrolyte solution comes from 
the osmotic pressure, i.e., the additional pressure required to extract pure 
water from the surrounding ions before the water molecules can enter the 
ZIF-8 pores, also the pressure difference between the pure water inside and 
the salt solution outside the framework. however, although ZIF-8 proves 
to be a good sieve for water desalination (i.e., na+ and Cl− ions),154,155 the 
assumption of ion exclusion, i.e., only water molecules pass through the 
ZIF-8 apertures leaving ions outside in the bulk liquid, can be problematic. 
For example, there are deviations from the van’t hoff law for the intrusion 
of naI and LiI solutions, explained by the possible penetration of ions into 
ZIF-8.133 There is also experimental evidence of ion penetration into micro-
porous zeolites that have similar pore sizes to the apertures in ZIF-8: in situ 
X-ray diffraction (XrD) studies have proven that at high pressures MgCl2 can 
enter Fer zeolite,122 naCl, nabr, and CaCl2 can enter Cha zeolites,124 naCl 
and CaCl2 can enter LTa zeolites.156 Moreover, the use of the van’t hoff law 
of osmotic pressure indicates that the increased intrusion pressure of elec-
trolyte solutions is independent of the chemical identity of ions. however, 
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as shown in Figure 5.6(b), different salts can have different values of intru-
sion pressure (or ΔP) at the same concentrations (or icRT). It seems that 
smaller cations have higher intrusion pressures,134 which is also observed 
for various microporous materials, e.g., ZIF-8 derivatives,132 Silicalite-1,135 
Zeolite Y,147 and mesoporous MCM-41.151 This might be related to the fact 
that smaller cations have a higher solvation energy,157 and tend to penetrate 
nanopores together with the neighbouring water molecules rather than sep-
arately,144,156,158 therefore resulting in a higher free energy barrier for the 
intrusion process to occur.158

The above findings suggest a more complex phenomenon that underpins 
the increase in intrusion pressure with the addition of ions. The key is to 
understand the nature and dynamics of intruded species (water, ions) which 
can be associated with the hydration structure of ions under confinement. 
This requires experiments142,144 or molecular simulations158–160 to provide 
microscopic insight. In situ high-pressure XrD measurements of Fer, Cha, 
and LTa zeolites have proved that both water and salt molecules enter micro-
pores, and that the composition of the intruded species is different from that 
of the initial solution: the concentrations of cations and anions in the frame-
work are substantially higher than those in the bulk liquid outside the frame-
work indicating the partial desolvation of ions during the intrusion process. 
For example, with the intrusion of MgCl2 solution in Ferrierite at high pres-
sure, the liquid in the framework becomes MgCl2·10h2O, a solvation degree 
that is close to a saturated solution and lower than that of the bulk liquid 
MgCl2·21h2O.142 Similarly, with the intrusion of naCl and CaCl2 solutions 
into Chabazite and LTa zeolite,144,156 the intruded solution has a higher con-
centration than that of the initial bulk solution or even the saturated solu-
tion. notably, the composition of the intruded phase can also vary with the 
pressure applied, indicating a sequence for water and ions to penetrate the 
pores. For example, for Chabazite under the intrusion of naCl or CaCl2 solu-
tions, ions are only detected inside the framework when the pressure rises 
beyond 200 Mpa, at a lower pressure only water molecules penetrate the 
Chabazite pores.144 Similarly, for LTa zeolite, its intrusion by naCl solution 
also starts with water molecules followed by ions at a higher pressure, but 
its intrusion by CaCl2 solution leads to both water and ions being accepted 
at the same pressure as solvated ions,156 probably due to the relatively higher 
solvation energy of Ca2+ compared to that of na+.157

Molecular simulations have been conducted on the intrusion of electro-
lytes in simple nanochannels as well as framework materials. Liu et al. sim-
ulated the pressurised intrusion of chloride salts with different cation sizes 
(LiCl, naCl, KCl and CsCl) in a rigid silicon dioxide nanotube with a diameter 
of 7.4 Å.147 It was found that such confinement prevented ion solvation and 
the intruded water molecules and ions formed a quasi 1-D chain with period-
ical cation–anion couples separated by water molecules. Different from pure 
water intrusion, there is an additional energy barrier for the intrusion of 
electrolytes due to the nonbonded interaction between the ion couples and 
the rest of the system, so the continuous liquid transport requires additional 
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external work. The distance between the two ions in a couple and the dis-
tance between two ion couples are smaller for cations of smaller sizes, and 
since a smaller spacing between ion couples means a better chance for them 
to enter the nanotube, with smaller cations requiring more external work 
to drive the liquid transport, as a higher number of ion couples are present 
although the energy consumption of each ion couple is lower for smaller cat-
ions. This explains the higher intrusion pressure of smaller cations, as has 
been reported in experimental work.

Fraux et al. simulated the intrusion of LiCl solution in ZIF-8.158 Ion desolva-
tions were observed in their simulations, but it was found that only chlorine 
anions had a significant change in the number of water neighbours in the 
first solvation shell due to their weaker solvation,157 while lithium cations 
penetrate ZIF-8 pores as a whole solvation sphere. as expected, ion desol-
vation favours the occurrence of anion–cation pairs with a higher number 
compared to the bulk. There are free energy barriers for the entry of ions 
but not for water molecules, and the free energy profiles of Li and Cl ions 
were found to be different. Compared to chlorine ions and water molecules, 
lithium exhibits weaker interactions with aromatic linkers and a more even 
distribution inside ZIF-8. With framework confinement and the presence of 
ions, the dynamics and diffusion of water will slow down, and ions cannot 
diffuse through ZIF-8 apertures due to energy barriers. Interestingly, the 
presence of water can deform the ZIF-8 structure, including linker rotation, 
while ions cannot. These findings highlight the need to investigate both cat-
ions and anions of different sizes and nature. In fact, the anion effect of zeo-
lites has been experimentally studied, for Silicalite-1,138 ZSM-5,161 and Zeolite 
Y.152,162 To exclude the influence from cations, anions with different charges 
(naCl, Ch3COOna, na2SO4 and na3pO4) have been used to prove that anions 
can also increase the intrusion pressure when the cation concentration is 
unchanged.161 Moreover, like the size effect of cations, smaller anions exhibit 
higher intrusion pressures, as demonstrated on Zeolite Y (Pin: naF > naCl > 
nabr)152,162 and ZSM-5 (Pin: naCl > Ch3COOna).161 It has also been discussed 
in both experiments and simulations that anions can have strong guest–host 
interactions with frameworks, including the aromatic linkers of ZIF-8,158 and 
the silanol defects of zeolites.156

In terms of extrusion behaviour, although electrolytes promote water extru-
sion of most nanoporous materials, they can act in the opposite way in some 
cases. For example, ZIF-8 and ZIF-71 behave like reusable absorbers under 
water intrusion but adding ions can to some extent reduce their reversibility. 
This behaviour contrasts with the more general extrusion promoting effect 
of electrolytes that has been observed on other nanoporous materials, and 
provides another indication that the intrusion of electrolytes is not merely 
a size exclusion process. Specifically, with the intrusion of LiCl solution of 
ZIF-8 at a concentration of 4 M, some of the intruded liquid is trapped inside 
the framework (∼22% according to gas adsorption) though the framework is 
preserved.134 Such effect is most significant for a system consisting of LiCl 
and ZIF-8_Ch3, in comparison to other electrolytes (e.g., naCl, KCl) or ZIF-8 
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derivatives (e.g., ZIF-8_Cl, ZIF-8_br).132,134 This discrepancy can be explained 
by the strongest interaction between the lithium ion and the imidazolate 
linker of ZIF-8_Ch3, compared to the interactions between other cations and 
imidazolate linker163 or between lithium and the halogenated linkers. The 
latter is due to the electron-withdrawing effect of Cl and br on the imidaz-
olate linker in contrast to the electron-donating effect of the methyl group.132 
The different extrusion performance between cations might also be related 
to their different degrees of solvation due to ionic radius and solvation 
energy discussed earlier. For ZIF-71, a transition from absorber to bumper 
is observed when water is replaced with concentrated KCl126 or LiCl127 solu-
tions. but different from ZIF-8, such phenomenon of ZIF-71 comes from 
framework collapse evidenced by its reduced pore volume and crystallinity 
after the intrusion of electrolyte. Importantly, the framework collapse proves 
to be a combined effect of pressure and liquid, the ZIF-71 framework can 
survive mechanical pressure or liquid immersion, but it collapses when sub-
jected to the pressurised intrusion of concentrated electrolyte solutions.127 
The significant influence of electrolytes on the extrusion of ZIF-8 and ZIF-71 
indicates the inclusion of ions in their framework, although more direct evi-
dence is needed to understand the mechanism involved.

5.3.3   Intrusion of Alcohol Solutions
alcohol is also a good additive that can be used to tune the performance of 
MOF liquid intrusion systems. as will be discussed below, most research on 
alcohol intrusion is on mesoporous materials, with the study by Sun et al. 
on ZIF-8 being the first experiment on the intrusion of alcohols into microp-
ores.26 as shown in Figure 5.7(a), the results demonstrate that alcohols can 
either decrease or increase the water intrusion pressure depending on the 
size of the alcohol molecules. Smaller alcohol molecules that can possibly 
penetrate the nanopores (e.g., ethylene glycol) can lower the intrusion pres-
sure, becoming lower than that of the pure water intrusion. Larger alcohol 
molecules, which are too bulky to enter the nanopores, will increase the 
intrusion pressure (e.g., erythritol, xylitol), making it higher than that of pure 
water intrusion. The extent of such a notable change in the intrusion pres-
sure can be controlled by the concentration of the aqueous solutions of the 
alcohols.26

For the intrusion of glycerol solution, since glycerol is 3.6 Å in the least 
extended dimension,164 comparable with the theoretical limiting diame-
ter of ZIF-8 (3.4 Å), the first intrusion cycle shows an increase in intrusion 
pressure with the addition of glycerol, but after a few cycles the intrusion 
pressure becomes lower than that of pure water intrusion (Figure 5.7(a and 
b)). besides this, in the extrusion of pure water systems, nearly all the water 
molecules flow out of the ZIF-8 framework, although a tiny amount of resid-
ual water does exist, which leads to a small decline in intrusion pressure 
(ca. 1 Mpa) in cyclic tests. however, much more liquid is trapped inside the 
framework with the addition of glycerol, as evidenced by the larger residual 
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deformation. Further experiments of repeated intrusion tests show that such 
residual deformation is recoverable after 24 h of relaxation (Figure 5.7(b)), 
and another test at a higher intrusion rate but with a holding of the system 
under the peak pressure26 further demonstrated the time dependence of 
glycerol intrusion. It seems that glycerol molecules cannot be forced into the 
nanopore until the pressure is applied for an extended period, and it cannot 
leave the nanopore until the system has been at the ambient pressure for 
long enough. Such time dependence is not obvious for small liquid mole-
cules but becomes significant for glycerol, which is comparable to the pore 
aperture size and thus has a very low diffusion rate.

The effect of alcohol on ZIF-7 has also been investigated, for which ethanol 
decreases its intrusion pressure significantly:125 a spontaneous intrusion is 
reached (i.e., Pin = 0 Mpa) when the ethanol concentration is increased to 10 
wt%. These two reports on ZIF-8 and ZIF-7 are the only MOFs or any micro-
porous materials that have been studied under alcohol intrusion. There 
have been attempts of intruding zeolite ZSM-5 with glycerol,165,166 but the 
authors believed that glycerol molecules are not small enough to enter the 5 
Å micropores166 and that the observed intrusion phenomenon is probably a 
result of glycerol intrusion into the mesoporous defects of the ZSM-5 crystals  
(ca. 2 nm). Therefore, the intrusion performance is very similar to that of 
mesoporous silica, characterised by a relatively low intrusion pressure  
(10–20 Mpa) and limited extrusion.167

In comparison, there has been more extensive research on the alcohol 
intrusion of mesoporous materials, e.g., the intrusion of ethanol,61 eth-
ylene glycol,168 and glycerol165–167,169,170 in hydrophobic mesoporous silica 
(pore size 7.8 nm), and porous carbon.170 These alcohols are smaller in size 
than mesopore openings and will reduce the intrusion pressure.61,165,166,168 

Figure 5.7    P–ΔV curves of cyclic intrusion of alcohol aqueous solutions into the 
ZIF-8 framework. extrusion curves are shown as dotted lines and 
retested results are shifted horizontally for clarity. (a) Different alcohols 
at the same concentration of 10 wt%. (b) Cyclic intrusion of the 10 wt% 
glycerol aqueous solution. Two sets of 40-cycle measurements were per-
formed with a relaxation time of 24 h in between them. reproduced 
from ref. 26 with permission from the royal Society of Chemistry.



293Mechanical Energy Absorption of Metal–Organic Frameworks

It is energetically favourable for these alcohol molecules to get close to the 
pores and meanwhile form strong bonds with water molecules, promoting 
water intrusion. Further, it is believed that alcohol molecules can potentially 
form an interface layer on the pore wall with a higher concentration than in 
the bulk phase.61 Such an intrusion promoting effect can also be achieved 
by adding surfactants such as N-lauroylsarcosine sodium salt (sarcosyl), 
sodium cholate hydrate (SCh), ammonium 8-anilino-1-naphthalenesulfon-
ate (1,8-anS-nh4), and 8-anilino-1-naphthalenesulfonic acid ammonium 
salt (anSa).62,171–173 Their molecular dimensions are close to the mesopore 
size but much bigger than the alcohols discussed earlier, therefore there is 
partial inclusion and exclusion due to the broad range of pore sizes found 
in silica, resulting in a two-staged intrusion plateau and selective energy 
absorption performance. This behaviour was also observed in the intrusion 
of polyethylene glycol (peg) into silica, where the result was used to estimate 
the size of confined peg at different molecular weights and concentrations 
in water.174 In terms of extrusion, hydrophilic promoters inhibit mesoporous 
extrusion, as demonstrated by glycerol,167 ethylene glycol,168 and peg,174 
although silica–water systems already retain most of the intruded water. ele-
vated temperature promotes extrusion for both water intrusion and alcohol 
intrusion.165,174

The intrusion of viscous alcohols such as glycerol at different flow rates 
and temperatures also provides insight into the effective viscosity of con-
fined liquid inside mesopores.167,169,170 It was found that the effective liquid 
viscosity confined in hydrophobic mesopores is orders of magnitude lower 
than its bulk counterpart, and the flow resistance is determined by the shear 
liquid viscosity force typically present in conventional laminar flow175 as well 
as the nanoscale velocity slip at the solid–liquid interface.176,177 Mesoscale 
fluids essentially lie between the continuum fluid and nanoscale transport: 
the effective liquid viscosity of the confined liquid is dependent on pore size 
and flow rate instead of being a materials constant,170 it is influenced by the 
bulk liquid viscosity, but to a very limited extent due to the confinement 
effect.167

although there is limited research on the pressurised alcohol intrusion 
of hydrophobic microporous solids, there are two research areas that are 
highly relevant. The first is the use of alcohol solutions as penetrating pres-
sure transmitting media (pTM) to study the mechanical response of microp-
orous materials via high-pressure synchrotron X-ray diffraction (Chapter 4).  
a mixture of methanol : ethanol : water (16 : 3 : 1, m.e.w.) is commonly used in 
these experiments and the research is mainly focused on the pressure induced 
hydration (pIh) phenomenon, i.e., the penetration of additional water mole-
cules into the framework under a pressure on the order of gpa. For example, 
arletti and Lotti et al. studied pure-silica Fer zeolite ferrierite using stan-
dard m.e.w. solution,178 ethanol : water (1 : 3, e.w.) solution,179 and ethylene 
glycol and 2-methyl-2-propen-1-ol.180 under compression with m.e.w. solu-
tion, more water molecules penetrated the 2-D channels of Fer, while no 
evidence of methanol or ethanol penetration was observed. however, under 
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compression with e.w. solution, both water and ethanol penetrated Fer chan-
nels and were found in distinct channels with different arrangements: water 
was present in the 6-membered ring (6Mr) channels in tetramer squares 
while ethanol formed linear dimers in 10Mr channels. The reason for the 
distinct results from using different solutions is not well understood yet, but 
it is also possible that some alcohol molecules have disordered distributions 
that have not been observed in these experiments. Similar work has been 
conducted on the MFI zeolites h-ZSM-5 and na-ZSM-5 using m.e.w. solu-
tion,181–183 the MOr zeolite mordenite using m.e.w. solution, e.w. solution, 
and ethylene glycol,184 as well as a group of MOF materials such as CubTC 
(hKuST-1),185 ZIF-8,186,187 MOF-5,188 Sc2bDC3 and Sc2(nO2-bDC)3,189 and  
uiO-67 and uiO-abdc,190 using methanol, ethanol, methanol : ethanol solu-
tion (4 : 1), m.e.w. solution, isopropyl alcohol, and diethyl formamide, as well 
as non-penetrating pTM such as Fluorinert® and silicone oil (see further 
details in Chapter 4). The second relevant research area is the use of micro-
porous solids for separating water–alcohol mixtures including gas adsorp-
tion,191–194 membrane separations,195–197 and pervaporation,197 etc. The 
foregoing areas provide additional motivation to understand the intrusion 
of alcohol solutions into hydrophobic microporous solids.

In terms of practical applications, electrolytes and alcohol solutions pro-
vide good flexibility for designing versatile liquid intrusion performances 
targeting different applications. Some even bring additional benefit, such 
as the anti-freezing function of glycerol. From a fundamental point of view, 
further investigations are needed to understand the details about the intru-
sion of liquid mixture, e.g., what determines the inclusion and exclusion of 
ionic or alcohol species, and then use these fundamental understandings to 
guide the rational design of engineering applications. a combination of liq-
uid intrusion experiments, molecular simulations, and high-pressure XrD 
experiments is needed. There have been some studies on the intrusion of 
non-aqueous liquids such as paraxylene,73 cyclohexane,72 and diethyl ether,75 
as introduced in Section 5.2.2, but due to their relatively large molecular sizes 
such studies have not yet been attempted for MOFs.

5.3.4   Effect of Crystal Size and Other Design Considerations
In addition to framework design (Section 5.3.1) and liquid design (Sections 
5.3.2–5.3.3), crystal size and shape can also be controlled to tune water intru-
sion performance. For example, Sun et al. discovered that the crystal size of 
ZIF-7 plays a role in enabling the water intrusion process: due to its small 
aperture size (pLD) which is smaller than water molecules, only nanocrys-
tals of ZIF-7 can be intruded by water molecules, while bigger crystals on 
the micrometre scale show no water intrusion plateau, indicating ultra-high 
intrusion pressure beyond the experimental range.125 Khay et al. compared 
different crystal sizes of ZIF-8 and found that bigger ZIF-8 crystals have a 
slightly higher water intrusion pressure than smaller crystals,198 which is in 
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agreement with the results of ZIF-7. Similar observations have been made 
on ZIF-8 at various intrusion rates.1,199 It was found that under same load-
ing condition, larger crystals exhibit slightly higher intrusion and extrusion 
pressure and energy absorption, although their overall behaviour is similar 
across different crystal sizes (from 100 nm to 1 µm), including the strain rate 
effect, as will be discussed in detail in Section 5.4.1 Similar crystal size effect 
has also been observed on the quasi-static water intrusion of zeolite ZSM-5.103

Such a crystal size effect can be explained by the possible presence of dis-
ordered structures near the outer shell of small crystals.198,200 Since the sur-
face of a crystal can be more flexible than its core, it can potentially undergo 
gate-opening that facilitates water intrusion. Therefore, nanocrystals can 
effectively exhibit high structural flexibility due to their high surface area that 
interacts directly with liquid molecules in the intrusion process. The cage-by-
cage water flow in ZIF-8 can also be interrupted by the crystal surfaces so 
smaller crystals seem to exhibit lower energy absorption density.125 a simi-
lar crystal size effect has also been observed on the CO2 adsorption of ZIF-7 
with different crystal sizes, ascribed to their different degrees of structural 
flexibility.200 The increase in flexibility by crystal downsizing has also been 
demonstrated by the Young’s moduli of micro- and nano-sized ZIF-8 crys-
tals.201 recently, Möslein et al. employed a combination of nearfield infrared 
spectroscopy (nanoFTIr) and density functional theory (DFT) simulations to 
elucidate how the structural defects of ZIF-8 evolve with crystallisation time: 
finer nanocrystals (1 min growth time) feature considerable surface defects 
and thus lower Young’s modulus than less-defective crystals harvested after 
60 min (see Figure 1.11 in Chapter 1).202 Further investigation is thus needed 
to reveal the underlying mechanisms of the crystal size effect and to enable 
rational design.

There is also scope to design crystal shapes. Khay et al. compared differ-
ent shapes of ZIF-8 and found that cubic-shaped crystals attain higher water 
intrusion pressure than rhombic dodecahedra, which can be explained by 
the different crystal facets and cage apertures that are exposed to water.198 
Zajdel et al. recently investigated the effect of macroscopic morphology and 
found that turning ZIF-8 from a fine powder into a dense monolith can sub-
stantially increase the energy absorption due to the different external sur-
face areas of the forms that come into contact with the bulk liquid.199 More 
complex design of crystals is possible but has only been demonstrated on 
zeolites. For example, huve et al. designed Silicalite-1 nanoboxes, which 
contain mesoporous cavities and therefore reach a mesoporous intrusion 
plateau in addition to a relatively high microporous intrusion plateau. Like 
the performance of mesoporous silica described in Section 5.2.4, additional 
mesoporous intrusion is irreversible and has a low intrusion pressure: water 
intrusion is spontaneous and 20 M LiCl solution intrudes at 98 Mpa.139 Trzpit 
et al. also introduced mesopores into Silicalite-1 using carbon black or sur-
factant [3-(trimethoxysilyl)propyl]hexadecyldimethylammonium chloride as 
porogen and templating agents respectively, synthesised in both hydroxide203 
and fluoride media.204 Different from the nanobox structure that reduces 
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the micropore volume, using carbon black confers additional micropores to  
Silicalite-1. These methods to combine mesopores and micropores in a sin-
gle material offer two separate liquid intrusion plateaus and can be bene-
ficial to some energy absorption applications. For example, when a single 
energy absorption system is designed to protect against different levels of 
mechanical impact, its lower plateau can work with modest impact while its 
higher plateau can address more aggressive impact.

We have demonstrated the substantial scope to design MOF materials 
for water intrusion energy absorptions, from framework design (e.g., metal, 
linker, structure), to liquid properties (e.g., electrolytes, alcohols), and crystal 
size and shape. There is also potential to use external stimuli such as tem-
perature and electric field to control liquid intrusion performances, related 
to the concept of thermowetting and electrowetting phenomena.205,206 as 
will be discussed shortly, elevated temperature may cause ZIFs to degrade 
in water, but experiments on zeolites165,207–211 and silica63,167,174,212,213 have 
shown that an increase in temperature will decrease the liquid intrusion 
pressure, which can be explained by the lower solid–liquid interface tension 
or the reduced interaction between water molecules. electric field has also 
been used to tune the intrusion pressure of salt solutions, including meso-
porous silica,214–217 zeolites,218 and carbon.219 For example, an applied voltage 
reduces the intrusion pressure of KCl solution into mesoporous silica,214,217 
but increases the intrusion pressure of LiCl aqueous solution into zeolite Y.218

5.3.5   Materials Stability Under Liquid Intrusion
The stability of MOFs in the presence of water is an important topic for its 
deployment in practical applications. Water, as a polar molecule, can form 
metal–water interactions with MOFs, especially those with open metal 
sites220,221 which are accessible for water to form new chemical bonds.222,223 
Such interactions can potentially compete with and disrupt existing coordi-
nation bonds and breakdown the framework.159,224,225 These effects can be 
less prominent for hydrophobic MOFs due to the weak interaction between 
the framework and the intruded water molecules. For example, the recent 
simulations by Sun et al. demonstrated that intruded water molecules tend 
to agglomerate around the cage centre and avoid the hydrophobic 6Mr aper-
tures of ZIF-8.1

even though ZIF-8 was initially regarded to be stable in water,122 recent 
studies reported that ZIF-8 can actually decompose into zinc and imidazolate 
ions via framework dissolution to form new substances in water.226–229 Mate-
rials characterisation (e.g., scanning electron microscopy (SeM), XrD, FTIr, 
gas adsorption) as well as repeated water intrusion can be used to examine 
materials degradation after water intrusion experiments. Sun et al. recently 
conducted a cyclic water intrusion test of ZIF-8 for 1000 cycles, showing its 
highly consistent performance (Figure 5.8(a)). This indicates that its molec-
ular structure remains intact, which is also supported by the consistent XrD 
patterns before and after the intrusion tests.1 Figure 5.8(b and c) shows the 
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water intrusion measurements after multiple impact-driven water intrusion 
tests and after being immersed in water for 8 days, respectively. no apprecia-
ble change of behaviour was observed, which also demonstrated the stability 
of ZIF-8 under such conditions. Specifically, Figure 5.8(b) shows a compari-
son before and after a set of twenty high-rate tests, which will be discussed in 
detail in Section 5.4. Figure 5.8(c) shows a comparison to examine the long-
term water stability of ZIF-8 samples, which were not subjected to mechan-
ical pressure beforehand. Such quasi-static water intrusion experiments are 
similar to the concept of water porosimetry,27,32 in which the length of the 
intrusion plateau of the P–ΔV curves represents the total pore volume of 
the material, and therefore can be used to identify any potential change in  
the porosity and to evaluate materials stability.

The ZIF material that is known to be less stable under water intrusion 
is MaF-6. It undergoes substantial phase transformation during water 

Figure 5.8    Cyclic water intrusion of ZIF-8 to confirm materials stability. (a) P–ΔV 
and stress–strain curves for two sets of 1000 cycles with a 24 h relax-
ation period between them. (b) P–ΔV curves before and after 20 cycles 
of impact-driven high-rate water intrusion. (c) P–ΔV curves before and 
after 8 days of immersion of ZIF-8 in water. reproduced from ref. 1 with 
permission from Springer nature, Copyright 2021.
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intrusion and becomes a non-porous phase.127 Such transformation comes 
from the synergetic effect of pressure and water, i.e., the structure collapses 
during the penetration of water molecules. Therefore, the ‘intrusion plateau’ 
observed in its P–ΔV curve corresponds to the water intrusion of porosity, 
which is believed to be reversible from Tga results, as well as the partial 
phase transformation of the MaF-6 structure, which is irreversible. ZIF-7 is 
another ZIF material that presents identified stability issues, it is adequately 
stable against water intrusion, but since porous ZIF-7-II will transform into 
nonporous ZIF-7-III upon prolonged immersion in water for around one 
week, its long-term durability needs to improved.125

all the experiments above were conducted at room temperature and it 
should be noted that materials stability can be temperature dependent. 
ZIF-8 becomes less stable under high-temperature water intrusion. grosu 
et al. demonstrated an irreversible structural transition of ZIF-8 from cubic 
to orthorhombic symmetry, which only occurs during water intrusion at a 
temperature of up to around 90 °C.230 Such structural degradation has been 
proven to be a synergetic effect of high temperature and high pressure. Sim-
ilarly, ZIF-67 exhibits reversible water intrusion at room temperature, how-
ever, this becomes irreversible at a high temperature128 due to destruction 
of its framework structure, as revealed by XrD and FTIr spectroscopy mea-
surements. all these results show that temperature is an important factor for 
water intrusion-based energy absorption applications, which should be con-
sidered together with pressure. understanding thermomechanical effects is 
important because it is the process of water molecules penetrating ZIF pores 
that facilitates the decline of the stability of the ZIF under high pressure and 
temperature.

The water stability of ZIFs is related to the mass ratio between solids 
and liquids.227 Water intrusion applications usually use a high mass ratio 
because a higher amount of solid can increase the total porosity and energy 
absorption capacity of a system, but it also helps to enhance materials sta-
bility as an additional benefit. For example, the results shown in Figure 5.8 
involve the use of 25 wt% as the mass ratio of ZIF-8 to water (i.e., 25 mg of 
ZIF-8 in 0.1 mL of water), which is much higher than the value in traditional 
water stability studies typically in the range of 0.2–6 wt%.227 a higher mass 
ratio of ZIF-8 to water can inhibit the dissolution of ZIF-8 as the high-con-
centration solution can be easily saturated with inhibitive imidazolate 
ligands.226,227

Moreover, the stability of ZIFs is certainly also dependent on the nature 
of the liquid. as mentioned in Section 5.3.2, the intrusion of highly concen-
trated electrolyte solutions can result in structural collapse, e.g., the ZIF-71 
structure is well preserved under water intrusion but collapses under the 
intrusion of concentrated KCl and LiCl solutions.126,127 MaF-6 collapses par-
tially under the intrusion of either LiCl solution or pure water.127 This is in 
contrast to ZIF-7, which survives and gains reversibility under the intrusion 
of concentrated LiCl solutions.125
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There is a growing interest on the water stability of MOFs, as reviewed in 
ref. 231, due to the importance of materials stability for various applications. 
Some approaches have been proposed to improve the hydrothermal stability 
of ZIFs, such as surface ligand exchange or partial carbonisation,232–234 and 
there have also been fundamental simulation studies to understand confined 
water in hydrophobic MOFs and the mechanism of instability.159,231,235,236 
however, for water intrusion energy absorption applications, more work 
needs to be done to understand and establish the long-term stability of 
MOFs in water and under cyclic mechanical pressure, including the coupled 
effects of temperature.

5.3.6   Thermal Effects of Liquid Intrusion
Calorimetric measurements have been carried out on some nanoporous 
liquid intrusion systems to better understand thermodynamics and energy 
conversion, with the results summarised in Table 5.4. These measurements 
were conducted under isothermal conditions using high-pressure calori-
metric devices, with some studies also measuring temperature variations of 
the liquid intrusion process that are not included in the table.56,146,237 The 
two MOFs reported to date, ZIF-8 and Cu2(tebpz), exhibit endothermic water 
intrusion and exothermic water extrusion behaviour. The MFI-type pure sil-
ica zeolite Silicalite-1 exhibits the same type of thermal behaviour, but the 
Cha-type Chabazite behaves differently, exhibiting exothermic water intru-
sion and endothermic water extrusion. a number of mesoporous silicas have 
been tested but have shown inconsistent performance under water intru-
sion, with some of them being exothermic (pep-100/300, eVa, KSK-g) while 
others are endothermic (WC8, CF3). More studies are thus needed to provide 
a better thermodynamic understanding of these results.

The results in Table 5.4 demonstrate that the thermal behaviour of 
nanoporous liquid intrusion is related to the pore systems.88,244,245 an inter-
esting comparison is Silicalite-1 (F−) vs. Chabazite (F−), which have similar 
surface chemistries but different pore geometries, MFI features channels 
while Cha is made up of cages. Karbowiak et al. carried out water intrusion 
calorimetric measurements and found that MFI is endothermic and Cha is 
exothermic under water intrusion and both have an opposite sign in extru-
sions.244 Cailliez et al. suggested that the internal energy of intrusion can be 
seen as the sum of the energy of interaction between water and a zeolite sur-
face, which is exothermic, and the energy due to the change in the number 
of hydrogen bonds between water molecules, which is endothermic or close 
to zero depending on the confinement.88 Compared to Cha cages that can 
accommodate big water clusters (up to around 11 molecules), MFI channels 
provide a stronger confinement of water molecules that is close to a single- 
chain arrangement. Such strong confinement and associated reduction in 
coordination number counterbalance the exothermic water–surface interac-
tion and lead to an overall endothermic intrusion process. In comparison, 
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300Table 5.4    Thermal characteristics of MOFs and other nanoporous materials under quasi-static liquid intrusion. Thermal energy vari-
ation within an intrusion–extrusion cycle is Qcycle = Qin + Qex, where Qin and Qex are the thermal energy during intrusion and 
extrusion, respectively. The sign ‘+’ means endothermic and ‘−’ means exothermic. unless accompanied by superscripts (1) or 
(2) meaning the data are from the first and second cycles, respectively, all other data correspond to the first cycle. Data with 
asterisks are values estimated from testing curves and ‘—’ means data unavailable.

Material
pore system 
and size/nm Liquid Temperature/K Qin/J g−1 Qex/J g−1 Qcycle/J g−1 ref.

MOFs ZIF-8 SOD cage Water 300 +4.4 − + 230 and 
238310 +7.4 −5.4 +2.0

320 +9.4 −6.3 +3.1
330 +14.4 −12.7 +1.7
340 +13 −12.9 +0.1
350 +26.3 −25.7 +0.6

0.34–1.16

Cu2(tebpz) Channel Water 303 +2* −0.5* +1.5* 239
323 +5* −2.5* +2.5*
343 +8.4* −6* +2.4*
363 +11.9* −7.8* +4.1*
360 +9.6(1) −7.2(1) +2.4(1) 100

∼1

+7.6(2) −7.2(2) +0.4(2)

pure silica 
zeolites

Silicalite-1 (F−) MFI channel Water 283 + − + 240
298 +7.8 −1.56 +6.24 241
298 +7.8(1) −1.5(1) +6.3(1) 242–244

+3.5(2) −1.6(2) +1.9(2)

∼0.6

303 +7.5 −7.3 +0.2 245
Silicalite-1 (Oh−) MFI channel Water 303 +5.7 −5 +0.7 245

∼0.6
Chabazite (F−) Cha cage Water 298 −7.85(1) +7.43(1) −0.42(1) 244

0.38–0.74 −7.6(2) +6.74(2) −0.86(2)

Faujasite 
(simulation)

Fau cage Water 300 − — — 88
0.74–1.11
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silica
pep-100 10 Water 298 −5.2* — — 34
pep-300 30 Water 298 −1.6* — — 34
eVa 8 Water 303 −6.5 −1.2 −7.7 245
KSK-g 13 Water 308 − − − 33
WC8 8.4 Water 330 +10.9 −2.1 +8.8 238

55% sucrose 370 Insignificant — — 246
12% 1,3-dime-

thylimidazolium 
glutamate ionic

370 − — — 246

CF3 10 Water 338 +11.7* — — 247
5% ethanol 338 +9.9* — —
10% ethanol 338 +9.4* — —
15% ethanol 338 +7.2* — —
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water clusters in Cha cages are closer to the bulk phase, so the intrusion 
process of Chabazite is dominated by the exothermic water–surface interac-
tion.244 Such geometry effect is not observed between Cu2(tebpz) and ZIF-8, 
both MOFs exhibit endothermic intrusion and exothermic extrusion pro-
cesses despite their different geometries. however, more work needs to be 
done to fully understand the underlying mechanisms.

In terms of pore size effect, pep-100 and pep-300, two C18 grafted silicas, 
can be compared. Comparisons across different materials groups (e.g., the 
3-D channel-type MOF Cu2(tebpz) vs. zeolite MFI vs. silica) are not appropri-
ate due to their different chemistries. as shown in Table 5.4, both pep-100 
and pep-300 exhibit exothermic water intrusion, which is consistent with the 
discussion on Chabazite above. These two mesoporous silicas have a pore 
size in the range of 10–30 nm, and at such a length scale, the confined water 
is close to a bulk and continuum phase,248 with the thermal response in the 
intrusion process dominated by solid–liquid interaction effects. as pep-100 
has a larger pore volume (0.71 vs. 0.60 cm3 g−1) and a substantially higher 
surface area (132 vs. 50.2 m2 g−1), pep-100 exhibits a relatively stronger exo-
thermic effect under water intrusion.34

The surface chemistry of a material also plays an important role. This 
was first demonstrated by comparing Silicalite-1 (F−) and Silicalite-1 (Oh−). 
Silicalite-1 (F−) synthesised in a fluoride medium is more hydrophobic and 
contains fewer hydrophilic silanol defects than Silicalite-1 (Oh−). Table 5.4 
shows that of the two materials, Silicalite-1 (F−) exhibits a slightly more endo-
thermic intrusion and exothermic extrusion process at the same temperature 
of 303 K, probably due to its relatively larger surface area and pore volume 
accessible for the hydrophobic intrusion process.245 another observation 
related to surface chemistry is the multi-cycle calorimetric measurements of 
Silicalite-1 (F−) and Chabazite (F−) carried out by Karbowiak et al.244 and those 
of Cu2(tebpz) by grosu et al.,100 as shown in Table 5.4. Due to the formation of 
hydrophilic silanol defects during cycling, the calorimetric heat of Silicalite-1 
(F−) decreases substantially after the first cycle. In addition to the solid– 
liquid interaction and confined water organisation mentioned above, there 
is an additional exothermic phenomenon associated with the bond-break-
age of siloxane and silanol defect formation, which is strongest in the first 
intrusion.241,242,244,249 Such a multi-cycle effect is not as prominent in Chaba-
zite (F−) due to it having fewer silanol defects compared to Silicalite-1 (F−),244 
but is significant in Cu2(tebpz) although ascribed to a different possible rea-
son associated with the presence of air molecules and its influence on the 
confined water and thermal effect.100 For all three materials, Silicalite-1 (F−), 
Chabazite (F−) and Cu2(tebpz), their extrusion isotherms are similar across 
different cycles, as what is involved during the extrusion process is mainly 
the transition from confined water to bulk water.

Isothermal calorimetric measurements are carried out at a defined tem-
perature. The results of ZIF-8 and Cu2(tebpz) at different temperatures 
show that both Qin and Qex increase at higher temperature. This can be 
understood using the macroscopic gibbs heat of the solid–liquid interface 
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development–reduction Q = T[d(γ cos θ)/dT]Ω, where γ is the surface tension, 
θ is the contact angle, and Ω is the interface area, although its applicability 
to such a small length scale is questionable.230,247,250 at a higher temperature, 
the Qcycle of ZIF-8 decreases while the Qcycle of Cu2(tebpz) increases, indicat-
ing that for an athermal damping application, ZIF-8 is more suitable to be 
used at a relatively high temperature while Cu2(tebpz) should be used at a 
low temperature.

Some studies were extended from the intrusion of pure water to aqueous 
solutions to investigate how liquid properties affect the thermal output. Like 
studies on temperature effects, investigations on liquid properties inevitably 
employed macroscopic concepts such as viscosity, contact angle, and surface 
entropy, and the pore systems investigated were mostly on the mesoscale.247 
For example, three liquids with different viscosities (water, 55% sucrose solu-
tion, and 12% 1,3-dimethylimidazolium glutamate ionic liquid solution) 
were used to intrude the mesoporous silica C8.246 Since water has the lowest 
viscosity and the ionic solution has the highest, the results in Table 5.4 sug-
gest that a more viscous liquid tends to exhibit exothermic intrusion while a 
less viscous liquid can have an endothermic intrusion.246 This is in line with 
the concept of viscous dissipation because the internal shearing as for a con-
tinuum fluid is still present at the mesoscale. Table 5.4 shows that the intru-
sion of ethanol solutions in silica CF3 is endothermic but that such effect 
becomes smaller with an increase in ethanol concentration, which is consis-
tent with the observation above and can also be explained by the decrease in 
surface entropy [d(γ cos θ)/dT] with the variation in contact angle and surface 
tension.247 Macroscopic descriptions such as surface entropy and gibbs heat 
of interface prove to work well for rigid mesoporous silica and some micro-
porous zeolites when the temperature dependence of the contact angle is 
considered, but not as good when applied to MOFs.247

It is also worth noting that in some systems, the simultaneous measure-
ment of mechanical work and heat within an intrusion–extrusion cycle 
reveals an energy imbalance. grosu et al. introduced the measurement of 
electricity generation during the water intrusion process and discovered an 
interesting electrification effect for the ZIF-8 and WC8 silica systems.238 This 
not only implied a new application of materials systems in energy harvest-
ing,251–253 but also improved the energy balance of the system by compen-
sating for mechanical and thermal energy hysteresis using an additional 
electrical energy term.238

5.4   Dynamic Liquid Intrusion
Water intrusion experiments were mostly performed under quasi-static con-
ditions, but the target applications of mechanical energy absorption are 
under dynamic loading conditions, so there is a pressing need to study the 
liquid intrusion phenomenon at medium and high loading rates, which are 
relevant to practical applications. To enable such experiments, experimental 
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techniques associated with mechanical vibrations and impacts have recently 
been introduced in this field.

5.4.1   High-rate Water Intrusion of ZIFs
The high-rate water intrusion of hydrophobic ZIFs was reported recently, 
which demonstrated their realistic behaviour under mechanical impact con-
ditions.1 The experimental method employed is called the split hopkinson 
pressure bar (Shpb),254 an impact mechanics technique used to measure 
the high-rate mechanical properties of materials, usually at a strain rate of  
103 s−1. as illustrated in Figure 5.9, there is a gas gun to the left of the setup 
that launches the striker at a high speed of up to tens of m s−1. With the 
impact of the striker on the incident bar, there will be a stress wave gener-
ated inside the incident bar. This stress wave, with a certain amount being 
reflected, propagates through the sample, and enters another bar on the 
right called the transmitted bar. The sample, e.g., a water suspension of ZIF-8 
(Figure 5.9(c)), is sandwiched between the incident and transmitted bar, 
sealed inside a piston cylinder setup. There are strain gauges on the incident 
and transmitted bars that measure stress wave profiles, which can be used 
to calculate the forces and displacements at the sample–bar interfaces and 
produce P–ΔV curves for the sample.254 The strain rate of the deformation 
can also be obtained from the recorded reflected wave.

The Shpb technique enables the measurement of the high-rate nanofluidic 
energy absorption of various nanoporous materials.1 remarkably, the results 
show that some materials exhibit very different performance from their qua-
si-static behaviour under such high-rate conditions. Figure 5.10(a) shows the 
water intrusion of ZIF-8 at different rates from hydrostatic compression to 
high-speed impact. The increase in strain rate comes with a sharp rise in 
intrusion pressure and slight drop in extrusion pressure, and these give rise 

Figure 5.9    Dynamic water intrusion testing setup. (a) high-rate Shpb setup  
(103 s−1). (b) Medium-rate hydraulic setup (1–102 s−1). (c) as an example 
of the test sample, a water suspension of ZIF-8 sealed in a stainless-steel 
chamber. (d) nanoporous framework structure, building blocks and 
sodalite (sod) topology of ZIF-8. reproduced from ref. 1 with permis-
sion from Springer nature, Copyright 2021.
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Figure 5.10    Dynamic water intrusion of ZIFs. (a) Compressive stress–strain curves 
of ZIF-8 at three different strain rates. (b) energy absorption densi-
ties of various hydrophobic cage-type ZIFs as a function of the strain 
rate. The error bars represent the uncertainty due to the incomplete 
unloading curves. (c) Simulated water distribution in ZIF-8: symme-
trised water density from a 2 × 2 × 2 ZIF-8 simulation cell as obtained 
from canonical Monte Carlo simulations at 298 K with either 4 or 80 
water molecules per unit cell in the ambient-pressure (ap) phase. The 
axes are defined in fractional coordinates with one slab of the unit cell 
[0.2,0.4] shown. (d) The intrinsic timescale for water mobility in ZIF-8 
according to non-equilibrium molecular dynamics (MD) simulations: 
evolution of the number of water molecules per cage in a 1 × 1 × 2 ZIF-8 
supercell at 300 K and 0 Mpa when starting from 42 water molecules 
in cage 1 and all other cages are initially empty. The best exponential 
fit of a(1 − e−t/τ) to the filling of cage 2 (red line) yields a time constant 

(continued)
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to substantial, up to 17-fold, enhancement in energy absorption, i.e., much 
more energy can be absorbed under realistic impact conditions compared to 
quasi-static compression. Importantly, such rate-dependent water intrusion 
behaviour is also observed in other ZIF materials constructed from nano-
cages connected via hydrophobic narrow apertures, such as ZIF-67, ZIF-7, 
ZIF-9, and ZIF-71 (Figure 5.10(b)). Structural analogues, including ZIF-8 vs. 
ZIF-67, and ZIF-7 vs. ZIF-9, exhibit very similar dynamic performances, indi-
cating the limited influence of metal cations.

MD simulations reveal that the rate effect of water intrusion into cage-
type zeolitic materials originates from the intrinsic timescale for water 
clusters to nucleate inside the nanocages, which expedites the water trans-
port across the cages and throughout the framework.1 ZIF-8 consists of 
nanocages connected by small hydrophobic apertures; the simulated water 
distribution in ZIF-8 shows that water molecules tend to agglomerate at 
the cage centre and avoid hydrophobic apertures (Figure 5.10(c)). There 
is a substantial energy barrier for water molecules to transport from one 
cage to another, especially when the new cage is initially empty or only has 
very few water molecules. as shown in Figure 5.10(d), this gives an intrin-
sic timescale to form critically sized and stable hydrogen-bonded clusters 
in the neighbouring cage, which is on the nanosecond scale and can be 
translated into an intrinsic strain rate for ZIF-8 crystals that is comparable 
with the strain rate in Shpb experiments. Therefore, during slow compres-
sion, water clusters have enough time to nucleate inside cages, which will 
facilitate the intrusion of more water molecules, but when the loading rate 
is too high and water clusters cannot organize in time, additional external 
pressure and energy need to be applied to overcome the energy barrier for 
water transport.1

These fundamental understandings not only identified cage-type hydro-
phobic ZIFs as a unique class of energy-absorbing materials, but also led to 
four design rules by which to construct efficient and reusable impact energy 
absorbers via the pressurised liquid intrusion mechanism:1 (1) the material 
should be hydrophobic; (2) the material should consist of nanocages, that 
is, LCD  >  pLD; (3) the apertures connecting the nanocages should be suf-
ficiently large to allow liquid outflow and ensure reusability, e.g., ZIF-8 has 
been demonstrated to be able to sustain repeated impacts or 1000 loading 
cycles with consistent performance (Figure 5.8); (4) large nanocages can 
accommodate large water clusters and hence increase the energy absorption 
density at high strain rates. using these design rules, twenty ZIFs materials 
have been identified as potential materials, as depicted in Figure 5.10(e).1

t ≅1 ns. (e) Materials selection map of the 105 ZIFs tabulated in ref. 
255 according to their pLD and LCD, showing 20 promising materials 
fulfilling the four design rules (  to ); others are either not hydro-
phobic (as determined by their linkers, shown with circles), not cage-
type (triangles) or have too small a pLD (diamonds). experimentally 
validated materials are bold-faced (stars). adapted from ref. 1 with 
permission from Springer nature, Copyright 2021.

Figure 5.10 
(continued)
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5.4.2   Dynamic Liquid Intrusion of Other Nanoporous Solids
high-rate water intrusion experiments have also been carried out on a group 
of hydrophobic zeolites.1 Like the observations on ZIF pore geometries, the 
strain rate dependence is absent in channel-containing zeolites such as ZSM-
5, zeolite β, and mordenite, but cage-type zeolites such as Chabazite can 
achieve enhanced energy absorption as the strain rate increases. apart from 
Shpb, there are other dynamic testing methods available to characterise 
medium- and high-rate liquid intrusion behaviour. The medium-rate result at 
20 s−1 in Figure 5.10(a) was obtained using the hydraulic setup illustrated in  
Figure 5.9(b), which consists of a hydraulic actuator, a strain-gauge based force 
transducer, and linear variable differential transformers (LVDT). as expected, 
medium-rate behaviour sits between static and high-rate performances and 
can be exploited for applications such as the vibration attenuations of vehi-
cles and infrastructures. Static machines such as screw-driven mechanical 
testers or mercury porosimeters have also been used to explore the rate effect 
of ZIFs,26,128,256 but they are limited to the low-strain rate range.72,112,234

For zeolite–water systems, Sun et al. used a drop-weight tower to study the 
water intrusion of Zeolite β, with the force detected by an accelerometer on 
the hammer and the displacement recorded by a high-speed camera (Figure 
5.11(a)).104 This is a medium-rate impact from a 200 kg hammer at a height 
of 0.2 m, giving an initial impact velocity of 1.98 m s−1 and strain rate of 
27.50 s−1, similar to the strain rate from a hydraulic machine. The reduced 

Figure 5.11    Dynamic testing of the water intrusion of zeolites.104,257 (a and b) 
Drop-weight tower tests of Zeolite β with different heat treatment in 
comparison with pure water. reproduced from ref. 86 with permis-
sion from elsevier, Copyright 2015. (c and d) blast chamber tests on a 
mesoporous zeolite from Zeolyst. reproduced from ref. 238 with per-
mission from elsevier, Copyright 2014.
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peak force compared with pure water demonstrated the cushioning effect 
of the water intrusion process (Figure 5.11(b)). In another study, Xu et al. 
tested a mesoporous zeolite using a blast chamber setup (Figure 5.11(c)), in 
which the pressure is built up by an air compressor until the vinyl diaphragm 
breaks and a Friedlander wave is generated that propagates onto the sample 
through a guide tube.257 The input and transmitted pulses recorded by pres-
sure transducers (Figure 5.11(d)) show that the zeolite–water system exhib-
its a better performance than the reference material expanded polystyrene 
(epS) in attenuating the transmitted pressure. One limitation of drop-weight 
and blast tests is that they cannot provide a constant strain rate during the 
water intrusion process, therefore they are not the best choice to study the 
fundamental strain rate effect but are useful in evaluating the potential for 
related practical applications.

Some dynamic experiments have also been carried out on hydrophobic 
mesoporous and macroporous silicas. For example, drop-weight testing has 
been used to investigate various types of silicas, such as mesoporous Liber-
sorb 23 and polysorb-1,66,70 and macroporous Sp-1000-20.258 Shpb has been 
used to test a mesoporous silica called Fluka 100 C8, which has a high energy 
absorption density of up to 41 J g−1 at high rates.64 a custom-designed device 
has been used to test three mesoporous templated silicas (MCM-41, Sba-15, 
and hMS), which have been proven to have very limited rate effect in the 
medium-rate range.259

5.5   Structural Transition of Flexible MOFs for 
Energy Absorption

apart from the liquid intrusion mechanism, MOFs can also absorb mechan-
ical energy through structural transition under hydrostatic pressure,22 or 
plastic deformation under uniaxial force.21,23 These two mechanisms are phe-
nomenologically similar to the crushing of metallic and polymeric foams,4,7 
where mechanical energy is absorbed by the collapse of pore volume.

5.5.1   MOF Structural Transition for Energy Absorption
Some MOFs can experience large structural transformation in response to 
external chemical or physical stimuli, referred to as ‘flexible’ MOFs.260 Such 
dynamic features of framework materials led to the concept of soft porous 
crystals (SpCs) or 3rd generation porous coordination polymers,261,262 which 
possess both highly ordered networks and structural transformability. This 
has been an active research field over the past two decades, representing 
compelling knowledge gaps and applications.263–265 The structural transfor-
mation of flexible MOFs upon adsorption and desorption typically includes 
breathing, swelling, linker rotation, and subnetwork displacement.266–268 
The breathing behaviour is essentially a structural transition between differ-
ent phases of the material, e.g., from the open pore (Op) phase to the closed 
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pore (Cp) phase, or from the large pore (Lp) phase to the narrow pore (np) 
phase. Due to the pore volume reduction involved in such a process, if the 
structural transition can be provoked by an external pressure, it can enable 
energy absorption. The interested reader may consult Section 2.4 of Chapter 
2 for the competing concepts and discussions on MOF flexibility.

MIL (Materials Institute Lavoisier) systems such as MIL-53 and MIL-47 
were the first group of materials investigated in this area. These materials 
have a wine-rack-like structure with lozenge-shaped channels, constructed 
from infinite metal–hydroxide or metal–oxide chains crosslinked by linear 
dicarboxylates. beurroies et al. pioneered this research by investigating the 
structural transition of MIL-53(Cr) between the Lp and np phases (Figure 
5.12).22 Mercury was used as the pTM, so the first step of volume contraction 
at around 1 Mpa corresponded to the intrusion of mercury into the inter-
particle space, while the second step at around 55 Mpa arose from the cell 
volume reduction in phase transition. note that such a materials response 
is solely due to mechanical pressure without any adsorption effect, differ-
ent from previous gas adsorption studies.269–271 The system behaves as a 
reversible energy absorber, with substantial hysteresis and a very simi-
lar performance in its second cycle. The energy absorption density of this  
MIL-53(Cr)–mercury system was found to be 12 J g−1, with a volume reduc-
tion of 0.25 cm3 g−1. There are two competing energetic contributions during 
this process: the deformation of bond angles and the distance between the 
ligands. The energy of the crystal increases when the bonds are deformed 
(which stabilises the Lp phase), but decreases when the distance between the 
benzene rings decreases (which stabilises the np phase).22 The competition 
between these two stabilises one of the two phases, and there is an energy 

Figure 5.12    The pressure–volume change during the compression of MIL-53 (Cr) 
with mercury. The arrows show the transition between the Lp and 
np phases. The first cycle is represented by squares and the second 
cycle by triangles. reproduced from ref. 22 with permission from John 
Wiley & Sons, Copyright © 2010 WILeY-VCh Verlag gmbh & Co. Kgaa, 
Weinheim.
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barrier between them which results in the hysteresis and energy absorption. 
Similar discussions have also been presented on other isostructural MIL 
structures.272

pTM is required to impose hydrostatic pressure onto the material in a 
controlled manner, but it is different from the liquid intrusion process as 
the liquid in this case should always stay outside the material and not enter 
the nanopores. Mercury and silicone oil are the main pTMs that have been 
used to date, as they can sustain high hydrostatic pressure and do not pen-
etrate micropores within the range of pressure used in this research. Mer-
cury porosimetry is often used to obtain the gross volume contraction of 
flexible MOFs in relation to the hydrostatic pressure,22 in a similar way to 
liquid intrusion study. high-pressure X-ray diffraction measurements facili-
tated by a diamond anvil cell (DaC) can be used to characterise the structural 
transition of flexible MOFs at different pressures (see Section 4.2 of Chapter 
4), to permit measurements of crystal parameters such as the unit cell vol-
ume rather than the gross volume contraction.273 high-pressure microcalo-
rimetry has also been used to measure the heat generated in the structural 
transition process.274–277 These are three main techniques used in this area. 
however, some materials characterisation techniques that have already been 
used to examine adsorption-induced structural transitions can potentially 
also be considered for future pressure-induced structural transition studies 
with modification and development, e.g., environmental scanning electron 
microscopy,278 nMr,279 uV–vis–nIr and Ir spectroscopies,280 and raman 
spectroscopy.281

To date, the research on the pressurised structural transition of flexible 
MOFs has been limited to quasi-static equilibrium studies. There have been 
a few reports using different pressurisation rates to investigate the nonequi-
librium transformations of solid materials,185,282,283 although not necessarily 
looking at materials systems relevant to energy absorption applications. It 
has been found that the pressurisation rate, i.e., the rate at which mechanical 
pressure is applied, plays an important role in the compressibility change,185 
and rapid pressurisation may result in different phases that are otherwise 
inaccessible under quasi-static conditions.282,283 This provides the motiva-
tion to study dynamic structural transitions. In fact, the temporal dimen-
sion represents an underdeveloped perspective of MOF materials in general, 
with which one can view MOF properties more as a time-resolved dynamic 
process as opposed to steady-state properties. evans et al. put forward the 
concept of ‘four-dimensional MOFs’ with the vision for a rational design of 
switchable MOFs on the time-axis to achieve deliberate and predictable time- 
dependent properties.284 This will have a positive impact on applications 
such as impact mitigation, which requires a short response time in the spa-
tiotemporal evolution of MOFs. understanding and controlling the intrinsic 
timescale of framework transformations is an emerging field with outstand-
ing challenges, with Cerasale et al. having recently reviewed the time-resolved 
experimental techniques that can be used to monitor the temporal evolution 
of MOF structures and their properties.285
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5.5.2   Materials Design for Structural Transition
Currently, switchable MOFs explored for energy absorption applications 
mainly include MIL, ZIF, and DuT (Dresden university of Technology) sys-
tems. Their structural transitions lie in the flexibility of the wine-rack struc-
ture of the MIL system, the paddlewheel of the DuT system, and the cage 
structure of ZIFs. DMOF-1 and CuK-1 are the other two materials that have 
been investigated, which have pillared-layered and wine-rack structures, 
respectively. Table 5.5 summarises all the flexible MOF materials whose pres-
surised structural transitions have shown potential for energy absorption. 
Most of the MIL systems, including MIL-53, MIL-47 and their derivates, are 
reusable absorbers, apart from MIL-53(al)-bDC and MIL-53(ga)-Fa, which 
behave as a bumper (with mercury) associated with their specific energy 
profiles during structural transition.272,286 however, all the DuT materials 
behave as irreversible bumpers, although they absorb a substantially higher 
amount of energy due to their larger pore volume change compared with 
other groups of materials. ZIF systems exhibit the smallest volume changes 
and can behave as either absorbers or bumpers. For the other two materi-
als, DMOF-1 exhibits similar bumper behaviour to that of DuT but operates 
at a relatively higher pressure and lower volume change; CuK-1 exhibits 
spring behaviour that has not been achieved by other materials in the table. 
It should be noted that the transition from np to very narrow pore (Vnp) 
observed in materials such as MIL-53 is not included in Table 5.5, as such 
a process has limited volume change and its working pressure is too high, 
therefore making these materials less promising for use in energy absorp-
tion applications.287 The composition of a flexible MOF as well as the pTM 
can have a significant impact on its structural transition behaviour. as an 
example, Yot et al. investigated the influence of metal centre and linker func-
tionalisation on the transition of MIL-53 from the monoclinic np to the tri-
clinic Vnp phase.287 In this section we will discuss the various factors that 
influence the structural transition behaviour of flexible MOFs based on the 
data collected in Table 5.5.

Metal ions that constitute the secondary building units (Sbus) of flexible 
MOFs can have a significant impact on structural transition behaviour, which 
is linked to the differential modulus or rigidity of the resultant framework 
(see Section 2.4 of Chapter 2). Table 5.5 contains five pairs of structural ana-
logues, including MIL-53(Cr vs. al)-bDC, MIL-53(al vs. ga)-Fa, DMOF-1(Cu vs. 
Zn), ZIF-4(Co vs. Zn), and CuK-1(Co vs. Mg), the data of which are plotted in 
Figure 5.13(a), together with their bulk moduli at the bottom of the image. It 
can be seen that the analogue with a high bulk modulus tends to exhibit high 
structural transition pressure and small volume change upon compression, 
as well as a high structure recovery pressure associated with the reversibility 
of the structural transition. For example, MIL-53(Cr)-bDC exhibits a higher 
bulk modulus than its aluminium counterpart, so it also proves to have a 
higher structural transition pressure and a smaller volume change compared 
to MIL-53(al)-bDC with either mercury or silicone oil as the pTM.272 having a 
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312Table 5.5    energy absorption of flexible MOFs under quasi-static structural transition. hg is mercury, and oil is silicone oil such as ap 
100. Pcom and Pdec are the structural transition and recovery pressures, respectively. ΔV is the measured gross pore volume 
change and Δv is the unit cell volume change, in percentage. The energy absorption density Eab = Ecom − Edec, with Ecom being the 
energy stored during the compression process and Edec being the energy recovered during the decompression process. unless 
accompanied by superscripts (1) or (2) the data are from the first and second cycles, respectively, all other data correspond to 
the first cycle. For spring systems, their following cycles exhibit the same performance as the first cycle; for bumper systems, 
their following cycles do not indicate any structural transition (Pdec = 0 Mpa); for absorbers, if the behaviour in two cycles is 
substantially different both cycles are shown in the table. Data with asterisks are values estimated from testing curves (apart 
from Δv, the asterisk associated with which represents simulated data), and ‘—’ means data unavailable. Pcom is taken as the 
onset of the compression plateau while Pdec is taken as the midpoint of the decompression plateau.

Material pTM
Pcom/
Mpa Pdec/Mpa

ΔV/cm3 
g−1 Δv/% Ecom/J g−1 Edec/J g−1 Eab/J g−1 behaviour ref.

MIL-53(Cr)-bDC hg 55 10 0.25 29 13.75 −2.5 11.25 absorber 22 and 275
MIL-53(Cr)-bDC Oil 55 37* 0.2 35 9.5 −5.1 4.4 absorber 276
MIL-53(al)-bDC hg 13 0 0.35* 35 6.6 0 6.6 bumper 272
MIL-53(al)-bDC Oil 30 10* 0.3(1) 35 7.8(1) −1.1*(1) 6.7*(1) absorber 276

0.23(2) 6.3(2) −1.7(2) 4.6(2)

33 7 0.23(1) — 7.8(1) −1(1) 6.8(1) absorber 275
0.17*(2) 7(2) −1.1(2) 5.9(2)

MIL-53(al)-Fa hg 110 65* 0.25 — 60 −17* 43* absorber 288
MIL-53(al)-Fa Oil 100(1) 50* 0.25(1) — 41.7(1) −10.8(1) 30.9(1) absorber 288

72(2) 0.20*(2) 22.9(2) −8(2) 14.9(2)

MIL-53(ga)-Fa hg 85 0 0.26* 14 65* 0 65* bumper 286
MIL-53(al)-

bDC@
acetonitrile

hg 60 32* 0.41 37 — — 25 absorber 289

MIL-53 (al)-TDC hg 275 200 0.29 28.1 79 −40* 39* absorber 290
MIL-47(V)-bDC hg 85 75 0.38* 43 33 −28* 5* absorber 273
MIL-47(V)-bDC Oil 86 76* 0.35 — 35.2 −23.8 11.4 absorber 276
MIL-47(V)-

bDC_br
hg 85 67* 0.16* 17 29* −9* 20 absorber 291
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Oil 750–850 — — 28 160–190 — — absorber 291

DuT-46 hg 50 0 2.01 47.2* 101* 0 101* bumper 292
DuT-48 hg 65 0 1.5 44.0* 85 0 85 bumper 293
DuT-49 hg 35 0 2.3 51.4* 106 0 106 bumper 293
DuT-50 hg 24 0 2.78 59.2* 67* 0 67* bumper 292
DuT-147 hg 35 0 1.82* 52* 64* 0 64* bumper 294
DuT-148 hg 32 0 2.65* 51* 85* 0 85* bumper 294
DuT-151 hg 29 0 1.53 27.9* 44* 0 44* bumper 292
DuT-160 hg 24 0 2.88* 53* 69* 0 69* bumper 294
DuT-161 hg 24 0 2.82* 56* 68* 0 68* bumper 294
DuT-162 hg 8* 0 0.82* 61* 6.6* 0 6.6* bumper 294
ZIF-4(Co) hg 50 10* 0.15 19.2 7.3 −1.5* 5.8* absorber 295
ZIF-4(Zn) hg 28 0 0.16 20.6 4.4 0 4.4 bumper 295
ZIF-4(Zn) Oil 50 — — 24* — — — absorber 296
ZIF-7-I hg 150 8* 0.05* — 5.6 — — — 297
DMOF-1(Zn) hg 51 0 0.585 48 30 0 30 bumper 298
DMOF-1(Cu) hg 193 0 0.404 34 80 0 80 bumper 298
CuK-1(Co) hg 281 281 0.143 20.9 40.3 −40.3 0 Spring 299
CuK-1(Mg) hg 288 288 0.151 17.9 43.5 −43.5 0 Spring 299
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high structural recovery pressure also means that the material can exhibit a 
reversible transition, in contrast to the irreversible transition of MIL-53(al)-
bDC when mercury is used as the pTM (i.e., Pdec = 0 Mpa in Figure 5.13(a)). 
note that both analogues of DMOF-1 are irreversible bumpers due to their 
amorphisation under compression, but DFT calculations reveal reversible 
transition in DMOF-1(Cu) and irreversible transition in DMOF-1(Zn), consis-
tent with the other materials.298 as discussed for a multiferroic MOF mate-
rial in Chapter 1 (Figure 1.6),300 there is no clear correlation between bulk 
modulus and cation radius. For example, in Figure 5.13(a), the ionic radii of 
tetrahedrally coordinated Zn2+ and Co2+ are very similar in ZIF-4,301 likewise 

Figure 5.13    Selected experimental results from Table 5.5 on the structural transi-
tion of flexible MOFs. (a) Comparison of different metal sites, includ-
ing their bulk moduli (MIL-53(Cr vs. al)-bDC from ref. 272 and 304, 
MIL-53(al vs. ga)-Fa simulated data from ref. 286, DMOF-1(Cu vs. 
Zn) from ref. 298, ZIF-4(Co vs. Zn) from ref. 295, CuK-1(Co vs. Mg)  
from ref. 299 estimated from testing curves). (b) Comparison of dif-
ferent linkers for the MIL-53 and DuT series, including those with 
different linker lengths (DuT-48 < DuT-46 < DuT-49 < DuT-50 < DuT-
151) and linker stiffnesses (DuT-147 > DuT-148 > DuT-160 ∼ DuT-161 
> DuT-162), (c) Comparison between mercury and silicone oil as the 
pTM. The solid lines and filled symbols are results obtained using 
mercury as the pTM, dashed lines and hollow symbols are results 
using silicone oil as the pTM. The red dotted lines (Pdec = 0 Mpa) indi-
cate that the material exhibits irreversible bumper behaviour. all data 
correspond to the first cycle of structural transition.
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for the ionic radius and metal–oxygen distances of Co2+ and Mg2+ in CuK-
1.302 henke et al. interpreted the different responses of the two ZIF-4 ana-
logues according to their different electronegativities (1.88 for Co vs. 1.65 for 
Zn)303 and electron configurations (3d7 for Co2+ vs. 3d10 for Zn2+),295 because 
a higher electronegativity means more covalent (directional) ligand-to-metal 
bonding as opposed to ionic (non-directional) bonding, and the 3d7 electron 
configuration of Co2+ indicates additional ligand-to-metal π bonding that is 
absent in the 3d10 of Zn2+. More research is thus required to gain a better 
understanding of how metal ions influence the structural transition process.

Linkers and their functionalisation can also affect the structural transition 
performance. Figure 5.13(b) shows that among the three MIL-53(al) mate-
rials incorporating different linkers -bDC, -Fa, and -TDC, MIL-53(al)-TDC 
exhibits the highest transition pressure and MIL-53(al)-bDC exhibits the low-
est and becomes irreversible when using mercury as the pTM. This is in line 
with their different behaviour upon gas absorption.305 DuT systems reveal 
the important role of the length and stiffness of linkers, as shown in Figure 
5.13(b). Frameworks with shorter and stiffer linkers can exhibit higher struc-
tural transition pressures.292,294 For example, the main differences in the 
DuT-46, -48, -49, -50, and -151 frameworks lies in their linker length (DuT-
48 < DuT-46 < DuT-49 < DuT-50 < DuT-151), which results in their different 
pore size, elasticity,292 and structural transition pressure, with DuT-48 being 
the highest. Similarly, with different stiffness of linkers (DuT-147 > DuT-148 
> DuT-160 ∼ DuT-161 > DuT-162),294 DuT-147 attains the highest structural 
transition pressure among this family of materials. The results thus reveal 
that it is possible to design linkers to achieve differential stiffness and struc-
tural transition performance, e.g., using a short and bulky ligand backbone 
to achieve higher stiffness, or including acetylene, ethylene, and sp3 hybri-
dised groups to achieve lower stiffness.292,294 Ligand functionalisation often 
results in a smaller pore volume change, ΔV, as the bulky functional groups 
can limit the structure contraction, allowing its Cp phase to retain substan-
tial pore volume. Therefore, Table 5.5 shows that MIL-47(V)-bDC_br and 
MIL-47(V)-bDC_CF3 exhibit a much smaller volume change than MIL-47(V)-
bDC, and MIL-47(V)-bDC_CF3 exhibits a much higher transition pressure 
than MIL-47(V)-bDC.291

The type of pTM, for instance mercury or silicone oil, has a significant 
effect on the materials performance. unlike mercury, which requires external 
pressure for interparticle penetrations, silicone oil is a wetting fluid that can 
spontaneously occupy the interparticle domain.288 Their differences in struc-
tural transition and energy absorption mainly lie in the fact that the molecu-
lar chain of silicone oil can partially penetrate the micropores on the crystal 
surface, which may provide additional resistance to structural transition 
and reduce its volume change during structural transition.276 Therefore, as 
shown in Figure 5.13(c), in most cases, using silicone oil results in a higher 
structural transition pressure, Pcom, than mercury (e.g., MIL-53(al)-bDC, MIL-
47(V)-bDC, and ZIF-4(Zn)), and this also comes with a higher structure recov-
ery pressure, Pdec, (e.g., MIL-53(Cr)-bDC and MIL-47(V)-bDC) which in some 
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cases can even turn bumpers into reusable absorbers by replacing mercury 
with silicone oil (e.g., MIL-53(al)-bDC and ZIF-4(Zn)). however, due to the 
partial penetration effect, silicone oil usually exhibits a slightly smaller vol-
ume change than mercury, as observed in MIL-53(Cr)-bDC, MIL-53(al)-bDC, 
and MIL-47(V)-bDC. MIL-53(al)-Fa is an exception to the observations above: 
it has a lower transition pressure when using silicone oil, which might be 
related to its slightly smaller pore size compared to the other MILs (MIL-
53(al)-Fa ∼5.7–6.0 Å,288 MIL-47(V)-bDC ∼7.6 Å,273 MIL-53(Cr)-bDC ∼8 Å,306 
MIL-53(al)-bDC ∼8.5 Å 288), because pore size can affect how the silicone oil 
penetrates and contributes to the transition pressure.276 Moreover, both MIL-
53(al)-Fa and MIL-53(al)-bDC show a different performance in their first and 
second cycles when silicone oil is used as the pTM, although their structural 
transitions are reversible. This non-reproducibility can also be explained by 
the presence of silicone oil at the pore aperture on the crystal surface.288 To 
fully utilise the structural transition mechanism for energy absorption, it is 
important to make sure that the pTM does not completely enter the frame-
work within the pressure range of the experiments.307 Most mercury poro-
simetry experiments are performed below 450 Mpa, where either mercury or 
silicone oil is used, while high-pressure XrD experiments can be performed 
at a higher pressure, where usually silicone oil is used as the pTM.272,275,287,288

For the two isostructural MIL systems, i.e., MIL-47 vs. MIL-53,272 MIL-47 
exhibits higher structural transition pressures in both compression and 
decompression, which lies in the fact that MIL-47 is more rigid while MIL-
53 is highly flexible due to the presence of the –Oh groups shared by its 
metallic octahedra.273,308 Such observation is consistent with their different 
responses in gas adsorption: when including guest molecules, MIL-47(V) 
does not show any significant change in its crystal structure309,310 or unit cell 
parameters.311 It is also worth noting that the solvent used in the synthesis 
can also influence the materials performance. When acetonitrile is used to 
make MIL-53(al)-bDC as opposed to the standard option of DMF, the struc-
tural transition occurs at a higher pressure and energy absorption, which can 
be explained by the stabilisation of the large-pore phase due to the presence 
of defects within the framework, and is potentially also contributed to by the 
small size and intergrowth of crystals.289

5.5.3   Thermal Effects of Structural Transition
beurroies et al. pioneered the thermodynamic investigations of flexible 
MOFs using high-pressure calorimetry, which allows the measurement of 
mechanical and thermal energy at the same time.274,275,277,288 They started 
from MIL-53(al)274 and found that its thermal energy during structural tran-
sition is of the same order of magnitude as the mechanical energy, where the 
temperature change can be around 1 °C.275 In terms of practical application, 
a constant temperature is good for damping applications, but a large ther-
mal energy variation can be also utilised to develop novel mechanical driven 
heating–cooling systems.



317Mechanical Energy Absorption of Metal–Organic Frameworks

Table 5.6 and Figure 5.14 present the thermal response of flexible MOF 
transition published thus far. MIL-53(Cr)-bDC and MIL-53(al)-bDC exhibit 
very similar thermal responses upon structural transition, with a thermal 
energy variation, Qcycle, of around −5 J g−1.288 however, MIL-53(al)-Fa exhib-
its a much higher Qcycle of up to −18 J g−1 in its first cycle.288 These findings 
suggest that the linker has a much stronger effect than the metal on the ther-
mal response of MIL-53, which is consistent with their effect on mechanical 
responses, as discussed in Figure 5.13(a and b). It is also shown that MIL-47 
exhibits a higher thermal response than MIL-53, consistent with their dif-
ferent mechanical responses. In fact, among the four materials reported, 
those with stronger mechanical responses upon compression, i.e., higher 
structural transition pressure and mechanical energy storage, also tend to 
exhibit more substantial thermal effect upon compression. and since these 
materials have similar thermal responses upon decompression, there also 
seems to be a correlation between the mechanical energy storage, Ecom, and 
thermal energy variation within a cycle, Qcycle. For example, MIL-53(al)-Fa 
has the smallest pore size in the range of 5.7–6.0 Å, highest transition pres-
sure, and greatest mechanical energy storage, which intriguingly also leads 

Table 5.6    energy absorption and thermal response of flexible MOFs under quasi- 
static structural transition. The mechanical energy absorption density 
Eab = Ecom + Edec with Ecom being the mechanical energy stored during 
the compression process and Edec being the mechanical energy recov-
ered during the decompression process. here, Edec is defined as negative 
to be consistent with the thermal energies. The thermal energy varia-
tion within a cycle Qcycle = Qcom + Qdec with Qcom being the thermal energy 
during the compression process and Qdec being the thermal energy 
during the decompression process. Internal energy variation within a 
cycle ΔUcycle = Eab + Qcycle. The superscript (#) denotes the cycle number. 
Silicone oil is used as the pTM in these experiments.

Material
Ecom/J 
g−1

Edec/J 
g−1 Eab/J g−1

Qcom/J 
g−1

Qdec/J 
g−1

Qcycle/J 
g−1

ΔUcycle/J 
g−1 ref.

MIL-53(al)-
bDC

7.8(1) −1(1) 6.8(1) −10.8(1) 2.0(1) −8.8(1) −2(1) 275
7(2) −1.1(2) 5.9(2) −7.9(2) 2.1(2) −5.8(2) 0.1(2)

6.0(3) −1.4(3) 4.6(3) −6.7(3) 2.0(3) −4.7(3) −0.1(3)

MIL-53(al)-
bDC

7.8(1) — — −9.9(1) — — — 276
6.3(2) −1.7(2) 4.6(2) −9.4(2) 5.7(2) −3.7(2) 0.9(2)

5.9(3) −2.0(3) 3.9(3) −8.7(3) 4.5(3) −4.2(3) −0.3(3)

5.9(4) −2.1(4) 3.8(4) −8.2(4) 4.9(4) −3.3(4) 0.5(4)

MIL-53(Cr)-
bDC

9.5(1) −5.1(1) 4.4(1) −9.1(1) 4.1(1) −5.0(1) −0.6(1) 276
9.4(2) −5.4(2) 4.0(2) −8.1(2) 4.5(2) −3.6(2) 0.4(2)

8.7(3) −5.5(3) 3.2(3) −7.8(3) 4.7(3) −3.1(3) 0.1(3)

9.2(4) −5.0(4) 4.2(4) −8.3(4) 4.7(4) −3.6(4) 0.6(4)

MIL-
53(al)-Fa

41.7(1) −10.8(1) 30.9(1) −25.1(1) 6.4(1) −18.7(1) 12.2(1) 288
22.9(2) −8(2) 14.9(2) −18.7(2) 6.3(2) −12.4(2) 2.5(2)

22.2(3) −8.8(3) 13.4(3) −18.2(3) 6.5(3) −11.7(3) 1.7(3)

MIL-47(V)-
bDC

35.2(1) −23.8(1) 11.4(1) −15.6(1) 5.2(1) −10.4(1) 1.0(1) 276
33.9(2) −22.0(2) 11.9(2) −13.0(2) 4.8(2) −8.2(2) 3.7(2)

33.1(3) −22.9(3) 10.2(3) −12.9(3) 4.9(3) −8.0(3) 2.2(3)
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to it having the highest thermal effects, Qin and Qcycle. The reversibility of 
structural transition can be revealed by multi-cycle responses as well as the 
internal energy variation, ΔUcycle. For a reversible process, a similar materi-
als response should be expected in different cycles and the internal energy 
variation, ΔUcycle, should be close to zero.276 It can be observed from Figure 
5.14 that MIL-53(al)-Fa is far from being reversible in its first cycle, and MIL-
53(Cr)-bDC and MIL-47(V)-bDC are almost entirely reversible.

5.6   Plastic Deformation of MOFs for Energy 
Absorption

The plastic deformation of MOF materials under uniaxial force can result 
in nanopore volume collapse and potentially mechanochemical reactions, 
providing another mechanism for MOFs to absorb mechanical energy, sim-
ilar to foam crushing where the porous structure fails under compression 
or impact. There are two comprehensive reviews on this topic by the Suslick 
group.21,23 here, we provide a brief overview of the experimental methods 
and materials performance by putting them in the context of energy absorp-
tion and the other mechanisms discussed above. The experiments reported 
so far mainly include the quasi-static compression of single crystals and 
shock experiments on films, with the testing conditions and main results 
summarised in Table 5.7. Different from the liquid intrusion and structural 
transition mechanisms described in the previous sections, the experiments 
here do not require a pTM.

Figure 5.14    Mechanical and thermal responses in the structural transition of  
flexible MOFs, using selected data from Table 5.6. The data of MIL- 
53(al)-bDC were taken from ref. 275.
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Quasi-static compression tests have been carried out on ZIF-8 312 and uiO 
materials313 by recording the load–displacement curve of an individual MOF 
crystal under the uniaxial compression of a flat-punch inside a transmission 
electron microscope (TeM), as shown in Figure 5.15(a and b). It is found 
that the presence of solvent as guest molecules inside ZIF-8 cages shatter 
the crystal completely at a low pressure (ca. 0.8 gpa) while guest-free crys-
tals are tough and absorb energy,312 as demonstrated by the results of the 
two ZIF-8_hexagonal (d = 1.2 µm) samples shown in Table 5.7. The data in 
Table 5.7 also demonstrate that ZIF-8 experiences amorphisation at a lower 
pressure during powder compaction than during single-crystal compression 

Figure 5.15    Mechanical tests of ZIF-8. (a) Schematic of the nanocompression 
apparatus on an individual crystal within a TeM. Loading force is 
measured by a piezo-actuator pressing the diamond punch against the 
crystal. (b) representative load–displacement curve of a ZIF-8 crystal 
(1.2 µm, hexagonal projection) using the nanocompression setup. The 
loading Young’s modulus is shown on the right axis (blue), with error 
bars being the standard deviation from around ten independent mea-
surements. (c) Schematic of the table-top laser-driven flyer plate appa-
ratus, which generates a planar shock on the ZIF-8 sample at km s−1. 
(d) Shock wave energy absorbed per unit mass: comparison between 
ZIF-8 and pMMa, with error bars representing one standard deviation. 
reproduced from ref. 312, 313, 317 and 318 with permissions from 
american Chemical Society, Copyright 2015, 2017, 2017, 2019.
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320Table 5.7    energy absorption of MOFs through plastic deformation under uniaxial quasi-static and shock compressions, including the 
key parameters: crystal size d, compression pressure P, energy absorption density Eab. For quasi-static single-crystal experi-
ments, the values of loading modulus Eload and unloading modulus Eunload are presented. For shock experiments, the impact 
speed v and sample thickness t are also included. ZIF-8 single crystals are compressed on the (110) facet, with hexagonal 
projection on the (1̄01) facet and square projection on the (100) facet. all the samples are desolvated, unless denoted with ‘@
guest molecules’. The behaviour column only lists the phenomenon that requires the highest energy if multiple phenomena 
are involved, e.g., in the shock experiments of films, bond breakage usually also involves pore collapse, amorphisation may also 
involve crystal fragmentation. hence, the compression pressure P is the pressure that corresponds to the listed behaviour, but 
in some cases, it is the peak pressure in the experiment and therefore denoted with ‘<’. Data with asterisks are values estimated 
from testing curves and images, and ‘—’ means data unavailable.

Quasi-static 
experiment Material d/µm Eload/gpa Eunload/gpa P/gpa behaviour Eab/kJ g−1 ref.

In situ nanocompres-
sion on single crys-
tal under TeM

ZIF-8@MeOh_hexagonal 1.2 — — = 0.8* Shatter — 312
ZIF-8_hexagonal 1.2 4.6 ± 0.2 41 ± 4 = ∼3 amorphisation — 312
ZIF-8_square 1.2 3.2 ± 0.3 45 ± 6 = ∼2 amorphisation — 312
ZIF-8_hexagonal 0.55 3.9 ± 0.5 75 ± 9 — — — 312
uiO-66 0.5* — — <∼2 elastic ∼0.1 24

7.8 82* <10 bond breakage ∼4 24 and 313
uiO-67 0.4* 5.1 84* <11* bond breakage 4.5* 313
uiO-abdc 0.5 3.9 70* <7* bond breakage 3* 313
MOF-801 0.3 2.1 53* <3.5 pore collapse 1.0* 313

hydraulic pelletisa-
tion on powder

ZIF-8 1.2 — — = ∼1.1 amorphisation — 312
uiO-66 0.5* — — = 0.4 bond breakage — 24

DaC compression on 
powder

ZIF-8 (Z1200) 0.5* — — = 0.34 amorphisation — 314
ZIF-8 0.049 — — <1.60 elastic — 315

— — <39.15 amorphisation —

Shock experiment Materials d/µm t/µm v/km s−1 P/gpa phenomenon Eab/kJ g−1 ref.

gas gun impact on 
powder

CubTC@
h2O

20–50 50 — = 0.5 pore collapse — 316

CubTC-Fc@
h2O

20–50 50 — = 3.2 pore collapse —
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Shock experiment Materials d/µm t/µm v/km s−1 P/gpa phenomenon Eab/kJ g−1 ref.

Laser flyer plate 
impact on film 
(pVa polymer 
bonded)

ZIF-8 1.2 45 0.75 <2.5 Fragmentation — 317
1.3 <5 amorphisation —
1.6 <8 bond breakage —

ZIF-8 2 20 0.6 = 2.1 bond breakage 0.2* 21 and 
3180.75 — bond breakage 0.51

1.0 — bond breakage 1.0*
1.3 — bond breakage 1.5*
1.6 — bond breakage 2.7
1.9 — bond breakage 5*

ZIF-8 2 75 0.6 — bond breakage 0.2* 318
0.75 — bond breakage 0.33*
1.0 — bond breakage 0.6*
1.3 — bond breakage 1.1*
1.6 — bond breakage 1.4*
1.9 — bond breakage 2.9*

Shock simulation Materials v/km s−1 P/gpa phenomenon Eab/kJ g−1 ref.

MD simulation of 
shock

MOF-5 0.1 — pore collapse — 319
1 — bond breakage —

ZIF-8 — = 0.63 pore collapse — 320
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(1.1 vs. 2–3 gpa), probably due to the local stress concentration between crys-
tals.312 a similar observation was made for uiO-66 in its different bond break-
age pressures under single-crystal and powder compressions.24 Since ZIF-8 
is anisotropic, the loading modulus measured in the hexagonal projection 
is slightly higher than in the square projection (4.6 vs. 3.2 gpa), while the 
unloading moduli are similar due to the similar response of the dense amor-
phous phase in two projections.312 The comparison between the moduli of 
ZIF-8_hexagonal samples of two different crystal sizes (d = 1.2 vs. 0.55 µm) 
suggests that smaller crystals are easier to compress, and they are also less 
elastic upon unloading, as evidenced by their higher unloading modulus.312

among the four isostructural uiO-type MOFs with different linker lengths 
(MOF-801 < uiO-66 < uiO-67 < uiO-abdc), uiO-66 exhibits the highest mod-
ulus of 7.8 gpa, followed by uiO-67 at 5.1 gpa and uiO-abdc at 3.9 gpa. 
MOF-81 exhibits the lowest modulus at 2.1 gpa and fully collapses at 3.5 gpa 
despite it having the shortest linker, probably due to the high concentration 
of defects in its structure.313 These results are in line with the DFT calcu-
lations by banlusan et al., which show that the average Young’s modulus 
increases with shorter organic linkers (IrMOF-1 < IrMOF-10 < IrMOF-16) 
although the simulation is within the elastic regime.321 The bond breakage 
and mechanochemical behaviour of uiO-66 were revealed by extended X-ray 
absorption fine structure (eXaFS) spectroscopy measurements after com-
pression.24 as shown in Table 5.7, such phenomenon results in an extremely 
high energy absorption density of up to 4 kJ g−1, which is comparable to the 
energy released in a typical explosion of TnT, and orders of magnitude higher 
than other energy absorption mechanisms. however, bond breakage might 
not occur in some MOFs under similar compression conditions, for example, 
it is found that ZIF-8 loses porosity and long-range order but maintains its 
local structure around its bridging Zn(II) ions.312 This is probably due to its 
relatively dense structure and compactness of the 2-methylimidazole (mIm) 
ligand, as well as the possible free rotation of the Zn–mIm–Zn linkages  
(Figure 1.8(d) in Chapter 1) subject to compression.24

The first dynamic experiment was a gas-gun planar impact on a large 
sample of CubTC,316 where the material was found to be crushed at 0.5 gpa 
but was enhanced up to 3.2 gpa if ferrocene was included as the guest mol-
ecule (i.e., the CubTC-Fc sample in Table 5.7). This work was followed by 
pulsed laser-driven flyer plate impact studies on polymer-bonded ZIF-8 film 
in its desolvated state,317,318 as shown in Figure 5.15(c and d). For the ZIF-8 
(t = 45 µm) sample shown in Table 5.7, massive bond scission, structural 
collapse, and loss of local symmetry were observed as the impact speed 
exceeds 1.6 km s−1, with a shock pressure of around 8 gpa.317 Zhou et al. 
quantified the shock wave energy absorption by measuring the input and 
transmitted energy using a high-speed optical interferometer (photon Dop-
pler velocimeter, pDV), and found that ZIF-8 film is much more efficient in 
absorbing shock energy than a standard polymer material poly(methyl meth-
acrylate) (pMMa), and that the amount of energy absorbed increases with 
impact speed and film thickness, as shown in Table 5.7, although a thinner 
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film can trigger multiple absorption mechanisms and may exhibit a higher 
energy absorption density under the same conditions.318 These experiments 
are complemented by the simulation work of banlusan et al. on MOF-5, the 
deformation of which involves chemical reactions when the impact speed is 
over 1 km s−1,319,322 and recently on ZIF-8, which shows a transition from elas-
tic to pore collapse when the shock pressure is above 0.63 gpa.320

Three energy absorption mechanisms are typically involved for MOF mate-
rials under pressure or shock: (1) compaction, which is a process of squeez-
ing out void space between crystals through the movement, deformation, 
and potential fracture of crystals; (2) pore collapse, which is a process of 
reducing internal porosity with the collapse of free pore volume inside the 
structure; and (3) endothermic chemical bond destruction, which is associ-
ated with the catastrophic collapse of the pore structure. note that the void 
collapse of MOFs can be either a physical or chemical process, for example, a 
physical process can involve the rotation of a linker around a metal site, and 
a chemical process can involve the breakage of a metal–linker bond or the 
linker itself. The response is related to the flexibility or rigidity of the frame-
work, meaning that it is easier for soft frameworks to maintain their local 
structure during compression, which also includes the reversible switching 
of flexible MOFs (such as MIL-53), while rigid frameworks can undergo more 
substantial structural changes, including bond breakage at rigid sites (such 
as of uiO-66).

Compared to the liquid intrusion and structural transition mechanisms 
introduced in the previous sections, the uniaxial plastic deformation of 
MOFs absorbs energy at several orders of magnitude higher, from J g−1 to  
kJ g−1. This enhancement mainly stems from the different working pressure, 
which is also orders of magnitude higher, at gpa, as opposed to Mpa for the 
other two mechanisms. Such extreme pressure is not routinely encountered 
in practical applications, therefore the plastic deformation of MOFs mainly 
finds its applications under extreme dynamic conditions, such as lightweight 
ballistic defence or space debris applications, where the collision of solids 
can be at km s−1, while the liquid intrusion and structural transition mech-
anisms can work at substantially lower speeds, at m s−1, commonly seen in 
applications such as vehicle crashworthiness, sports protection, vibration 
attenuation, etc. Due to the limitation of crystal size, the miniaturisation 
of dynamic mechanical testing techniques down to the micro/nanoscale 
may advance this field further in the future, by enabling the measurement 
of dynamic load–displacement relationships or offering insight into the 
time-dependent response of plastic deformations.

5.7   Conclusions and Outlook
This chapter discussed the energy absorption application of MOFs, which 
is highly relevant to MOF mechanics as well as other important features of 
MOFs such as surface area, chemical properties, and guest–host interactions. 
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It is an interesting topic that connects different areas in the MOF commu-
nity. This chapter focussed on the liquid intrusion of MOFs but also included 
other energy absorption mechanisms, and other nanoporous materials such 
as zeolites and silica, due to their strong relevance to this topic. by putting 
MOF energy absorption in the broader context of porous liquid intrusion, 
one can also find some review articles that summarise the forced liquid 
intrusion of different groups of materials,2,101,323 highlight the fundamental 
questions related to confined water and framework changes,183,324 and look 
into other applications beyond energy absorption.325–327 This is an open area 
with exciting opportunities for both fundamental and applied research, and 
therefore it has become an active topic in recent years.

There are still lots of unknowns on the subject of MOF confined liquids, 
which is a complex materials system, especially in the dynamic domain. 
The interaction between water and MOFs is complicated and beyond con-
ventional nanofluidic studies due to the heterogeneous interior of MOF 
pores.159 Moreover, possible framework deformations triggered by mechan-
ical pressure or intruded liquid molecules need to be considered due to 
the flexibility of MOF materials. The good news is that understanding the 
behaviour and properties of water and more complex liquids in MOFs is 
also important to many other processes, such as water adsorption, water 
harvesting, and liquid separation, amongst others.328–331 Therefore, it is 
of great interest to invest more research in this direction to understand 
the nature of liquids under framework confinement. This kind of research 
often requires a combination of experimental and simulation meth-
ods1,332,333 and interdisciplinary collaborations, especially when moving 
toward dynamic non-equilibrium studies where more diverse expertise 
needs to be incorporated.

MOF energy absorption has demonstrated its advantages in potential 
practical applications, such as high energy density and reusability to build 
efficient systems, rapid response to work at high strain rates, and distinctive 
thermal behaviour to prevent excessive heating, amongst others. They may 
find applications in many areas related to impact and vibrations, as well as 
other areas, such as to store and recover unused mechanical energy. Due to 
the nature of the liquid intrusion process, it has a relatively short path from 
fundamentals to applications, however the need does exist to address the 
challenges associated with practical applications. For example, the rational 
design of materials is required to guide engineering processes, which calls 
for more research to shed light on the governing parameters and principles 
of the intrusion behaviour that may involve framework structures, chemical 
moieties, crystal morphologies, and others. practical challenges might also 
include the mass production of MOFs and liquid suspensions, the long-term 
stability and endurance of MOFs in liquids and under pressure, engineer-
ing questions for integrating novel materials in existing systems,13,334–336 etc. 
Together with the knowledge gaps on the fundamental side, these are also 
outstanding opportunities for future research in this field.
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