


Prepare, Apply, Assess and Develop  
Employability Skills with MyLab Economics

86%
of students said  

MyLab Economics helped 
them earn higher grades  

on homework, exams,  
or the course

*Source: 2017 Student Survey, n 13,862

MyLabTM Economics is an online homework, tutorial, and assessment program 
constructed to work with this text to engage students and improve results. It was 
designed to help students develop and assess the skills and applicable knowl-
edge that they will need to succeed in their courses and their future careers.

Digital Interactives are  
dynamic and engaging activities  
that use real-time data from 
the Federal Reserve’s Economic 
Data (FRED™) to promote critical 
thinking and application of key 
economic principles.

See what more than 55,000 students 
had to say about MyLab Economics:

“MyLab Economics is the database for all 
‘need to know’ information throughout the 
course. The major incentive is how much 
insight it gives when studying for a test.”

— Economics Student,  
Heaven Ferrel, ECPI University



Question Help consists 
of homework and practice  
questions to give students  
unlimited opportunities to  
master concepts. Learning  
aids walk students through  
the problem—giving them  
assistance when they need  
it most.

Dynamic Study Modules use the latest  
developments in cognitive science and help 
students study chapter topics by adapting  
to their performance in real time.

% of students who found 
learning aids helpful

91% 90% 90%

eText Study 
Plan

Dynamic Study  
Modules

Pearson eText enhances student  
learning. Worked examples, videos,  
and interactive tutorials bring learning  
to life, while algorithmic practice and  
self-assessment opportunities test  
students’ understanding of the material.

The Gradebook offers an easy way  
for you and your students to see their 
performance in your course.

of students would tell their  
instructor to keep using  

MyLab Economics

89%

For additional details visit: www.pearson.com/mylab/economics

“I love the ‘Help Me Solve This’ feature. It really helped me figure out what I was  
doing wrong and how to fix a problem rather than just saying ‘wrong’ or ‘right’.”

— Student, Illinois State University

www.pearson.com/mylab/economics


Twinkie Tax 3
Income Threshold Model and China 3
Aggregating Corn Demand Curves 17
The Opioid Epidemic’s Labor Market Effects 26
The Demand  Elasticities for Google Play and Apple Apps 32
Oil Drilling in the  Arctic National Wildlife Refuge 39
Subsidizing Ethanol 47
Venezuelan Price  Ceilings and Shortages 51
You Can’t Have Too Much Money 65
MRS Between Recorded Tracks and Live Music 75
Indifference Curves Between Food and Clothing 79
Utility Maximization for Recorded Tracks and Live Music 89
How You Ask a Question Matters 98
Cigarettes Versus E-Cigarettes 110
Fast-Food Engel Curve 116
Substituting Marijuana for Alcohol 122
Reducing the CPI  Substitution Bias 134
Willingness to Pay and Consumer  Surplus on eBay 146
Compensating  Variation and Equivalent Variation for 

Smartphones and Facebook 150
Food Stamps Versus Cash 159
Fracking Causes Students to Drop Out 164
Chinese State-Owned Enterprises 179
Malthus and the Green Revolution 187
Self-Driving Trucks 192
Returns to Scale in  Various Industries 199
Robots and the Food You Eat 203
A Good Boss Raises Productivity 204
The Opportunity Cost of an MBA 211
The Sharing Economy and the Short Run 215
Short-Run Cost Curves for a Japanese Beer Manufacturer 220
3D Printing 234
A Beer Manufacturer’s Long-Run Cost Curves 236
Choosing an Inkjet or Laser Printer 237
Solar Power Learning Curves 240
Fracking and Shutdowns 264
The Size of Ethanol Processing Plants 272
Industries with High Entry and Exit Rates 274
Upward-Sloping Long-Run Supply Curve for Cotton 276
Reformulated Gasoline Supply Curves 280
What’s a Name Worth? 294
The Deadweight Loss of Christmas Presents 301
Welfare Effects of Allowing Fracking 303
The Deadweight Loss from Gas Taxes 306
How Big Are Farm  Subsidies and Who Gets Them? 310
The Social Cost of a Natural Gas Price Ceiling 312
Russian Food Ban 315
Partial-Equilibrium Versus Multimarket-Equilibrium Analysis in Corn 

and Soybean Markets 331
Urban Flight 335
Extremely Unequal Wealth 352
Amazon Prime Revenue 371
Apple’s iPad 373
Taylor Swift Concert Pricing 375
The Botox Patent Monopoly 390
Natural Gas Regulation 395
Movie Studios Attacked by 3D Printers! 397

Critical Mass and eBay 399
Disneyland Pricing 415
Preventing Resale of Designer Bags 416
Botox and Price Discrimination 422
Google Uses Bidding for Ads to Price Discriminate 423
Tesla Price Discrimination 424
Age Discrimination 426
Buying Discounts 428
Pricing iTunes 437
Ties That Bind 438
Super Bowl Commercials 445
Strategic Advertising 460
Boomerang Millennials 465
Keeping Out Casinos 475
Bidder’s Curse 480
GM’s Ultimatum 481
Employer “No-Poaching” Cartels 497
Cheating on the Maple Syrup Cartel 499
Airline Mergers 500
Mobile Number Portability 508
How Do Costs, Price Markups, and Profits Vary Across Airlines 510
Differentiating Bottled Water Through Marketing 512
Rising Market Power 526
Monopolistically Competitive Food Truck Market 527
Subsidizing the Entry Cost of Dentists 531
Black Death Raises Wages 549
Saving for Retirement 554
Durability of Telephone Poles 558
Behavioral Economics: Falling Discount Rates and Self-Control 560
Redwood Trees 566
Risk of a Cyberattack 577
Stocks’ Risk Premium 584 
Gambling 586
Failure to Diversify 592
Flight Insurance 594
Flooded by Insurance Claims 595
Biased Estimates 600
Disney’s Positive Externality 612
Spam: A Negative Externality 617
Why Tax Drivers 620
Buying a Town 627
Acid Rain Program 628
Road Congestion 630
Microsoft Word Piracy 631
Free Riding on Measles Vaccinations 634
What’s Their Beef? 636
Discounts for Data 653
Adverse Selection and Remanufactured Goods 654
Reducing Consumers’ Information 657
Cheap Talk in eBay’s Best Offer Market 662
Honest Cabbie? 678
Sing for Your Supper 685
Health Insurance and Moral Hazard 689
Capping Oil and Gas Bankruptcies 693
Walmart’s Efficiency Wages 695
Layoffs Versus Pay Cuts 697

Featured Applications in This Book



MICROECONOMICS
THEORY AND APPLICATIONS WITH CALCULUS

FIFTH EDITION





MICROECONOMICS
THEORY AND APPLICATIONS WITH CALCULUS

FIFTH EDITION

JEFFREY M. PERLOFF
University of California, Berkeley



Vice President, Business, Economics, and UK Courseware: 
Donna Battista

Director of Portfolio Management: Adrienne D’Ambrosio
Specialist Portfolio Manager: Christopher DeJohn
Editorial Assistant: Aly Grindall
Vice President, Product Marketing: Roxanne McCarley
Senior Product Marketer: Carlie Marvel
Product Marketing Assistant: Marianela Silvestri
Manager of Field Marketing, Business Publishing: Adam  

Goldstein
Field Marketing Manager: Ashley Bryan
Vice President, Production and Digital Studio, Arts and  

Business: Etain O’Dea
Director, Production and Digital Studio, Business and  

Economics: Ashley Santora
Managing Producer, Business: Alison Kalil
Content Producer: Carolyn Philips

Operations Specialist: Carol Melville
Design Lead: Kathryn Foot
Manager, Learning Tools: Brian Surette
Senior Learning Tools Strategist: Emily Biberger
Managing Producer, Digital Studio and GLP: James Bateman
Managing Producer, Digital Studio: Diane Lombardo
Digital Studio Producer: Melissa Honig
Digital Studio Producer: Alana Coles
Digital Content Team Lead: Noel Lotz
Digital Content Project Lead: Courtney Kamaouf
Full Service Project Management: Pearson CSC, Nicole  

Suddeth and Kathy Smith
Interior Design: Pearson CSC
Cover Design: Pearson CSC
Cover Art: Simon Gribkov/EyeEm, GettyImages
Printer/Binder: LSC Communications, Inc./Willard
Cover Printer: Phoenix Color/Hagerstown

Microsoft and/or its respective suppliers make no representations about the suitability of the information contained in the documents 
and related graphics published as part of the services for any purpose. All such documents and related graphics are provided “as is” 
without warranty of any kind. Microsoft and/or its respective suppliers hereby disclaim all warranties and conditions with regard to 
this information, including all warranties and conditions of merchantability, whether express, implied or statutory, fitness for a par-
ticular purpose, title and non-infringement. In no event shall Microsoft and/or its respective suppliers be liable for any special, indirect 
or consequential damages or any damages whatsoever resulting from loss of use, data or profits, whether in an action of contract, neg-
ligence or other tortious action, arising out of or in connection with the use or performance of information available from the services.

The documents and related graphics contained herein could include technical inaccuracies or typographical errors. Changes are 
periodically added to the information herein. Microsoft and/or its respective suppliers may make improvements and/or changes in the 
product(s) and/or the program(s) described herein at any time. Partial screen shots may be viewed in full within the software version 
specified.

Microsoft® and Windows® are registered trademarks of the Microsoft Corporation in the U.S.A. and other countries. This book is not 
sponsored or endorsed by or affiliated with the Microsoft Corporation.

Copyright © 2020, 2017, 2014 by Pearson Education, Inc. or its affiliates. All Rights Reserved. Manufactured in the United States of 
America. This publication is protected by copyright, and permission should be obtained from the publisher prior to any prohibited 
reproduction, storage in a retrieval system, or transmission in any form or by any means, electronic, mechanical, photocopying, record-
ing, or otherwise. For information regarding permissions, request forms, and the appropriate contacts within the Pearson Education 
Global Rights and Permissions department, please visit www.pearsoned.com/permissions/.

Acknowledgments of third-party content appear on page E-109, which constitutes an extension of this copyright page.

PEARSON, ALWAYS LEARNING, and MYLAB are exclusive trademarks owned by Pearson Education, Inc. or its affiliates in the U.S. 
and/or other countries.

Unless otherwise indicated herein, any third-party trademarks, logos, or icons that may appear in this work are the property of their 
respective owners, and any references to third-party trademarks, logos, icons, or other trade dress are for demonstrative or descrip-
tive purposes only. Such references are not intended to imply any sponsorship, endorsement, authorization, or promotion of Pearson’s 
products by the owners of such marks, or any relationship between the owner and Pearson Education, Inc., or its affiliates, authors, 
licensees, or distributors.

Cataloging-in-Publication Data is available on file at the Library of Congress

2 19

ISBN 10: 0-13-518377-4
ISBN 13: 978-0-13-518377-9

FOR LISA

www.pearsoned.com/permissions/


Brief Contents
Preface  xiv

Chapter 1 Introduction  1

Chapter 2  Supply and Demand  10

Chapter 3  A Consumer’s Constrained Choice  62

Chapter 4 Demand  105

Chapter 5  Consumer Welfare and Policy Analysis  142

Chapter 6  Firms and Production  177

Chapter 7  Costs  209

Chapter 8  Competitive Firms and Markets  248

Chapter 9  Properties and Applications of the Competitive Model  290

Chapter 10  General Equilibrium and Economic Welfare  327

Chapter 11  Monopoly and Monopsony  365

Chapter 12  Pricing and Advertising  412

Chapter 13  Game Theory  452

Chapter 14  Oligopoly and Monopolistic Competition  490

Chapter 15  Factor Markets  539

Chapter 16  Uncertainty  574

Chapter 17  Property Rights, Externalities, Rivalry, and Exclusion  610

Chapter 18  Asymmetric Information  645

Chapter 19  Contracts and Moral Hazards  672

Calculus Appendix  E-1

Regression Appendix  E-29

Answers to Selected Exercises  E-32

Definitions  E-53

References  E-59

Sources for Applications and Challenges  E-68

Index  E-77

Credits  E-109

v



Contents

Preface  xiv

Chapter 1 Introduction  1

1.1 Microeconomics: The Allocation of  
Scarce Resources  1
Trade-Offs  2
Who Makes the Decisions  2
How Prices Determine Allocations  2
APPLICATION Twinkie Tax  3

1.2 Models  3
APPLICATION Income Threshold Model  

and China  3
Simplifications by Assumption  4
Testing Theories  5
Maximizing Subject to Constraints  5
Positive Versus Normative  6
New Theories  7

1.3 Uses of Microeconomic Models in Your  
Life and Career  8
Summary 9

Chapter 2 Supply and Demand  10

CHALLENGE Quantities and Prices  
of Genetically Modified Foods  10

2.1 Demand  11
The Demand Function  12
Summing Demand Functions  16
APPLICATION Aggregating Corn  

Demand Curves  17
2.2 Supply  17

The Supply Function  18
Summing Supply Functions  20
How Government Import Policies  

Affect Supply Curves  20
2.3 Market Equilibrium  21

Finding the Market Equilibrium  22
Forces That Drive a Market to Equilibrium  23

2.4 Shocking the Equilibrium: Comparative  
Statics  24
Comparative Statics with Discrete (Large)  

Changes  25
APPLICATION The Opioid Epidemic’s  

Labor Market Effects  26
Comparative Statics with Small Changes  26
Solved Problem 2.1  28
Why the Shapes of Demand and Supply  

Curves Matter  29

2.5 Elasticities  30
Demand Elasticity  30
Solved Problem 2.2  31
APPLICATION The Demand Elasticities  

for Google Play and Apple Apps  32
Solved Problem 2.3  35
Supply Elasticity  36
Solved Problem 2.4  38
Long Run Versus Short Run  38
APPLICATION Oil Drilling in the Arctic  

National Wildlife Refuge  39
Solved Problem 2.5  40

2.6 Effects of a Sales Tax  41
Effects of a Specific Tax on the Equilibrium  42
The Same Equilibrium No Matter Who  

Is Taxed  44
Firms and Customers Share the Burden  

of the Tax  44
Solved Problem 2.6  46
APPLICATION Subsidizing Ethanol  47
The Similar Effects of Ad Valorem and  

Specific Taxes  47
2.7 Quantity Supplied Need Not Equal Quantity 

Demanded  48
Price Ceiling  49
APPLICATION Venezuelan Price Ceilings 

 and Shortages  51
Price Floor  52

2.8 When to Use the Supply-and-Demand  
Model  53
CHALLENGE SOLUTION Quantities and  

Prices of Genetically Modified Foods  54
Summary 55 7 Exercises  56

Chapter 3  A Consumer’s Constrained  
Choice  62

CHALLENGE Why Americans Buy  
E-Books and Germans Do Not  62

3.1 Preferences  64
Properties of Consumer Preferences  64
APPLICATION You Can’t Have Too  

Much Money  65
Preference Maps  66
Indifference Curves  67
Solved Problem 3.1  69

3.2 Utility  69
Utility Function  69
Willingness to Substitute Between Goods  72

vi



viiContents

Solved Problem 4.7  127
Slutsky Equation  127

4.4 Cost-of-Living Adjustment  129
Inflation Indexes  129
Effects of Inflation Adjustments  131
APPLICATION Reducing the CPI  

Substitution Bias  134
4.5 Revealed Preference  135

Recovering Preferences  135
Substitution Effect  136
CHALLENGE SOLUTION Paying Employees  

to Relocate  137
Summary 138 7 Exercises 139

Chapter 5  Consumer Welfare and  
Policy Analysis  142

CHALLENGE Per-Hour Versus Lump-Sum  
Childcare Subsidies  142

5.1 Uncompensated Consumer Welfare  143
Willingness to Pay  144
An Individual’s Consumer Surplus  144
A Market’s Consumer Surplus  145
APPLICATION Willingness to Pay and  

Consumer Surplus on eBay  146
Effect of a Price Change on Consumer Surplus  147
Solved Problem 5.1  147

5.2 Compensated Consumer Welfare  148
Indifference Curve Analysis  148
APPLICATION Compensating Variation  

and Equivalent Variation for  
Smartphones and Facebook  150

Compensated Demand Curves and  
Consumer Welfare  151

Comparing the Three Welfare Measures  152
Solved Problem 5.2  154

5.3 Effects of Government Policies on  
Consumer Welfare  155
Quotas  155
Food Stamps  157
APPLICATION Food Stamps Versus Cash  159

5.4 Deriving Labor Supply Curves  159
Labor-Leisure Choice  159
Solved Problem 5.3  162
Income and Substitution Effects  163
Solved Problem 5.4  164
APPLICATION Fracking Causes Students  

to Drop Out  164
Solved Problem 5.5  165
Shape of the Labor Supply Curve  166
Income Tax Rates and the Labor  

Supply Curve  167
Solved Problem 5.6  169
CHALLENGE SOLUTION Per-Hour Versus  

Lump-Sum Childcare Subsidies  170
Summary 172 7 Exercises 173

Solved Problem 3.2  74
APPLICATION MRS Between Recorded  

Tracks and Live Music  75
Curvature of Indifference Curves  75
Solved Problem 3.3  78
APPLICATION Indifference Curves Between  

Food and Clothing  79
3.3 Budget Constraint  79
3.4 Constrained Consumer Choice  81

Finding an Interior Solution Using Graphs  82
Solved Problem 3.4  84
Finding an Interior Solution Using Calculus  84
Solved Problem 3.5  86
Solved Problem 3.6  87
Solved Problem 3.7  89
APPLICATION Utility Maximization for  

Recorded Tracks and Live Music  89
Finding Corner Solutions  90
Minimizing Expenditure  94
Solved Problem 3.8  95

3.5 Behavioral Economics  96
Tests of Transitivity  97
Endowment Effect  97
APPLICATION How You Ask a Question  

Matters  98
Salience  98
CHALLENGE SOLUTION Why Americans  

Buy E-Books and Germans Do Not  100
Summary 100 7 Exercises 101

Chapter 4 Demand  105

CHALLENGE Paying Employees to  
Relocate  105

4.1 Deriving Demand Curves  106
System of Demand Functions  106
Graphical Interpretation  107
APPLICATION Cigarettes Versus E-Cigarettes  110

4.2 Effects of an Increase in Income  110
How Income Changes Shift Demand Curves  111
Solved Problem 4.1  112
Consumer Theory and Income Elasticities  113
Solved Problem 4.2  114
APPLICATION Fast-Food Engel Curve  116
Solved Problem 4.3  118

4.3 Effects of a Price Increase  118
Income and Substitution Effects with a  

Normal Good  119
Solved Problem 4.4  121
APPLICATION Substituting Marijuana  

for Alcohol  122
Solved Problem 4.5  122
Income and Substitution Effects with  

an Inferior Good  123
Solved Problem 4.6  123
Compensated Demand Curve  124



viii Contents     

Solved Problem 7.1  212
Opportunity Cost of Capital  212
Sunk Costs  213

7.2 Short-Run Costs  214
Short-Run Cost Measures  214
APPLICATION The Sharing Economy  

and the Short Run  215
Solved Problem 7.2  216
Short-Run Cost Curves  217
Production Functions and the Shape of  

Cost Curves  218
APPLICATION Short-Run Cost Curves  

for a Japanese Beer Manufacturer  220
Effects of Taxes on Costs  221
Short-Run Cost Summary  221

7.3 Long-Run Costs  222
Input Choice  223
Solved Problem 7.3  226
Solved Problem 7.4  228
How Long-Run Cost Varies with Output  230
Solved Problem 7.5  231
Solved Problem 7.6  233
The Shape of Long-Run Cost Curves  233
APPLICATION 3D Printing  234
Estimating Cost Curves Versus  

Introspection  235
7.4 Lower Costs in the Long Run  235

Long-Run Average Cost as the Envelope  
of Short-Run Average Cost Curves  235

APPLICATION A Beer Manufacturer’s  
Long-Run Cost Curves  236

APPLICATION Choosing an Inkjet or  
Laser Printer  237

Short-Run and Long-Run Expansion Paths  238
How Learning by Doing Lowers Costs  238
APPLICATION Solar Power Learning  

Curves  240
7.5 Cost of Producing Multiple Goods  240

CHALLENGE SOLUTION Technology  
Choice at Home Versus Abroad  242

Summary 243 7 Exercises 244

Chapter 8 Competitive Firms and Markets  248

CHALLENGE The Rising Cost of Keeping  
On Truckin’  248

8.1 Perfect Competition  249
Price Taking  249
Why a Firm’s Demand Curve Is Horizontal  250
Perfect Competition in the Chicago  

Commodity Exchange  251
Deviations from Perfect Competition  251
Derivation of a Competitive Firm’s  

Demand Curve  252
Solved Problem 8.1  254
Why Perfect Competition Is Important  254

Chapter 6 Firms and Production  177

CHALLENGE Labor Productivity  
During Downturns  177

6.1 The Ownership and Management of Firms  178
Private, Public, and Nonprofit Firms  178
APPLICATION Chinese State-Owned  

Enterprises  179
The Ownership of For-Profit Firms  179
The Management of Firms  180
What Owners Want  180

6.2 Production  181
Production Functions  181
Time and the Variability of Inputs  181

6.3 Short-Run Production: One Variable  
and One Fixed Input  182
Solved Problem 6.1  183
Interpretation of Graphs  184
Solved Problem 6.2  186
Law of Diminishing Marginal Returns  186
APPLICATION Malthus and the Green  

Revolution  187
6.4 Long-Run Production: Two Variable Inputs  189

Isoquants  189
APPLICATION Self-Driving Trucks  192
Substituting Inputs  193
Solved Problem 6.3  194
Diminishing Marginal Rates of  

Technical Substitution  194
The Elasticity of Substitution  194
Solved Problem 6.4  197

6.5 Returns to Scale  197
Constant, Increasing, and Decreasing  

Returns to Scale  197
Solved Problem 6.5  198
APPLICATION Returns to Scale in Various  

Industries  199
Varying Returns to Scale  200

6.6 Productivity and Technical Change  201
Relative Productivity  201
Innovations  202
APPLICATION Robots and the Food You Eat  203
APPLICATION A Good Boss Raises  

Productivity  204
CHALLENGE SOLUTION Labor  

Productivity During Downturns  204
Summary 205 7 Exercises 206

Chapter 7 Costs  209

CHALLENGE Technology Choice at  
Home Versus Abroad  209

7.1 Measuring Costs  210
Opportunity Costs  211
APPLICATION The Opportunity Cost of  

an MBA  211



ixContents  

9.5 Policies That Create a Wedge Between  
Supply and Demand Curves  304
Welfare Effects of a Sales Tax  304
APPLICATION The Deadweight Loss  

from Gas Taxes  306
Welfare Effects of a Price Floor  306
Solved Problem 9.3  309
APPLICATION How Big Are Farm  

Subsidies and Who Gets Them?  310
Welfare Effects of a Price Ceiling  310
Solved Problem 9.4  311
APPLICATION The Social Cost of a  

Natural Gas Price Ceiling  312
9.6 Comparing Both Types of Policies: Trade  312

Free Trade Versus a Ban on Imports  313
Solved Problem 9.5  315
APPLICATION Russian Food Ban  315
Free Trade Versus a Tariff  316
Solved Problem 9.6  318
A Tariff Versus a Quota  319
Rent Seeking  320
CHALLENGE SOLUTION Liquor Licenses  321
Summary 322 7 Exercises 323

Chapter 10  General Equilibrium and  
Economic Welfare  327

CHALLENGE Anti–Price Gouging Laws  327
10.1 General Equilibrium  329

Competitive Equilibrium in Two  
Interrelated Markets  330

APPLICATION Partial-Equilibrium  
Versus Multimarket-Equilibrium  
Analysis in Corn and Soybean Markets  331

Minimum Wages with Incomplete  
Coverage  332

Solved Problem 10.1  334
APPLICATION Urban Flight  335

10.2 Trading Between Two People  335
Endowments  335
Mutually Beneficial Trades  337
Solved Problem 10.2  339
Deriving the Contract Curve  339
Solved Problem 10.3  340
Bargaining Ability  340

10.3 Competitive Exchange  340
Competitive Equilibrium  341
Solved Problem 10.4  343
The Efficiency of Competition  343
Obtaining Any Efficient Allocation  

Using Competition  343
10.4  Production and Trading  344

Comparative Advantage  344
Solved Problem 10.5  346
Efficient Product Mix  348
Competition  348

8.2 Profit Maximization  254
Profit  255
Two Steps to Maximizing Profit  256

8.3 Competition in the Short Run  259
Short-Run Competitive Profit Maximization  259
Solved Problem 8.2  261
APPLICATION Fracking and Shutdowns  264
Short-Run Firm Supply Curve  265
Solved Problem 8.3  266
Short-Run Market Supply Curve  267
Short-Run Competitive Equilibrium  269
Solved Problem 8.4  270

8.4 Competition in the Long Run  271
Long-Run Competitive Profit Maximization  271
Long-Run Firm Supply Curve  271
APPLICATION The Size of Ethanol  

Processing Plants  272
Long-Run Market Supply Curve  273
APPLICATION Industries with High Entry  

and Exit Rates  274
APPLICATION Upward-Sloping Long-Run  

Supply Curve for Cotton  276
APPLICATION Reformulated Gasoline  

Supply Curves  280
Solved Problem 8.5  281
Long-Run Competitive Equilibrium  282
CHALLENGE SOLUTION The Rising  

Cost of Keeping On Truckin’  283
Summary 284 7 Exercises 285

Chapter 9  Properties and Applications  
of the Competitive Model  290

CHALLENGE Liquor Licenses  290
9.1  Zero Profit for Competitive Firms in the  

Long Run  291
Zero Long-Run Profit with Free Entry  291
Zero Long-Run Profit When Entry Is Limited  292
APPLICATION What’s a Name Worth?  294
The Need to Maximize Profit  294

9.2  Producer Surplus  294
Measuring Producer Surplus Using a  

Supply Curve  294
Using Producer Surplus  296
Solved Problem 9.1  296

9.3  Competition Maximizes Welfare  297
Measuring Welfare  298
Why Producing Less Than the  

Competitive Output Lowers Welfare  298
Solved Problem 9.2  300
APPLICATION The Deadweight Loss  

of Christmas Presents  301
9.4 Policies That Shift Supply or Demand 

 Curves  302
APPLICATION Welfare Effects of  

Allowing Fracking  303



x Contents     

APPLICATION Natural Gas Regulation  395
Increasing Competition  396
APPLICATION Movie Studios Attacked  

by 3D Printers!  397
Solved Problem 11.8  397

11.6 Internet Monopolies: Networks Effects,  
Behavioral Economics, and Economies  
of Scale  398
Network Externalities  398
APPLICATION Critical Mass and eBay  399
Introductory Prices: A Two-Period  

Monopoly Model  400
Two-Sided Markets  400
Economies of Scale on the Internet  401
Disruptive Technologies  401

11.7 Monopsony  402
Monopsony Profit Maximization  402
Welfare Effects of Monopsony  404
Solved Problem 11.9  405
CHALLENGE SOLUTION Brand-Name  

and Generic Drugs  406
Summary 407 7 Exercises 407

Chapter 12 Pricing and Advertising  412

CHALLENGE Sale Price  412
12.1 Conditions for Price Discrimination  414

Why Price Discrimination Pays  414
Which Firms Can Price Discriminate  414
APPLICATION Disneyland Pricing  415
Preventing Resale  415
APPLICATION Preventing Resale of  

Designer Bags  416
Not All Price Differences Are Price  

Discrimination  416
Types of Price Discrimination  417

12.2 Perfect Price Discrimination  417
How a Firm Perfectly Price Discriminates  417
Solved Problem 12.1  419
Perfect Price Discrimination Is Efficient  

but Harms Some Consumers  420
APPLICATION Botox and Price  

Discrimination  422
Transaction Costs and Perfect Price  

Discrimination  423
APPLICATION Google Uses Bidding for  

Ads to Price Discriminate  423
12.3 Group Price Discrimination  423

APPLICATION Tesla Price Discrimination  424
Prices and Elasticities  425
APPLICATION Age Discrimination  426
Solved Problem 12.2  426
Identifying Groups  428
APPLICATION Buying Discounts  428
Solved Problem 12.3  429
Welfare Effects of Group Price Discrimination  430

10.5  Efficiency and Equity  350
Role of the Government  350
Efficiency  351
Equity  351
APPLICATION Extremely Unequal Wealth  352
Efficiency Versus Equity  357
Theory of the Second Best  358
CHALLENGE SOLUTION Anti–Price  

Gouging Laws  360
Summary 361 7 Exercises 361

Chapter 11 Monopoly and Monopsony  365

CHALLENGE Brand-Name and  
Generic Drugs  365

11.1 Monopoly Profit Maximization  367
The Necessary Condition for Profit  

Maximization  367
Marginal Revenue and the Demand  

Curves  367
Solved Problem 11.1  369
Marginal Revenue Curve and the Price  

Elasticity of Demand  369
APPLICATION Amazon Prime Revenue  371
An Example of Monopoly Profit  

Maximization  371
APPLICATION Apple’s iPad  373
Solved Problem 11.2  373
Choosing Price or Quantity  375
APPLICATION Taylor Swift Concert  

Pricing  375
Solved Problem 11.3  375
Effects of a Shift of the Demand Curve  376

11.2 Market Power and Welfare  377
Market Power and the Shape of the  

Demand Curve  377
The Lerner Index  379
Solved Problem 11.4  379
Sources of Market Power  380
Effect of Market Power on Welfare  380

11.3 Taxes and Monopoly  381
Effects of a Specific Tax  382
Solved Problem 11.5  383
Welfare Effects of Ad Valorem Versus  

Specific Taxes  385
11.4 Causes of Monopolies  386

Cost Advantages  386
Solved Problem 11.6  388
Government Actions That Create  

Monopolies  388
APPLICATION The Botox Patent  

Monopoly  390
11.5 Government Actions That Reduce  

Market Power  391
Regulating Monopolies  391
Solved Problem 11.7  393



xiContents  

Chapter 14  Oligopoly and Monopolistic  
Competition  490

CHALLENGE Government Aircraft 
Subsidies  490

14.1 Market Structures  492
14.2 Cartels  493

Why Cartels Form  494
Why Cartels Fail  495
Laws Against Cartels  496
APPLICATION Employer “No-Poaching”  

Cartels  497
Maintaining Cartels  498
APPLICATION Cheating on the Maple  

Syrup Cartel  499
Mergers  500
APPLICATION Airline Mergers  500

14.3 Cournot Oligopoly Model  501
The Duopoly Nash-Cournot Equilibrium  501
The Cournot Model with Many Firms  505
APPLICATION Mobile Number Portability  508
The Cournot Model with Nonidentical  

Firms  509
Solved Problem 14.1  509
APPLICATION How Do Costs, Price  

Markups, and Profits Vary Across  
Airlines?  510

Solved Problem 14.2  511
APPLICATION Differentiating Bottled  

Water Through Marketing  512
14.4 Stackelberg Oligopoly Model  512

Calculus Solution  513
Graphical Solution  514
Why Moving Sequentially Is Essential  515
Strategic Trade Policy: An Application  

of the Stackelberg Model  515
Solved Problem 14.3  518
Comparison of Collusive, Nash-Cournot,  

Stackelberg, and Competitive Equilibria  519
14.5 Bertrand Oligopoly Model  520

Nash-Bertrand Equilibrium with  
Identical Products  521

Nash-Bertrand Equilibrium with  
Differentiated Products  523

APPLICATION Rising Market Power  526
14.6 Monopolistic Competition  526

APPLICATION Monopolistically  
Competitive Food Truck Market  527

Monopolistically Competitive Equilibrium  528
Fixed Costs and the Number of Firms  529
Solved Problem 14.4  530
APPLICATION Subsidizing the Entry Cost  

of Dentists  531
CHALLENGE SOLUTION Government  

Aircraft Subsidies  531
Summary 533 7 Exercises 534

12.4 Nonlinear Price Discrimination  431
12.5 Two-Part Pricing  433

Two-Part Pricing with Identical Consumers  434
Two-Part Pricing with Differing Consumers  435
APPLICATION Pricing iTunes  437

12.6 Tie-In Sales  437
Requirement Tie-In Sales  438
APPLICATION Ties That Bind  438
Bundling  438

12.7 Advertising  441
Deciding Whether to Advertise  442
How Much to Advertise  443
Solved Problem 12.4  444
APPLICATION Super Bowl Commercials  445
CHALLENGE SOLUTION Sale Price  445
Summary 447 7 Exercises 447

Chapter 13 Game Theory  452

CHALLENGE Intel and AMD’s  
Advertising Strategies  452

13.1 Static Games  454
Normal-Form Games  455
Failure to Maximize Joint Profits  458
APPLICATION Strategic Advertising  460
Pricing Games in Two-Sided Markets  461
Multiple Equilibria  462
Solved Problem 13.1  463
Mixed Strategies  464
APPLICATION Boomerang Millennials  465
Solved Problem 13.2  466

13.2 Repeated Dynamic Games  466
Strategies and Actions in Dynamic Games  467
Cooperation in a Repeated Prisoners’  

Dilemma Game  467
Solved Problem 13.3  469

13.3 Sequential Game  469
Game Tree  469
Subgame Perfect Nash Equilibrium  470
Credibility  472
Dynamic Entry Game  473
Solved Problem 13.4  475
APPLICATION Keeping Out Casinos  475
Solved Problem 13.5  476

13.4 Auctions  477
Elements of Auctions  477
Bidding Strategies in Private-Value  

Auctions  479
Winner’s Curse  480
APPLICATION Bidder’s Curse  480

13.5 Behavioral Game Theory  481
APPLICATION GM’s Ultimatum  481
CHALLENGE SOLUTION Intel and  

AMD’s Advertising Strategies  482
Summary 483 7 Exercises 484



xii Contents     

16.3 Reducing Risk  589
Just Say No  589
Obtaining Information  590
Diversification  590
APPLICATION Failure to Diversify  592
Insurance  592
Solved Problem 16.5  593
APPLICATION Flight Insurance  594
APPLICATION Flooded by Insurance Claims  595

16.4 Investing Under Uncertainty  596
How Investing Depends on Attitudes  

Toward Risk  596
Investing with Uncertainty and Discounting  598
Solved Problem 16.6  598

16.5 Behavioral Economics and Uncertainty  599
Biased Assessment of Probabilities  599
APPLICATION Biased Estimates  600
Violations of Expected Utility Theory  601
Prospect Theory  602
Comparing Expected Utility and Prospect  

Theories  603
CHALLENGE SOLUTION BP and Limited  

Liability  604
Summary 605 7 Exercises 606

Chapter 17  Property Rights, Externalities,  
Rivalry, and Exclusion  610

CHALLENGE Trade and Pollution  610
17.1 Externalities  611

APPLICATION Disney’s Positive  
Externality  612

17.2 The Inefficiency of Competition with  
Externalities  612
Supply-and-Demand Analysis  613
Cost-Benefit Analysis  615
APPLICATION Spam: A Negative  

Externality  617
17.3 Regulating Externalities  617

Emissions Standard  618
Emissions Fee and Effluent Charge  619
Solved Problem 17.1  620
APPLICATION Why Tax Drivers  620
Benefits Versus Costs from Controlling  

Pollution  621
Taxes Versus Standards Under Uncertainty  621

17.4 Market Structure and Externalities  623
Monopoly and Externalities  623
Monopoly Versus Competitive Welfare  

with Externalities  624
Solved Problem 17.2  624
Taxing Externalities in Noncompetitive  

Markets  625
17.5 Allocating Property Rights to Reduce  

Externalities  625
Coase Theorem  626

Chapter 15 Factor Markets  539

CHALLENGE Does Going to College Pay?  539
15.1 Factor Markets  540

A Firm’s Short-Run Factor Demand Curve  540
Solved Problem 15.1  543
A Firm’s Long-Run Factor Demand Curves  545
Competitive Factor Markets  547
APPLICATION Black Death Raises Wages  549
Solved Problem 15.2  550

15.2 Capital Markets and Investing  550
Interest Rates  551
Discount Rate  552
Stream of Payments  552
APPLICATION Saving for Retirement  554
Investing  554
Solved Problem 15.3  556
Solved Problem 15.4  557
Durability  557
APPLICATION Durability of Telephone  

Poles  558
Time-Varying Discounting  559
APPLICATION Behavioral Economics:  

Falling Discount Rates and  
Self-Control  560

Capital Markets, Interest Rates, and  
Investments  560

Solved Problem 15.5  561
15.3 Exhaustible Resources  562

When to Sell an Exhaustible Resource  562
Price of a Scarce Exhaustible Resource  563
APPLICATION Redwood Trees  566
Why Price Might Not Rise  567
CHALLENGE SOLUTION Does Going to  

College Pay?  568
Summary 570 7 Exercises 570

Chapter 16 Uncertainty  574

CHALLENGE BP and Limited Liability  574
16.1 Assessing Risk  575

Probability  576
APPLICATION Risk of a Cyberattack  577
Expected Value  578
Solved Problem 16.1  578
Variance and Standard Deviation  579

16.2 Attitudes Toward Risk  580
Expected Utility Theory  580
Risk Aversion  581
Solved Problem 16.2  583
Solved Problem 16.3  584
APPLICATION Stocks’ Risk Premium  584
Risk Neutrality  585
Risk Preference  586
APPLICATION Gambling  586
Degree of Risk Aversion  587
Solved Problem 16.4  589



xiiiContents  

Chapter 19 Contracts and Moral Hazards  672

CHALLENGE Clawing Back Bonuses  672
19.1 Principal-Agent Problem  674

A Model  675
Types of Contracts  675
Efficiency  676
Solved Problem 19.1  677
APPLICATION Honest Cabbie?  678

19.2 Production Efficiency  678
Efficient Contract  678
Full Information  680
Solved Problem 19.2  683
Asymmetric Information  684
APPLICATION Sing for Your Supper  685

19.3 Trade-Off Between Efficiency in  
Production and in Risk Bearing  686
Contracts and Efficiency  686
Solved Problem 19.3  687
Choosing the Best Contract  688
APPLICATION Health Insurance and  

Moral Hazard  689
Solved Problem 19.4  690

19.4 Monitoring to Reduce Moral Hazard  691
Bonding  691
Solved Problem 19.5  692
APPLICATION Capping Oil and Gas  

Bankruptcies  693
Deferred Payments  694
Efficiency Wages  694
APPLICATION Walmart’s Efficiency Wages  695
After-the-Fact Monitoring  695

19.5 Contract Choice  696
19.6 Checks on Principals  697

APPLICATION Layoffs Versus Pay Cuts  697
CHALLENGE SOLUTION Clawing  

Back Bonuses  699
Summary 700 7 Exercises 701

Calculus Appendix E-1

Regression Appendix E-29

Answers to Selected Exercises E-32

Definitions E-53

References E-59

Sources for Applications and Challenges E-68

Index E-77

Credits E-109

APPLICATION Buying a Town  627
Markets for Pollution  628
APPLICATION Acid Rain Program  628

17.6 Rivalry and Exclusion  629
Open-Access Common Property  629
APPLICATION Road Congestion  630
Club Goods  631
APPLICATION Microsoft Word Piracy  631
Public Goods  632
Solved Problem 17.3  633
APPLICATION Free Riding on Measles  

Vaccinations  634
Solved Problem 17.4  636
Reducing Free Riding  636
APPLICATION What’s Their Beef?  636
Valuing Public Goods  637
CHALLENGE SOLUTION Trade and Pollution  638
Summary 640 7 Exercises 640

Chapter 18 Asymmetric Information  645

CHALLENGE Dying to Work  645
18.1 Adverse Selection  647

Insurance Markets  647
Products of Unknown Quality  648
Solved Problem 18.1  650
Solved Problem 18.2  651

18.2 Reducing Adverse Selection  652
Equalizing Information  652
APPLICATION Discounts for Data  653
APPLICATION Adverse Selection and  

Remanufactured Goods  654
Laws to Prevent Opportunism  655

18.3 Price Discrimination Due to False  
Beliefs About Quality  656
APPLICATION Reducing Consumers’  

Information  657
18.4 Market Power from Price Ignorance  657

Tourist-Trap Model  658
Solved Problem 18.3  659
Advertising and Prices  660

18.5 Problems Arising from Ignorance  
When Hiring  660
Cheap Talk  660
APPLICATION Cheap Talk in eBay’s  

Best Offer Market  662
Education as a Signal  662
Solved Problem 18.4  663
Screening in Hiring  666
CHALLENGE SOLUTION Dying to Work  667
Summary 668 7 Exercises 669



This book is a new type of intermediate microeconomics textbook. Previously, the 
choice was between books that use calculus to present formal theory dryly and 
with few, if any, applications to the real world and books that include applica-
tions but present theory using algebra and graphs only. This book uses calculus, 
algebra, and graphs to present microeconomic theory based on actual examples 
and then uses the theory to analyze real-world problems. My purpose is to show 
that economic theory has practical, problem-solving uses and is not an empty 
academic exercise.

This book shows how individuals, policymakers, and firms use microeconomic 
tools to analyze and resolve problems. For example, students learn that:

 ■ individuals can draw on microeconomic theories when deciding whether to 
invest and whether to sign a contract that pegs prices to the government’s 
measure of inflation;

 7 policymakers (and voters) can employ microeconomics to predict the impact of 
taxes, regulations, and other measures before they are enacted;

 7 lawyers and judges use microeconomics in antitrust, discrimination, and con-
tract cases; and

 7 firms apply microeconomic principles to produce at least cost and maxi-
mize profit, select strategies, decide whether to buy from a market or to 
produce internally, and write contracts to provide optimal incentives for 
employees.

My experience in teaching microeconomics for the departments of economics 
at the Massachusetts Institute of Technology; the University of Pennsylvania; the 
University of California, Berkeley; the Department of Agricultural and Resource 
Economics at Berkeley; and the Wharton Business School has convinced me that 
students prefer this emphasis on real-world issues.

Changes in the Fifth Edition
This edition is substantially revised:

 ■ It added an extensive Appendix on basic calculus (which was available only 
online in the previous edition).

 7 It includes two new features: Common Confusions and Unintended Conse-
quences. Common Confusions describe a widely held belief that economic the-
ory or evidence rejects. Unintended Consequences describe how some policies 
and other actions have potent side-effects beyond the intended ones.

 7 All the chapters are moderately to substantially revised and updated, including 
the many examples embedded in the chapters, Solved Problems, end-of-chapter 
problems, and other features.
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 7 Of this edition’s 128 Applications, 81% are new (26%) or revised (55%). Sixty 
percent of the Applications are international or concern countries other than the 
United States. In addition, we’ve added 23 Applications to MyLab Economics, 
bringing the total number of additional Applications online to 238.

 7 Compared to the previous edition, this edition has 7 additional figures (215 
total), 2 more photos (52), and 4 new cartoons (22), which I claim illustrate 
important economic concepts.

Revised Chapters
Some of the major changes in the presentation of theories in the chapters include:

Supply and Demand. Chapter 2 was generally rewritten and has a revised section 
on taxes.

Consumer Theory. The most important changes to Chapters 3–5 include a major 
revision to the consumer surplus section, an embedded example based on UberX, 
more details about federal marginal tax rates, and a new Solved Problem.

Production and Costs. Chapter 6 has a new discussion of kinked isoquants based 
on self-driving trucks and a revised discussion of efficiency and a revised Challenge 
Solution. Chapter 7 also has a revised discussion of efficiency and a revised Chal-
lenge Solution.

Competition. Chapters 8 and 9 have revised Challenge Solutions and a Solved Prob-
lem, a new Solved Problem, a revised section comparing tariffs to quotas, a revised 
discussion of efficiency and market failures including adding a discussion of allocative 
inefficiency. This edition now systematically defines deadweight loss as a positive 
number in this chapter and in subsequent chapters.

General Equilibrium and Economic Welfare. Chapter 10 has a revised Solved 
Problem.

Monopoly. Chapter 11 has many changes. The previous section on Network Exter-
nalities was replaced with a new section, Internet Monopolies: Network Exter-
nalities, Behavioral Economics, and Natural Monopoly, which emphasizes new 
economic challenges in internet industries. Subsections include new discussions 
of two-sided markets and disruptive technologies. It includes a revised and a new 
Solved Problem.

Pricing and Advertising. Chapter 12 has many new examples. The key price dis-
crimination analysis now uses Tesla car sales in the United States and in Europe 
(based on actual data, as always). Its discussions on identifying groups, two-part 
pricing, the mathematical parts of the Challenge Solution, and several figures are 
revised. One of the Solved Problems is new.

Game Theory and Oligopoly. Chapter 13 on game theory has two new Solved 
Problems. It uses new examples to illustrate the theory. It has a new two-sided market 
section. Its section on Dynamic Games is revised. It has new material on limit pric-
ing and double auctions. Chapter 14 has revised discussions of strategic trade and 
differentiated products and new figures and a table.
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Factor Markets. Chapter 15 includes a new discussion on the frequency of com-
pounding. The Challenge Solution is revised.

Uncertainty. Chapter 16 has a revised section on the risk premium and now formally 
defines certainty equivalence.

Externalities and Public Goods. Chapter 17 has a new Solved Problem. The sec-
tion on public goods is completely revised including the figure.

Asymmetric Information. Chapter 18 has revisions to the sections on Products 
of Unknown Quality and Universal Coverage. It includes a new section on noisy 
monopoly.

Challenges, Solved Problems, and  
End-of-Chapter Exercises
The Solved Problems (which show students how to answer problems using a step-
by-step approach) and Challenges (which combine an Application with a Solved 
Problem) are very popular with students, so this edition increases the number by 6 
to 116. After Chapter 1, each chapter starts with a Challenge (a problem based on 
an Application) and ends with its solution. In addition, many of the Solved Prob-
lems are linked to Applications. Each Solved Problem has at least one similar end-
of-chapter exercise, which allows students to demonstrate that they’ve mastered the 
concept in the Solved Problem.

This edition has 809 end-of-chapter exercises, which is over 8% more than in the last 
edition. Of the total, 12% are new or revised and updated. Every end-of-chapter exer-
cise is available in MyLab Economics. Students can click on the end-of-chapter exercise 
in the eText to go to MyLab Economics to complete the exercise online, get tutorial 
help, and receive instant feedback.

How This Book Differs from Others
Microeconomics: Theory and Applications with Calculus differs from most other 
microeconomics texts in four main ways, all of which help professors teach and 
students learn. First, it uses a mixture of calculus, algebra, and graphs to define 
economic theory. Second, it integrates estimated, real-world examples throughout 
the exposition, in addition to offering extended Applications. Third, it places greater 
emphasis on modern theories—such as industrial organization theories, game the-
ory, transaction cost theory, information theory, contract theory, and behavioral 
economics—that are useful in analyzing actual markets. Fourth, it employs a step-
by-step approach that demonstrates how to use microeconomic theory to solve 
problems and analyze policy issues.

To improve student results, I recommend pairing the text content with MyLab 
Economics, which is the teaching and learning platform that empowers you to reach 
every student. By combining trusted author content with digital tools and a flexible 
platform, MyLab personalizes the learning experience and will help your students 
learn and retain key course concepts while developing skills that future employ-
ers are seeking in their candidates. MyLab Economics allows professors increased 
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flexibility in designing and teaching their courses. Learn more at www.pearson.com/
mylab/economics.

Solving Teaching and Learning 
Challenges
In the features of the book and MyLab Economics, I show how to apply theory and 
analysis learned in the classroom to solving problems and understanding real-world 
market issues outside of class.

Using Calculus to Make Theory Clear to Students
Microeconomic theory is primarily the study of maximizing behavior. Calculus is 
particularly helpful in solving maximization problems, while graphs help illustrate 
how to maximize. This book combines calculus, algebra, graphs, and verbal argu-
ments to make the theory as clear as possible.

Real-World Examples and Applications
To convince students that economics is practical and useful—not just a textbook 
exercise—this book presents theories using examples of real people and real firms 
based on actual market data rather than artificial examples. These real economic 
stories are integrated into the formal presentation of many economic theories, 
 discussed in Applications, and analyzed in what-if policy discussions.

Integrated Real-World Examples. This book uses real-world examples through-
out the narrative to illustrate many basic theories of microeconomics. Students learn 
the basic model of supply and demand using estimated supply-and-demand curves 
for corn and coffee. They analyze consumer choice by employing estimated indif-
ference curves between live music and music tracks. They see estimates of the con-
sumer welfare from UberX. They learn about production and cost functions using 
estimates from a wide variety of firms. Students see monopoly theory applied to a 
patented pharmaceutical, Botox. They use oligopoly theories to analyze the rivalry 
between United Airlines and American Airlines on the Chicago–Los Angeles route, 
and between Coke and Pepsi in the cola industry. They see Apple’s monopoly pricing 
of iPads and learn about multimarket price discrimination through the use of data 
on how Tesla sets prices across countries.

Applications. The text includes many Applications at the end of sections that illus-
trate the versatility of microeconomic theory. The Applications focus on such diverse 
topics as:

 ■ the derivation of an isoquant for semiconductors, using actual data;
 7 how 3D printing affects firms’ decisions about scale and its flexibility over time 

and is undermining movie studios;
 7 the amount by which recipients value Christmas presents relative to the cost 

to gift givers;
 7 why oil companies that use fracking are more likely to shut down;
 7 whether buying flight insurance makes sense;
 7 whether going to college pays.
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What-If Policy Analysis. This book uses economic models to probe the likely 
outcomes of changes in public policies. Students learn how to conduct what-if 
analyses of policies such as taxes, subsidies, barriers to entry, price floors and 
ceilings, quotas and tariffs, zoning, pollution controls, and licensing laws. The 
text analyzes the effects of taxes on virtually every type of market. The book 
also reveals the limits of economic theory for policy analysis. For example, to 
illustrate why attention to actual institutions is important, the text uses three 
different models to show how the effects of minimum wages vary across types of 
markets and institutions. Similarly, the text illustrates that a minimum wage law 
that is harmful in a competitive market may be desirable in certain noncompeti-
tive markets.

Modern Theories
The first half of the book (Chapters 2–10) examines competitive markets and 
shows that competition has very desirable properties. The rest of the book (Chap-
ters 11–19) concentrates on imperfectly competitive markets—in which firms 
have market power (the ability to profitably set price above the unit cost of pro-
duction), firms and consumers are uncertain about the future and have limited 
information, a market has an externality, or a market fails to provide a public 
good. This book goes beyond basic microeconomic theory and looks at theo-
ries and applications from many important contemporary fields of economics. It 
extensively covers problems from resource economics, labor economics, interna-
tional trade, public finance, and industrial organization. The book uses behav-
ioral economics to discuss consumer choice, bandwagon effects on monopoly 
pricing over time, and the importance of time-varying discounting in explaining 
procrastination and in avoiding environmental disasters. This book differs from 
other microeconomics texts by using game theory throughout the second half 
rather than isolating the topic in a single chapter. The book introduces game the-
ory in Chapter 13, analyzing both static games (such as the prisoners’ dilemma) 
and multi-period games (such as collusion and preventing entry). Special atten-
tion is paid to auction strategies. Chapters 14, 16, 17, 18, and 19 employ game 
theory to analyze oligopoly behavior and many other topics. Unlike most texts, 
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this book covers pure and mixed strategies and analyzes both normal-form and 
extensive-form games. The last two chapters draw from modern contract theory 
to extensively analyze adverse selection and moral hazard, unlike other texts that 
mention these topics only in passing, if at all. The text covers lemons markets, 
signaling, shirking prevention, and revealing information (including through con-
tract choice).

Step-by-Step Problem Solving
Many instructors report that their biggest challenge in teaching microeconomics is 
helping students learn to solve new problems. This book is based on the belief that 
the best way to teach this important skill is to demonstrate problem solving repeat-
edly and then to give students exercises to do on their own. Each chapter (after 
Chapter 1) provides several Solved Problems that show students how to answer 
qualitative and quantitative problems using a step-by-step approach. Rather than 
empty arithmetic exercises demanding no more of students than employing algebra 
or a memorized mathematical formula, the Solved Problems focus on important 
economic issues such as analyzing government policies and determining firms’ opti-
mal strategies.

One Solved Problem uses game theory to examine why Intel and AMD use dif-
ferent advertising strategies in the central processing unit (CPU) market. Another 
shows how a monopolistically competitive airline equilibrium would change if fixed 
costs (such as fees for landing slots) rise. Others examine why firms charge different 
prices at factory stores than elsewhere and when markets for lemons exist, among 
many other topics.

The Solved Problems illustrate how to approach the formal end-of-chapter exer-
cises. Students can solve some of the exercises using graphs or verbal arguments, 
while others require math.



MyLab Economics Videos
Today’s students learn best when they analyze and discuss topics in the text outside 
of class. To further students’ understanding of what they are reading and discussing 
in the classroom, we provide a set of videos in MyLab Economics. In these vid-
eos, Tony Lima presents key figures, tables, and concepts in step-by-step animations 
with audio explanations that discuss the economics behind each step.

 

Developing Career Skills
This book helps you develop valuable career skills. Whether you want to work in 
business, government, academia, or in other areas, a solid knowledge of economics is 
invaluable. Employers know that you need economic skills to perform well. They 
also know that the more rigorous and mathematically based your training, the bet-
ter you will be at logical thinking.

 ■ Studies show that job seekers with an undergraduate degree who have economics 
and math training generally receive higher salaries than those with degrees in most 
other fields. Law schools and MBA programs are more likely to admit students 
with economics and math training than others, because they know how useful 
these skills are as well as the training in logic thinking. This training also increases 
your chances of getting into top graduate programs in economics, agricultural and 
resource economics, public policy, urban planning, and other similar fields, which 
is a necessary step for many careers in academia, government, and consulting.

 7 This book starts by illustrating how to use economic reasoning to analyze and solve 
a variety of problems. It trains you to use logical analysis based on empirical evi-
dence. You will learn how to apply a variety of verbal, graphical, and mathematical 
techniques to solve the types of problems that governments, firms, and other poten-
tial employers face on a daily basis. In addition to training you in traditional eco-
nomic analysis, this book shows you how to use game theory, behavioral economics, 
and other cutting-edge theories to confront modern-day challenges. For example, 
you’ll see how firms develop contracts to motivate workers and executives to per-
form well, analyze how oligopolistic firms develop strategies; why online platforms 
(two-sided markets) that bring buyers and sellers together, such as eBay, are highly 
concentrated; and how disruptive innovations such as 3D printing affect markets.
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Alternative Organizations
Because instructors cover material in many different orders, the text permits maxi-
mum flexibility. The most common approach to teaching microeconomics is to 
cover some or all of the chapters in their given sequence. Common variants include:

 ■ presenting uncertainty (Sections 16.1 through 16.3) immediately after consumer 
theory;

 7 covering competitive factor markets (Section 15.1) immediately after competi-
tion (Chapters 8 and 9);

 7 introducing game theory (Chapter 13) early in the course; and
 7 covering general equilibrium and welfare issues (Chapter 10) at the end of the 

course instead of immediately after the competitive model.

Instructors can present the material in Chapters 13–19 in various orders, although 
Section 16.4 should follow Chapter 15, and Chapter 19 should follow Chapter 18 
if both are covered.

Many business school courses skip consumer theory (and possibly some aspects 
of supply and demand) to allow more time for the topics covered in the second half 
of the book. Business school faculty may want to place particular emphasis on game 
theory, strategies, oligopoly, and monopolistic competition (Chapters 13 and 14); 
capital markets (Chapter 15); uncertainty (Chapter 16); and modern contract theory 
(Chapters 18 and 19).

Instructor Teaching Resources
This book has a full range of supplementary materials that support teaching and 
learning. This program comes with the following teaching resources:

Supplements available to instructors at  

www.pearsonhighered.com Features of the Supplement

Instructor’s Manual
Authored by Leonie Stone of SUNY 
Geneseo

• Chapter Outlines include key terminology, teaching notes, and lecture suggestions.
• Teaching Tips and Additional Applications provide tips for alternative ways to 

cover the material and brief reminders on additional help to provide students.
• Solutions are provided for all problems in the book.

Test Bank
Authored by Xin Fang of Hawaii Pacific 
University

• Multiple-choice problems of varying levels of complexity, suitable for homework 
assignments and exams

• Many of these draw on current news and events

Computerized TestGen TestGen allows instructors to:
• Customize, save, and generate classroom tests
• Edit, add, or delete questions from the Test Item Files
• Analyze test results
• Organize a database of tests and student results.

PowerPoints
Authored by James Dearden of Lehigh 
University

• Slides include all the graphs, tables, and equations in the textbook, as well as 
lecture notes.

• PowerPoints meet accessibility standards for students with disabilities. Features 
include, but are not limited to:
• Keyboard and Screen Reader access
• Alternative text for images
• High color contrast between background and foreground colors

www.pearsonhighered.com
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Introduction

An Economist’s Theory of Reincarnation: If you’re good, you come back on a 
higher level. Cats come back as dogs, dogs come back as horses, and people—if 
they’ve been really good like George Washington—come back as money.

1
If each of us could get all the food, clothing, and toys we want without working, 
no one would study economics. Unfortunately, most of the good things in life 
are scarce—we can’t all have as much as we want. Thus, scarcity is the mother 
of economics.

Microeconomics is the study of how individuals and firms make themselves as well 
off as possible in a world of scarcity, and the consequences of those individual deci-
sions for markets and the entire economy. In studying microeconomics, we examine 
how individual consumers and firms make decisions and how the interaction of many 
individual decisions affects markets.

Microeconomics is often called price theory to emphasize the important role 
that prices play in determining market outcomes. Microeconomics explains how 
the actions of all buyers and sellers determine prices, and how prices influence the 
 decisions and actions of individual buyers and sellers.

1. Microeconomics: The Allocation of Scarce Resources. Microeconomics is the study 
of the allocation of scarce resources.

2. Models. Economists use models to make testable predictions.

3. Uses of Microeconomic Models in Your Life and Career. Individuals, governments, 
and firms use microeconomic models and predictions in decision making.

In this chapter,  
we discuss three 
main topics

 1.1 Microeconomics: The Allocation 
of Scarce Resources
Individuals and firms allocate their limited resources to make themselves as well 
off as possible. Consumers select the mix of goods and services that makes them as 
happy as possible given their limited wealth. Firms decide which goods to  produce, 
where to produce them, how much to produce to maximize their profits, and how 
to produce those levels of output at the lowest cost by using more or less of  various 
inputs such as labor, capital, materials, and energy. The owners of a depletable 
natural resource such as oil decide when to use it. Government decision makers 
decide which goods and services the government will produce and whether to 
 subsidize, tax, or regulate industries and consumers to benefit consumers, firms, 
or government employees.



2 CHAPTER 1  Introduction

Trade-Offs
People make trade-offs because they can’t have everything. A society faces three key 
trade-offs:

1. Which goods and services to produce. If a society produces more cars, it must 
produce fewer of other goods and services, because it has only a limited amount 
of resources—workers, raw materials, capital, and energy—available to pro-
duce goods.

2. How to produce. To produce a given level of output, a firm must use more of 
one input if it uses less of another input. For example, cracker and cookie 
manufacturers switch between palm oil and coconut oil, depending on which 
is less expensive.

3. Who gets the goods and services. The more of society’s goods and services you 
get, the less someone else gets.

Who Makes the Decisions
The government may make these three allocation decisions explicitly, or the final 
decisions may reflect the interaction of independent decisions by many individual 
consumers and firms. In the former Soviet Union, the government told manufactur-
ers how many cars of each type to make and which inputs to use to make them. The 
government also decided which consumers would get cars.

In most other countries, how many cars of each type are produced and who gets 
them are determined by how much it costs to make cars of a particular quality 
in the least expensive way and how much consumers are willing to pay for them. 
More consumers would own a handcrafted Rolls-Royce and fewer would buy a 
mass-produced Toyota Camry if a Rolls were not 14 times more expensive than 
a Camry.

How Prices Determine Allocations
Prices link the decisions about which goods and services to produce, how to produce 
them, and who gets them. Prices influence the decisions of individual consumers and 
firms, and the interactions of these decisions by consumers, firms, and the govern-
ment determine price.

Interactions between consumers and firms take place in a market, which is an 
exchange mechanism that allows buyers to trade with sellers. A market may be a 
town square where people go to trade food and clothing, or it may be an international 
telecommunications network over which people buy and sell financial securities. 
Typically, when we talk about a single market, we are referring to trade in a single 
good or a group of goods that are closely related, such as soft drinks, movies, novels, 
or automobiles.

Most of this book concerns how prices are determined within a market. We 
show that the organization of the market, especially the number of buyers and 
sellers in the market and the amount of information they have, helps determine 
whether the price equals the cost of production. We also show that in the absence 
of a market (and market price), serious problems, such as high pollution levels, 
result.
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 1.2 Models
Everything should be made as simple as possible, but not simpler. —Albert Einstein

To explain how individuals and firms allocate resources and how market prices are 
determined, economists use a model: a description of the relationship between two or 
more variables. Economists also use models to predict how a change in one variable 
will affect another variable.

Many government actions affect prices and hence the allocation decisions.
Many U.S., Australian, British, Canadian, New Zealand, and Taiwanese 

jurisdictions have or are considering imposing a Twinkie tax on unhealthful 
fatty and sweet foods or a tax on sugary soft drinks to reduce obesity and cho-
lesterol problems, particularly among children. A 2017 poll found that 57% of 
the U.S. public supports “taxing soda and other sugary drinks to raise money 
for pre-school and children’s health programs and help address the problem of 
obesity.”

In recent years, many communities around the world debated and some passed 
new taxes on sugar-sweetened soft drinks. New beverage taxes went into effect 
in Mexico in 2014; Cook County, Illinois, in 2016; United Kingdom in 2018; 
and San Francisco, California, in 2018. At least 34 states differentially tax soft 
drinks, candy, chewing gum, and snack foods such as potato chips. These taxes 
affect prices and decisions people make. In addition, many U.S. school districts 
ban soft drink vending machines. These bans discourage consumption, as would 
an extremely high tax.

Taxes and bans affect which foods are produced, as firms offer new low-fat and 
low-sugar products, and how fast-foods are produced, as manufacturers reformu-
late their products to lower their tax burden. These taxes also influence who gets 
these goods as consumers, especially children, replace them with relatively less 
expensive, untaxed products.1

1The sources for Applications are available at the back of this book.

APPLICATION

Twinkie Tax

According to an income threshold model, people whose incomes are below a 
threshold do not buy a particular consumer durable, while many people whose 
income exceeds that threshold buy it.

If this theory is correct, we predict that, as most people’s incomes rise above 
the threshold in lower-income countries, consumer durable purchases will increase 
from near zero to large numbers virtually overnight. This prediction is consistent 
with evidence from Malaysia, where the income threshold for buying a car is 
about $4,000.

In China, incomes have risen rapidly and now exceed the threshold levels for 
many types of durable goods. In response to higher incomes, Chinese car purchases 
have taken off. For example, Li Rifu, a 46-year-old Chinese farmer and watch 

APPLICATION

Income Threshold 
Model and China
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Simplifications by Assumption
We stated the income threshold model verbally, but we could have presented it 
graphically or mathematically. Regardless of how the model is described, an eco-
nomic model is a simplification of reality that contains only reality’s most important 
features. Without simplifications, it is difficult to make predictions because the real 
world is too complex to analyze fully.

By analogy, if the owner’s manual accompanying a new DVD recorder had a 
diagram showing the relationships among all the parts in the recorder, the diagram 
would be overwhelming and useless. But a diagram that includes a photo of the but-
tons on the front of the machine, with labels describing the purpose of each, is useful 
and informative.

Economists make many assumptions to simplify their models.2 When using the 
income threshold model to explain car-purchasing behavior in China, we assume 
that factors other than income, such as the vehicles’ color choices, are irrelevant 
to the decision to buy cars. Therefore, we ignore the color of cars that are sold 
in China when we describe the relationship between average income and the 
number of cars that consumers want. If our assumption is correct, we make our 
auto market analysis simpler without losing important details by ignoring color. 
If we’re wrong and these ignored issues are important, our predictions may be 
inaccurate.

Throughout this book, we start with strong assumptions to simplify our mod-
els. Later, we add complexities. For example, in most of the book, we assume that 
consumers know each firm’s price for a product. In many markets, such as the New 
York Stock Exchange, this assumption is realistic. However, it is not realistic in other 
markets, such as the market for used automobiles, in which consumers do not know 
the prices that each firm charges. To devise an accurate model for markets in which 
consumers have limited information, in Chapter 16, we add consumer uncertainty 
about price into the model.

2An engineer, an economist, and a physicist are stranded on a deserted island with a can of beans but 
no can opener. How should they open the can? The engineer proposes hitting the can with a rock. The 
physicist suggests building a fire under the can to increase pressure and burst it open. The economist 
thinks for a while and then says, “Assume that we have a can opener. . . .”

repairman, thought that buying a car would improve the odds that his 22- and 
24-year-old sons would find girlfriends, marry, and produce grandchildren. Soon 
after Mr. Li purchased his Geely King Kong for the equivalent of $9,000, both 
sons met girlfriends, and his older son got married.

Given the rapid increase in Chinese incomes in the past couple of decades, 
four-fifths of all new cars sold in China are bought by first-time customers. An 
influx of first-time buyers was responsible for Chinese car sales increasing by a 
factor of nearly 18 between 2000 and 2017. In 2005, China produced fewer than 
half as many cars as the United States. In 2017, China was by far the largest pro-
ducer of cars in the world, producing one out of every three cars in the world. It 
produced nearly three times as many cars as the United States—the second largest 
producer—as well as 39% more than the entire European Union. One out of every 
three cars is produced in China.
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Testing Theories
Blore’s Razor: Given a choice between two theories, 
take the one which is funnier.

Economic theory is the development and use of a 
model to formulate hypotheses, which are predictions 
about cause and effect. We are interested in models 
that make clear, testable predictions, such as “If the 
price rises, the quantity demanded falls.” A theory 
stating that “People’s behaviors depend on their 
tastes, and their tastes change randomly at random 
intervals” is not very useful because it does not lead 
to testable predictions.

Economists test theories by checking whether pre-
dictions are correct. If a prediction does not come 
true, economists may reject the theory.3 Economists 
use a model until it is refuted by evidence or until a 
better model is developed.

A good model makes sharp, clear predictions 
that are consistent with reality. Some very simple 
models make sharp predictions that are incorrect, 
and other, more complex  models make ambiguous 
predictions—in which any outcome is possible—that 
are untestable. The skill in model building is to chart 
a middle ground.

The purpose of this book is to teach you how to 
think like an economist, in the sense that you can 
build testable theories using economic models or apply 
existing models to new situations. Although econo-
mists think alike, in that they develop and use testable 
models, they often disagree. One may present a logi-
cally consistent argument that prices will go up in the 
next quarter. Another economist, using a different but 
equally logical theory, may contend that prices will fall 
in that quarter. If the economists are reasonable, they 
agree that pure logic alone cannot resolve their dispute. 
Indeed, they agree that they’ll have to use empirical 
evidence—facts about the real world—to determine 
which prediction is correct.

Maximizing Subject to Constraints
Although one economist’s model may differ from another’s, a key assumption in 
most microeconomic models is that individuals allocate their scarce resources to 
make themselves as well off as possible. Of all the affordable combinations of goods, 

3We can use evidence of whether a theory’s predictions are correct to refute the theory but not to prove 
it. If a model’s prediction is inconsistent with what actually happened, the model must be wrong, so 
we reject it. Even if the model’s prediction is consistent with reality, however, the model’s prediction 
may be correct for the wrong reason. Hence, we cannot prove that the model is correct—we can only 
fail to reject it.
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consumers pick the bundle of goods that gives them the most possible enjoyment. 
Firms try to maximize their profits given limited resources and existing technology. 
That resources are limited plays a crucial role in these models. Were it not for scarcity, 
people could consume unlimited amounts of goods and services, and sellers could 
become rich beyond limit.

As we show throughout this book, the maximizing behavior of individuals and 
firms determines society’s three main allocation decisions: which goods are produced, 
how they are produced, and who gets them. For example, diamond-studded pocket 
combs will be sold only if firms find it profitable to sell them. The firms will make and 
sell these combs only if consumers value the combs at least as much as it costs the firm 
to produce them. Consumers will buy the combs only if they get more pleasure from 
the combs than they would from other goods they could buy with the same resources.

Many of the models that we examine are based on maximizing an objective that 
is subject to a constraint. Consumers maximize their well-being subject to a budget 
constraint, which says that their resources limit how many goods they can buy. Firms 
maximize profits subject to technological and other constraints. Governments may 
try to maximize the welfare of consumers or firms subject to constraints imposed 
by limited resources and the behavior of consumers and firms. We cover the formal 
economic analysis of maximizing behavior in Chapters 2 through 19 and review the 
underlying mathematics in the Calculus Appendix at the end of the book.

Positive Versus Normative
Those are my principles. If you don’t like them I have others. —Groucho Marx

Using models of maximizing behavior sometimes leads to predictions that seem harsh 
or heartless. For instance, a World Bank economist predicted that if an African gov-
ernment used price controls to keep the price of food low during a drought, food 
shortages would occur and people would starve. The predicted outcome is awful, but 
the economist was not heartless. The economist was only making a scientific predic-
tion about the relationship between cause and effect: Price controls (cause) lead to 
food shortages and starvation (effect).

Such a scientific prediction is known as a positive statement: a testable hypothesis 
about matters of fact such as cause-and-effect relations. Positive does not mean that 
we are certain about the truth of our statement; it indicates only that we can test 
whether it is true.

If the World Bank economist is correct, should the government control prices? If 
government policymakers believe the economist’s predictions, they know that the low 
prices will help consumers who are able to buy as much food as they want, and hurt 
both the food sellers and those who are unable to buy as much food as they want, 
some of whom may die from malnutrition. As a result, the government’s decision of 
whether to use price controls turns on whether the government cares more about the 
winners or the losers. In other words, to decide on its policy, the government makes 
a value judgment.

Instead of making a prediction and testing it and then making a value judgment to 
decide whether to use price controls, government policymakers could make a value 
judgment directly. The value judgment could be based on the belief that “because 
people should have prepared for the drought, the government should not try to help 
them by keeping food prices low” or “people should be protected against price goug-
ing during a drought, so the government should use price controls.”

These two statements are not scientific predictions. Each is a value judgment, or 
 normative statement: a conclusion as to whether something is good or bad. A norma-
tive statement cannot be tested because a value judgment cannot be refuted by evidence. 
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It is a prescription rather than a prediction. A normative statement concerns what 
somebody believes should happen; a positive statement concerns what will happen.

Although a normative conclusion can be drawn without first conducting a positive 
analysis, a policy debate will be more informed if positive analyses are conducted 
first.4 Suppose your normative belief is that the government should help the poor. 
Should you vote for a candidate who advocates a higher minimum wage (a law that 
requires firms to pay wages at or above a specified level); a European-style welfare 
system (guaranteeing health care, housing, and other basic goods and services); an 
end to our current welfare system; a negative income tax (the less income a person 
receives, the more that person receives from the government); or job training pro-
grams? Positive economic analysis can be used to predict whether these programs 
will benefit poor people but not whether these programs are good or bad. Using these 
predictions and your value judgment, you decide for whom to vote.

Economists’ emphasis on positive analysis has implications for what they study 
and even their use of language. For example, many economists stress that they study 
people’s wants rather than their needs. Although people need certain minimum levels 
of food, shelter, and clothing to survive, most people in developed economies have 
enough money to buy goods well in excess of the minimum levels necessary to main-
tain life. Consequently, calling something a need in a wealthy country is often a value 
judgment. You almost certainly have been told by an elder that “you need a college 
education.” That person was probably making a value judgment—“you should go 
to college”—rather than a scientific prediction that you will suffer terrible economic 
deprivation if you don’t go to college. We can’t test such value judgments, but we 
can test hypotheses such as “people with a college education earn substantially more 
than comparable people with only a high school education.”

New Theories
One of the strengths of economics is that it is continually evolving, for two reasons. 
First, economists—like physicists, biologists, and other scientists—are always trying 
to improve their understanding of the world around them.

For example, traditional managerial textbooks presented theories based on the 
assumptions that decision makers always optimize: They do the best they can with 
their limited resources. While we cover these traditional theories, we also present 
another recently developed approach referred to as behavioral economics, which is 
the study of how psychological biases and cognitive limits can prevent managers and 
others from optimizing.

Second, economic theory evolves out of necessity. Unlike those who work in the 
physical and biological sciences, economists and managers also have to develop new 
ways to think about disruptive innovations. Although most innovations are incre-
mental, some are sufficiently disruptive to dramatically change the way an industry 
is structured—or even to create new industries and destroy old ones.

The internet is an example of a disruptive innovation, which led to other disrup-
tions. Online retailing has displaced much traditional brick-and-mortar retailing, online 
payment systems have largely replaced cash and checks, and online media, especially 
social media, have changed the way most people acquire and transmit information.

To analyze the economic effects of the internet and other disruptive innovations, 
economists have extended established theories and developed new ones. For example, 

4Some economists draw the normative conclusion that, as social scientists, we economists should 
restrict ourselves to positive analyses. Others argue that we shouldn’t give up our right to make value 
judgments just like the next person (who happens to be biased, prejudiced, and pigheaded, unlike us).
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the internet has given rise to many services that allow two groups of users to interact—
such as auction services, dating sites, job matching services, and payment services.  
In response, economists have developed the theory of such two-sided markets, which 
has influenced court decisions and government policy toward such markets. This 
book describes economic theories of the internet and of two-sided markets, along 
with other recent developments in economics.

 1.3 Uses of Microeconomic Models 
in Your Life and Career
Have you ever imagined a world without hypothetical situations?

Because microeconomic models explain why economic decisions are made and allow 
us to make predictions, they can be very useful for individuals, governments, and 
firms in making decisions. Throughout this book, we consider examples of how 
microeconomics aids in actual decision making. Here, we briefly look at some uses 
by individuals and governments.

Individuals use microeconomics to make purchasing and other decisions. 
Examples include considering inflation when choosing whether to rent an apart-
ment (Chapter 4); determining whether going to college is a good investment (Chap-
ter 15); deciding whether to invest in stocks or bonds (Chapter 16); determining 
whether to buy insurance (Chapter 16); and knowing whether you should pay a 
lawyer by the hour or a percentage of any award (Chapter 19).

Microeconomics can help citizens make voting decisions based on candidates’ 
views on economic issues. Elected and appointed government officials use economic 
models in many ways. Recent administrations have placed increased emphasis on 
economic analysis. Economic and environmental impact studies are required before 
many projects can commence. The President’s Council of Economic Advisers and 
other federal economists analyze and advise national government agencies on the 
likely economic effects of all major policies.

Indeed, often governments use microeconomic models to predict the probable 
impact of a policy. We show how to predict the likely impact of a tax on the tax 
revenues raised (Chapter 2), the effects of trade policies such as tariffs and quotas on 
markets (Chapter 9), and the effects on collusion of governments posting the results 
of bidding (Chapter 14). Governments also use economics to decide how best to 
prevent pollution and global warming (Chapter 17).

Decisions by firms reflect microeconomic analysis. Firms price discriminate (charge 
individuals different prices) or bundle goods to increase their profits (Chapter 12). 
Strategic decisions concerning pricing, setting quantities, advertising, or entering into 
a market can be predicted using game theory (Chapter 13). An example in an oli-
gopolistic market is the competition between American Airlines and United Airlines 
on the Chicago–Los Angeles route (Chapter 14). When a mining company should 
extract ore depends on interest rates (Chapter 15). A firm decides whether to offer 
employees deferred payments to ensure they work hard (Chapter 19).

Thus, this book will help you develop skills in economic analysis that are crucial 
in careers such as those in economics, business, law, and many others. Some of you 
will get jobs that use economic analysis intensively, such as working as an economist 
or setting prices or assessing financial investment options for firms. Others will use 
your knowledge of economics in both your work to analyze the likely outcomes from 
government actions and other events.
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as a tax increase, will affect various sectors of the 
economy in the future. A good theory is simple to 
use and makes clear, testable predictions that are not 
refuted by evidence. Most microeconomic models are 
based on maximizing behavior. Economists use mod-
els to construct positive hypotheses concerning how a 
cause leads to an effect. These positive questions can 
be tested. In contrast, normative statements, which are 
value judgments, cannot be tested.

3. Uses of Microeconomic Models in Your Life and 
Career. Individuals, governments, and firms use micro-
economic models and predictions to make decisions. 
For example, to maximize its profits, a firm needs to 
know consumers’ decision-making criteria, the trade-
offs between various ways of producing and marketing 
its product, government regulations, and other fac-
tors. You can use economic analysis in many different 
careers, particularly in economics and business.

1. Microeconomics: The Allocation of Scarce Resources. 
Microeconomics is the study of the allocation of scarce 
resources. Consumers, firms, and governments must 
make allocation decisions. A society faces three key 
trade-offs: which goods and services to produce, how 
to produce them, and who gets them. These decisions 
are interrelated and depend on the prices that consum-
ers and firms face and on government actions. Market 
prices affect the decisions of individual consumers and 
firms, and the interaction of the decisions of individual 
consumers and firms determines market prices. The 
organization of the market, especially the number of 
firms in the market and the information consumers 
and firms have, plays an important role in determining 
whether the market price is equal to or higher than the 
cost of producing an additional unit of output.

2. Models. Models based on economic theories are used 
to answer questions about how some change, such 

SUMMARY
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Countries around the globe are debating whether to permit firms to grow or sell genetically 
modified (GM) foods, which have their DNA altered through genetic engineering rather 
than through conventional breeding.1 The introduction of GM techniques can affect both 
the   quantity of a crop farmer’s supply and whether consumers want to buy that crop. 
Using GM techniques, farmers can produce more output at a given cost. Common GM 
crops include canola, corn, cotton, rice, soybean, and sugar beet.

At least 29 countries grow GM food crops, which 
are mostly herbicide-resistant varieties of corn (maize), 
soybean, and canola (oilseed rape). Developing coun-
tries grow more GM crops than developed countries, 
though the United States plants 40% of worldwide 
GM acreage. The largest GM-producing country is 
the United States, followed by Brazil, Argentina, India, 
Canada, and China.

According to some polls, 70% of consumers in Europe 
object to GM foods. Fears cause some consumers to 
refuse to buy a GM crop. Consumers in other countries, 
such as the United States, are less concerned about GM 
foods. Only about one in six Americans care “a great deal” 
about GM foods. However, even in the United States, a 
2017 ABC poll found that 52% of U.S. consumers believe 
that GM foods are generally unsafe to eat. The U.S. 
National Academy of Science reported that it could find 
no evidence to support claims that genetically modified 
organisms are dangerous for either the environment or 
human health. A letter signed by 131 Nobel Prize winners 
concludes that these fears are unjustified.

Nonetheless, as of 2018, 64 nations require labeling 
of GM foods, including European Union countries, Japan, Australia, Brazil, Russia, China, 
and the United States. Consumers are unlikely to avoid GM crops if products are unlabeled.

Will the use of GM seeds lead to lower prices and more food sold? What happens to 
prices and quantities sold if many consumers refuse to buy GM crops? We will use the mod-
els in this chapter to answer these questions at the end of the chapter.

1Sources for Applications and Challenges appear at the back of the book.

Talk is cheap because supply exceeds demand.

Quantities and  
Prices of Genetically 
Modified Foods

CHALLENGE

2 Supply  
and Demand

To analyze questions concerning the price and quantity responses from introducing new 
products or technologies, imposing government regulations or taxes, or other events, econ-
omists may use the supply-and-demand model. When asked, “What is the most important 
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 2.1 Demand
The quantity demanded is the amount of a good that consumers are willing to buy at 
a given price during a specified period (such as a day or a year), holding constant the 
other factors that influence purchases. The quantity demanded of a good or service 
can exceed the quantity actually sold. For example, as a promotion, a local store might 
sell Lindt Excellence Dark Chocolate Bar with A Touch of Sea Salt for $1 each today 
only. At that low price, you might want to buy 10 bars, but because the store has only 

thing you know about economics?” many people reply, “Supply equals demand.” 
This  statement is shorthand for one of the simplest yet most powerful models of 
 economics. The supply-and-demand model describes how consumers and suppli-
ers interact to determine the price and the quantity of a good or service. To use 
the model, you need to determine three things: buyers’ behavior, sellers’ behavior, 
and their interaction.

After reading that grandiose claim, you might ask, “Is that all there is to economics? 
Can I become an expert economist that fast?” The answer to both questions, of 
course, is no. In addition, you need to learn the limits of this model and which other 
models to use when this one does not apply. (You must also learn the economists’ 
secret handshake.)

Even with its limitations, the supply-and-demand model is the most widely used 
economic model. It provides a good description of how markets function, and it 
works particularly well in markets that have many buyers and sellers, such as most 
agricultural and labor markets. Like all good theories, the supply-and-demand model 
can be tested—and possibly proven false. But in markets where it is applicable, it 
allows us to make accurate predictions easily.

1. Demand. The quantity of a good or service that consumers demand depends on price 
and other factors such as consumers’ incomes and the prices of related goods.

2. Supply. The quantity of a good or service that firms supply depends on price and other 
factors such as the cost of inputs that firms use to produce the good or service.

3. Market Equilibrium. The interaction between the consumers’ demand curve and the 
firms’ supply curve determines the market price and quantity of a good or service that is 
bought and sold.

4. Shocking the Equilibrium: Comparative Statics. Changes in a factor that affect demand 
(such as consumers’ incomes), supply (such as a rise in the price of inputs), or a new govern-
ment policy (such as a new tax) alter the market or equilibrium price and quantity of a good.

5. Elasticities. Given estimates of summary statistics called elasticities, economists can 
forecast the effects of changes in taxes and other factors on market price and quantity.

6. Effects of a Sales Tax. How a sales tax increase affects the price and quantity of a 
good, and whether the tax falls more heavily on consumers or on suppliers, depend on 
the supply and demand curves.

7. Quantity Supplied Need Not Equal Quantity Demanded. If the government regulates 
the prices in a market, the quantity supplied might not equal the quantity demanded.

8. When to Use the Supply-and-Demand Model. The supply-and-demand model applies 
to competitive markets only.

In this chapter,  
we examine eight 
main topics
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5 remaining, you can buy at most 5 bars. The quantity you demand is 10 bars—it’s the 
amount you want—even though the amount you actually buy is 5.

Potential consumers decide how much of a good or service to buy based on its price, 
which is expressed as an amount of money per unit of the good (for example, dollars 
per pound), and many other factors, including consumers’ tastes, information, and 
income; prices of other goods; and government actions. Before concentrating on the 
role price plays in determining demand, let’s look briefly at some of the other factors.

Consumers make purchases based on their tastes. Consumers do not purchase 
foods they dislike, works of art they don’t appreciate, or clothes they think are 
unfashionable or uncomfortable. However, advertising can influence people’s tastes.

Similarly, information (or misinformation) about the uses of a good affects con-
sumers’ decisions. A few years ago, when many consumers were convinced that 
oatmeal could lower their cholesterol level, they rushed to grocery stores and bought 
large quantities of oatmeal. (They even ate it until they remembered that they disliked 
the taste.)

The prices of other goods also affect consumers’ purchase decisions. Before decid-
ing to buy a pair of Levi’s jeans, you might check the prices of other brands. If the 
price of a close substitute—a product that you think is similar or identical to the jeans 
you are considering purchasing—is much lower than the price of the Levi’s, you might 
buy that other brand instead. Similarly, the price of a complement—a good that you 
like to consume at the same time as the product you are considering buying—could 
affect your decision. If you only eat pie with ice cream, the higher the price of ice 
cream, the less likely you are to buy pie.

People’s incomes play a major role in determining what and how much of a good 
or service they purchase. A person who suddenly inherits great wealth might pur-
chase a Mercedes and other luxury items, and may be less likely to buy do-it-yourself 
repair kits.

Government rules and regulations affect people’s purchase decisions. Sales taxes 
increase the price that a consumer must spend on a good, and government-imposed 
limits on the use of a good can affect demand. For example, if a city government bans 
the use of skateboards on its streets, skateboard sales fall.2

Other factors can also affect the demand for specific goods. Some people are more 
likely to buy a pair of $200 shoes if their friends do. The demand for small, dying 
evergreen trees is substantially higher in December than in other months.

Although many factors influence demand, economists usually concentrate on how 
a product’s price affects the quantity demanded. To determine how a change in price 
affects the quantity demanded, economists must hold constant other factors, such as 
income and tastes, which affect the quantity demanded.

The Demand Function
The demand function shows the correspondence between the quantity demanded, price, 
and other factors that influence purchases. Some other factors that may influence the 
quantity demanded include income, substitutes, and complements. A substitute is a good 
or service that may be consumed instead of another good or service. For many people, 
tea is a substitute for coffee. A complement is a good or service that is jointly consumed 
with another good or service. For example, many people drink coffee with sugar.

2When a Mississippi woman attempted to sell her granddaughter for $2,000 and a car, state legisla-
tors were horrified to discover that they had no law on the books prohibiting the sale of children 
and quickly passed such a law. (Mac Gordon, “Legislators Make Child-Selling Illegal,” Jackson Free 
Press, March 16, 2009.)
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Let’s examine the demand function for coffee. The quantity of coffee demanded, 
Q, varies with the price of coffee, p, the price of sugar, ps, and consumers’ income, 
Y, so the coffee demand function, D, is

 Q = D(p, ps, Y). (2.1)

We assume that any other factors that are not explicitly listed in the demand function 
are irrelevant (such as the price of llamas in Peru) or constant (such as the prices of 
substitutes and complements, tastes, and consumer information).

Equation 2.1 is a general functional form—it does not specify exactly how Q varies 
with the explanatory variables, p, ps, and Y. An estimated world demand function for 
green (unroasted) coffee beans is3

    Q = 8.56 - p - 0.3ps + 0.1Y, (2.2)

where Q is the quantity of coffee in millions of tons per year, p 
is the price of coffee in dollars per pound (lb), ps is the price of 
sugar in dollars per lb, and Y is the average annual household 
income in high-income countries in thousands of dollars.

Usually, we’re primarily interested in the relationship 
between the quantity demanded and the price of the good. 
That is, we want to know the relationship between the quan-
tity demanded and price, holding all other factors constant. 
For example, given that the price of sugar, ps, is $0.20 per lb 
and the average income, Y, is $35 thousand per year, we can 
substitute those values into Equation 2.2 and write the quantity 
demanded as a function of only the price of coffee:

 Q = 8.56 - p - 0.3ps + 0.1Y

 = 8.56 - p - (0.3 * 0.2) + (0.1 * 35)

  = 12 - p. (2.3)

We can graphically show this relationship, Q = D(p) = 12 - p, between the 
quantity demanded and price. A demand curve is a plot of the demand function that 
shows the quantity demanded at each possible price, holding constant the other fac-
tors that influence purchases. Figure 2.1 shows the estimated demand curve, D, for 
coffee. (Although this estimated demand curve is a straight line, demand curves can 
be smooth curves or wavy lines.) By convention, the vertical axis of the graph mea-
sures the price, p, per unit of the good, which in our coffee example is dollars per lb. 
The horizontal axis measures the quantity, Q, of the good, per physical measure of 
the good per period, which in this case is million tons per year.4

3Because prices, quantities, and other factors change simultaneously over time, economists use sta-
tistical techniques to hold the effects of factors other than the price of the good constant so that they 
can determine how price affects the quantity demanded (see Regression Appendix at the back of the 
book). As with any estimate, the demand curve estimates are probably more accurate in the observed 
range of prices than at very high or very low prices. I estimated this model using data from the Food 
and Agriculture Organization, Commodity Review and Outlook; International Coffee Organization, 
www.ico.org/new_historical.asp; International Cocoa Organization, The World Cocoa Economy: 
Past and Present (July 2012); and World Bank, World Development Indicators.
4Economists typically do not state the relevant physical and period measures unless these measures 
are particularly useful in context. I’ll generally follow this convention and refer to the price as, say, $2 
(with the “per lb” understood) and the quantity as 10 (with the “million tons per year” understood).

www.ico.org/new_historical.asp
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If we set the quantity equal to zero in Equation 2.3, Q = 12 - p = 0, we find 
that p = $12. That is, the demand curve, D, hits the price (vertical) axis at $12, 
indicating that no quantity is demanded when the price is $12 per lb or higher. If 
we set the price equal to zero in Equation 2.3, Q = 12 - 0 = 12, we learn that the 
demand curve hits the horizontal quantity axis at 12 million tons. That is the amount 
of coffee that people would consume if coffee were free.

By plugging any particular value for p into the demand equation, we can determine 
the corresponding quantities. For example, if p = $2, then Q = 12 - 2 = 10, as 
Figure 2.1 shows.

A Change in a Product’s Price Causes a Movement Along the Demand 
Curve. The demand curve in Figure 2.1 shows that if the price decreases from $6 to 
$4 per lb, the quantity consumers demand increases by 2 units (million tons), from 
6 to 8. These changes in the quantity demanded in response to changes in price are 
movements along the demand curve. The demand curve is a concise summary of 
the answers to the question “What happens to the quantity demanded as the price 
changes, when all other factors are held constant?”

One of the most important empirical findings in economics is the Law of Demand: 
Consumers demand more of a good the lower its price, holding constant tastes, the 
prices of other goods, and other factors that influence the amount they consume.5 
One way to state the Law of Demand is that the demand curve slopes downward, as 
in Figure 2.1.

Because the derivative of the demand function with respect to price shows the 
movement along the demand curve as we vary price, another way to state the Law 
of Demand is that this derivative is negative: A higher price results in a lower quan-
tity demanded. If the demand function is Q = D(p), then the Law of Demand says 
that dQ/dp 6 0, where dQ/dp is the derivative of the D function with respect to 
p. (Unless we state otherwise, we assume that all demand and other functions are 

5In Chapter 4, we show that theory does not require that the Law of Demand holds; however, available 
empirical evidence strongly supports the Law of Demand.

Figure 2.1 A Coffee Demand Curve

The estimated global demand 
curve, D, for coffee shows 
the relationship between 
the quantity demanded per 
year and the price per lb. 
The downward slope of the 
demand curve shows that, 
holding other factors that 
influence demand constant, 
consumers demand a smaller 
quantity of a good when its 
price is high and a larger 
quantity when the price is 
low. A change in price causes 
a movement along the demand 
curve. For example, an 
increase in the price of coffee 
causes consumers to demand a 
smaller quantity of coffee.
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continuous and differentiable everywhere.) The derivative of the quantity of coffee 
demanded with respect to its price in Equation 2.3 is

dQ
dp

= -1,

which is negative, so the Law of Demand holds. Given dQ/dp = -1, a small change 
in the price (measured in dollars per lb) causes an equal unit decrease in the quantity 
demanded (measured in million tons per year).

This derivative gives the change in the quantity demanded in response to an infini-
tesimal change in the price. In general, if we look at a discrete, relatively large increase 
in the price, the change in the quantity might not be proportional to the change for 
a small increase in the price. However, here the derivative is a constant that does not 
vary with the price, so the same derivative holds for large and small price changes.

For example, let the price increase from p1 = $2 to p2 = $4. That is, the change 
in the price ∆p = p2 - p1 = $4 - $2 = $2. (The ∆ symbol, the Greek letter 
capital delta, means “change in” the following variable, so ∆p means “change 
in price.”) As Figure 2.1 shows, the corresponding quantities are Q1 = 10 and 
Q2 = 8. Thus, if ∆p = $2, then the change in the quantity demanded is ∆Q =
Q2 - Q1 = 8 - 10 = -2.

Because we put price on the vertical axis and quantity on the horizontal axis, the 
slope of the demand curve is the reciprocal of the derivative of the demand func-
tion: slope = dp/dQ = 1/(dQ/dp). In our example, the slope of demand curve D in 
Figure 2.1 is dp/dQ = 1/(dQ/dp) = 1/(-1) = -1. We can also calculate the slope 
in Figure 2.1 using the rise-over-run formula and the numbers we just calculated 
(because the slope is the same for small and for large changes):

slope =
rise
run

=
∆p
∆Q

=
$1 per lb

-1 million tons per year
= - $1 per million tons per year.

This slope tells us that to sell one more unit (a million tons per year) of coffee, the 
price (per lb) must fall by $1.

A Change in Another Factor Causes the Demand Curve to Shift. If a demand 
curve shows how a price change affects the quantity demanded, holding all other 
factors that affect demand constant, how can we use demand curves to show the 
effects of a change in one of these other factors, such as the income? One solution is 
to draw the demand curve in a three-dimensional diagram with the price of coffee on 
one axis, the income on a second axis, and the quantity of coffee on the third axis. 
But just thinking about drawing such a diagram probably makes your head hurt.

Economists use a simpler approach to show how a change in a factor other than the 
price of a good affects its demand. A change in any factor except the price of the good 
itself causes a shift of the demand curve rather than a movement along the demand curve.

If the average income rises and the price of coffee remains constant, people buy 
more coffee. Suppose that the average income rises from $35,000 per year to $50,000, 
an increase of $15,000. Using the demand function in Equation 2.2, we can calculate 
the new coffee demand function relating the quantity demanded to only its price:6

 Q = 13.5 - p. (2.4)

Figure 2.2 shows that the higher income causes the coffee demand curve to shift 1.5 
units to the right from D1 (corresponding to the demand function in Equation 2.3) 
to D2 (corresponding to the demand function in Equation 2.4).

6Substituting Y = 50 and ps = 0.2 into Equation 2.2, we find that Q = 8.56 - p - (0.3 *
0.2) +(0.1 * 50) = 13.5 - p.
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Why does the demand function shift by 1.5 units (million tons per year)? Using the 
demand function Equation 2.2, we find that the partial derivative of the quantity of coffee 
demanded with respect to the income is 0Q/0Y = 0.1. Thus, if the income increases 
by $15 thousand, the quantity of coffee demanded rises by 0.1 * 15 = 1.5 units,  
holding all other factors constant.

To properly analyze the effects of a change in some 
variable on the quantity demanded, we must distin-
guish between a movement along a demand curve and 
a shift of a demand curve. A change in the price of 
a good causes a movement along its demand curve. 
A change in any other factor besides the price of the 
good causes a shift of the demand curve.

Summing Demand Functions
If we know the demand curve for each of two con-
sumers, how do we determine the total or aggregate 
demand for the two consumers combined? The total 
quantity demanded at a given price is the sum of the 
quantity each consumer demands at that price.

We can use the demand functions to determine 
the total demand of several consumers. Suppose the 
demand function for Consumer 1 is Q1 = D1(p), 

and the demand function for Consumer 2 is Q2 = D2(p). At price p, Consumer 1 
demands Q1 units, Consumer 2 demands Q2 units, and the total demand of both 
consumers is the sum of the quantities each demands separately:

Q = Q1 + Q2 = D1(p) + D2(p).

We can generalize this approach to look at the total demand for three or more 
consumers.

Wanna go swimming?

But the price is really low now!
Are you crazy?

Special!

Winter

Figure 2.2 A Shift of the Demand Curve

The global demand curve for 
coffee shifts to the right from D1 
to D2 as average annual household 
income in high-income countries 
rises by $15,000, from $35,000 
to $50,000. At the higher income, 
more coffee is demanded at any 
given price.

Effect of a $15,000 increase 
in the average income
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 2.2 Supply
To determine the market price and quantity sold of a product, knowing how much 
consumers want is not enough. We also need to know how much firms want to supply 
at any given price.

The quantity supplied is the amount of a good that firms want to sell during a 
given period at a given price, holding constant other factors that influence firms’ sup-
ply decisions, such as costs and government actions. Firms determine how much of a 
good to supply based on its price and other factors, including the costs of production 
and government rules and regulations. Usually, we expect firms to supply more at a 
higher price. Before concentrating on the role price plays in determining supply, we’ll 
briefly consider the role of some other factors.

We illustrate how to sum individual demand curves to get an aggregate demand 
curve graphically using estimated demand curves for corn (McPhail and Babcock, 
2012). The figure shows the U.S. feed demand (the use of corn to feed animals) 
curve, the U.S. food demand curve, and the aggregate demand curve from these 
two sources.7

To derive the sum of the quantity demanded for these two uses at a given price, 
we add the quantities from the individual demand curves at that price. That is, we 
add the demand curves horizontally. At the 2012 average price for corn, $7.40, 
the quantity demanded for food is 1.3 billion bushels per year and the quantity 
demanded for feed is 4.6 billion bushels. Thus, the total quantity demanded at 
that price is Q = 1.3 + 4.6 = 5.9 billion bushels.

When the price of corn exceeds $27.56 per bushel, farmers stop using corn for 
animal feed, so the quantity demanded for this use equals zero. As a result, the 
total demand curve is the same as the food demand curve at prices above $27.56.

7For graphical simplicity, we do not show the other major U.S. demand curves for export, storage, and 
use in biofuels (ethanol). Thus, this aggregate demand curve is not the total demand curve for corn.
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Production cost affects how much of a good a firm wants to sell. As a firm’s cost 
rises, it is willing to supply less of the good, all else the same. In the extreme case 
where the firm’s cost exceeds what it can earn from selling the good, the firm sells 
nothing. Thus, factors that affect cost also affect supply. For example, a technologi-
cal advance that allows a firm to produce a good at a lower cost causes the firm to 
supply more of that good, all else the same.

Government rules and regulations affect how much firms want to sell or may sell. 
Taxes and many government regulations—such as those covering pollution, sanita-
tion, and health insurance—alter the costs of production. Other regulations affect 
when and how firms may sell the product. For instance, most Western governments 
prohibit the sale of cigarettes and liquor to children. Also, most major cities around 
the world restrict the number of taxicabs.

The Supply Function
The supply function shows the correspondence between the quantity supplied, price, 
and other factors that influence the number of units offered for sale. Written generally 
(without specifying the functional form), the coffee supply function is

 Q = S(p, pc), (2.5)

where Q is the quantity of coffee supplied, p is the price of coffee, and pc is the price 
of cocoa (which is a key input in making chocolate). The land on which coffee is 
grown is also suitable for growing cocoa. When the price of cocoa rises, many cof-
fee farmers switch to producing cocoa. Therefore, when the price of cocoa rises, the 
amount of coffee produced at any given price falls. The supply function, Equation 
2.5, might also incorporate other factors such as wages, transportation costs, and the 
state of technology, but by leaving them out, we are implicitly holding them constant.

Our estimate of the supply function for coffee is

 Q = 9.6 + 0.5p - 0.2pc, (2.6)

where Q is the quantity of coffee in millions of tons per year, p is the price of coffee 
in dollars per lb, and pc is the price of cocoa in dollars per lb.

If we fix the cocoa price at $3 per lb, we can rewrite the supply function in 
Equation 2.6 as solely a function of the coffee price. Substituting pc = $3 into 
Equation 2.5, we find that

 Q = 9.6 + 0.5p - (0.2 * 3) = 9 + 0.5p. (2.7)

Because we hold fixed other variables that may affect the quantity supplied, such 
as costs and government rules, this supply function concisely answers the question 
“What happens to the quantity supplied as the price changes, holding all other fac-
tors constant?”

Corresponding to the supply function is a supply curve, which shows the quantity 
supplied at each possible price, holding constant the other factors that influence 
firms’ supply decisions. Figure 2.3 shows the coffee supply curve, S, that corresponds 
to the supply function Equation 2.7. Because the supply function is linear, the cor-
responding supply curve is a straight line.

A Change in a Product’s Price Causes a Movement Along the Supply Curve. As 
the price of coffee increases from $2 to $4 in Figure 2.3, holding other factors (the price 
of cocoa) constant, the quantity of coffee supplied increases from 10 to 11 million  
tons per year, which is a movement along the supply curve.
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How much does an increase in the price affect the quantity supplied? Differ-
entiating the supply function, Equation 2.7, with respect to price, we find that 
dQ/dp = 0.5. As this derivative is not a function of p, it holds for all price changes, 
both small and large. It shows that the quantity supplied increases by 0.5 units for 
each $1 increase in price.

Because the derivative is positive, the supply curve S slopes upward in Figure 2.3. 
Although the Law of Demand states that the demand curve slope downward, we have 
no “Law of Supply” that requires the market supply curve to have a particular slope. 
The market supply curve can be upward sloping, vertical, horizontal, or downward 
sloping.

A Change in Another Factor Causes the Supply Curve to Shift. A change in a 
factor other than a product’s price causes a shift of the supply curve. If the price of 
cocoa increases by $3 from $3 to $6 per lb, the supply function for coffee becomes

 Q = 9.6 + 0.5p - (0.2 * 6) = 8.4 + 0.5p. (2.8)

By comparing this supply function to the original one in Equation 2.7, Q = 9 + 0.5p, 
we see that the original supply curve, S1, shifts 0.6 units to the left, to S2 in Figure 2.4.

Alternatively, we can determine how far the supply curve shifts by partially dif-
ferentiating the supply function Equation 2.6 with respect to the price of cocoa: 
0Q/0pc = -0.2. This partial derivative holds for all values of pc and hence for both 
small and large changes in pc. Thus, a $3 increase in the price of cocoa causes a 
-0.2 * 3 = -0.6 units change in the quantity of coffee supplied at any price of 
coffee.

Again, it is important to distinguish between a movement along a supply curve 
and a shift of the supply curve. When the coffee price changes, the change in 
the quantity supplied reflects a movement along the supply curve. When costs, 
government rules, or other variables that affect supply change, the entire supply 
curve shifts.

Figure 2.3 A Coffee Supply Curve

The estimated global supply 
curve, S, for coffee shows 
the relationship between 
the quantity supplied per 
year and the price per lb, 
holding constant cost and 
other factors that influence 
supply. The upward slope of 
this supply curve indicates 
that firms supply more 
coffee when its price is high 
and less when the price is 
low. An increase in the price 
of coffee causes firms to 
supply a larger quantity of 
coffee; any change in price 
results in a movement along 
the supply curve.
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Summing Supply Functions
The total supply curve shows the total quantity of a product produced by all suppli-
ers at each possible price. For example, the total supply curve of rice in Japan is the 
sum of the domestic and the foreign supply curves of rice.

Figure 2.5 shows the domestic supply curve, panel a, and foreign supply curve, 
panel b, of rice in Japan. The total supply curve, S in panel c, is the horizontal sum 
of the Japanese domestic supply curve, Sd, and the foreign supply curve, Sf. In the 
figure, the Japanese and foreign supplies are zero at any price equal to or less than 
p, so the total supply is zero. At prices greater than p, the Japanese and foreign 
supplies are positive, so the total supply is positive. For example, when the price is 
p*, the quantity supplied by Japanese firms is Q*d , panel a, the quantity supplied 
by foreign firms is Q*f , panel b, and the total quantity supplied is Q* = Q*d + Q*f , 
panel c. Because the total supply curve is the horizontal sum of the domestic and 
foreign supply curves, the total supply curve is flatter than each of the other two 
supply curves.

How Government Import Policies Affect Supply Curves
We can use this approach for deriving the total supply curve to analyze the effect 
of  government policies on the total supply curve. Traditionally, the Japanese 
government has banned the importation of foreign rice. We want to determine 
how much less rice is supplied at any given price to the Japanese market because 
of this ban.

Without a ban, the foreign supply curve is Sf in panel b of Figure 2.5. A ban on 
imports eliminates the foreign supply, so the foreign supply curve after the ban is 
imposed, Sf, is a vertical line at Qf = 0. The import ban has no effect on the domestic 
supply curve, Sd, so the supply curve is the same as in panel a.

Figure 2.4 A Shift of a Supply Curve

A $3 per lb increase in the price of cocoa, 
which farmers can grow instead of coffee, 
causes the supply curve for coffee to shift 
left from S1 to S2. At the price of coffee 
of $2 per lb, the quantity supplied falls 
from 10 million tons on S1 to 9.4 million 
tons on S2.
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Because the foreign supply with a ban, Sf in panel b, is zero at every price, the 
total supply with a ban, S in panel c, is the same as the Japanese domestic supply, Sd, 
at any given price. The total supply curve under the ban lies to the left of the total 
supply curve without a ban, S. Thus, the effect of the import ban is to rotate the total 
supply curve toward the vertical axis.

A limit that a government sets on the quantity of a foreign-produced good that may 
be imported is a quota. By absolutely banning the importation of rice, the Japanese 
government sets a quota of zero on rice imports. Sometimes governments set positive 
quotas, Q 7 0. The foreign firms may supply as much as they want, Qf , as long 
as they supply no more than the quota: Qf … Q.

 2.3 Market Equilibrium
The supply and demand curves jointly determine the price and quantity at which 
goods and services are bought and sold. The demand curve shows the quantities that 
consumers want to buy at various prices, and the supply curve shows the quantities 
that firms want to sell at various prices. Unless the price is set so that consumers 
want to buy exactly the same amount that suppliers want to sell, either some buyers 
cannot buy as much as they want or some sellers cannot sell as much as they want.

When all traders are able to buy or sell as much as they want, we say that the 
market is in equilibrium: a situation in which no participant wants to change its 
behavior. At the equilibrium price, consumers want to buy the same quantity that 
firms want to sell. The quantity that consumers buy and firms sell at the equilibrium 
price is the equilibrium quantity.

Figure 2.5 Total Supply: The Sum of Domestic and Foreign Supply

If foreigners are allowed to sell their rice in Japan, the 
total Japanese supply of rice, S, is the horizontal sum of 
the domestic Japanese supply, Sd, and the imported foreign 

supply, Sf. With a ban on foreign imports, the foreign 
supply curve, Sf, is zero at every price, so the total supply 
curve, S, is the same as the domestic supply curve, Sd.
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Finding the Market Equilibrium
To illustrate how supply and demand curves determine the equilibrium price and 
quantity, we use our old friend, the coffee example. Figure 2.6 shows the supply, 
S, and the demand, D, curves for coffee. The supply and demand curves intersect 
at point e, the market equilibrium, where the equilibrium price is $2 per lb and the 
equilibrium quantity is 10 million tons per year, which is the quantity that firms want 
to sell and the quantity that consumers want to buy at the equilibrium price.

We can determine the market equilibrium for coffee mathematically using the 
demand and supply functions, Equations 2.3 and 2.7. We use these two functions to 
solve for the equilibrium price at which the quantity demanded equals the quantity 
supplied (the equilibrium quantity).

The demand function in Equation 2.3 shows the relationship between the quantity 
demanded, Qd, and the price:

Qd = 12 - p.

The supply curve, Equation 2.7, tells us the relationship between the quantity sup-
plied, Qs, and the price:

Qs = 9 + 0.5p.

We want to find the price at which Qd = Qs = Q, the equilibrium quantity. 
Because the left sides of the two equations are the same in equilibrium, Qs = Qd, the 
right sides of the two equations must be equal as well:

9 + 0.5p = 12 - p.

Adding p to both sides of this expression and subtracting 9 from both sides, we find 
that 1.5p = 3. Dividing both sides of this last expression by 1.5, we learn that the 
equilibrium price is p = $2.

Figure 2.6 Market Equilibrium

The intersection of the supply 
curve, S, and the demand curve, D, 
for coffee determines the market 
equilibrium point, e, where p = $2 
per lb and Q = 10 million tons per 
year. At the lower price of p = $1, 
the quantity demanded is 11, but the 
quantity supplied is only 9.5, so the 
excess demand is 1.5. At p = $3, 
the price exceeds the equilibrium 
price. As a result, the market has 
an excess supply of 1.5 because the 
quantity demanded, 9, is less than 
the quantity supplied, 10.5. With 
either excess demand or excess 
supply, market forces drive the price 
back to the equilibrium price of $2.
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We can determine the equilibrium quantity by substituting this equilibrium price, 
p = $2, into either the supply or the demand equation:

 Qd = Qs

  12 - 2 = 9 + (0.5 * 2)
  10 = 10.

Thus, the equilibrium quantity is 10 million tons per year.

Forces That Drive a Market to Equilibrium
A market equilibrium is not just an abstract concept or a theoretical possibility.8 We 
observe markets in equilibrium. The ability to buy as much as you want of a good at 
the market price is indirect evidence that a market is in equilibrium. You can usually 
buy as much as you want of milk, ballpoint pens, and many other goods.

Amazingly, a market equilibrium occurs without any explicit coordination between 
consumers and firms. In a competitive market such as that for agricultural goods, 
millions of consumers and thousands of firms make their buying and selling decisions 
independently. Yet, each firm can sell as much as it wants, and each consumer can 
buy as much as he or she wants. It is as though an unseen market force, like an invis-
ible hand, directs people to coordinate their activities to achieve market equilibrium.

What really causes the market to be in equilibrium? If the price were not at the 
equilibrium level, consumers or firms would have an incentive to change their behav-
ior in a way that would drive the price to the equilibrium level.9

If the price were initially lower than the equilibrium price, consumers would want 
to buy more than suppliers would want to sell. If the price of coffee were $1 in 
Figure 2.6, consumers would demand 12 - 1 = 11 million tons per year, but firms 
would be willing to supply only 9 + (0.5 * 1) = 9.5 million tons. At this price, the 
market would be in disequilibrium, meaning that the quantity demanded would not 
equal the quantity supplied. The market would have excess demand—the amount by 
which the quantity demanded exceeds the quantity supplied at a specified price—of 
11 - 9.5 = 1.5 million tons per year at a price of $1 per lb.

Some consumers would be lucky enough to be able to buy coffee at $1. Other 
consumers would not find anyone willing to sell them coffee at that price. What could 
they do? Some frustrated consumers might offer to pay suppliers more than $1. Alter-
natively, suppliers, noticing these disappointed consumers, might raise their prices. 
Such actions by consumers and producers would cause the market price to rise. At 
higher prices, the quantity that firms want to supply increases and the quantity that 
consumers want to buy decreases. The upward pressure on the price would continue 
until it reached the equilibrium price, $2, where the market has no excess demand.

If, instead, the price were initially above the equilibrium level, suppliers would 
want to sell more than consumers would want to buy. For example, at a price of 
coffee of $3, suppliers would want to sell 10.5 million tons per year but consumers 

8MyLab Economics has games (called experiments) for your course. These online games allow you 
to play against the computer. The Market Experiment illustrates the operation of the supply-and-
demand model, allowing you to participate in a simulated market. To play, go to MyLab Economics 
Multimedia Library, Single Player Experiment, and set the Chapter field to “All Chapters.”
9Our model of competitive market equilibrium, which occurs at a point in time, does not formally 
explain how dynamic adjustments occur. The following explanation, though plausible, is just one of 
a number of possible dynamic adjustment stories that economists have modeled.
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would want to buy only 9 million, as the figure shows. Thus, at a price of $3, the 
market would be in disequilibrium. The market would have excess supply—the 
amount by which the quantity supplied is greater than the quantity demanded at a 
specified price—of 10.5 - 9 = 1.5 million tons at a price of $3. Not all firms could 
sell as much as they wanted. Rather than incur storage costs (and possibly have their 
unsold coffee spoil), firms would lower the price to attract additional customers. As 
long as the price remained above the equilibrium price, some firms would have unsold 
coffee and would want to lower the price further. The price would fall until it reached 
the equilibrium level, $2, without excess supply and hence no pressure to lower the 
price further.10

In summary, at any price other than the equilibrium price, either consumers or 
suppliers would be unable to trade as much as they want. These disappointed people 
would act to change the price, driving the price to the equilibrium level. The equilib-
rium price is called the market clearing price because it removes from the market all 
frustrated buyers and sellers: The market has no excess demand or excess supply at 
the market clearing price.

 2.4 Shocking the Equilibrium: Comparative 
Statics
If the variables we hold constant in the demand and supply functions do not change, 
an equilibrium would persist indefinitely because none of the participants in the 

market would apply pressure to change the price. However, 
the equilibrium changes if a shock occurs so that one of the 
variables we were holding constant changes, causing a shift 
in either the demand curve or the supply curve.

Comparative statics is the method economists use 
to analyze how variables controlled by consumers and 
firms—here, price and quantity—react to a change in 
environmental variables (also called exogenous variables) 
that they do not control. Such environmental variables 
include the prices of substitutes, the prices of comple-
ments, the income level of consumers, and the prices of 
inputs. The term comparative statics literally refers to 
comparing a static equilibrium—an equilibrium at a point 
in time from before the change—to a static equilibrium 
after the change. (In contrast, economists may examine a 
dynamic model, in which the dynamic equilibrium adjusts 
over time.)

10Not all markets reach equilibrium through the independent actions of many buyers or sellers. In 
institutionalized or formal markets, such as the Chicago Mercantile Exchange—where agricultural 
commodities, financial instruments, energy, and metals are traded—buyers and sellers meet at a single 
location (or on a single website). In these markets, certain individuals or firms, sometimes referred to 
as market makers, act to adjust the price and bring the market into equilibrium very quickly.
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Comparative Statics with Discrete (Large) Changes
We can determine the comparative statics properties of an equilibrium by examin-
ing the effects of a discrete (relatively large) change in one environmental variable. 
We can do so by solving for the before- and after-equilibria and comparing them 
using mathematics or a graph. We illustrate this approach using our beloved coffee 
example. Suppose all the environmental variables remain constant except the price 
of cocoa, which increases by $3 per lb.

Because the price of cocoa is not an environmental variable in the demand func-
tion, the demand curve does not shift. However, as we saw in Figure 2.4, the increase 
in the price of cocoa causes the coffee supply curve to shift 0.6 units to the left from 
S1 to S2 at every possible price of coffee.

Figure 2.7 reproduces this shift of the supply curve and adds the original demand 
curve. At the original equilibrium price of coffee, $2, consumers still want to buy 
10 million tons, but suppliers are now willing to supply only 9.4 million tons at that 
price, so the market has an excess demand of 10 - 9.4 = 0.6. Market pressure forces 
the coffee price upward until it reaches the new equilibrium, e2.

At e2, the new equilibrium price is $2.40, and the new equilibrium quantity is 9.6 
million tons. Thus, the increase in the price of cocoa causes the equilibrium price of 
coffee to rise by 40¢ per lb, and the equilibrium quantity to fall by 0.4 million tons. 
Here the increase in the price of cocoa causes a shift of the supply curve and a move-
ment along the demand curve.

We can derive the same result by using equations to solve for the equilibrium 
before and after the discrete change in the price of cocoa and by comparing the two 
equations. We have already solved for the original equilibrium, e1, by setting the 
quantity in the demand function Equation 2.3 equal to the quantity in the supply 
function Equation 2.7.

Figure 2.7 The Equilibrium Effect of a Shift of the Supply Curve

A $3 per lb increase in the price 
of cocoa causes some producers to 
shift from coffee production to cocoa 
production, reducing the quantity 
of coffee supplied at every price. 
The supply curve shifts to the left 
from S1 to S2, driving the market 
equilibrium from e1 to e2, where the 
new equilibrium price is $2.40.
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We obtain the new equilibrium, e2, by equating the quantity in the demand func-
tion Equation 2.3 to that of the new supply function, with the $3 higher cocoa price, 
Equation 2.8:

12 - p = 8.4 + 0.5p.

Solving this expression, we find that the new equilibrium price is p2 = $2.40. Sub-
stituting that price into either the demand or the supply function, we learn that the 
new equilibrium quantity is Q2 = 9.6, as Figure 2.7 shows. Thus, both methods 
show that an increase in the price of cocoa causes the equilibrium price to rise and 
the equilibrium quantity to fall.

Opioids are drugs that act on the nervous system to relieve pain. They include 
heroin, fentanyl, and pain relievers that are available legally by prescription, such 
as oxycodone (OxyContin), hydrocodone (Vicodin), codeine, and morphine.

Although patients can safely use opioid pain relievers for a short period, many 
patients continue to use them for longer periods because these drugs produce eupho-
ria in addition to pain relief. Unfortunately, continued use can cause dependence, and 
excessive use can cause death. Every day, 90 Americans die from opioid overdoses.

Opioid prescriptions per capita rose 350% nationwide between 1999 and 2015. 
The use and abuse of opioids are responsible for fewer people working due to 
premature deaths, an inability to pass a job drug test, or an unwillingness to work 
due to sedation and other effects of the drug.

Labor-force participation rate of men—the ratio of employed working-age men 
to all working-age men—was 3.2 percentage points lower during 2014–2016 than 
during 1999–2001. According to Krueger (2017), labor-force participation fell 
more in areas where doctors prescribe relatively more opioid pain medication. He 
calculated that 0.6 percentage points of the decline for men, a fifth of the total, 
was due to opioid prescriptions. Similarly, the study estimated that about one-
quarter of the decline in women’s labor-force participation was due to the growth 
in opioid prescriptions.

Thus, the opioid epidemic caused the labor supply curve to shift to the left, 
similar to Figure 2.7. As a result, the equilibrium quantity of labor fell and the 
equilibrium wage rose.

APPLICATION

The Opioid Epidemic’s 
Labor Market Effects

Comparative Statics with Small Changes
Alternatively, we can use calculus to determine the effect of a small change (as 
opposed to the discrete change we just used) in one environmental variable, holding 
the other such variables constant. Until now, we have used calculus to examine how 
an argument of a demand function affects the quantity demanded or how an argu-
ment of a supply function affects the quantity supplied. Now, however, we want to 
know how an environmental variable affects the equilibrium price and quantity that 
are determined by the intersection of the supply and demand curves.

Our first step is to characterize the equilibrium values as functions of the relevant 
environmental variables. Suppose that we hold constant all the environmental vari-
ables that affect demand so that the demand function is

 Q = D(p). (2.9)

One environmental variable, a, in the supply function changes, which causes the sup-
ply curve to shift. We write the supply function as

 Q = S(p, a). (2.10)
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As before, we determine the equilibrium price by equating the quantities, Q, in Equa-
tions 2.9 and 2.10:

 D(p) = S(p, a). (2.11)

Equation 2.11 is an example of an identity. As a changes, p changes, so that this 
equation continues to hold—the market remains in equilibrium. Thus, based on this 
equation, we can write the equilibrium price as an implicit function of the environ-
mental variable: p = p(a). That is, we can write the equilibrium condition in Equa-
tion 2.11 as

 D(p(a)) = S(p(a), a). (2.12)

We can characterize how the equilibrium price changes with a by differentiating 
the equilibrium condition Equation 2.12 with respect to a using the chain rule at the 
original equilibrium,11

 
dD(p(a))

dp
 
dp
da

=
0S(p(a), a)

0p
 
dp
da

+
0S(p(a), a)

0a
. (2.13)

Using algebra, we can rearrange Equation 2.13 as

 
dp
da

=

0S
0a

dD
dp

-
0S
0p

, (2.14)

where we suppress the arguments of the functions for notational simplicity. Equa-
tion 2.14 shows the derivative of p(a) with respect to a.

We know that dD/dp 6 0 because of the Law of Demand. If the supply curve 
is upward sloping, then 0S/0p is positive, so the denominator of Equation 2.14, 
dD/dp - 0S/0p, is negative. Thus, dp/da has the opposite sign as the numerator of 
Equation 2.14. If 0S/0a is negative, then dp/da is positive: As a increases, the equi-
librium price rises. If 0S/0a is positive, an increase in a causes the equilibrium price 
to fall.

By using either the demand function or the supply function, we can use this 
result concerning the effect of a on the equilibrium price to determine the effect of 
a on the equilibrium quantity. For example, we can rewrite the demand function 
Equation 2.9 as

 Q = D(p(a)). (2.15)

Differentiating the demand function Equation 2.15 with respect to a using the chain 
rule, we find that

 
dQ
da

=
dD
dp

 
dp
da

. (2.16)

Because dD/dp 6 0 by the Law of Demand, the sign of dQ/da is the opposite of that 
of dp/da. That is, as a increases, the equilibrium price moves in the opposite direc-
tion of the equilibrium quantity. In Solved Problem 2.1, we use the coffee example 
to illustrate this type of analysis.

11The chain rule is a formula for the derivative of the composite of two functions, such as f(g(x)). 
According to this rule, df/dx = (df/dg)(dg/dx). See the Calculus Appendix at the end of the book.
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How do the equilibrium price and quantity of coffee vary as the price of cocoa 
changes, holding the variables that affect demand constant at their typical values? 
Answer this comparative statics question using calculus. (Hint: This problem has 
the same form as the more general one we just analyzed. In the cocoa market, the 
environmental variable that shifts supply, a, is pc.)

Answer

1. Solve for the equilibrium coffee price in terms of the cocoa price. To obtain an 
expression for the equilibrium similar to Equation 2.14, we equate the right 
sides of the demand function in Equation 2.3 and the supply function Equation 
2.6 to obtain

12 - p = 9.6 + 0.5p - 0.2pc, or

 p = (2.4/1.5) + (0.2/1.5)pc = 1.6 + 0.1333
#
pc. (2.17)

(As a check, when pc equals its original value, $3, in Equation 2.17, the equilib-
rium coffee price is p = $2, which is consistent with our earlier calculations.)

2. Use this equilibrium price equation to show how the equilibrium price changes 
as the price of cocoa changes. Differentiating the equilibrium price Equation 
2.17 with respect to pc gives an expression of the form of Equation 2.16:

 
dp
dpc

= 0.1333
#
. (2.18)

Because this condition holds for any value of pc (the derivative does not vary 
with pc), it also holds for large changes in the price of cocoa. For example, 
as the cocoa price increases by $3, the equilibrium cocoa price increases by 
0.1333

#
* $3 = $0.40, as Figure 2.7 shows.

3. Write the coffee demand function as in Equation 2.15, and then differentiate it 
with respect to the cocoa price to show how the equilibrium quantity of coffee 
varies with the cocoa price. From the coffee demand function, Equation 2.3, 
we can write the quantity demanded as

Q = D(p(pc)) = 12 - p(pc),

where p(pc) is given by Equation 2.17. That is,

Q = D(p(pc)) = 12 - (1.6 + 0.1333
#
pc) = 10.4 - 0.1333

#
pc.

Differentiating this expression with respect to pc using the chain rule, we obtain

 
dQ
dpc

=
dD
dp

 
dp
dpc

= -1 * 0.1333
#

= -0.1333
#
, (2.19)

where dp>dpc is given by Equation 2.18. That is, as the price of cocoa increases 
by $1, the equilibrium quantity of coffee falls by 0.1333

#
 tons per year. Because 

the derivative in Equation 2.19 does not vary with pc, it holds for large changes. 
Thus, if the price of cocoa increases by $3, then the equilibrium quantity falls 
by 0.1333

#
* 3 = 0.4 million tons per year, as Figure 2.7 shows.

SOLVED PROBLEM 
2.1

MyLab Economics
Solved Problem
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Why the Shapes of Demand and Supply Curves Matter
The shapes and positions of the demand and supply curves determine how much a 
shock affects the equilibrium price and quantity. We illustrate the importance of the 
shape of the demand curve using the estimated avocado demand and supply curves.12 
We start by determining what happens if the price of fertilizer (an input to the pro-
duction of avocados) increases by 55¢ per lb, which causes the avocado supply curve 
to shift to the left from S1 to S2 in panel a of Figure 2.8. The shift of the supply curve 
causes a movement along the estimated demand curve, D1. The equilibrium quantity 
falls from 80 to 72 million lb per month, and the equilibrium price rises 20¢ from 
$2.00 to $2.20 per lb, hurting consumers.

A supply shock would have different effects if the demand curve had a different 
shape. Suppose that the quantity demanded were not sensitive to a change in the 
price, so that a change in the price does not affect the amount demanded, as the ver-
tical demand curve D2 in panel b shows. A 55¢ increase in the fertilizer price again 
shifts the supply curve from S1 to S2. However, with the vertical demand curve, the 
equilibrium quantity does not change, but the price consumers pay rises by more, 
going from $2 to $2.73. Thus, the amount consumers spend rises by more when the 
demand curve is vertical instead of downward sloping.

Now suppose that consumers are extremely sensitive to price changes, as the 
horizontal demand curve, D3, in panel c shows. Consumers will buy virtually 

12The supply and demand curves are based on estimates from Carman (2006), which we updated 
with more recent data from the California Avocado Commission and supplemented with information 
from other sources.

Figure 2.8 The Effects of a Shift of the Supply Curve Depend on the Shape of the Demand Curve

A 55¢ increase in the price of fertilizer shifts the avocado 
supply curve to the left from S1 to S2. (a) Given the actual, 
estimated downward-sloping linear demand curve, D1, 
the equilibrium price rises from $2.00 to $2.20 and the 
equilibrium quantity falls from 80 to 72. (b) If the demand 

curve were vertical, D2, the supply shock would cause price 
to rise to $2.73 while quantity would remain unchanged. 
(c) If the demand curve were horizontal, D3, the supply 
shock would not affect price but would cause quantity to 
fall to 69.
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unlimited quantities of avocados at $2 per lb (or less). However, if the price rises 
even slightly, they stop buying avocados altogether. With a horizontal demand 
curve, an increase in the price of avocados has no effect on the price consumers 
pay; however, the equilibrium quantity drops substantially from 80 to 69 million 
lb per month. Thus, how much the equilibrium quantity falls and how much the 
equilibrium price of avocados rises when the fertilizer price increases depend on 
the shape of the demand curve.

 2.5 Elasticities
It is convenient to be able to summarize the responsiveness of one variable to a 
change in another variable using a summary statistic. In our last example, we 
wanted to know whether an increase in the price of a product causes a large or 
a small change in the quantity demanded (that is, whether the demand curve is 
relatively vertical or relatively horizontal at the current price). We can use sum-
mary statistics of the responsiveness of the quantity demanded and the quantity 
supplied to determine comparative statics properties of the equilibrium. Often, we 
have reasonable estimates of these summary statistics and can use them to predict 
what will happen to the equilibrium in a market—that is, to make comparative 
statics predictions. Later in this chapter, we will examine how the government 
can use these summary measures to predict how a tax on a product will affect the 
equilibrium price and quantity, and hence firms’ revenues and the government’s 
tax receipts.

Suppose that a variable z (for example, the quantity demanded or the quantity 
supplied) is a function of a variable x (say, the price of z) and possibly other variables 
such as y. We write this function as z = f(x, y). For example, f could be the demand 
function, where z is the quantity demanded, x is the price, and y is income. We want 
a summary statistic that describes how much z changes as x changes, holding y con-
stant. An elasticity is the percentage change in one variable (here, z) in response to a 
given percentage change in another variable (here, x), holding other relevant variables 
(here, y) constant. The elasticity, E, of z with respect to x is

 E =
percentage change in z
percentage change in x

= ∆z/z
∆x/x

=
0z
0x

 
x
z
, (2.20)

where ∆z is the change in z, so ∆z/z is the percentage change in z. If z changes by 3% 
when x changes by 1%, then the elasticity E is 3. Thus, the elasticity is a pure number 
(it has no units of measure).13 As ∆x goes to zero, ∆z/∆x goes to the partial derivative 
0z/0x. Economists usually calculate elasticities at this limit—that is, for infinitesimal 
changes in x.

Demand Elasticity
The price elasticity of demand (or simply the demand elasticity or elasticity of 
demand) is the percentage change in the quantity demanded, Q, in response to a 
given percentage change in the price, p, at a particular point on the demand curve. 

13Economists use the elasticity rather than the slope, 0z/0x, as a summary statistic because the elastic-
ity is a pure number, whereas the slope depends on the units of measurement. For example, if x is a 
price measured in pennies and we switch to measuring price using dollars, the slope changes, but the 
elasticity remains unchanged.
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The price elasticity of demand (represented by ε, the Greek letter epsilon), a special 
case of Equation 2.20, is

   ε =
percentage change in quantity demanded

percentage change in price
=

∆Q/Q
∆p/p

=
0Q
0p

 
p
Q

, (2.21)

where 0Q/0p is the partial derivative of the demand function with respect to p (that 
is, holding constant other variables that affect the quantity demanded).

The elasticity of demand concisely answers the question “How much does the 
quantity demanded of a product fall in response to a 1% increase in its price?” 
A 1% increase in price leads to an ε% change in the quantity demanded. For 
example, Roberts and Schlenker (2013) estimated that the elasticity of corn is 
-0.3. A 1% increase in the price of corn leads to a -0.3% fall in the quantity of 
corn demanded. Thus, a price increase causes a less than proportionate fall in the 
quantity of corn demanded.

We can use Equation 2.21 to calculate the elasticity of demand for a linear demand 
function that holds fixed other variables that affect demand:

Q = a - bp,

where a is the quantity demanded when the price is zero, Q = a - (b * 0) = a, and 
-b is the ratio of the fall in the quantity relative to the rise in price: the derivative 
dQ/dp. The elasticity of demand is

 ε =
dQ
dp

 
p
Q

= -b 
p
Q

. (2.22)

The estimated U.S. linear corn demand function is

 Q = 15.6 - 0.5p, (2.23)

where p is the price in dollars per bushel and Q is the quantity demanded in billion 
bushels per year.14 What is the elasticity of demand at the point on the demand 
curve where the price is p = $7.20 per bushel?

Answer

Substitute the slope coefficient b, the price, and the quantity in Equation 2.22.
Equation 2.23 is a special case of the general linear demand function Q = a - bp, 

where a = 15.6 and b = 0.5. Evaluating Equation 2.23 at p = $7.20, we find 
that the quantity demanded is Q = 15.6 - (0.5 * 7.20) = 12 billion bushels per 
year. Substituting b = 0.5, p = $7.20, and Q = 12 into Equation 2.22, we learn 
that the elasticity of demand at this point on the demand curve is

ε = -b 
p
Q

= -0.5 *
7.20
12

= -0.3.

The negative sign on the corn elasticity of demand illustrates the Law of Demand: 
Less quantity is demanded as the price rises.

14This demand curve is a linearized version of the estimated demand curve in Roberts and Schlenker 
(2013). I have rounded their estimated elasticities slightly for algebraic simplicity.

SOLVED PROBLEM 
2.2
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Elasticities Along the Demand Curve. The elasticity of demand varies along 
most demand curves. On downward-sloping linear demand curves (lines that are 
neither vertical nor horizontal), the higher the price, the more negative the elasticity 
of demand. Consequently, even though the slope of the linear demand curve is con-
stant, the elasticity varies along the curve. A 1% increase in the price causes a larger 
percentage fall in the quantity demanded near the top (left) of the demand curve than 
near the bottom (right).

Where a linear demand curve hits the quantity axis (p = 0 and Q = a), the elas-
ticity of demand is ε = -b * (0/a) = 0, according to Equation 2.22. The linear 
coffee demand curve in Figure 2.9 illustrates this pattern. Where the price is zero, a 
1% increase in price does not raise the price, so quantity demanded does not change. 
At a point where the elasticity of demand is zero, the demand curve is said to be 
perfectly inelastic. As a physical analogy, if you try to stretch an inelastic steel rod, 
the length does not change. The change in the price is the force pulling at demand; if 
the quantity demanded does not change in response to this force, the demand curve 
is perfectly inelastic.

For quantities between the midpoint of the linear demand curve and the lower end, 
where Q = a, the demand elasticity lies between 0 and -1: 0 7 ε 7 -1. A point 
along the demand curve where the elasticity is between 0 and -1 is inelastic (but 
not perfectly inelastic): A 1% increase in price leads to a fall in quantity of less than 
1%. For example, at p = $3 and Q = 9, ε = -1

3, so a one percent increase in price 
causes quantity to fall by one-third of a percent. A physical analogy is a piece of rope 
that does not stretch much—is inelastic—when you pull on it: Changing price has 
relatively little effect on quantity.

At the midpoint of any linear demand curve, p = a/(2b) and Q = a/2, so 
ε = -bp/Q = -b[a/(2b)]/(a/2) = -1.15 Such an elasticity of demand is called a 
 unitary elasticity.

15The linear demand curve hits the price axis at p = a/b and the quantity axis at p = 0. The midpoint 
occurs at p = (a/b - 0)/2 = a/(2b), where the quantity is Q = a - b[a/(2b)] = a/2.

As of the first quarter of 2018, the Apple App Store (iOS) had about 2.0 million 
apps (mobile applications for smartphones and tablets) and Google Play (Android) 
had 3.8 million. How price sensitive are consumers of apps? Are Apple aficionados 
more or less price sensitive than people who use Android devices?

Ghose and Han (2014) estimated the demand for an app in the Apple 
App Store is -2.0. That is, a 1% increase in price causes a 2% drop in the 

demand for an Apple app. Thus, 
demand is elastic in the Apple 
App Store.

The estimated demand elasticity 
for an app in Google Play is -3.7, 
which means an Android app has 
a nearly twice as elastic demand 
as does an Apple app. Therefore, 
Google Play consumers are more 
price sensitive than are Apple App 
consumers.

APPLICATION

The Demand  
Elasticities for Google 
Play and Apple Apps
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At prices higher than at the midpoint of the demand curve, the elasticity of demand 
is less than negative one, ε 6 -1. In this range, the demand curve is called elastic: 
A 1% increase in price causes more than a 1% fall in quantity. A physical analogy 
is a rubber band that stretches substantially when you pull on it. Figure 2.9 shows 
that the coffee demand elasticity is -3 where p = $9 and Q = 3: A 1% increase in 
price causes a 3% drop in the quantity demanded.

As the price rises, the elasticity gets more and more negative, approaching negative 
infinity. Where the demand curve hits the price axis, it is perfectly elastic.16 At the 
price a>b where Q = 0, a 1% decrease in p causes the quantity demanded to become 
positive, which is an infinite increase in quantity.

The elasticity of demand varies along most demand curves, not just downward-
sloping linear ones. However, along a special type of demand curve, called a constant-
elasticity demand curve, the elasticity is the same at every point along the curve. 
Constant-elasticity demand curves all have the exponential form

 Q = Apε, (2.24)

where A is a positive constant and ε, a negative constant, is the elasticity at every 
point along this demand curve. By taking natural logarithms of both sides of Equa-
tion 2.24, we can rewrite this exponential demand curve as a log-linear demand 
curve:

 ln Q = ln A + ε ln p. (2.25)

For example, given the information in the Application “The Demand Elasticities 
for Google Play and Apple Apps,” the estimated demand function for Apple apps 

16The linear demand curve hits the price axis at p = a/b and Q = 0, so the elasticity of demand is 
-bp/0. As the price approaches a/b, the elasticity approaches negative infinity, - ∞ . An intuition for 
this result is provided by looking at a sequence where -1 divided by 0.1 is -10, -1 divided by 0.01 
is -100, and so on. The smaller the number we divide by, the more negative the result, which goes 
to - ∞  in the limit.

Figure 2.9 The Elasticity of Demand Varies Along the Linear Coffee Demand Curve

With a linear demand curve, such as 
the coffee demand curve, the higher 
the price, the more elastic the demand 
curve (ε is larger in absolute value: It 
becomes a more negative number as 
we move up the demand curve). The 
demand curve is perfectly inelastic 
(ε = 0) where the demand curve hits 
the horizontal axis, is perfectly elastic 
where the demand curve hits the 
vertical axis, and has unitary elasticity 
at the midpoint of the demand curve.
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(mobile applications) is Q = 1.4p-2, where the quantity is in millions of apps. Here, 
A = 1.4, and ε = -2 is the constant-elasticity of demand. That is, the demand for 
Apple apps is elastic: ε 6 -1. We can equivalently write this demand function as ln 
Q = ln 1.4 - 2 ln p.

Figure 2.10 shows several constant-elasticity demand curves with different 
elasticities. Except for the vertical and the horizontal demand curves, the curves 
are convex to the origin (bend away from the origin). The two extreme cases of 
these constant-elasticity demand curves are the vertical and the horizontal demand 
curves. Along the demand curve that is horizontal at p* in Figure 2.10, the elastic-
ity is infinite everywhere. It is also a special case of a linear demand curve with a 
zero slope (b = 0). Along this demand curve, people are willing to buy as much as 
firms sell at any price less than or equal to p*. If the price increases even slightly 
above p*, however, demand falls to zero. Thus, a small increase in price causes 
an infinite drop in the quantity demanded, which means that the demand curve is 
perfectly elastic.

Why would a demand curve be horizontal? One reason is that consumers view 
one good as identical to another good and do not care which one they buy. Sup-
pose that consumers view Washington State apples and Oregon apples as identi-
cal. They won’t buy Washington apples if these apples sell for more than Oregon 
apples. Similarly, they won’t buy Oregon apples if their price is higher than that of 
Washington apples. If the two prices are equal, consumers do not care which type 
of apple they buy. Thus, the demand curve for Oregon apples is horizontal at the 
price of Washington apples.

The other extreme case is the vertical demand curve, which is perfectly inelastic 
everywhere. Such a demand curve is also an extreme case of the linear demand 
curve with an infinite (vertical) slope. If the price goes up, the quantity demanded 
is unchanged, dQ/dp = 0, so the elasticity of demand must be zero: ε =  (dQ/dp)
(p/Q) = 0 * (p/Q) = 0.

A demand curve is vertical for essential goods—goods that people feel they must 
have and will pay anything to get. Because Sydney has diabetes, her demand curve 
for insulin could be vertical at a day’s dose, Q*.17

17More realistically, she may have a maximum price, p*, that she can afford to pay. Thus, her demand 
curve is vertical at Q* up to p* and horizontal at p* to the left of Q*.

Figure 2.10 Constant-Elasticity Demand Curves

These constant-elasticity 
demand curves, Q = Ap, 
vary with respect to their 
elasticities. Curves with 
negative, finite elasticities 
are convex to the origin. 
The vertical, constant-
elasticity demand curve 
is perfectly inelastic, 
while the horizontal 
curve is perfectly elastic.
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Other Types of Demand Elasticities. We refer to the price elasticity of demand as 
the elasticity of demand. However, other types of demand elasticities show how the 
quantity demanded changes in response to changes in variables other than price that 
affect the quantity demanded. Two such demand elasticities are the income elasticity 
of demand and the cross-price elasticity of demand.

As people’s incomes increase, their demand curves for products shift. If a demand 
curve shifts to the right, consumers demand a larger quantity at any given price. If 
instead the demand curve shifts to the left, consumers demand a smaller quantity at 
any given price.

We can measure how sensitive the quantity demanded at a given price is to income 
by using the income elasticity of demand (or income elasticity), which is the percent-
age change in the quantity demanded in response to a given percentage change in 
income, Y. The income elasticity of demand is

ξ =
percentage change in quantity demanded

percentage change in income
=

∆Q/Q
∆Y/Y

=
0Q
0Y

 
Y
Q

,

where ξ is the Greek letter xi. If the quantity demanded increases as income rises, 
the income elasticity of demand is positive. If the quantity demanded does not change 
as income rises, the income elasticity is zero. Finally, if the quantity demanded falls as 
income rises, the income elasticity is negative.

By partially differentiating the coffee demand function, Equation 2.2, 
Q = 8.5 - p - 0.3ps + 0.1Y, with respect to Y, we find that 0Q/0Y = 0.1, so 
the coffee income elasticity of demand is ξ = 0.1Y/Q. At our original equilibrium, 
quantity is Q = 10 and income is Y = 35 ($35,000), so the income elasticity is 
ξ = 0.1 * (35/10) = 0.35. The positive income elasticity shows that an increase 
in income causes the coffee demand curve to shift to the right. Holding the price of 

Show that the price elasticity of demand is a constant ε if the demand function is 
exponential, Q = Apε, or, equivalently, log-linear, ln Q = ln A + ε ln p.

Answer

1. Differentiate the exponential demand curve with respect to price to deter-
mine dQ/dp, and substitute that expression into the definition of the elas-
ticity of demand. Differentiating the demand curve Q = Apε, we find that 
dQ/dp = εApε - 1. Substituting that expression into the elasticity definition, 
we learn that the elasticity is

dQ
dp

 
p
Q

= εApε - 1 
p
Q

= εApε - 1 
p

Apε = ε.

Because the elasticity is a constant that does not depend on the particular value 
of p, it is the same at every point along the demand curve.

2. Differentiate the log-linear demand curve to determine dQ/dp, and substitute 
that expression into the definition of the elasticity of demand. Differentiating 
the log-linear demand curve, ln Q = ln A + ε ln p, with respect to p, we find 
that d(ln Q)/dp = (dQ/dp)/Q = ε/p. Multiplying this Equation by p, we again 
discover that the elasticity is constant:

dQ
dp

 
p
Q

= ε 
Q
p

 
p
Q

= ε.

SOLVED PROBLEM 
2.3
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coffee constant at $2 per lb, a 1% increase in income causes the demand curve for 
coffee to shift to the right by 0.35%.

Income elasticities play an important role in our analysis of consumer behavior in 
Chapter 5. Typically, goods that consumers view as necessities, such as food, have 
income elasticities near zero. The estimated income elasticity for wireless access is 
0.42 (Kridel, 2014). Goods that they consider luxuries generally have income elastici-
ties greater than one.

The cross-price elasticity of demand is the percentage change in the quantity 
demanded in response to a given percentage change in the price of another good, po. 
The cross-price elasticity is

percentage change in quantity demanded
percentage change in price of another good

=
∆Q/Q
∆po/po

=
0Q
0po

 
po

Q
.

If the cross-price elasticity is positive, the goods are substitutes. As the price of 
the second good increases, the demand curve for the first good shifts to the right, so 
people buy more of the first good at any given price.

If the cross-price elasticity is negative, the goods are complements.18 An increase 
in the price of the second good causes the demand curve for the first good to shift 
leftward, so people buy less of the first good at any given price.

For example, coffee and sugar are complements: Many people put sugar in 
their coffee. By partially differentiating the coffee demand function, Equation 2.2, 
Q = 8.5 - p - 0.3ps + 0.1Y, with respect to the price of sugar, ps, we find 
that 0Q/0ps = -0.3. That is, an increase in the price of sugar causes the quantity 
demanded of coffee to fall, holding the price of coffee and income constant. The cross-
price elasticity between the price of sugar and the quantity demanded of coffee is 
(0Q/0ps)(ps /Q) = -0.3ps /Q. At the original equilibrium, where Q = 10 million tons per 
year and ps = $0.20 per lb, the cross-price elasticity is -0.3 * (0.20/10) = -0.006. 
As the price of sugar rises by 1%, the quantity of coffee demanded falls by only 0.006%.

Taking account of cross-price elasticities is important in making business and 
policy decisions. For example, General Motors wants to know how much a change 
in the price of a Toyota affects the demand for its Chevy. Society wants to know if 
taxing soft drinks will substantially increase the demand for milk.

Supply Elasticity
Just as we can use the elasticity of demand to summarize information about the 
responsiveness of the quantity demanded to price or other variables, we can use the 
elasticity of supply to summarize how responsive the quantity supplied of a product is 
to price changes or other variables. The price elasticity of supply (or supply elasticity) 
is the percentage change in the quantity supplied in response to a given percentage 
change in the price. The price elasticity of supply (η, the Greek letter eta) is

 η =
percentage change in quantity supplied

percentage change in price
=

∆Q/Q
∆p/p

=
0Q
0p

 
p
Q

, (2.26)

where Q is the quantity supplied. If η = 2, a 1% increase in price leads to a 2% 
increase in the quantity supplied.

The definition of the price elasticity of supply, Equation 2.26, is very similar to 
the definition of the price elasticity of demand, Equation 2.21. The key distinction is 

18Jargon alert: Graduate-level textbooks generally call these goods gross complements and the goods 
in the previous example gross substitutes.
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that the elasticity of supply describes the movement along the supply curve as price 
changes, whereas the elasticity of demand describes the movement along the demand 
curve as price changes. That is, in the numerator, supply elasticity depends on the 
percentage change in the quantity supplied, whereas demand elasticity depends on 
the percentage change in the quantity demanded.

If the supply curve is upward sloping, 0p/0Q 7 0, the supply elasticity is positive: 
η 7 0. If the supply curve slopes downward, the supply elasticity is negative: η 6 0.

At a point on a supply curve where the elasticity of supply is η = 0, we say that 
the supply curve is perfectly inelastic: The supply does not change as the price rises. 
If 0 6 η 6 1, the supply curve is inelastic (but not perfectly inelastic): A 1% increase 
in the price causes a less than 1% rise in the quantity supplied. If η = 1, the supply curve 
is unitary elastic. If η 7 1, the supply curve is elastic. If η is infinite, the supply 
curve is perfectly elastic.

To illustrate the supply elasticity, we use the estimated linear U.S. corn 
supply function (based on Roberts and Schlenker, 2013)

 Q = 10.2 + 0.25p, (2.27)

where Q is the quantity of corn supplied in billion bushels per year and p is the 
price of corn in dollars per bushel. Differentiating Equation 2.27, we find that 
dQ/dp = 0.25. At the point on the supply curve where p = $7.20 and Q = 12, the 
elasticity of supply is

η =
dQ
dp

 
p
Q

 = 0.25 *
7.20
12

 = 0.15.

At this point on the supply curve, a 1% increase in the price of corn leads to a 0.15% 
rise in the quantity of corn supplied. That is, the supply curve is inelastic at this point.

The elasticity of supply may vary along a supply curve. For example, because the corn 
elasticity of supply is η = 0.25p/Q, as the ratio p/Q rises, the supply elasticity rises.

The supply elasticity does not vary along constant-elasticity supply functions, which 
are exponential or (equivalently) log-linear: Q = Bpη or ln Q = ln B + η ln p. If η 
is a positive, finite number, the constant-elasticity supply curve starts at the origin, as 
Figure 2.11 shows. Two extreme examples of both constant-elasticity of supply curves 
and linear supply curves are the vertical supply curve and the horizontal supply curve.

Figure 2.11 Constant-Elasticity Supply Curves

Constant-elasticity supply curves, Q = Bpη, with 
positive, finite elasticities, start at the origin. They 
are concave to the horizontal axis if 1 6 η 6 ∞  
and convex if 0 6 η 6 1. The unitary-elasticity 
supply curve is a straight line through the origin. 
The vertical constant-elasticity supply curve is 
perfectly inelastic, while the horizontal curve is 
perfectly elastic.
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A supply curve that is vertical at a quantity, Q*, is perfectly inelastic. No matter 
what the price is, firms supply Q*. An example of inelastic supply is a perishable item 
such as already-picked fresh fruit. Unsold perishable goods quickly become worthless. 
Thus, the seller will accept any market price for the good.

A supply curve that is horizontal at a price, p*, is perfectly elastic. Firms supply as 
much as the market wants—a potentially unlimited amount—if the price is p* or above. 
Firms supply nothing at a price below p*, which does not cover their cost of production.

Show that the price elasticity of supply is 1 for a linear supply curve that starts 
at the origin.

Answer

1. Write the formula for a linear supply curve that starts at the origin. In general, 
a linear supply function is Q = A + Bp. If p = 0, then Q = A. For a linear 
supply curve to start at the origin (p = 0, Q = 0), A must be zero. Thus, the 
supply function is Q = Bp. For firms to supply positive quantities at a positive 
price, we need B 7 0.

2. Calculate the supply elasticity based on this linear function by using the defini-
tion. The supply elasticity is η = (dQ/dp)(p/Q) = B(p/Q) = B(p/[Bp]) = 1, 
regardless of the slope of the line, B.

Comment: This supply function is a special case of the constant-elasticity supply 
function where Q = Bpη = Bp1, so η = 1.

SOLVED PROBLEM 
2.4

Long Run Versus Short Run
Typically, short-run demand or supply elasticities differ substantially from long-run 
elasticities. The duration of the short run depends on the planning horizon—how 
long it takes consumers or firms to adjust for a particular good.

Demand Elasticities over Time. Two factors that determine whether short-run 
demand elasticities are larger or smaller than long-run elasticities are the ease of 
substitution and storage opportunities. Often one can substitute between products 
in the long run but not in the short run.

The shape of a demand curve depends on the period under consideration. Often con-
sumers substitute between products in the long run but not in the short run. The price of 
U.S. gasoline in May 2018 was nearly one-third higher than in the previous year. How-
ever, most consumers did not change their consumption demand very much in the short 
run. Someone who drives 27 miles to and from work every day in a Ford Explorer did 
not suddenly start using less gasoline. However, if gas prices were to remain high in the 
long run, people would reduce their consumption of gasoline. Many people would buy 
smaller, more fuel-efficient cars, some people would take jobs closer to home, and some 
would even move closer to their work or closer to convenient public transportation.

Liddle (2012) estimated the gasoline demand elasticities across many countries and 
found that the short-run elasticity for gasoline was -0.16 and the long-run elastic-
ity was -0.43. Thus, a 1% increase in price lowers the quantity demanded by only 
0.16% in the short run but by more than twice as much, 0.43%, in the long run.

In contrast, the short-run demand elasticity for goods that can be stored easily 
may be more elastic than the long-run ones. Prince (2008) found that the demand for 
computers was more elastic in the short run (-2.74) than in the long run (-2.17). 
His explanation was that consumers worry about being locked-in with an older 
technology in the short run so that they were more sensitive to price in the short run.

MyLab Economics
Solved Problem
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Supply Elasticities over Time. Short-run supply curve elasticities may differ from 
long-run elasticities. If a manufacturing firm wants to increase production in the short 
run, it can do so by hiring workers to use its machines around the clock. However, 
the fixed size of its manufacturing plant and fixed number of machines in the plant 
limit how much it can expand its output.

In the long run, however, the firm can build another plant and buy or build more 
equipment. Thus, we would expect a firm’s long-run supply elasticity to be greater 
than it is in the short run.

Similarly, the market supply elasticity may be greater in the long run than in the 
short run. For example, Clemens and Gottlieb (2014) estimated that the health care 
supply elasticity is twice as elastic in the long run (1.4) as in the short run (0.7).

We can use information about supply and demand elasticities to answer an impor-
tant public policy question: Would selling oil from the Arctic National Wildlife 
Refuge (ANWR) substantially affect the price of oil? ANWR, established in 1960, 
is the largest of Alaska’s 16 national wildlife refuges, covers 20 million acres, and 
is believed to contain large deposits of petroleum (about the amount consumed in 
the United States in a year). For decades, a debate has raged over whether U.S. 

citizens, who own the refuge, should keep it pristine 
or permit oil drilling.19

The Obama administration sided with environ-
mentalists who stress that drilling would harm the 
wildlife refuge and pollute the environment. On the 
other side, the Trump administration and drilling 
proponents argue that extracting this oil would sub-
stantially reduce the price of petroleum as well as 
decrease U.S. dependence on foreign oil. Recent large 
fluctuations in the price of gasoline and unrest in the 
Middle East have heightened this intense debate.

The effect of selling ANWR oil on the world 
price of oil is a key element of this dispute. We 
can combine oil production information with sup-
ply and demand elasticities to make a “back of the 
envelope” estimate of the price effects. Baumeister 

and Peersman (2013) estimated that the short-run elasticity of demand, ε, for oil 
is about -0.25 and the long-run supply elasticity, η, is about 0.25.

Analysts dispute how much ANWR oil could be produced. The U.S. Depart-
ment of Energy’s Energy Information Service predicts that production from ANWR 
would average about 800,000 barrels per day. That production would be less than 
1% of the worldwide oil production, which is predicted to be about 100 million 
barrels per day in 2018.

A report by the Department of Energy predicted that drilling in the refuge could 
lower the price of oil by about 1%. In Solved Problem 2.5, we make our own cal-
culation of the price effect of drilling in ANWR. Here and in many of the solved 
problems, you are asked to determine how a change in a variable or policy (such 
as permitting ANWR drilling) affects one or more variables (such as the world 
equilibrium price of oil).

19I am grateful to Robert Whaples, who wrote an earlier version of this analysis. In the following 
discussion, we assume for simplicity that the oil market is competitive, and use current values of price 
and quantities even though drilling in the Arctic National Wildlife Refuge could not take place for at 
least a decade from when the decision to drill occurs.

APPLICATION

Oil Drilling in the  
Arctic National Wildlife 
Refuge
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What would be the effect of ANWR production on the world equilibrium price of  
oil given that ε = -0.25, η = 0.25, the pre-ANWR daily world production of oil 
is Q1 = 100 million barrels per day, the pre-ANWR world price is p1 = $70 per 
barrel, and daily ANWR production is 0.8 million barrels per day?20 We assume that 
the supply and demand curves are linear and that the introduction of ANWR oil 
would cause a parallel shift in the world supply curve to the right by 0.8 million 
barrels per day.

Answer

1. Determine the long-run linear demand function that is consistent with 
pre-ANWR world output and price. The general formula for a linear demand 
curve is Q = a - bp, where a is the quantity when p = 0 (where the demand 
curve hits the horizontal axis) and b = dQ/dp. At the original equilibrium, e1 in 
the figure, p1 = $70 and Q1 = 100 million barrels per day, so the elasticity of 
demand is ε = (dQ/dp)(p1/Q1) = -b(70/100) = -0.25. Using algebra, we find 
that b = 0.25(100/70) ≈ 0.357, so the demand function is Q = a - 0.357p. 
At e1, the quantity demanded is Q = 100 = a - (0.357 * 70). Using algebra, 
we find that a = 100 + (0.357 * 70) = 125. Thus, the demand function is 
Q = 125 - 0.357p.

2. Determine the long-run linear supply function that is consistent with pre-
ANWR world output and price. The general formula for a linear supply 
curve is Q = c + dp, where c is the quantity at p = 0, and d = dQ/dp. 
Where S1 intercepts D at the original equilibrium, e1, the elasticity of supply 
is η = (dQ/dp)(p1/Q1) = d(70/100) = 0.25. Solving this equation, we find 
that d = 0.25(100/70) ≈ 0.357, so the supply function is Q = c + 0.357p. 
Evaluating this Equation at e1, Q = 100 = c + (0.357 * 70). Solving for 
c, we find that c = 100 - (0.357 * 70) = 75. Thus, the supply function is 
Q = 75 + 0.357p.

3. Determine the post-ANWR linear supply function. The oil pumped from the 
refuge would cause a parallel shift in the supply curve, moving S1 to the right by 
0.8 to S2. That is, the slope remains the same, but the intercept on the quantity 
axis increases by 0.8. Thus, the supply function for S2 is Q = 75.8 + 0.357p.

4. Use the demand curve and the post-ANWR supply function to calculate the 
new equilibrium price and quantity. The new equilibrium, e2, occurs where S2 
intersects D. Setting the right side of the demand function equal to the right side 
of the post-ANWR supply function, we obtain an expression for the post-Arctic 
National Wildlife Refuge price, p2:

125 - 0.357p2 = 75.8 + 0.357p2.

We can solve this expression for the new equilibrium price: p2 ≈ $68.91. That 
is, the price drops about $1.09, or 1.6%. If we substitute this new price into 
either the demand curve or the post-ANWR supply curve, we find that the new 
equilibrium quantity is 100.4 million barrels per day. That is, equilibrium out-
put rises by 0.4 million barrels per day (0.4%), which is only a little more than 
half of the predicted daily refuge supply, because other suppliers will decrease 
their output slightly in response to the lower price.

20This price is for June 2018. From 2007 through 2018, the price of a barrel of oil fluctuated between 
about $30 and $140. The calculated percentage change in the price in Solved Problem 2.5 is not sensi-
tive to the choice of the initial price of oil.

SOLVED PROBLEM 
2.5
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 2.6 Effects of a Sales Tax
New Jersey’s decision to eliminate the tax on Botox has users elated. At least I 
think they’re elated—I can’t really tell.

Before voting for a new sales tax, legislators want to predict the effect of the tax on 
prices, quantities, and tax revenues. If the new tax will produce a large price increase, 
legislators who vote for the tax may lose their jobs in the next election. Voters’ ire is 
likely to be even greater if the tax fails to raise significant tax revenues.

Governments use two types of sales taxes: ad valorem and specific taxes. Econo-
mists call the most common sales tax an ad valorem tax, while real people call it the 
sales tax. For every dollar the consumer spends, the government keeps a fraction, v, 
which is the ad valorem tax rate. For example, Japan’s national ad valorem sales tax 
is 8%. If a Japanese consumer buys a Nintendo Wii for ¥40,000,21 the government 

21The symbol for Japan’s currency, the yen, is ¥. Roughly, ¥111 =  $1.

Comment: Our estimate that selling ANWR oil would cause only a small drop in 
the world oil price would not change substantially if our estimates of the elastici-
ties of supply and demand were moderately larger or smaller or if the equilibrium 
price of oil were higher or lower. The main reason for this result is that the refuge 
output would be a very small portion of worldwide supply—the new supply curve 
would lie only slightly to the right of the initial supply curve. Thus, drilling in 
ANWR alone cannot insulate the U.S. market from international events that roil 
the oil market.

In contrast, a new war in the Persian Gulf could shift the worldwide supply 
curve to the left by up to 24 million barrels per day (the amount of oil produced 
in the Persian Gulf), or 30 times the ANWR’s potential production. Such a shock 
would cause the price of oil to soar whether we drill in the ANWR or not.
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collects v *  ¥40,000 =  8% *  ¥40,000 =  ¥3,200 in taxes, and the seller receives 
(1 - v) *  ¥40,000 =  92% *  ¥40,000 =  ¥36,800.22

The other type of sales tax is a specific or unit tax: The government collects a 
specified dollar amount, t, per unit of output. For example, the federal government 
collects t =  18.4¢ on each gallon of gas sold in the United States.

In this section, we examine four questions about the effects of sales taxes:

1. What effect does a specific sales tax have on the equilibrium price, the equilib-
rium quantity, and tax revenue?

2. Are the equilibrium price and quantity dependent on whether the government 
collects the specific tax from suppliers or their customers?

3. Is it true, as many people claim, that producers pass along to consumers any 
taxes collected from producers? That is, do consumers pay the entire tax?

4. Do comparable ad valorem and specific taxes have equivalent effects on equi-
librium prices and quantities and on tax revenue?

The shapes of the supply and demand curves determine how much a tax affects the 
equilibrium price and quantity and how much of the tax consumers pay. Knowing 
only the elasticities of supply and demand, which summarize the shapes of these 
curves, we can make accurate predictions about the effects of a new tax and deter-
mine how much of the tax is paid by consumers.

Effects of a Specific Tax on the Equilibrium
We use our estimated corn supply and demand curves to illustrate the answer to our 
first question: What effect does a specific sales tax have on the equilibrium price, the 
equilibrium quantity, and tax revenue?23

Panel a of Figure 2.12 shows that in the before-tax equilibrium, e1, where S1 and 
D1 intersect, the equilibrium price is p1 = $7.20 and the equilibrium quantity is 
Q1 = 12 billion bushels of corn.

Suppose the government imposes a specific tax of t = $2.40 per bushel of corn 
on firms. If a customer pays a price of p to a firm, the government takes t, so the 
firm keeps p - t. Thus, at every possible price paid by customers, firms are willing 
to supply less than when they received the full amount that customers paid. Before 
the tax, firms were willing to supply 11.6 billion bushels of corn per year at a price 
of $5.60 per bushel, as the pre-tax supply curve S1 in panel a shows. After the tax, if 
customers pay $5.60, firms receive only $3.20 (=  $5.60 - $2.40), so they are not 
willing to supply 11.6 billion bushels. For firms to be willing to supply that quantity, 
customers must pay $8.00 so that firms receive $5.60 (=  $8.00 - $2.40) after pay-
ing the tax. By this reasoning, the after-tax supply curve, S2, is t = $2.40 above the 
original supply curve S1 at every quantity, as the figure shows.

The after-tax supply curve S2 intersects the demand curve D1 at e2. In the after-tax 
equilibrium, consumers pay p2 = $8 and buy Q2 = 11.6 billion bushels. At that 
quantity, firms receive the price corresponding to e3 on the original supply curve, 
p2 - t = $5.60. Thus, the tax causes the equilibrium price that customers pay to 

22For specificity, we assume that the price firms receive is p = (1 - v)p*, where p* is the price con-
sumers pay and v is the ad valorem tax rate on the price consumers pay. However, many governments 
set the ad valorem sales tax, V, as an amount added to the price sellers charge, so consumers pay 
p* = (1 + V)p. By setting v and V appropriately, the taxes are equivalent. Here p = p*/(1 + V), so 
(1 - v) = 1/(1 + V). For example, if V = 1

3, then v = 1
4.

23MyLab Economics has a Taxes Experiment that illustrates the effect of sales taxes. To participate, 
go to the MyLab Economics Multimedia Library, Single Player Experiment, and set the Chapter 
field to “All Chapters.”
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increase (∆p = p2 - p1 = $8 - $7.20 =  80¢) and the equilibrium quantity to fall 
(∆Q = Q2 - Q1 = 11.6 - 12 = -0.4).

Although the customers and producers are worse off because of the tax, the gov-
ernment acquires tax revenue of T = tQ = $2.40 per bushel *  11.6 billion bushels 
per year =  $27.84 billion per year. The length of the shaded rectangle in Figure 2.12 
panel a is Q2 = 11.6 billion per year, and its height is t = $2.40 per bushel, so the 
area of the rectangle equals the tax revenue.

Thus, the answer to our first question is that a specific tax causes the equilibrium 
price customers pay to rise, the price that firms receive to fall, the equilibrium quan-
tity to fall, and tax revenue to rise. Usually, a government imposes a tax to obtain 
tax revenue, which is a desired intended consequence of the tax. However, it views 
the other effects as predictable, but unfortunate:
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Figure 2.12 The Equilibrium Effects of a Specific Tax

(a) The specific tax of t = $2.40 per bushel of corn collected 
from producers shifts the pre-tax corn supply curve, S1, up to 
the post-tax supply curve, S2. The tax causes the equilibrium 
to shift from e1 (determined by the intersection of S1 and D1)  
to e2 (intersection of S2 with D1). The equilibrium price—
the price consumers pay—increases from p1 = $7.20 to  
p2 = $8.00. The government collects tax revenues of 

T = tQ2 = $27.84 billion per year. (b) The specific tax 
collected from customers shifts the demand curve down by 
t = $2.40 from D1 to D2. The intersection of D2 and S1 
determines the new price that firms receive, p2 - t = $5.60, 
at e3. Corresponding to this point is e2 on D1, which shows 
the equilibrium price that consumers pay, p2 = $8.00, is 
the same as when the tax is applied to suppliers in panel a.

Unintended Consequences A sales tax usually causes the price to consumers 
to rise, the price received by firms to fall, and the quantity sold to drop.

Of course, a government may tax “sin” goods—such as alcohol, marijuana, and 
soda—to discourage consumption, in which case these price and quantity effects are 
intended and desired.
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The Same Equilibrium No Matter Who Is Taxed
Our second question is, “Are the equilibrium price and quantity dependent on 
whether the specific tax is collected from suppliers or their customers?” We can use 
our supply-and-demand model to answer this question, showing that the equilibrium 
is the same regardless of whether the government collects the tax from suppliers or 
their customers.

If a customer pays a firm p for a bushel of corn, and the government collects a 
specific tax t from the customer, the total the customer pays is p + t. Suppose that 
customers bought a quantity Q at a price p* before the tax. After the tax, they are 
willing to continue to buy Q only if the price falls to p* - t, so that the after-tax 
price, p* - t + t, remains at p*. Consequently, the demand curve, from the perspec-
tive of firms, shifts down by t = $2.40 from D1 to D2 in panel b of Figure 2.12.

The intersection of D2 and the supply curve S1 determines e3. At e3, the price 
received by producers is p2 - t = $5.60 and the quantity is Q2 = 11.6 billion bush-
els. At this after-tax quantity on D1 is e2, where the price consumers pay is p2 = $8. 
The tax revenue that the government collects is T = $27.84 billion.

Comparing the two panels in Figure 2.12, we see that the after-tax equilibrium 
prices, quantities, and tax revenue are the same regardless of whether the government 
imposes the tax on consumers or sellers. Consequently, regardless of whether sellers 
or buyers pay the tax to the government, you can solve tax problems by shifting the 
supply curve or by shifting the demand curve.

Firms and Customers Share the Burden of the Tax
Our third question concerns whether customers bear the entire burden of a tax, as 
many politicians and news stories assert.

Common Confusion Businesses pass any sales tax along to consumers, so 
that the entire burden of the tax falls on consumers.

This claim is not generally true, as we now demonstrate. We start by determining the 
share of the tax that consumers bear and then show how that share depends on the 
elasticities of supply and demand.

Tax Incidence. The incidence of a tax on consumers is the share of the tax that 
consumers pay. We start by illustrating this concept in our corn example for a dis-
crete change in the tax. If the government sets a new specific tax of t, the change in 
the tax from 0 to t is ∆t = t - 0 = t. The incidence of the tax on consumers is the 
amount by which the price consumers pay rises as a fraction of the amount the tax 
increases: ∆p/∆t.

In the corn example, as both panels of Figure 2.12 show, a ∆t = $2.40 increase 
in the specific tax causes customers to pay ∆p =  80¢ more per bushel than 
before the tax. Thus, customers bear one-third of the incidence of the corn tax: 
∆p/∆t = $0.80/$2.40 = 1

3.
The change in the price that firms receive is (p2 - t) - p1 = ($8 - $2.40) -

$7.20 = $5.60 - $7.20 = - $1.60. That is, they receive $1.60 less per bushel 
than they would in the absence of the tax. Thus, the incidence of the tax on 
firms—the amount by which the price firms receives falls, divided by the tax—is 
$1.60/$2.40 = 2

3.
The sum of the share of the tax on customers, 13, and that on firms, 23, equals the 

entire tax effect, 1. Equivalently, the price increase to customers minus the price 
decrease to farmers equals the tax: $0.80 - (- $1.60) = $2.40 = t.
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The Incidence Depends on Elasticities. The tax incidence on customers depends 
on the elasticities of supply and demand, as we illustrate for small changes in the 
unit tax, t. If the government collects t from sellers, sellers receive p - t when con-
sumers pay p. We can use this information to determine the effect of the tax on the 
equilibrium. In the new equilibrium, the price that consumers pay is determined 
by the equality between the demand function and the after-tax supply function, 
D(p) = S(p - t). As a result, the equilibrium price varies with t, so we can write 
the equilibrium price as an implicit function of the tax: p = p(t). Consequently, the 
equilibrium condition is

 D(p(t)) = S(p(t) - t). (2.28)

We determine the effect a small change in the tax has on the price by differentiating 
Equation 2.28 with respect to t:

dD
dp

 
dp
dt

=
dS
dp

 
d(p(t) - t)

dt
=

dS
dp

 adp
dt

- 1b .

By rearranging these terms, we discover that the change in the price that consumers 
pay with respect to the change in the tax is

 
dp
dt

=

dS
dp

dS
dp

-
dD
dp

. (2.29)

We know that dD/dp 6 0 from the Law of Demand. If the supply curve slopes 
upward (as in Figure 2.12), dS/dp 7 0, so dp/dt 7 0. The higher the tax, the greater 
the price consumers pay. If dS/dp 6 0, the direction of change is ambiguous: It 
depends on the relative slopes of the supply and demand curves (the denominator).

By multiplying both the numerator and denominator of the right side of Equation 2.29 
by p/Q, we can express this derivative in terms of elasticities,

 
dp
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dp

 
p
Q

dS
dp

 
p
Q

-
dD
dp

 
p
Q

=
η

η - ε, (2.30)

where the last equality follows because dS/dp and dD/dp are the changes in the quan-
tities supplied and demanded as price changes, and the consumer and producer prices 
are identical when t = 0.24 This expression holds for any size change in t if both the 
demand and supply curves are linear. For most other shaped curves, the expression 
holds only for small changes.

At the corn equilibrium, ε = -0.3 and η = 0.15, so the incidence of a specific 
tax on consumers is dp/dt = η/(η - ε) = 0.15/[0.15 - (-0.3)] = 0.15/0.45 = 1

3, 
and the incidence of the tax on firms is 1 - 1

3 = 2
3.

Equation 2.30 shows that, for a given supply elasticity, the more elastic the demand 
curve at the equilibrium, the less the equilibrium price rises when a tax is imposed. 

24To determine the effect on quantity, we can combine the price result from Equation 2.29 with 
information from either the demand or the supply function. For example, differentiating the demand 

function with respect to t, we know that 
dD
dp

 
dp

dt
=

dD
dp

 
η

η - ε
, which is negative if the supply curve 

is upward sloping, so η 7 0.
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Similarly, for a given demand elasticity, the smaller the supply elasticity, the smaller 
the increase in the equilibrium price that consumers pay in response to a tax. In the 
corn example, if the supply elasticity changed to η = 0 (a perfectly inelastic vertical 
supply curve) and ε remained -0.3, then dp/dt = 0/[0 - (-0.3)] = 0. Here, none 
of the incidence of the tax falls on consumers, so the entire incidence of the tax falls 
on firms.

If the supply curve is perfectly elastic and the demand curve is linear and down-
ward sloping, what is the effect of a $1 specific tax collected from producers on 
equilibrium price and quantity, and what is the incidence on consumers? Why?

Answer

1. Determine the equilibrium in the absence of a tax. Before the tax, the perfectly 
elastic supply curve, S1 in the graph, is horizontal at p1. The downward-sloping 
linear demand curve, D, intersects S1 at the pre-tax equilibrium, e1, where the 
price is p1 and the quantity is Q1.

2. Show how the tax shifts the supply curve and determine the new equilibrium. 
A specific tax of $1 shifts the pre-tax supply curve, S1, upward by $1 to S2, 
which is horizontal at p1 + 1. The intersection of D and S2 determines the after-
tax equilibrium, e2, where the price consumers pay is p2 = p1 + 1, the price 
firms receive is p2 - 1 = p1, and the quantity is Q2.

3. Compare the before- and after-tax equilibria. The specific tax causes the equi-
librium quantity to fall from Q1 to Q2, the price firms receive to remain at p1, 
and the equilibrium price consumers pay to rise from p1 to p2 = p1 + 1. The 
entire incidence of the tax falls on consumers:

∆p
∆t

=
p2 - p1

∆t
=

$1
$1

= 1.

(We can use Equation 2.30 to draw the same conclusion.)

4. Explain why. The reason consumers must absorb the entire tax is that firms will 
not supply the good at a price that is any lower than they received before the 
tax, p1. Thus, the price must rise enough that the price suppliers receive after 
tax is unchanged. As consumers do not want to consume as much at a higher 
price, the equilibrium quantity falls.

SOLVED PROBLEM 
2.6
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The Similar Effects of Ad Valorem and Specific Taxes
Our fourth question concerns whether comparable ad valorem and specific taxes 
have the same equilibrium and revenue effects. Unlike specific sales taxes, which are 
applied to relatively few goods, governments levy ad valorem taxes on a wide vari-
ety of goods. Most states apply ad valorem sales taxes to most goods and services, 
exempting only a few staples such as food and medicine.

Suppose the government imposes an ad valorem tax of v, instead of a specific tax, 
on the price that consumers pay for corn. We already know that the equilibrium 
price of corn is $8.00 with a specific tax of $2.40 per bushel. At that price, an ad 
valorem tax of v = $2.40/$8 = 30% raises the same amount of tax per unit as a 
$2.40 specific tax.

It is usually easiest to analyze the effects of an ad valorem tax by shifting the 
demand curve. Figure 2.13 shows how a specific tax and an ad valorem tax shift the 
corn demand curve. The specific tax shifts the original, pre-tax demand curve, D, 
down to Ds, which is parallel to the original curve. The ad valorem tax rotates the 
demand curve to Da. At any given price p, the gap between D and Da is vp, which 
is greater at high prices than at low prices. The gap is $2.40 (=  0.3 * $8) per unit 
when the price is $8, and $1.20 when the price is $4.

If the government imposes the ad valorem tax, Da intersects S at e3. The equilibrium 
quantity falls from 12 billion bushels to 11.6 billion bushels at e1. The after-tax price, 
p2 = $8, at e2 is higher than the original price, p1 = $7.20, at e1. The tax collected 
per unit of output is t = vp2 = $2.40. The incidence of the tax that falls on con-
sumers is the change in price, ∆p = p2 - p1 = $0.80, divided by the change in the 
per-unit tax, ∆t = vp2 - 0 = $2.40, that is collected, ∆p/(vp2) = $0.80/$2.40 = 1

3. 

For 30 years, the U.S. government subsidized ethanol directly and indirectly with 
the goal of replacing 15% of U.S. gasoline consumption with this biofuel. The 
explicit ethanol subsidy was eliminated in 2012.25 However, as of 2018, the gov-
ernment continues to subsidize corn, the main input, and requires that gas stations 
sell a gasoline-ethanol mix, which greatly increases the demand for ethanol.

What was the subsidy’s incidence on consumers? That is, how much of the 
subsidy went to purchasers of ethanol? Because a subsidy is a negative tax, we 
need to change the sign of the consumer incidence formula, Equation 2.30, when 
using it for a subsidy, s, rather than for a tax. That is, the consumer incidence is 
dp/ds = η/(ε - η).

According to McPhail and Babcock (2012), the supply elasticity of ethanol, 
η, is about 0.13, and the demand elasticity is about -2.1. Thus, at the equilib-
rium, the supply curve is relatively inelastic (nearly the opposite of the situation 
in Solved Problem 2.6, where the supply curve was perfectly elastic), and the 
demand curve is relatively elastic. Using Equation 2.30, the consumer incidence 
was η/(η - ε) = 0.13/(-2.1 - 0.13) ≈ -0.06. Thus, consumers received virtu-
ally none (6%) of the subsidy, so producers captured almost the entire subsidy. 
A detailed empirical study by Bielen, Newell, and Pizer (2018) confirmed these 
results: Consumers and corn farmers received a negligible amount of the benefits 
from the ethanol subsidy, with virtually all of the benefits going to ethanol produc-
ers and gasoline blenders.

25In 2011, the last year of the ethanol subsidy, the subsidy cost the government $6 billion. According 
to a 2010 Rice University study, in 2008, ethanol replaced about 2% of the U.S. gasoline supply, at 
a cost of about $1.95 per gallon on top of the gasoline retail price. The combined ethanol and corn 
subsidies amounted to about $2.59 per gallon of ethanol.

APPLICATION

Subsidizing Ethanol
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The incidence of an ad valorem tax is generally shared between consumers and 
producers. Because the ad valorem tax of v = 30% has exactly the same impact 
on the equilibrium corn price and raises the same amount of tax per unit as the 
t = $2.40 specific tax, the incidence is the same for both types of taxes. (As with 
specific taxes, the incidence of the ad valorem tax depends on the elasticities of supply 
and demand, but we’ll spare you from having to go through that in detail.)

 2.7 Quantity Supplied Need Not Equal 
Quantity Demanded
In a supply-and-demand model, the quantity supplied does not necessarily equal the 
quantity demanded because of the way we defined these two concepts. We defined the 
quantity supplied as the amount firms want to sell at a given price, holding constant 
other factors that affect supply, such as the price of inputs. We defined the quantity 
demanded as the quantity that consumers want to buy at a given price, if other fac-
tors that affect demand are held constant. The quantity that firms want to sell and 
the quantity that consumers want to buy at a given price need not equal the quantity 
that is bought and sold.

We could have defined the quantity supplied and the quantity demanded so that 
they must be equal. Had we defined the quantity supplied as the amount firms actu-
ally sell at a given price and the quantity demanded as the amount consumers actu-
ally buy, supply would have to equal demand in all markets because we defined the 
quantity demanded and the quantity supplied as the same quantity.

It is worth emphasizing this distinction because politicians, pundits, and the press 
are so often confused on this point. Someone who insists “demand must equal sup-
ply” must be defining demand and supply as the actual quantities sold. Because we 
define the quantities supplied and demanded in terms of people’s wants and not 
actual quantities bought and sold, the statement that “supply equals demand” is a 
theory, not merely a definition.

According to our theory, the quantity supplied equals the quantity demanded 
at the intersection of the supply and demand curves if the government does not 

Figure 2.13 The Effects of a Specific Tax and an Ad Valorem Tax on Consumers

Without a tax, the demand 
curve is D and the supply 
curve is S. An ad valorem tax 
of v = 30% shifts the demand 
curve facing firms to Da. The 
gap between D and Da, the 
per-unit tax, is larger at higher 
prices. In contrast, the demand 
curve facing firms given a 
specific tax of $2.40 per bushel, 
Ds, is parallel to D. The after-
tax equilibrium, e2, and the tax 
revenue, T, are the same with 
both of these taxes.
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intervene. However, not all government interventions prevent markets from clear-
ing: equilibrating the quantity supplied and the quantity demanded. For example, as 
we’ve seen, a government tax affects the equilibrium by shifting the supply curve or 
demand curve of a good but does not cause a gap between the quantity demanded 
and the quantity supplied. However, some government policies do more than merely 
shift the supply curve or demand curve.

For example, governments may directly control the prices of some products. New 
York City, for instance, limits the price or rent that property owners can charge for an 
apartment. If the price a government sets for a product differs from its market clearing 
price, either excess supply or excess demand results. We illustrate this result with two 
types of price control programs. The government may set a price ceiling at p so that 
the price at which goods are sold may be no higher than p. When the government sets 
a price floor at p, the price at which goods are sold may not fall below p.26

We can study the effects of such regulations using the supply-and-demand model. 
Despite the lack of equality between the quantity supplied and the quantity demanded, 
the supply-and-demand model is useful for analyzing price controls because it pre-
dicts the excess demand or excess supply that is observed.

Price Ceiling
A price ceiling legally limits the amount that a firm can charge for a product. The 
ceiling does not affect market outcomes if it is set above the equilibrium price that 
would be charged in the absence of the price control. For example, if the government 

says firms can charge no more than p = $5 per gallon of gas 
and firms are actually charging p = $3, the government’s price 
control policy is irrelevant. However, if the equilibrium price had 
been $6 per gallon, the price ceiling would limit the price in that 
market to only $5.

Currently, Canada and many European countries set price ceil-
ings on pharmaceuticals. The United States used price ceilings dur-
ing both world wars, the Korean War, and in 1971–1973 during 
the Nixon administration, among other times. Many states impose 
price controls during a declared state of emergency.

The U.S. government imposed price controls on gasoline sev-
eral times. In the 1970s, the Organization of Petroleum Exporting 
Countries (OPEC) reduced supplies of oil—which is converted 
into gasoline—to Western countries. As a result, the total supply 
curve for gasoline in the United States—the horizontal sum of 
domestic and OPEC supply curves—shifted to the left from S1 
to S2 in Figure 2.14. Because of this shift, the equilibrium price 
of gasoline would have risen substantially, from p1 to p2. In an 

attempt to protect consumers by keeping gasoline prices from rising, the U.S. govern-
ment set price ceilings on gasoline in 1973 and 1979.

The government told gas stations that they could charge no more than p1 = p. 
Figure 2.14 shows the price ceiling as a solid horizontal line extending from the 
price axis at p. The price control is binding because p2 7 p. The observed price is  
the price ceiling. At p, consumers want to buy Qd = Q1 gallons of gasoline, which is 
the equilibrium quantity they bought before OPEC acted. However, because of the 

26MyLab Economics has a Price Ceilings Experiment and a Price Floors Experiment that illustrate 
the operation of price controls. To participate, go to the MyLab Economics Multimedia Library, 
Single Player Experiment, and set the Chapter field to “All Chapters.”
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price control, firms are willing to supply only Qs, which is determined by the inter-
section of the price control line with S2. As a result, a binding price control causes 
excess demand of Qd - Qs.

Were it not for the price controls, market forces would drive up the market price 
to p2, where the excess demand would be eliminated. The government’s price ceil-
ing prevents this adjustment from occurring, which causes a shortage, or persistent 
excess demand.

Unintended Consequence A price control causes shortages.

Figure 2.14 The Effects of a Gasoline Price Ceiling

Supply shifts from S1 to S2. Under the 
government’s price control program, 
gasoline stations may not charge a 
price above the price ceiling p = p1. 
At that price, producers are willing 
to supply only Qs , which is less than 
the amount Q1 = Qd that consumers 
want to buy. The result is excessive 
demand, or a shortage of Qd - Qs.
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At the time the controls were implemented, some government officials falsely 
contended that the shortages were the result of OPEC’s cutting off its supply of oil to 
the United States, but that’s not true. Without the price controls, the new equilibrium 
would be e2, where the equilibrium price, p2, is greater than p1, and the equilibrium, 
Q2, is greater than the quantity sold under the control program, Qs. Allowing the 
price to rise to p2 would have prevented a shortage.

The supply-and-demand model predicts that a binding price control results in 
equilibrium with a shortage. In this equilibrium, the quantity demanded does not 
equal the quantity supplied. The reason that we call this situation an equilibrium 
even though a shortage exists is that no consumers or firms want to act differently, 
given the law. Without a price control, consumers facing a shortage would try to 
get more output by offering to pay more, or firms would raise their prices. With an 
enforced price control, consumers know that they can’t drive up the price, so they 
live with the shortage.

So what happens when a shortage occurs? Lucky consumers get to buy Qs units 
at the low price of p. Other potential customers are disappointed: They would like 
to buy at that price, but they cannot find anyone willing to sell gas to them. With 
enforced price controls, sellers use criteria other than price to allocate the scarce 
commodity. They may supply the commodity to their friends; long-term customers; 
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or people of a certain race, gender, age, or religion. They may sell their goods on a 
first-come, first-served basis. Or they may limit everyone to only a few gallons.

Another possibility is for firms and customers to evade the price controls. 
A consumer could go to a gas station owner and say, “Let’s not tell anyone, but 
I’ll pay you twice the price the government sets if you’ll sell me as much gas as I 
want.” If enough customers and gas station owners behaved that way, no shortage 
would occur. A study of 92 major U.S. cities during the 1973 gasoline price con-
trol found no gasoline lines in 52 of the cities, where apparently the law was not 
enforced. However, in cities where the law was effective, such as Chicago, Hartford, 
New York, Portland, and Tucson, potential customers waited in line at the pump 
for an hour or more. Deacon and Sonstelie (1989) calculated that for every dollar 
consumers saved during the 1980 gasoline price controls, they lost $1.16 in waiting 
time and other factors.

Venezuela is one of the richest countries in Latin America. It is a leading oil pro-
ducer, and it has many other agricultural and nonagricultural industries.

So, why do people start lining up to buy groceries in Venezuela at 4 a.m., when 
shops open at 8 a.m.? Strict price ceilings on food and other goods create short-
ages throughout the country.

According to a university study in 2018, one-quarter of Venezuelans eat two or 
fewer meals a day, 60% reported waking up hungry, and people reported losing 
24 lb of weight, on average, during the previous year. Venezuelans also suffer from 
condom, birth control pill, and toilet paper shortages.

One would think that Venezuela should be able to supply its citizens with 
coffee, which it has been producing in abundance for centuries. Indeed, Venezu-
ela exported coffee until 2009. However, since then, it has been importing large 
amounts of coffee to compensate for a drop in production. Why have farmers and 
coffee roasters cut production? Due to low retail price ceilings, they would have 
to produce at a loss.

Because Venezuela regulates the prices of many goods such as gasoline and corn 
flour, while Colombia, its direct neighbor to the west, does not, smuggling occurs. 
Given that gasoline sold in 2015 for 4¢ a gallon in Venezuela, and the price was 
72¢ a gallon in most of Colombia, the temptation to smuggle is great. Venezuela’s 
Táchira state is adjacent to the Colombian border. Its government says that as 
much as 40% of the food sent to Táchira is smuggled into Colombia. Why sell 
corn flour at an artificially low price in Venezuela if you can sell it at a higher, 
market price in Colombia?

Venezuela’s populist President Hugo Chávez and his hand-picked successor, 
Nicolás Maduro, imposed strict price ceilings purportedly to rein in inflation and 
make the goods more affordable for the poor. Do the ceilings help the poor?

For many Venezuelans, the answer is “No!” As Nery Reyes, a restaurant 
worker, said, “Venezuela is too rich a country to have this. I’m wasting my day 
here standing in line to buy one chicken and some rice.”

Demonstrators have taken to the streets to protest persistent economic and 
social problems, including shortages. Many have died in these violent clashes with 
the National Guard. Hundreds of thousands of people have left Venezuela, and 
more than half of those between the ages of 15 and 29 say they want to leave the 
country.

The ultimate irony was that President Nicolás Maduro advised Venezuelans to 
consume less to alleviate the shortages.

APPLICATION

Venezuelan Price  
Ceilings and  
Shortages
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Price Floor
Governments also commonly impose price floors. One of the most important exam-
ples of a price floor is the minimum wage in labor markets.

Minimum wage laws date from 1894 in New Zealand, 1909 in the United King-
dom, and 1912 in Massachusetts. The Fair Labor Standards Act of 1938 set a federal 
U.S. minimum wage of 25¢ per hour. The U.S. federal minimum hourly wage rose to 
$7.25 in 2009 and remained at that level through early 2018, but 29 states and a 
number of cities set higher minimum wages.27 As of 2018, the highest minimum wage 
is in Washington D.C. ($12.50), followed by Washington State ($11.50), California 
($11.00), and Massachusetts ($11.00).

The minimum wage in Canada differs across provinces, ranging from C$14.00 
to C$10.96 (where C$ stands for Canadian dollars) in 2018. In 2018, the United 
Kingdom’s minimum hourly wage is £7.83 for adult workers.

If the minimum wage binds—exceeds the equilibrium wage, w*—the minimum 
wage causes unemployment, which is a persistent excess supply of labor. For sim-
plicity, we examine a labor market in which everyone receives the same wage.28 
Figure 2.15 shows the supply and demand curves for labor services (hours worked). 
Firms buy hours of labor service—they hire workers. The quantity measure on the 
horizontal axis is hours worked per year, and the price measure on the vertical axis 
is the wage per hour.

27See www.dol.gov for U.S. state and federal minimum wages. See www.fedee.com/pay-job-evaluation/
minimum-wage-rates/ for minimum wages in European countries.
28Where the minimum wage applies to only some labor markets (Chapter 10) or where only a single 
firm hires all the workers in a market (Chapter 11), a minimum wage might not cause unemployment. 
Card and Krueger (1995) argued, based on alternatives to the simple supply-and-demand model, that 
minimum wage laws raise wages in some markets (such as fast foods) without significantly reducing 
employment. In contrast, Neumark, Salas, and Wascher (2014) concluded, based on an extensive 
review of minimum wage research, that increases in the minimum wage often have negative effects 
on employment.

Figure 2.15 The Effects of a Minimum Wage

In the absence of a minimum wage, the equi-
librium wage is w*, and the equilibrium number 
of hours worked is L*. A minimum wage, w, set 
above w*, leads to unemployment—persistent 
excess supply—because the quantity demanded, 
Ld, is less than the quantity supplied, Ls.
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Thus, minimum wage laws benefit only people who manage to remain employed.

 2.8 When to Use the Supply-and-Demand 
Model
As we’ve seen, the supply-and-demand model can help us understand and predict 
real-world events in many markets. Through Chapter 10, we discuss perfectly com-
petitive markets, in which the supply-and-demand model is a powerful tool for pre-
dicting what will happen to market equilibrium if underlying conditions—tastes, 
incomes, and prices of inputs—change. A perfectly competitive market (Chapter 8) 
is one in which all firms and consumers are price takers: No market participant can 
affect the market price.

Perfectly competitive markets have five characteristics that result in price-taking 
behavior:

1. The market has many small buyers and sellers.
2. All firms produce identical products.
3. All market participants have full information about prices and product 

characteristics.
4. Transaction costs are negligible.
5. Firms can easily enter and exit the market.

In a market with many firms and consumers, no single firm or consumer is a large 
enough part of the market to affect the price. If you stop buying bread or if one of 
the many thousands of wheat farmers stops selling the wheat used to make the bread, 
the price of bread will not change.

In contrast, if a market has only one seller of a good or service—a  monopoly 
( Chapter 11)—that seller is a price setter and can affect the market price. Because 
demand curves slope downward, a monopoly can increase the price it receives by 
reducing the amount of a good it supplies. Firms are also price setters in an oligopoly—
a market with only a small number of firms—or in markets in which they sell differ-
entiated products and consumers prefer one product to another (Chapter 14), such as 
the automobile market. In markets with price setters, the market price is usually higher 

Unintended Consequence If a minimum wage applies to all workers in a 
competitive market, it may cause some workers to become unemployed.

With no government intervention, the market equilibrium is e, where the wage 
is w* and the number of hours worked is L*. The minimum wage creates a price 
floor, a horizontal line, at w. At that wage, the quantity demanded falls to Ld 
and the quantity supplied rises to Ls. The result is an excess supply or unemploy-
ment of Ls - Ld. The minimum wage prevents market forces from eliminating 
the excess supply, so it leads to an equilibrium with unemployment. The original 
1938 U.S. minimum wage law caused massive unemployment in the U.S. territory 
of Puerto Rico.

It is ironic that a law designed to help workers by raising their wages may harm 
some workers.
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than that predicted by the supply-and-demand model. That doesn’t make the supply-
and-demand model generally wrong. It means only that the supply-and-demand model 
does not apply to those markets.

If consumers believe all firms produce identical products, consumers do not prefer 
one firm’s good to another’s. Thus, if one firm raises its price, consumers buy from 
the other firm. In contrast, if some consumers prefer Coke to Pepsi, Coke can charge 
more than Pepsi and not lose all its customers.

If consumers know the prices all firms charge and one firm raises its price, that 
firm’s customers will buy from other firms. If consumers have less information about 
a product’s quality than the firm that produces it, the firm can take advantage of 
consumers by selling them inferior-quality goods or by charging a higher price than 
other firms charge. In such a market, the observed price may be higher than that pre-
dicted by the supply-and-demand model, the market may not exist at all (consumers 
and firms cannot reach agreements), or different firms may charge different prices 
for the same good (Chapter 18).

If it is cheap and easy for a buyer to find a seller and make a trade, and if one 
firm raises its price, consumers can easily arrange to buy from another firm. That is, 
perfectly competitive markets typically have very low transaction costs: the expenses, 
over and above the price of the product, of finding a trading partner and making a 
trade for the product. These costs include the time and money spent gathering infor-
mation about a product’s quality and finding someone with whom to trade. Other 
transaction costs include the costs of writing and enforcing a contract, such as the 
cost of a lawyer’s time. If transaction costs are very high, no trades at all might occur. 
In less extreme cases, individual trades may occur, but at a variety of prices.

The ability of firms to enter and exit a market freely leads to a large number of 
firms in a market and promotes price taking. Suppose a firm could raise its price and 
make a higher profit. If other firms could not enter the market, this firm would not 
be a price taker. However, if other firms can quickly and easily enter the market, the 
higher profit will encourage entry until the price is driven back to its original level.

Thus, the supply-and-demand model is not appropriate in markets that have

 7 only one or a few sellers, such as the market for local water and sewage services,
 7 firms producing differentiated products, such as music CDs,
 7 consumers who know less than sellers about the quality of products or their 

prices, such as used cars,
 7 consumers incurring high transaction costs, such as nuclear turbine engines, or
 7 firms facing high entry or exit costs, such as aircraft manufacturing.

Markets in which the supply-and-demand model has proved useful—markets with 
many firms and consumers and in which firms sell identical products—include agri-
culture, finance, labor, construction, services, wholesale, and retail.

Quantities and 
Prices of Genetically 
Modified Foods

CHALLENGE 
SOLUTION

We conclude this chapter by returning to the Challenge posed at the beginning of 
the chapter, where we asked about the effects on the price and quantity of a crop, 
such as corn, from the introduction of GM seeds. The supply curve shifts to the 
right because GM seeds produce more output than traditional seeds, holding all 
else constant. If consumers fear GM products, the demand curve for corn shifts 
to the left. We want to determine how the after-GM equilibrium compares to the 
before-GM equilibrium. When an event shifts both curves, the qualitative effect on 
the equilibrium price and quantity may be difficult to predict, even if we know the 
direction in which each curve shifts. Changes in the equilibrium price and quantity 
depend on exactly how much the curves shift. In our analysis, we consider the 
possibility that the demand curve may shift only slightly in some countries where 
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consumers don’t mind GM products but substantially in others where many con-
sumers fear GM products.

In the figure, the original, before-GM equilibrium, e1, is determined by the inter-
section of the before-GM supply curve, S1, and the before-GM demand curve, 
D1, at price p1 and quantity Q1. Both panels a and b of the figure show this same 
equilibrium.

When GM seeds are introduced, the new supply curve, S2, lies to the right of S1. 
In panel a, the new demand curve, D2, lies only slightly under D1, while in panel 
b, D3 lies substantially below D1. In panel a, the new equilibrium e2 is determined 
by the intersection of S2 and D2. In panel b, the new equilibrium e3 reflects the 
intersection of S2 and D3.

The equilibrium price falls from p1 to p2 in panel a and to p3 in panel b. How-
ever, the equilibrium quantity rises from Q1 to Q2 in panel a, but falls from Q1 
to Q3 in panel b. Thus, when both curves shift, we can predict the direction of 
change of the equilibrium price, but cannot predict the change in the equilibrium 
quantity without knowing how much each curve shifts. Whether growers in a 
country decide to adopt GM seeds turns crucially on how resistant consumers are 
to these new products.
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(a) Little Consumer Concern (b) Substantial Consumer Concern

1. Demand. The quantity of a good or service demanded 
by consumers depends on their tastes, the price of a 
good, the price of goods that are substitutes and com-
plements, consumers’ income, information, government 
regulations, and other factors. The Law of Demand—
which is based on observation—says that demand curves 
slope downward. The higher the price, the less quantity 
is demanded, holding constant other factors that affect 

demand. A change in price causes a movement along the 
demand curve. A change in income, tastes, or another 
factor that affects demand other than price causes a shift 
of the demand curve. To derive a total demand curve, 
we horizontally sum the demand curves of individuals 
or types of consumers or countries. That is, we add the 
quantities demanded by each individual at a given price 
to determine the total quantity demanded.

SUMMARY
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2. Supply. The quantity of a good or service supplied by 
firms depends on the price, the firm’s costs, govern-
ment regulations, and other factors. The market sup-
ply curve need not slope upward but it usually does. 
A change in price causes a movement along the supply 
curve. A change in the price of an input or government 
regulation causes a shift of the supply curve. The total 
supply curve is the horizontal sum of the supply curves 
for individual firms.

3. Market Equilibrium. The intersection of the demand 
curve and the supply curve determines the equilib-
rium price and quantity in a market. Market forces—
actions of consumers and firms—drive the price and 
quantity to the equilibrium levels if they are initially 
too low or too high.

4. Shocking the Equilibrium: Comparative Statics. A 
change in an underlying factor other than price causes 
a shift of the supply curve or the demand curve, which 
alters the equilibrium. Comparative statics is the 
method that economists use to analyze how variables 
controlled by consumers and firms—such as price and 
quantity—react to a change in environmental vari-
ables, such as prices of substitutes and complements, 
income, and prices of inputs.

5. Elasticities. An elasticity is the percentage change in 
a variable in response to a given percentage change in 
another variable, holding all other relevant variables 
constant. The price elasticity of demand, ε, is the per-
centage change in the quantity demanded in response 
to a given percentage change in price: A 1% increase 
in price causes the quantity demanded to fall by ε%. 
Because demand curves slope downward according to 
the Law of Demand, the elasticity of demand is always 
negative. The price elasticity of supply, η, is the per-
centage change in the quantity supplied in response to 
a given percentage change in price. Given estimated 

elasticities, we can forecast the comparative statics 
effects of a change in taxes or other variables that 
affect the equilibrium.

6. Effects of a Sales Tax. The two common types of 
sales taxes are ad valorem taxes, by which the gov-
ernment collects a fixed percentage of the price paid 
per unit, and specific taxes, by which the government 
collects a fixed amount of money per unit sold. Both 
types of sales taxes typically raise the equilibrium 
price and lower the equilibrium quantity. Also, both 
usually raise the price consumers pay and lower the 
price suppliers receive, so consumers do not bear the 
full burden or incidence of the tax. The effects on 
quantity, price, and the incidence of the tax that falls 
on consumers depend on the demand and supply elas-
ticities. In competitive markets, the impact of a tax on 
equilibrium quantities, prices, and the incidence of the 
tax is unaffected by whether the tax is collected from 
consumers or producers.

7. Quantity Supplied Need Not Equal Quantity 
Demanded. The quantity supplied equals the quan-
tity demanded in a competitive market if the govern-
ment does not intervene. However, some government 
policies—such as price floors or ceilings—cause 
the quantity supplied to be greater or less than the 
quantity demanded, leading to persistent excesses or 
shortages.

8. When to Use the Supply-and-Demand Model. The 
supply-and-demand model is a powerful tool to 
explain what happens in a market or to make predic-
tions about what will happen if an underlying factor 
in a market changes. However, this model is applica-
ble only in competitive markets—markets with many 
buyers and sellers, in which firms sell identical goods, 
participants have full information, transaction costs 
are low, and firms can easily enter and exit.

EXERCISES
If you ask me anything I don’t know, I’m not going to answer. —Yogi Berra

All exercises are available on MyLab Economics * = answer appears at the back of this book; M = mathematical problem.

Y at their typical values during the period studied: 
pb = 4, pc = 3 13, and Y = 12.5? M

 *1.2 Using the estimated demand function for processed 
pork from Exercise 1.1, show how the quantity 
demanded at a given price changes as per capita 
income, Y, increases by $100 a year. M

 1.3 Given an estimated demand function for avocados 
of Q = 104 - 40p + 20pt + 0.01Y, show how 
the demand curve shifts as per capita income, Y, 

 1. Demand

 *1.1 The estimated demand function (Moschini and 
Meilke, 1992) for Canadian processed pork is 
Q = 171 - 20p + 20pb + 3pc + 2Y, where Q is 
the quantity in million kilograms (kg) of pork per 
year, p is the dollar price per kg, pb is the price of 
beef per kg, pc is the price of chicken in dollars per 
kg, and Y is average income in thousands of dollars. 
What is the demand function if we hold pb, pc, and 
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increases from $4,000 to $5,000 per month. (Note: 
The price of tomatoes, pt, is $0.80.) Illustrate this 
shift in a diagram. M

 *1.4 Suppose that the demand function for mov-
ies is Q1 = 120 - p for college students and 
Q2 = 60 - 0.5p for other town residents. What is 
the town’s total demand function (Q = Q1 + Q2 as 
a function of p)? Carefully draw a figure to illustrate 
your answer. M

 1.5 The food and feed demand curves used in the 
Application “Aggregating Corn Demand Curves” 
were estimated by McPhail and Babcock (2012) 
to be Qfood = 1,487 - 22.1p  and Qfeed =
6,247.5 - 226.7p, respectively. Mathematically 
derive the total demand curve, which the Appli-
cation’s figure illustrates. (Hint: Remember that 
the demand curve for feed is zero at prices above 
$27.56, so be careful when writing the Equation for 
the aggregate demand function.) M

 1.6 Based on information in the Application “The 
Demand Elasticities for Google Play and Apple 
Apps,” the demand function for mobile applica-
tions at the Apple App Store is QA = 1.4p-2 and 
the demand function at Google Play is 1.4p-3.7, 
where the quantity is in millions of apps. What is 
the total demand function for both firms? If the price 
for an app is $1, what is the equilibrium quantity 
demanded by Apple customers, Google customers, 
and all customers? (Hint: Look at the Application 
“Aggregating Corn Demand Curves.”) M

 2. Supply

 2.1 The estimated supply function (Moschini and 
Meilke, 1992) for processed pork in Canada is 
Q = 178 + 40p - 60ph, where quantity is in mil-
lions of kg per year and the prices are in Cana-
dian dollars per kg. How does the supply function 
change if the price of hogs doubles from $1.50 to 
$3 per kg? M

 2.2 Given an estimated supply function for avocados of 
Q = 58 + 15p - 20pf , determine how much the 
supply curve for avocados shifts if the price of fertil-
izer rises from $0.40 to $1.50 per lb. Illustrate this 
shift in a diagram. M

 2.3 If the U.S. supply function for corn is Qa = 10 + 10p 
and the supply function of the rest of the world for 
corn is Qr = 5 + 20p, what is the world supply 
function? M

 *2.4 Between 1971 and 2006, the United States from 
time to time imposed quotas or other restrictions 
on importing steel. A quota says that no more than 
Q 7 0 units of steel can be imported into the coun-
try. Suppose both the domestic supply curve of steel, 

Sd, and the foreign supply curve of steel for sale in 
the United States, Sf, are upward-sloping straight 
lines. How did a quota set by the United States 
on foreign steel imports of Q affect the total U.S. 
supply curve for steel (domestic and foreign supply 
combined)?

 2.5 A cartoon in this chapter shows two people in front 
of a swimming pool discussing whether they want 
to go swimming. How does colder weather in the 
winter affect the desire of people to go swimming? 
Does it cause a movement along the demand curve 
or a shift of the demand curve? Use a figure to illus-
trate your answer.

 3. Market Equilibrium

 *3.1 Use a supply-and-demand diagram to explain the 
statement “Talk is cheap because supply exceeds 
demand.” At what price is this comparison being 
made?

 3.2 If the demand function is Q = 110 - 20p, and the 
supply function is Q = 20 + 10p, what are the equi-
librium price and quantity? M

 *3.3 Green, Howitt, and Russo (2005) estimated the 
supply and demand curves for California processing 
tomatoes. The supply function is ln Q = 0.2 + 0.55 
ln p, where Q is the quantity of processing toma-
toes in millions of tons per year and p is the price 
in dollars per ton. The demand function is ln 
Q = 2.6 - 0.2 ln p + 0.15 ln pt, where pt is the 
price of tomato paste (which is what processing 
tomatoes are used to produce) in dollars per ton. In 
2002, pt = 110. What is the demand function for 
processing tomatoes, where the quantity is solely a 
function of the price of processing tomatoes? Solve 
for the equilibrium price and the quantity of pro-
cessing tomatoes (rounded to two digits after the 
decimal point). Draw the supply and demand curves 
(note that they are not straight lines), and label the 
equilibrium and axes appropriately. M

 3.4 The estimated Canadian processed pork demand 
function (Moschini and Meilke, 1992) is Q =
171 - 20p + 20pb + 3pc + 2Y (see Exercise 1.1), 
and the supply function is Q = 178 + 40p - 60ph 
(see Exercise 2.1). Solve for the equilibrium price and 
quantity in terms of the price of hogs, ph; the price 
of beef, pb; the price of chicken, pc; and income, Y. 
If ph = 1.5 (dollars per kg), pb = 4 (dollars per kg), 
pc = 3 13 (dollars per kg), and Y = 12.5 (thousands  
of dollars), what are the equilibrium price and  
quantity? M

 3.5 The demand function for a good is Q = a - bp, 
and the supply function is Q = c + ep, where 
a, b, c, and e are positive constants. Solve for the 
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equilibrium price and quantity in terms of these four 
constants.

 4. Shocking the Equilibrium: Comparative Statics

 *4.1 Use a figure to explain the fisher’s comment about 
the effect of a large catch on the market price in the 
cartoon about catching lobsters in this chapter. What 
is the supply shock?

 4.2 The 9/11 terrorist attacks caused the U.S. airline 
travel demand curve to shift left by an estimated 
30% (Ito and Lee, 2005). Use a supply-and-demand 
diagram to show the likely effect on price and quan-
tity (assuming that the market is competitive). Indi-
cate the magnitude of the likely equilibrium price 
and quantity effects—for example, would you 
expect equilibrium quantity to change by about 
30%? Show how the answer depends on the shape 
and location of the supply and demand curves.

 4.3 Production of ethanol, a fuel made from corn, 
increased more than 8.5 times from 1.63 billion gal-
lons in 2000 to 15.8 billion gallons in 2017 (www 
.ethanolrfa.org/pages/statistics). Use a supply-and-
demand diagram to show the effect of this increased 
use of corn for producing ethanol on the price of 
corn and the consumption of corn as food. (Hint: 
See the Application “Subsidizing Ethanol.”)

 *4.4 The demand function is Q = 220 - 2p, and the 
supply function is Q = 20 + 3p - 20r, where r is 
the rental cost of capital. How do the equilibrium 
price and quantity vary with r? (Hint: See Solved 
Problem 2.1.) M

 4.5 Due to a recession that lowered incomes, the mar-
ket prices for last-minute rentals of U.S. beachfront 
properties were lower than usual. Suppose that the 
demand function for renting a beachfront property 
in Ocean City, New Jersey, during the first week of 
August is Q = 1,000 - p + Y/20, where Y is the 
median annual income of the people involved in this 
market, Q is quantity, and p is the rental price. The 
supply function is Q = 2p - Y/20.

a. Derive the equilibrium price, p, and quantity, Q, 
in terms of Y.

b. Use a supply-and-demand analysis to show the 
effect of decreased income on the equilibrium 
price of rental homes. That is, find dp/dY. Does 
a decrease in median income lead to a decrease 
in the equilibrium rental price? (Hint: See Solved 
Problem 2.1.) M

 4.6 DeCicca and Kenkel (2015) report that the price 
elasticity of demand for cigarettes is -0.4. Suppose 
that the daily market demand for cigarettes in New 
York City is Q = 20,000p-0.4 and that the market 
supply curve of cigarettes in the city is a horizontal 

line at a price, p, which equals 1.5pw, where pw is the 
wholesale price of cigarettes. (That is, retailers sell 
cigarettes if they receive a price that is 50% higher 
than what they pay for the cigarettes to cover their 
other costs.)

a. Assume that the New York retail market for cig-
arettes is competitive. Calculate the equilibrium 
price and quantity of cigarettes as a function of 
the wholesale price. Let Q* represent the equilib-
rium quantity. Find dQ*/dpw.

b. New York retailers pay a specific tax on each 
pack of cigarettes of $1.50 to New York City and 
$4.35 to New York State for a total of $5.85 per 
pack. Using both math and a graph, show how 
the introduction of the tax shifts the market sup-
ply curve. How does the introduction of the tax 
affect the equilibrium retail price and quantity 
of cigarettes?

c. Given the specific tax, calculate the equilibrium 
price and quantity of cigarettes as a function of 
wholesale price. How does the presence of the tax 
affect dQ*/dpw? M

 *4.7 Given the answer to Exercise 2.4, what effect does a 
U.S. quota on steel of Q 7 0 have on the equilibrium 
in the U.S. steel market? (Hint: The answer depends 
on whether the quota binds: that is, is low enough 
to affect the equilibrium.)

 4.8 Suppose the demand function for carpen-
ters is Q = 100 - w, and the supply curve is 
Q = 10 + 2w - T, where Q is the number of 
carpenters, w is the wage, and T is the test score 
required to pass the licensing exam (which one must 
do to be able to work as a carpenter). By how much 
do the equilibrium quantity and wage vary as T 
increases? M

 4.9 Use a figure to illustrate the wage (price) and quan-
tity effects of the opioid as described in the Applica-
tion “The Opioid Epidemic’s Labor Market Effects.”

 4.10 Use calculus to illustrate how increased use of opi-
oids, O, affects the equilibrium quantity of labor, L, 
as described in the Application “The Opioid Epi-
demic’s Labor Market Effects,” dL/dO. The labor 
demand function is L = D(w), where L is the hours 
of work demanded and w is the wage. The labor 
supply function is L = S(w, O), where L is the hours 
of work supplied. M

 4.11 The Aguiar et al. (2017) study concluded that a revo-
lution in the video game market—better games at 
a lower price—dramatically increased the amount 
of time young men spend playing video games and 
shifted their labor supply curve. In 2015, young men 
played video games for 3.4 hours per week on aver-
age. From 2000 through 2015, average annual hours 

http://www/.ethanolrfa.org/pages/statistics
http://www/.ethanolrfa.org/pages/statistics
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of work for men aged 21–30, excluding full-time stu-
dents, dropped by 12%. Suppose the labor demand 
function is L = 200 - w, and the supply curve is 
L = 40 + w - 2V, where L is the hours worked, 
w is the wage, and V is a measure of the quality of 
video games. By how much do the equilibrium hours 
and wage vary as V increases? M

 4.12 Bentonite clay, which consists of ancient volcanic 
ash, is used in kitty litter, to clarify wine, and for 
many other uses. One of the major uses is for drill-
ing mud, a material pumped down oil and gas wells 
during drilling to keep the drilling bit cool. When oil 
drilling decreases, less bentonite is demanded at any 
given price. The price of crude oil was about $50 a 
barrel in 2016–2017. However, by 2018, it was over 
$70, causing drilling to increase. Use a supply-and-
demand diagram to show the effect on the bentonite 
market and explain in words what happened.

 5. Elasticities

 5.1 The U.S. Tobacco Settlement Agreement between the 
major tobacco companies and 46 states caused the 
price of cigarettes to jump 45¢ (21%) in November 
1998. Levy and Meara (2006) found only a 2.65% 
drop in prenatal smoking 15 months later. What is 
the elasticity of demand for prenatal smokers? M

 5.2 Calculate the elasticity of demand, if the demand 
function is

a. Q = 120 - 2p + 4Y, at the point where p =
10, Q = 20. (Hint: See Solved Problem 2.2.)

b. Q = 10p-2. (Hint: See Solved Problem 2.3.) M

 5.3 Based on information in the Application “The 
Demand Elasticities for Google Play and Apple 
Apps,” the demand function for mobile applica-
tions at the Apple App Store is QA = 1.4p-2 and the 
demand function at Google Play is 1.4p-3.7, where 
the quantity is in millions of apps. These demand 
functions are equal (cross) at one price. Which one? 
What are the elasticities of demand on each demand 
curve where they cross? Explain. (Hint: You can 
answer the last problem without doing any calcula-
tions. See Solved Problem 2.3.) M

 5.4 When the U.S. government announced that a domes-
tic mad cow was found in December 2003, analysts 
estimated that domestic supplies would increase in 
the short run by 10.4% as many other countries 
barred U.S. beef. An estimate of the price elasticity of 
beef demand is -0.626 (Henderson, 2003). Assum-
ing that only the domestic supply curve shifted, how 
much would you expect the price to change? (Note: 
The U.S. price fell by about 15% in the first month, 
but that probably reflected shifts in both supply and 
demand curves.) M

 5.5 According to Borjas (2003), immigration to the 
United States increased the labor supply of working 
men by 11.0% from 1980 to 2000, and reduced the 
wage of the average native worker by 3.2%. From 
these results, can we make any inferences about 
the elasticity of supply or demand? Which curve 
(or curves) changed, and why? Draw a supply-and-
demand diagram and label the axes to illustrate what 
happened.

 5.6 Keeler et al. (2004) estimated that the U.S. Tobacco 
Settlement between major tobacco companies and 
46 states caused the price of cigarettes to jump by 
45¢ per pack (21%) and overall per capita cigarette 
consumption to fall by 8.3%. What is the elasticity 
of demand for cigarettes? Is cigarette demand elastic 
or inelastic? M

 5.7 In a commentary piece on the rising cost of health 
insurance (“Healthy, Wealthy, and Wise,” Wall 
Street Journal, May 4, 2004, A20), economists John 
Cogan, Glenn Hubbard, and Daniel Kessler stated, 
“Each percentage-point rise in health-insurance 
costs increases the number of uninsured by 300,000 
people.” (This analysis refers to a period before the 
Affordable Care Act.) Assuming that their claim 
is correct, demonstrate that the price elasticity of 
demand for health insurance depends on the num-
ber of people who are insured. What is the price 
 elasticity if 200 million people are insured? What 
is the price elasticity if 220 million people are 
insured? M

 *5.8 Calculate the price and cross-price elastici-
ties of demand for coconut oil. The coconut oil 
demand function (Buschena and Perloff, 1991) is 
Q = 1,200 - 9.5p + 16.2pp + 0.2Y, where Q is 
the quantity of coconut oil demanded in thousands 
of metric tons per year, p is the price of coconut oil 
in cents per lb, pp is the price of palm oil in cents per 
lb, and Y is the income of consumers. Assume that p 
is initially 45¢ per lb, pp is 31¢ per lb, and Q is 1,275 
thousand metric tons per year. M

 5.9 Show that the supply elasticity of a linear supply 
curve that cuts the price axis is greater than 1 (elas-
tic), and the coefficient of elasticity of any linear sup-
ply curve that cuts the quantity axis is less than 1 
(inelastic). (Hint: See Solved Problem 2.4.) M

 5.10 Solved Problem 2.5 claims that a new war in the 
Persian Gulf could shift the world oil supply curve to 
the left by 24 million barrels a day or more, causing 
the world price of oil to soar regardless of whether 
we drill in the Arctic National Wildlife Refuge 
(ANWR). How accurate is this claim? Use the same 
type of analysis as in the Solved Problem to calculate 
how much such a shock would cause the price to rise 
with and without the refuge production. M

Exercises
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 5.11 In 2018, President Trump proposed opening nearly 
all offshore water to oil and gas drilling. The Bureau 
of Ocean Energy Management, which oversees gov-
ernment offshore leasing, estimated that President 
Trump’s plan could eventually result in 21 billion 
barrels being economically recoverable.

 6. Effects of a Sales Tax

 6.1 What effect does a $1 specific tax have on equilib-
rium price and quantity, and what is the incidence 
on consumers, if the following is true:

a. The demand curve is perfectly inelastic.

b. The demand curve is perfectly elastic.

c. The supply curve is perfectly inelastic.

d. The supply curve is perfectly elastic.

e. The demand curve is perfectly elastic and the sup-
ply curve is perfectly inelastic.

  Use graphs and math to explain your answers. (Hint: 
See Solved Problem 2.6.) M

 6.2 On July 1, 1965, the federal ad valorem taxes on many 
goods and services were eliminated. Comparing prices 
before and after this change, we can determine how 
much the price fell in response to the tax’s elimination. 
Given an ad valorem tax of v, the tax collected on a 
good that sold for p was vp. If the price fell by vp when 
the tax was eliminated, consumers must have been bear-
ing the full incidence of the tax. Consequently, consum-
ers got the full benefit of removing the tax from those 
goods. The entire amount of the tax cut was passed 
on to consumers for all commodities and services that 
were studied for which the taxes were collected at the 
retail level (except admissions and club dues) and for 
most commodities for which excise taxes were imposed 
at the manufacturer level, including face powder, ster-
ling silverware, wristwatches, and handbags (Brownlee 
and Perry, 1967). List the conditions (in terms of the 
elasticities or shapes of supply or demand curves) that 
are consistent with 100% pass-through of the taxes. 
Use graphs to illustrate your answer.

 6.3 Essentially none of the savings from removing the 
federal ad valorem tax were passed on to consum-
ers for motion picture admissions and club dues 
(Brownlee and Perry, 1967; see Exercise 6.2). List 
the conditions (in terms of the elasticities or shapes 
of supply or demand curves) that are consistent with 
0% pass-through of the taxes. Use graphs to illus-
trate your answer. M

 *6.4 Do you care whether a 15¢ tax per gallon of milk is 
collected from milk producers or from consumers at 
the store? Why or why not?

 6.5 Green, Howitt, and Russo (2005) estimated that 
for almonds, the demand elasticity was -0.47 and 

the long-run supply elasticity was 12.0. The corre-
sponding elasticities were -0.68 and 0.73 for cotton 
and -0.26 and 0.64 for processing tomatoes. If the 
government were to apply a specific tax to each of 
these commodities, what would be the consumer tax 
incidence for each of these commodities? M

 6.6 A subsidy is a negative tax through which the gov-
ernment gives people money instead of taking it 
from them. If the government applied a $1.05 spe-
cific subsidy instead of a specific tax in Figure 2.12, 
what would happen to the equilibrium price and 
quantity? Use the demand function and the after-
subsidy supply function to solve for the new equilib-
rium values. What is the incidence of the subsidy on 
consumers? (Hint: See the Application “Subsidizing 
Ethanol.”) M

 6.7 Canada provided a 35% subsidy of the wage of 
video game manufacturers’ employees in 2011.

a. What is the effect of a wage subsidy on the equi-
librium wage and quantity of workers?

b. What happens when the wage subsidy rate falls?

c. What is the incidence of the subsidy?

 *6.8 Use calculus to show that the less elastic the demand 
curve, an increase in a specific sales tax t reduces 
quantity less and tax revenue more. (Hint: The quan-
tity demanded depends on its price, which in turn 
depends on the specific tax, Q(p(t)), and tax revenue 
is R = p(t)Q(p(t)).) M

 6.9 The United Kingdom had a drinking problem. Brit-
ish per capita consumption of alcohol rose 19% 
between 1980 and 2007, compared with a 13% 
decline in other developed countries. Worried about 
excessive drinking among young people, the British 
government increased the tax on beer by 42% from 
2008 to 2012. Under what conditions will this spe-
cific tax substantially reduce the equilibrium quan-
tity of alcohol? Answer in terms of the elasticities of 
the demand and supply curves.

 6.10 The estimated demand function for coffee is 
Q = 12 - p (Equation 2.3), and the estimated sup-
ply function is Q = 9 + 0.5p (Equation 2.7).

a. Write equations for the equilibrium price and 
quantity as a function of a specific tax t.

b. What are the equilibrium price and quantity and 
the tax incidence on consumers if t = $0.75? M

 7. Quantity Supplied Need Not Equal Quantity 
Demanded

 7.1 After Hurricane Katrina damaged a substantial por-
tion of the nation’s oil-refining capacity in 2005, 
the price of gasoline shot up around the country. In 
2006, many state and federal elected officials called 
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for price controls. Had they been imposed, what 
effect would price controls have had? Who would 
have benefited, and who would have been harmed 
by the controls? Use a supply-and-demand diagram 
to illustrate your answers. (Hint: See the discussion 
in the Application “Venezuelan Price Ceilings and 
Shortages.”)

 7.2 The Thai government actively intervenes in markets 
(Nophakhun Limsamarnphun, “Govt Imposes Price 
Controls in Response to Complaints,” The Nation, 
May 12, 2012).

a. The government increased the daily minimum 
wage by 40% to Bt 300 ($9.63). Show the effect 
of a higher minimum wage on the number of 
workers demanded, the supply of workers, and 
unemployment if the law is applied to the entire 
labor market.

b. Show how the increase in the minimum wage and 
higher rental fees at major shopping malls and 
retail outlets affected the supply curve of ready-
to-eat meals. Explain why the equilibrium price 
of a meal rose to Bt 40 from Bt 30.

c. In response to complaints from citizens about 
higher prices of meals, the government imposed 
price controls on 10 popular meals. Show the 
effect of these price controls in the market for 
meals.

d. What is the likely effect on the labor market of 
the price controls on meals?

 *7.3 Usury laws place a ceiling on interest rates that 
lenders such as banks can charge borrowers. Low-
income households in states with usury laws have 
significantly lower levels of consumer credit (loans) 
than comparable households in states without usury 
laws (Villegas, 1989). Why? (Hint: The interest rate 

is the price of a loan, and the amount of the loan is 
the quantity.)

 *7.4 An increase in the minimum wage could raise the 
total wage payment, W = wL(w), where w is the 
minimum wage and L(w) is the demand function for 
labor, despite the fall in demand for labor services. 
Show that whether the wage payments rise or fall 
depends on the elasticity of demand of labor. M

 8. When to Use the Supply-and-Demand Model

 8.1 Are predictions using the supply-and-demand model 
likely to be reliable in each of the following markets? 
Why or why not?

a. Apples

b. Convenience stores

c. Electronic games (a market dominated by three 
firms)

d. Used cars

 9. Challenge

 9.1 In the Challenge Solution, we could predict the 
change in the equilibrium price of crops but not 
the quantity when firms start selling GM seeds. For 
what shape supply and demand curves (or for which 
elasticities) could we predict the effect on quantity?

 *9.2 Soon after the United States revealed the discovery of 
a single case of mad cow disease in December 2003, 
more than 40 countries slapped an embargo on U.S. 
beef. In addition, some U.S. consumers stopped 
eating beef. In the three weeks after the discovery, 
the quantity sold increased by 43% during the last 
week of October 2003, and the U.S. price in January 
2004 fell by about 15%. Use supply-and-demand 
diagrams to explain why these events occurred.

Exercises
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3 A Consumer’s 
Constrained Choice
If this is coffee, please bring me some tea; but if this is tea, please bring me some 
coffee.

Why Americans  
Buy E-Books and  
Germans Do Not

Are you reading this text electronically? E-books are appearing everywhere in the English-
speaking world. Thanks to the popularity of the Kindle, iPad, and other e-book readers, 
e-books accounted for about 11.5% of the U.K. and close to 20% of the U.S. markets, but 
only about 4.5% of the German market in 2017.

Why are e-books more successful in the United States than in Germany? Jürgen Harth 
of the German Publishers and Booksellers Association attributed the difference to tastes or 
what he called a “cultural issue.” More than others, Germans love printed books. After all, 

a  German invented printing. As Harth said, “On just about every 
 corner there’s a bookshop. That’s the big difference between 
 Germany and the United States.”

An alternative explanation concerns government regulations 
and taxes that affect prices in Germany. Even if Germans and 
Americans have the same tastes, Americans are more likely to buy 
e-books because they are less expensive than printed books in the 
United States. However, e-books are more expensive than printed 
books in Germany. Unlike in the United States, where publishers 
and booksellers are free to set prices, Germany regulates book 
prices. To protect small booksellers, Germany’s fixed-price system 
requires all booksellers to charge the same price for new printed 
books and e-books. However, as of 2018, the tax on e-books is 
19%, while the tax on print books is only 7%. Thus, the German 
after-tax price of an e-book is higher than for a print book. Is the 
only reason why U.S. consumers buy relatively more e-books than 
Germans do is that their tastes differ, or can different relative prices 
in the two countries explain this phenomenon?

CHALLENGE

Microeconomics provides powerful insights into the myriad questions and choices 
facing consumers. In addition to the e-book question, we can address questions such 
as the following: How can we use information about consumers’ allocations of their 
budgets across various goods in the past to predict how a price change will affect their 
demands for goods today? Are consumers better off receiving cash or a comparable 
amount in food stamps? Why do young people buy relatively more alcohol and less 
marijuana when they turn 21?

To answer these and other questions about how consumers allocate their income 
over many goods, we use a model that lets us look at an individual’s decision making 
when faced with limited income and market-determined prices. This model allows us 
to derive the market demand curve that we used in our supply-and-demand model 
and to make a variety of predictions about consumers’ responses to changes in prices 
and income.
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We base our model of consumer behavior on three premises:

1. Individual tastes or preferences determine the amount of pleasure people derive 
from the goods and services they consume.

2. Consumers face constraints, or limits, on their choices.
3. Consumers maximize their well-being or pleasure from consumption subject to 

the budget and other constraints they face.

Consumers spend their money on the bundle of products that gives them the most 
pleasure. If you love music and don’t have much of a sweet tooth, you probably spend 
a lot of your money on concerts and music downloads and relatively little on candy.1 
By contrast, your chocoholic friend with the tin ear might spend a great deal of money 
on Hershey’s Kisses and very little on music downloads.

All consumers must choose which goods to buy because their limited incomes prevent 
them from buying everything that catches their fancy. In addition, government rules 
restrict what they can buy: Young consumers cannot buy alcohol or cigarettes legally, and 
laws prohibit people of all ages from buying crack cocaine and some other recreational 
drugs (although, of course, enforcement is imperfect). Therefore, consumers buy the 
goods that give them the most pleasure, subject to the constraints that they cannot spend 
more money than they have nor can they spend it in ways forbidden by the government.

When conducting positive economic analyses (Chapter 1) designed to explain 
behavior rather than to judge it (normative statements), economists assume that the 
consumer is the boss. If your brother gets pleasure from smoking, economists 
wouldn’t argue with him that it’s bad for him any more than they’d tell your sister, 
who likes reading Stephen King novels, that she should read Adam Smith’s Wealth 
of Nations instead.2 Accepting each consumer’s tastes is not the same as condoning 
how people behave. Economists want to predict behavior. They want to know, for 
example, whether your brother will smoke more next year if the price of cigarettes 
decreases 10%. The following prediction is unlikely to be correct: “He shouldn’t 
smoke; therefore, we predict he’ll stop smoking next year.” A prediction based on 
your brother’s actual tastes is more likely to be correct: “Given that he likes cigarettes, 
he is likely to smoke more of them next year if the price falls.”

1Microeconomics is the study of trade-offs: Should you save your money or buy that Superman Action 
Comics Number 1 you always wanted? Indeed, an anagram for microeconomics is income or comics.
2As the ancient Romans phrased it, “De gustibus non est disputandum”—there is no disputing about 
(accounting for) tastes. Or, as it was put in the movie Grand Hotel (1932), “Have caviar if you like, 
but it tastes like herring to me.”

1. Preferences. We use five properties of preferences to predict which combinations, or 
bundle, of goods an individual prefers to other combinations.

2. Utility. Economists summarize a consumer’s preferences using a utility function, which 
assigns a numerical value to each possible bundle of goods, reflecting the consumer’s 
relative ranking of the bundles.

3. Budget Constraint. Prices, income, and government restrictions limit a consumer’s 
 ability to make purchases by determining the rate at which a consumer can trade one 
good for another.

4. Constrained Consumer Choice. Consumers maximize their pleasure from consuming 
various possible bundles of goods given their income, which limits the amount of goods 
they can purchase.

5. Behavioral Economics. Experiments indicate that people sometimes deviate from 
 rational, utility-maximizing behavior.

In this chapter, we 
examine five main 
topics
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 3.1 Preferences
Do not do unto others as you would that they would do unto you. Their tastes 
may not be the same. —George Bernard Shaw

We start our analysis of consumer behavior by examining consumer preferences. Using 
three assumptions, we can make many predictions about people’s preferences. Once 
we know about consumers’ preferences, we can add information about the constraints 
that consumers face so that we can answer many questions, such as the ones posed at 
the beginning of the chapter, or derive demand curves, as we do in Chapter 4.

As a consumer, you choose among many goods. Should you have ice cream or cake 
for dessert? Should you spend most of your money on a large apartment or rent a single 
room and use the money you save to pay for trips and concerts? In short, you must allo-
cate your money to buy a bundle of goods (market basket, or combination of goods).

How do consumers choose the bundle of goods they buy? One possibility is that con-
sumers behave randomly and blindly choose one good or another without any thought. 
However, consumers appear to make systematic choices. For example, you probably 
buy the same specific items, more or less, each time you go to the grocery store.

To explain consumer behavior, economists assume that consumers have a set of 
tastes or preferences that they use to guide them in choosing between goods. These 
tastes differ substantially among individuals.3 Let’s start by specifying the underlying 
assumptions in the economist’s model of consumer behavior.

Properties of Consumer Preferences
I have forced myself to contradict myself in order to avoid conforming to my own 
taste. —Marcel Duchamp, Dada artist

A consumer chooses between bundles of goods by ranking them as to the pleasure 
the consumer gets from consuming each. We summarize a consumer’s ranking with 
preference relation symbols: weakly prefers, ≻∼ , strictly prefers, ≻ , and indifferent 
between, ∼ . If the consumer likes Bundle a at least as much as Bundle b, we say that 
the consumer weakly prefers a to b, which we write as a ≻∼  b.

Given this weak preference relation, we can derive two other relations. If the 
consumer weakly prefers Bundle a to b, a ≻∼  b, but the consumer does not weakly 
prefer b to a, then we say that the consumer strictly prefers a to b—would definitely 
choose a rather than b if given a choice—which we write as a≻b.

Suppose a consumer weakly prefers a to b and weakly prefers b to a, so that a ≻∼  b 
and b ≻∼  a. This consumer is indifferent between the bundles, or likes the two bundles 
equally, which we write as a∼b.

We make three assumptions about the properties of consumers’ preferences. For 
brevity, we refer to these properties as completeness, transitivity, and more is better.

Completeness. The completeness property holds that, when facing a choice 
between any two bundles of goods, Bundles a and b, a consumer can rank them so 
that one and only one of the following relationships is true: a ≻∼  b, b ≻∼  a, or both 
relationships hold so that a∼b. The completeness property rules out the possibility 
that the consumer cannot rank the bundles.

3Of Americans younger than 35, half the women but only a quarter of the men have tattoos.  Harper’s 
Index, Harper’s Magazine, August 2014. A 2018 study, www.nature.com/articles/s41467-018-
04923-0, found that higher testosterone levels in men result in stronger preference for luxury or 
status symbol goods.

www.nature.com/articles/s41467-018-04923-0
www.nature.com/articles/s41467-018-04923-0
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Transitivity. It would be very difficult to predict behavior if consumers’ rankings 
of bundles were not logically consistent. The transitivity property eliminates the pos-
sibility of certain types of illogical behavior. According to this property, a consumer’s 
preferences over bundles is consistent in the sense that, if the consumer weakly pre-
fers a to b, a ≻∼  b, and weakly prefers b to c, b ≻∼  c, then the consumer also weakly 
prefers a to c, a ≻∼  c.

If your sister told you that she preferred a scoop of ice cream to a piece of cake, a 
piece of cake to a candy bar, and a candy bar to a scoop of ice cream, you’d probably 

think she’d lost her mind. At the very least, you wouldn’t know 
which dessert to serve her.

If completeness and transitivity hold, then the preference rela-
tion ≻∼  is said to be rational. That is, the consumer has well-
defined preferences between any pair of alternatives.

More Is Better. If they could afford it, 23% of U.S. adults would 
have plastic surgery. —2012 poll

The more-is-better (nonsatiation) property states that, all else the 
same, more of a commodity is better than less of it. Indeed, econo-
mists define a good as a commodity for which more is preferred 
to less, at least at some levels of consumption. In contrast, a bad 
is something for which less is preferred to more, such as pollu-
tion. Other than in Chapter 17, we  concentrate on goods.

Although the completeness and transitivity properties are cru-
cial to the analysis that follows, the more-is-better property is 
included to simplify the analysis; our most important results would 
follow even without this property.

So why do economists assume that the more-is-better property 
holds? The most compelling reason is that it appears to be true 

Having more money doesn’t make you happier. I have 50 million dollars but I was 
just as happy as when I had 48 million. —Arnold Schwarzenegger

Not surprisingly, studies based on data from many nations find that richer people 
are happier on average than poorer people (Gere and Schimmack, 2017). But, do 
people become satiated? Can people be so rich that they can buy everything they 
want so that additional income does not increase their feelings of well-being? 
Using data from many countries, Stevenson and Wolfers (2013) found no evidence 
of a satiation point beyond which wealthier countries or wealthier individuals 
have no further increases in subjective well-being. Moreover, they found a clear 
positive relationship between average levels of self-reported feelings of happiness 
or satisfaction and income per capita within and across countries, although this 
effect is small at very high income levels.

Lindqvist, Östling, and Cesarini (2018) found that Swedish large-prize lottery 
winners have sustained increases in overall life satisfaction when compared to 
similar non-winners.

Less scientific, but perhaps more compelling, is a survey of wealthy U.S. citizens 
who were asked, “How much wealth do you need to live comfortably?” On aver-
age, those with a net worth of over $1 million said that they needed $2.4 million to 
live comfortably, those with at least $5 million in net worth said that they needed 
$10.4 million, and those with at least $10 million wanted $18.1 million. Appar-
ently, most people never have enough.

APPLICATION

You Can’t Have Too 
Much Money
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for most people. Another reason is that if consumers can freely dispose of excess 
goods, consumers can be no worse off with extra goods. (We examine a third reason 
later in the chapter: We observe consumers buying goods only when this condition 
is met.)

Preference Maps
Surprisingly, with just the completeness, transitivity, and more-is-better properties, we 
can tell a lot about a consumer’s preferences. One of the simplest ways to summarize 
information about a consumer’s preferences is to create a graphical interpretation—a 
map—of them. For simplicity, we concentrate on choices between only two goods, but 
the model can be generalized to handle any number of goods.

Each semester, Lisa, who lives for fast food, decides how many pizzas and burritos 
to eat. The various bundles of pizzas and burritos she might consume are shown in 
panel a of Figure 3.1, with (individual-size) pizzas per semester, q1, on the horizontal 
axis and burritos per semester, q2, on the vertical axis.

At Bundle e, for example, Lisa consumes 25 pizzas and 15 burritos per semester. 
According to the more-is-better property, all the bundles that lie above and to the 
right (area A) are preferred to Bundle e because they contain at least as much of 
both pizzas and burritos as Bundle e. Thus, Bundle f (30 pizzas and 20 burritos) 
in that region is preferred to e. By the same reasoning, Lisa prefers e to all the 
bundles that lie in area B, below and to the left of e, such as Bundle d (15 pizzas 
and 10 burritos).

From panel a, we do not know whether Lisa prefers Bundle e to bundles such as 
b (30 pizzas and 10 burritos) in area D, which is the region below and to the right 
of e, or c (15 pizzas and 25 burritos) in area C, which is the region above and to the 
left of Bundle e. We can’t use the more-is-better property to determine which bundle 
she prefers because each of these bundles contains more of one good and less of the 
other than e does. To be able to state with certainty whether Lisa prefers particular 

Figure 3.1 Bundles of Pizzas and Burritos Lisa Might Consume

(a) Lisa prefers more to less, so she prefers Bundle e to 
any bundle in area B, including d. Similarly, she prefers 
any bundle in area A, such as f, to e. (b) The indifference 
curve, I1, shows a set of bundles (including c, e, and a) 

among which she is indifferent. (c) The three indifference 
curves, I1, I2, and I3, are part of Lisa’s preference map, 
which summarizes her preferences.
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bundles in areas C or D to Bundle e, we have to know more about her tastes for 
pizza and burritos.

Indifference Curves
Suppose we asked Lisa to identify all the bundles that give her the same amount of 
pleasure as consuming Bundle e.4 In panel b of Figure 3.1, we use her answers to 
draw curve I1 through all bundles she likes as much as she likes e. Curve I1 is an 
indifference curve: the set of all bundles of goods that a consumer views as being 
equally desirable.

Indifference curve I1 includes Bundles c, e, and a, so Lisa is indifferent about 
consuming Bundles c, e, and a. From this indifference curve, we also know that 
Lisa prefers e (25 pizzas and 15 burritos) to b (30 pizzas and 10 burritos). How 
do we know that? Bundle b lies below and to the left of Bundle a, so Bundle a is 
preferred to Bundle b according to the more-is-better property. Both Bundles a and 
e are on indifference curve I1, so Lisa likes Bundle e as much as Bundle a. Because 
Lisa is indifferent between e and a, and she prefers a to b, she must prefer e to b 
by transitivity.

If we asked Lisa many, many questions, we could, in principle, draw an entire 
set of indifference curves through every possible bundle of burritos and pizzas. 
Lisa’s preferences can be summarized in an indifference map, or preference map, 
which is a complete set of indifference curves that summarize a consumer’s tastes. 
We call it a map because it uses the same principle as a topographical or contour 
map, in which each line shows all points with the same height or elevation. Each 
indifference curve in an indifference map consists of bundles of goods that provide 
the same utility or well-being for a consumer, but the level of well-being differs 
from one curve to another. Panel c of Figure 3.1 shows three of Lisa’s indifference 
curves: I1, I2, and I3. The indifference curves are parallel in the figure, but they 
need not be.

Given our assumptions, all indifference curve maps must have five important 
properties:

1. Bundles on indifference curves farther from the origin are preferred to those on 
indifference curves closer to the origin.

2. Every bundle lies on an indifference curve.
3. Indifference curves cannot cross.
4. Indifference curves slope downward.
5. Indifference curves cannot be thick.

First, we show that bundles on indifference curves farther from the origin are 
preferred to those on indifference curves closer to the origin. Because of the more-
is-better property, Lisa prefers Bundle f to Bundle e in panel c of Figure 3.1. She is 
indifferent among all the bundles on indifference curve I3 and Bundle f, just as she is  
indifferent among all the bundles on indifference curve I2, such as between Bundle c 
and Bundle e. By the transitivity property, she prefers Bundle f to Bundle e, which 
she likes as much as Bundle c, so she prefers Bundle f to Bundle c. Using this type of 
reasoning, she prefers all bundles on I3 to all bundles on I2.

4For example, by questioning people about which goods they would choose, Rousseas and Hart 
(1951) constructed indifference curves for eggs and bacon, and MacCrimmon and Toda (1969) 
constructed indifference curves for French pastries and money (which can be used to buy all other 
goods).
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Second, we show that every bundle lies on an indifference curve because of the 
completeness property: The consumer can compare any bundle to another bundle. 
Compared to a given bundle, some bundles are preferred, some are enjoyed equally, 
and some are inferior. Connecting the bundles that give the same pleasure produces 
an indifference curve that includes the given bundle.

Third, we show that indifference curves cannot cross. If two indifference curves 
did cross, the bundle at the point of intersection would be on both indifference 
curves. However, a given bundle cannot be on two indifference curves. Suppose 
that two indifference curves crossed at Bundle e in panel a of Figure 3.2. Because 
Bundles e and a lie on the same indifference curve I1, Lisa is indifferent between 
e and a. Similarly, she is indifferent between e and b because both are on I2. By 
transitivity, if Lisa is indifferent between e and a, and she is indifferent between e 
and b, she must be indifferent between a and b. But that’s impossible! Bundle b is 
on a different indifference curve than Bundle a, so Lisa must prefer one bundle to 
the other. By the more-is-better property, she prefers b to a, because b is above and 
to the right of a, so it contains more of both goods. Thus, because preferences are 
transitive, indifference curves cannot cross.

Fourth, we show that indifference curves must be downward sloping. Suppose, to 
the contrary, that an indifference curve sloped upward, as in panel b of Figure 3.2. The 
consumer is indifferent between Bundles a and b because both lie on the same indiffer-
ence curve, I. But the consumer prefers b to a by the more-is-better property: Bundle 
a lies strictly below and to the left of Bundle b. Because of this contradiction—the 

Figure 3.2 Impossible Indifference Curves

(a) Suppose that the indifference curves cross at Bundle e. 
Lisa is indifferent between Bundles e and a on indifference 
curve I0 and between e and b on I1. If Lisa is indifferent 
between e and a, and she is indifferent between e and b, she 
must be indifferent between a and b due to transitivity. But 
b has more of both pizzas and burritos than a, so she must 
prefer b to a. Because of this contradiction, indifference 
curves cannot cross. (b) Suppose that indifference curve 
I slopes upward. The consumer is indifferent between 

b and a because they lie on I, but prefers b to a by the 
more-is-better assumption. Because of this contradiction, 
indifference curves cannot be upward sloping. (c) Suppose 
that indifference curve I is thick enough to contain both a 
and b. The consumer is indifferent between a and b because 
both are on I. However, the consumer prefers b to a by the 
more-is-better assumption because b lies above and to the 
right of a. Because of this contradiction, indifference curves 
cannot be thick.
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consumer cannot be indifferent between a and b and strictly prefer b to a—indifference 
curves cannot be upward sloping. For example, if Lisa views pizza and burritos as 
goods, she cannot be indifferent between a bundle of one pizza and one burrito and 
another bundle with two of each.

We show the fifth property in Solved Problem 3.1.

Can indifference curves be thick?

Answer

Draw an indifference curve that is at least two bundles thick, and show that a 
preference property is violated. Panel c of Figure 3.2 shows a thick indifference 
curve, I, with two bundles, a and b, identified. Bundle b lies above and to the 
right of a: Bundle b has more of both burritos and pizzas. Thus, because of 
the more-is-better property, Bundle b must be strictly preferred to Bundle a. 
But the consumer must be indifferent between a and b because both bundles 
are on the same indifference curve. Both these relationships between a and  
b cannot be true, so we have a contradiction. Consequently, indifference curves 
cannot be thick. (We illustrate this point by drawing indifference curves with 
very thin lines in our figures.)

SOLVED PROBLEM 
3.1

 3.2 Utility
Underlying our model of consumer behavior is the belief that consumers can compare 
various bundles of goods and decide which bundle gives them the greatest pleasure. 
We can summarize a consumer’s preferences by assigning a numerical value to each 
possible bundle to reflect the consumer’s relative ranking of these bundles.

Following the terminology of Jeremy Bentham, John Stuart Mill, and other 
 nineteenth-century British utilitarian economist-philosophers, economists apply the 
term utility to this set of numerical values that reflect the relative rankings of various 
bundles of goods.

Utility Function
The utility function is the relationship between utility measures and every possible 
bundle of goods. We can summarize the information in indifference maps succinctly 
in a utility function. A utility function U(x) assigns a numerical value to the Bundle x,  
which might consist of certain numbers of pizzas and burritos. The statement that 
“Bonnie weakly prefers Bundle x to Bundle y,” x ≻∼  y, is equivalent to the statement 
that “Consuming Bundle x gives Bonnie at least as much utility as consuming Bundle y,”  
U(x) Ú U(y).5 Bonnie prefers x to y if Bundle x gives Bonnie 10 utils—units of 
 utility—and Bundle y gives her 8 utils.

5A utility function represents a preference relation ≻∼  only if the preference relation is rational (which 
we have assumed)—that is, it is complete and transitive. A proof is based on the idea that, because 
the utility function over real numbers includes any possible bundle and is transitive, the preference 
relation must also be complete and transitive.

MyLab Economics
Solved Problem
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One commonly used utility function is called a Cobb-Douglas utility function:6

 U = q1
 a q2

1 - a, (3.1)

where U is the number of utils that the consumer receives from consuming q1 and q2, 
and 0 6 a 6 1. Suppose that Lisa’s utility function is a Cobb-Douglas with a = 0.5. 
Then the amount of utility that she gets from consuming pizzas and burritos is

U = q1
0.5q2

0.5 = 1q1q2.

From this function, we know that the more Lisa consumes of either good, the greater 
her utility. Using this function, we can determine whether she would be happier if 
she had Bundle x with 16 pizzas and 9 burritos or Bundle y with 13 of each. The 
utility she gets from x is U(x) = 12(=  116 * 9) utils. The utility she gets from y 
is U(y) = 13(=  113 * 13) utils. Therefore, she prefers y to x.

The utility function is a concept that economists use to help them think about 
consumer behavior; utility functions do not exist in any fundamental sense. For 
example, if you asked your mother, who is trying to decide whether to go to a movie 
or a play, what her utility function is, she would be puzzled—unless, of course, she is 
an economist. But if you asked her enough questions about which goods she would 
choose under various circumstances, you could construct a function that accurately 
summarizes her preferences.

Ordinal Preferences. Typically, consumers can easily answer questions about 
whether they prefer one bundle to another, such as “Do you prefer a bundle with 
one scoop of ice cream and two pieces of cake to a bundle with two scoops of ice 
cream and one piece of cake?” However, they have difficulty answering questions 
about how much more they prefer one bundle to another because they don’t have a 
measure to describe how their pleasure from two goods or bundles differs. Therefore, 
we may know a consumer’s rank ordering of bundles, but we are unlikely to know 
by how much more that consumer prefers one bundle to another.

If we know only consumers’ relative rankings of bundles but not how much more 
they prefer one bundle to another, our measure of pleasure is an ordinal measure rather 
than a cardinal measure. An ordinal measure is one that tells us the relative ranking 
of two things but does not tell us by how much more one is valued than the other. If a 
professor assigns letter grades only to an exam, we know that a student who receives 
a grade of A did better than a student who receives a B, but we can’t say how much 
better from that ordinal scale. Nor can we tell whether the difference in performance 
between an A student and a B student is greater or less than the difference between a 
B student and a C student.

A cardinal measure is one by which absolute comparisons between ranks may be 
made. Money is a cardinal measure. If you have $100 and your brother has $50, 
we know not only that you have more money than your brother but also that you 
have exactly twice as much money as he does.

In most of the book, we consider only ordinal utility. However, we use cardinal 
utility in our analysis of uncertainty in Chapter 16, and in a couple of other cases. If 
we use an ordinal utility measure, we should not put any weight on the absolute dif-
ferences between the utility number associated with one bundle and that associated 
with another. We care only about the relative utility or ranking of the two bundles.

Because preference rankings are ordinal and not cardinal, many utility func-
tions can correspond to a particular preference map. Suppose we know that Bill 

6This functional form is named after Charles W. Cobb, a mathematician, and Paul H. Douglas, an 
economist and U.S. senator, who popularized it.
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prefers Bundle x to Bundle y. A utility function that assigned 6 to x and 5 to y 
would be consistent with Bill’s preference ranking. If we double all the numbers 
in this utility function, we would obtain a different utility function that assigned 
12 to x and 10 to y, but both of these utility functions are consistent with Bill’s 
preference ordering.

In general, given a utility function that is consistent with a consumer’s preference 
ranking, we can transform that utility function into an unlimited number of other 
utility functions that are consistent with that ordering. Let U(q1, q2) be the original 
utility function that assigns numerical values corresponding to any given combina-
tion of q1 and q2. Let F be an increasing function (in jargon, a positive monotonic 
transformation) such that if x 7 y, then F(x) 7 F(y). By applying this transformation 
to the original utility function, we obtain a new function, V(q1, q2) = F(U(q1, q2)), 
which is a utility function with the same ordinal-ranking properties as U(q1, q2). As 
an example, suppose that the transformation is linear: F(x) = a + bx, where b 7 0. 
Then, V(q1, q2) = a + bU(q1, q2). The rank ordering is the same for these utility 
functions because V(q1, q2) = a + bU(q1, q2) 7 V(q1*, q2*) = a + bU(q1*, q2*) if and 
only if U(q1, q2) 7 U(q1*, q2*).

Thus, when we talk about utility numbers, we need to remember that these num-
bers are not unique and that we assign little meaning to the absolute numbers. We 
care only whether one bundle’s utility value is greater than that of another.7

Utility and Indifference Curves. An indifference curve consists of all those bundles 
that correspond to a particular utility measure. If a consumer’s utility function is 
U(q1, q2), then the expression for one of the corresponding indifference curves is

 U = U(q1, q2). (3.2)

This expression determines all those bundles of q1 and q2 that give the consumer U 
utils of pleasure.

For example, if Lisa’s utility function is U = 1q1q2, then her indifference 
curve 4 = U = 1q1q2 includes any (q1, q2) bundles such that q1q2 = 16, including 
the bundles (4, 4), (2, 8), (8, 2), (1, 16), and (16, 1).

A three-dimensional diagram, Figure 3.3, shows how Lisa’s utility varies with the 
amounts of pizza, q1, and burritos, q2, that she consumes. Panel a shows this rela-
tionship from a frontal view, while panel b shows the same relationship looking at it 
from one side. The figure measures q1 on one axis on the “floor” of the diagram, q2 
on the other axis on the floor of the diagram, and U(q1, q2) on the vertical axis. For 
example, in the figure, Bundle a lies on the floor of the diagram and contains two 
pizzas and two burritos. Directly above it on the utility surface or hill of happiness 
is a point labeled U(2, 2). The vertical height of this point shows how much utility 
Lisa gets from consuming Bundle a. In the figure, U(q1, q2) = 1q1q2, so this height 
is U(2, 2) = 12 * 2 = 2. Because she prefers more to less, her utility rises as q1 
increases, q2 increases, or both goods increase. That is, Lisa’s hill of happiness rises 
as she consumes more of either or both goods.

What is the relationship between Lisa’s utility function and one of her indifference 
curves—those combinations of q1 and q2 that give Lisa a particular level of utility? 
Imagine that the hill of happiness is made of clay. If you cut the hill at a particular 
level of utility, the height corresponding to Bundle a, U(2, 2) = 2, you get a smaller 
hill above the cut. The bottom edge of this hill—the edge where you cut—is the 

7The Cobb-Douglas utility function can be written generally as U = Aq1
c q2

d. However, we can always 
transform that utility function into the simpler one in Equation 3.1 through a positive monotonic 
transformation: q1

 a q2
1 - a = F(Aq1

c q2
d), where F(x) = x1/(c + d)/A, so that a = c/(c + d).
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curve I*. Now, suppose that you lower that smaller hill straight down onto the floor 
and trace the outside edge of this smaller hill. The outer edge of the hill on the two-
dimensional floor is indifference curve I. Making other parallel cuts in the hill of 
happiness, placing the smaller hills on the floor, and tracing their outside edges, you 
can obtain a map of indifference curves on which each indifference curve reflects a 
different level of utility.

Willingness to Substitute Between Goods
How willing a consumer is to trade one good for another depends on the slope of the 
consumer’s indifference curve, dq2/dq1, at the consumer’s initial bundle of goods. 
Economists call the slope at a point on an indifference curve the marginal rate of 
substitution (MRS), because it is the maximum amount of one good that a consumer will 
sacrifice (trade) to obtain one more unit of another good.8

8Sometimes it is difficult to guess whether other people think certain goods are close substitutes. For 
example, according to Harper’s Index, 1994, flowers, perfume, and fire extinguishers rank 1, 2, and 
3 among Mother’s Day gifts that Americans consider “very appropriate.”

Figure 3.3 The Relationship Between the Utility Function and Indifference Curves

Both panels a and b show Lisa’s utility, U(q1, q2), as a 
function of the amount of pizza, q1, and burritos, q2, that 
she consumes. The figure measures q1 along one axis on 
the floor of the diagram, and q2 along the other axis on the 
floor. Utility is measured on the vertical axis. As q1, q2, or 

both increase, she has more utility: She is on a higher point 
on the diagram. If we take all the points, the curve I*, that 
are at a given height—given level of utility—on the utility 
surface and project those points down onto the floor of the 
diagram, we obtain the indifference curve I.
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Lisa’s MRS at Bundle e in Figure 3.4 is equal to the 
slope of the dashed line that is tangent to her indif-
ference curve I at e. Because her indifference curve 
has a downward slope (and hence so does the line 
tangent to the indifference curve), her MRS at e is a 
negative number. The negative sign tells us that Lisa 
is willing to give up some pizza for more burritos and 
vice versa.

Although the MRS is defined as the slope at a par-
ticular bundle, we can illustrate the idea with a discrete 
change. If Lisa’s MRS = -2, then she is indifferent 
between her current bundle and another bundle in 
which she gives up one unit of q1 in exchange for two 
more units of q2 (or gives up two units of q2 for one 
more unit of q1). For example, if Lisa’s original Bundle 
e has nine pizzas, q1, and three burritos, q2, she would 
be indifferent between that bundle and one in which she 
had eight (one fewer) pizzas and five (two additional) 
burritos.

The Relationship Between the Marginal Rate of Substitution and Marginal 
Utility. We can use calculus to determine the MRS at a point on Lisa’s indifference 
curve in Equation 3.2. We show that the MRS depends on how much extra utility 
Lisa gets from a little more of each good. We call the extra utility that a consumer gets 
from consuming the last unit of a good the marginal utility. Given that Lisa’s utility 
function is U(q1, q2), the marginal utility she gets from a little more pizza, holding 
the quantity of burritos fixed, is

marginal utility of pizza =
0U
0q1

= U1.

We are out of tickets for Swan Lake.
Do you want tickets for Wrestlemania?

Figure 3.4 Marginal Rate of Substitution

Lisa’s marginal rate of substitution, 
MRS = dq2/dq1, at her initial bundle e is the 
slope of indifference curve I at that point. 
The marginal rate of substitution at e is the 
same as the slope of the line that is tangent 
to I at e. This indifference curve illustrates a 
diminishing marginal rate of substitution: The 
slope of the indifference curve becomes flatter 
as we move down and to the right along the 
curve (from Bundle f to e to g).
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Similarly, the marginal utility from more burritos is U2 = 0U/0q2, where we hold 
the amount of pizza constant.

We can determine the MRS along an indifference curve by ascertaining the changes 
in q1 and q2 that leave her utility unchanged, keeping her on her original indifference 
curve, U = U(q1, q2). Let q2(q1) be the implicit function that shows how much 
q2 it takes to keep Lisa’s utility at U, given that she consumes q1. We want to know 
how much q2 must change if we increase q1, dq2/dq1, given that we require her util-
ity to remain constant. To answer this question, we use the chain rule to differentiate 
U = U(q1, q2(q1)) with respect to q1, noting that because U is a constant, dU/dq1 = 0:

 
dU
dq1

= 0 =
0U(q1, q2(q1))

0q1
+

0U(q1, q2(q1))
0q2

 
dq2

dq1
= U1 + U2 

dq2

dq1
. (3.3)

The intuition behind Equation 3.3 is that as we move down and to the right along 
the indifference curve in Figure 3.4, we increase the amount of q1 slightly, which 
increases Lisa’s utility by U1, so we must decrease her consumption of q2 to hold her 
utility constant and keep her on the U indifference curve. Her decrease in utility from 
reducing q2 in response to the increase in q1 is U2(dq2/dq1), which is negative because 
dq2/dq1 is negative.

Rearranging the terms in Equation 3.3, we find that her marginal rate of substitution is

 MRS =
dq2

dq1
= -  

0U/0q1

0U/0q2
= -  

U1

U2
. (3.4)

Thus, the slope of her indifference curve is the negative of the ratio of her marginal utilities.

Jackie has a Cobb-Douglas utility function, U = q1
 a q2

1 - a, where q1 is the number 
of tracks of recorded music she buys a year, and q2 is the number of live music 
events she attends. What is her marginal rate of substitution?

Answer

1. Determine the marginal utility Jackie gets from extra music tracks and the 
marginal utility she derives from more live music. Her marginal utility from 
extra tracks is

U1 =
0U
0q1

= aq1
a - 1q2

1 - a = a 
U(q1, q2)

q1
,

and her marginal utility from extra live music is

U2 = (1 - a)q1
 a q2

 -a = (1 - a) 
U(q1, q2)

q2
.

2. Express her marginal rate of substitution in terms of her marginal utilities. 
Using Equation 3.4, we find that her marginal rate of substitution is

MRS =
dq2

dq1
= -  

U1

U2
= -  

aU/q1

(1 - a)U/q2
= -  

a
1 - a

 
q2

q1
. (3.5)

For example, MRS = -q2/q1 if a = 0.5, and MRS = -3q2/q1 if a = 0.75.

SOLVED PROBLEM 
3.2

MyLab Economics
Solved Problem
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Diminishing Marginal Rate of Substitution. The marginal rate of substitution 
varies along a typical indifference curve that is convex to the origin, as is Lisa’s indif-
ference curve in Figure 3.4. As we move down and to the right along this indifference 
curve, the slope or MRS of the indifference curve becomes smaller in absolute value: 
Lisa will give up fewer burritos to obtain one pizza. This willingness to trade fewer 
burritos for one more pizza as we move down and to the right along the indiffer-
ence curve reflects a diminishing marginal rate of substitution: The MRS approaches 
zero—becomes flatter or less sloped—as we move from Bundle f to e and then to g 
in the figure.

We can illustrate the diminishing marginal rate of substitution given that 
Lisa’s has a Cobb-Douglas utility function where a = 0.5: U = q1

0.5q2
0.5. We know that 

this utility function has an MRS = -q2/q1 by setting a = 0.5 in Equation 3.5. On  
the indifference curve 4 = U = q1

0.5q2
0.5, two of the (q1, q2) bundles are (2, 8) and (4, 4). 

The MRS is -8/2 = -4 at (2, 8) and -4/4 = -1 at (4, 4). Thus, at (2, 8), where Lisa 
has a relatively large amount of q2 compared to q1, Lisa is willing to give up four units 
of q2 to get one more unit of q1. However at (4, 4), where Lisa has relatively less q2, she 
is only willing to trade a unit of q2 for a unit of q1.

Curvature of Indifference Curves
The marginal rate of substitution varies along our typical convex indifference curve. 
How the marginal rate of substitution varies along an indifference curve depends on 
the underlying utility function. Table 3.1 uses Equation 3.4 to determine the MRS 
for five types of utility functions.

In 2008, a typical 14- to 24-year-old British consumer bought 24 music tracks, q1, 
per quarter and consumed 18 units of live music, q2, per quarter.9 We estimate this 
average consumer’s Cobb-Douglas utility function as

 U = q1
0.4q2

0.6. (3.6)

That is, in the Cobb-Douglas utility function Equation 3.1, 
a = 0.4.

Given that Jackie’s Cobb-Douglas utility function is 
Equation 3.6, we can use our analysis in Solved Prob-
lem 3.2 to determine her marginal rate of substitution 
by substituting q1 = 24, q2 = 18, and a = 0.4 into 
Equation 3.5:

MRS = -  
a

1 - a
 
q2

q1
= -  

0.4
0.6

 
18
24

= -0.5.

9A unit of live music is the amount that £1 purchases (that is, it does not correspond to a full concert 
or a performance in a pub).

APPLICATION

MRS Between 
Recorded Tracks  
and Live Music
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Table 3.1 The Marginal Rate of Substitution (MRS) for Five Utility Functions

Utility Function U(q1, q2) U1 =
0U(q1, q2)

0q1
U2 =

0U(q1, q2)

0q2
MRS = -  

U1

U2

Perfect substitutes iq1 + jq2 i j -  
i
j

Perfect complements min(iq1, jq2) 0 0 0

Cobb-Douglas q1
 a q2

1 - a a 
U(q1, q2)

q1
(1 - a) 

U(q1, q2)
q2

-  
a

1 - a
 
q2

q1

Constant Elasticity of 
 Substitution (CES) (q1

 
ρ + q2

 
ρ)1/ρ (q1

 
ρ + q2

 
ρ)(1 - ρ)/ρq1

 
ρ - 1 (q1

 
ρ + q2

 
ρ)(1 - ρ)/ρq2

 
ρ - 1 - aq1

q2
b

ρ - 1

Quasilinear u(q1) + q2
du(q1)

dq1
1 -  

du(q1)
dq1

Notes: i 7 0, j 7 0, 0 6 a 6 1, ρ ≠ 0, and ρ 6 1. We are evaluating the perfect complements’ indifference curve at its 
right-angle corner, where it is not differentiable; hence the formula MRS = -U1/U2 is not well defined. We arbitrarily 
say that the MRS = 0 because no substitution is possible.

The indifference curves corresponding to these utility functions range between 
straight lines, where the MRS is a constant, to right-angle indifference curves, where 
no substitution is possible. Convex indifference curves lie between these extremes.10

Straight-Line Indifference Curve. One extreme case of an indifference curve is a 
straight line, which occurs when two goods are perfect substitutes: goods that a con-
sumer is completely indifferent as to which to consume. Because Ben cannot taste any 
difference between Coca-Cola and Pepsi-Cola, he views them as perfect substitutes: 
He is indifferent between having one additional can of Coke and one additional 
can of Pepsi. His indifference curves for these two goods are straight, parallel lines 
with a slope of -1 everywhere along the curve, as in panel a of Figure 3.5, so his 
MRS is -1 at every point along these indifference curves. We can draw the same 
conclusion by noting that Ben’s marginal utility from each good is identical, so his 
MRS = -U1/U2 = -1.

The slope of indifference curves of perfect substitutes need not always be -1; it can 
be any constant rate. For example, Amos knows from reading the labels that Clorox 
bleach is twice as strong as a generic brand. As a result, Amos is indifferent between 
one cup of Clorox and two cups of the generic bleach. His utility function over Clo-
rox, q1, and the generic bleach, q2, is

 U(q1, q2) = iq1 + jq2, (3.7)

where both goods are measured in cups, i = 2, and j = 1. His indifference curves 
are straight lines. Because U1 = i and U2 = j, his marginal rate of substitution is the 
same everywhere along this indifference curve: MRS = -U1/U2 = - i/j = -2.

10It is difficult to imagine that Lisa’s indifference curves are concave to the origin. If her indifference 
curve were strictly concave, Lisa would be willing to give up more burritos to get one more pizza, the 
fewer the burritos she has.
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Right-Angle Indifference Curve. The other extreme case of an indifference curve 
occurs when two goods are perfect complements: goods that a consumer is interested 
in consuming only in fixed proportions. Maureen doesn’t like apple pie, q1, by itself 
or vanilla ice cream, q2, by itself but she loves apple pie à la mode, a slice of pie with 
a scoop of vanilla ice cream on top. Her utility function is

 U(q1, q2) = min (iq1, jq2), (3.8)

where i = j = 1 and the min function says that the utility equals the smaller of the 
two arguments, iq1 or jq2.

Her indifference curves have right angles in panel b of Figure 3.5. If she has only 
one piece of pie, she gets as much pleasure from it and one scoop of ice cream, Bundle a, 
as from one piece and two scoops, Bundle d, or one piece and three scoops, Bundle e. 
The marginal utility is zero for each good, because increasing that good while hold-
ing the other one constant does not increase Maureen’s utility. If she were at b, she 
would be unwilling to give up an extra slice of pie to get, say, two extra scoops of 
ice cream, as at point e. She wouldn’t eat the extra scoops because she would not 
have pieces of pie to go with the ice cream. The only condition in which she doesn’t 
have an excess of either good is when iq1 = jq2, or q2/q1 = i/j. She only consumes 
bundles like a, b, and c, where pie and ice cream are in equal proportions.

We cannot use Equation 3.4 to calculate her MRS because her utility function is 
nondifferentiable. We arbitrarily say that her MRS = 0 because she is unwilling to 
substitute more of one good for less of another.

Convex Indifference Curve. The standard-shaped, convex indifference curve in 
panel c of Figure 3.5 lies between these two extreme examples. Convex indifference 
curves show that a consumer views two goods as imperfect substitutes. A consumer 

Figure 3.5 Perfect Substitutes, Perfect Complements, Imperfect Substitutes

(a) Ben views Coke and Pepsi as perfect substitutes. 
His indifference curves are straight, parallel lines with 
a marginal rate of substitution (slope) of -1. Ben is 
willing to exchange one can of Coke for one can of Pepsi.  
(b) Maureen likes pie à la mode but does not like pie 
or ice cream by itself: She views ice cream and pie as 

perfect complements. She will not substitute between 
the two; she consumes them only in equal quantities.  
(c) Lisa views burritos and pizza as imperfect substitutes. 
Her indifference curve lies between the extreme cases of 
perfect substitutes and perfect complements.
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with a Cobb-Douglas utility function, Equation 3.1, has convex indifference curves 
similar to that in panel c. That curve approaches the axes but does not hit them.

Another utility function that has convex indifference curves is the constant elasticity 
of substitution (CES) utility function

U(q1, q2) = (q1
 
ρ + q2

 
ρ)1/ρ,

where ρ ≠ 0 and ρ 6 1. [If ρ = 1, then this utility function is a perfect substitutes utility 
function U(q1, q2) = q1 + q2.]

The marginal utility from qi is Ui = (q1
 
ρ + q2

 
ρ)(1 - ρ)/ρ qi

 
ρ - 1, so the MRS = -U1/U2 =

-(q1/q2)
ρ - 1. For example, if ρ = 0.5, then the MRS = -(q1/q2)

-0.5 = -(q2/q1)
0.5.

Another utility function that has convex indifference curves is the quasilinear 
utility function,

 U(q1, q2) = u(q1) + q2, (3.9)

where u(q1) is an increasing function of q1, du(q1)/dq1 7 0, and d2u(q1)/dq1
2 … 0. 

This utility function is called quasilinear because it is linear in one argument, q2, but 
not necessarily in the other, q1. [If u(q1) = q1, so both terms are linear, then this spe-
cial case of the quasilinear utility function is the perfect substitutes utility function, 
U(q1, q2) = q1 + q2.]

An example is u(q1) = 4q1
0.5, which has the properties that du(q1)/dq1 = 2q1

-0.5 7 0, 
and d2u(q1)/dq1

2 = -q1
-1.5 6 0. Figure 3.6 shows two indifference curves for the quasi-

linear utility function U(q1, q2) = 4q1
0.5 + q2. Along an indifference curve in which utility 

is held constant at U, the indifference curve is U = 4q1
0.5 + q2. Thus, this indifference 

curve hits the q2@axis at q2 = U because q1 = q1
0.5 = 0 at the q2@axis. Similarly, it hits 

the q1@axis at q1 = (U/4)2.

Figure 3.6 Quasilinear Preferences

The indifference curves I1 and I2 corresponding to the 
quasilinear utility function U(q1, q2) = 4q1

0.5 + q2 are parallel. 
Each indifference curve has the same slope at a given q1.
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A consumer has a quasilinear utility function, Equation 3.9, U = u(q1) + q2, 
where du(q1)/dq1 7 0 and d2u(q1)/dq1

2 6 0. Show that the consumer’s indiffer-
ence curves are parallel and convex.

Answer

1. Use the formula for an indifference curve to show that the slope at any q1 
is the same for all indifference curves, and thus the indifference curves must 
be parallel. At every point on an indifference curve, U = u(q1) + q2. By rear-
ranging this indifference curve equation, we find that the height of this 
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793.3 Budget Constraint

 3.3 Budget Constraint
Knowing an individual’s preferences is only the first step in analyzing that person’s 
consumption behavior. Consumers maximize their well-being subject to constraints. 
The most important constraint most of us face in deciding what to consume is our 
personal budget constraint.

indifference curve at a given q1 is q2 = U - u(q1). By differentiating this expres-
sion with respect to q1, we find that the slope of this indifference curve  
is dq2/dq1 = d[U - u(q1)]/dq1 = -du(q1)/dq1. Because this expression is not 
a function of q2, the slope for a given q1 is independent of q2 (the height 
of the indifference curve). Thus, the slope at q1 must be the same on both the 
indifference curves in Figure 3.6. Because the indifference curves have the same 
slopes for each given q1 and differ only in where they hit the q2@axis, the indif-
ference curves are parallel.

2. Show that the indifference curves are convex by demonstrating that the deriva-
tive of the slope of the indifference curve with respect to q1 is positive. We just 
determined that the slope of the indifference curve is dq2/dq1 = -du(q1)/dq1. If 
we differentiate it again with respect to q1, we find that the change in the slope 
of the indifference curve as q1 increases is d2q2/dq1

2 = -d2u(q1)/dq1
2. Because 

d2u(q1)/dq1
2 6 0, we know that d2q2/dq1

2 7 0. The negative slope of an indif-
ference curve becomes flatter as q1 increases, which shows that the indifference 
curve is convex: It bends away from the origin. That is, the indifference curve 
has a diminishing marginal rate of substitution.

The figure shows estimated indifference curves of the average U.S. consumer between 
food consumed at home and clothing. The food and clothing measures are weighted 
averages of various goods. At relatively low quantities of food and clothing, the 
indifference curves, such as I1, are nearly right angles: perfect complements. As 
we move away from the origin, the 
indifference curves become flatter—
closer to perfect substitutes.

One interpretation of these indif-
ference curves is that people need 
minimum levels of food and cloth-
ing to support life. The consumer 
cannot trade one good for the other 
if it means having less than the criti-
cal level. As the consumer obtains 
more of both goods, however, the 
consumer is increasingly willing 
to trade between the two goods. 
According to these estimates, food 
and clothing are perfect comple-
ments when the consumer has little 
of either good, and perfect substi-
tutes when the consumer has large 
quantities of both goods.

APPLICATION

Indifference Curves 
Between Food and 
Clothing
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If we cannot save and borrow, our budget is the income we receive in a given 
period. If we can save and borrow, we can save money early in life to consume later, 
such as when we retire; or we can borrow money when we are young and repay those 
sums later. Savings is, in effect, a good that consumers can buy. For simplicity, we 
assume that each consumer has a fixed amount of money to spend now, so we can 
use the terms budget and income interchangeably.

For graphical simplicity, we assume that consumers spend their money on only 
two goods. If Lisa spends all her budget, Y, on pizza and burritos, then

 p1q1 + p2q2 = Y, (3.10)

where p1q1 is the amount she spends on pizza and p2q2 is the amount she spends on 
burritos. Equation 3.10 is her budget line, or budget constraint: the bundles of goods 
that can be bought if a consumer’s entire budget is spent on those goods at given 
prices. In Figure 3.7, we plot Lisa’s budget line in pizza-burrito space, just as we did 
with her indifference curves. How many burritos can Lisa buy? Using algebra, we 
can rewrite her budget constraint, Equation 3.10, as

 q2 =
Y - p1q1

p2
. (3.11)

According to Equation 3.11, she can buy more burritos, q2, if she has a higher 
income (dq2/dY = 1/p2 7 0), she purchases fewer pizzas (dq2/dq1 = -p1/p2 6 0), or 
the price of burritos or pizzas fall [dq2/dp2 = -(Y - p1q1)/p2

2 = -q2/p2 6 0, dq2/dp1 =
-q1/p2 6 0]. For example, if she has $1 more of income (Y), she can buy 1/p2 more 
burritos.

If p1 = $1, p2 = $2, and Y = $50, Equation 3.11 is

q2 =
$50 - ($1 * q1)

$2
= 25 -

1
2

q1.

This equation is plotted in Figure 3.7. The budget line in the figure shows the combi-
nations of burritos and pizzas that Lisa can buy if she spends all of her $50 on these 
two goods. As this equation shows, every two pizzas cost Lisa one burrito. How 
many burritos can she buy if she spends all her money on burritos? By setting q1 = 0 
in Equation 3.11, we find that q2 = Y/p2 = $50/$2 = 25. Similarly, if she spends 
all her money on pizzas, q2 = 0 and q1 = Y/p1 = $50/$1 = 50.

Figure 3.7 Budget Constraint and Opportunity Set

If Y = $50, p1 = $1, and p2 = $2, 
Lisa can buy any bundle in the 
opportunity set—the shaded area—
including points on the budget line L, 
which has a slope of -  12.
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The budget constraint in Figure 3.7 is a smooth, continuous line. The continuous 
line shows that Lisa can buy fractional numbers of burritos and pizzas. Is that true? 
Do you know of a restaurant that will sell you a quarter of a burrito? Probably not. 
Why, then, don’t we draw the opportunity set and the budget constraint as points 
(bundles) of whole numbers of burritos and pizzas? The reason is that Lisa can buy 
a burrito at a rate of one-half per period. If Lisa buys one burrito every other week, 
she buys an average of one-half burrito every week. Thus, it is plausible that she 
could purchase fractional amounts over time, and this diagram reflects her behavior 
over a semester.

Lisa could, of course, buy any bundle that costs less than $50. An opportunity set 
consists of all the bundles a consumer can buy, including all the bundles inside the 
budget constraint and on the budget constraint (all those bundles of positive q1 and 
q2 such that p1q1 + p2q2 … Y). Lisa’s opportunity set is the shaded area in the figure. 
For example, she could buy 10 burritos and 15 pizzas for $35, which falls inside her 
budget constraint. However, she can obtain more of the two foods by spending all 
of her budget and picking a bundle on the budget line rather than a bundle below 
the line.

We call the slope of the budget line the marginal rate of transformation (MRT): 
the trade-off the market imposes on the consumer in terms of the amount of one 
good the consumer must give up to obtain more of the other good. The marginal 
rate of transformation is the rate at which Lisa is able to trade burritos for pizzas in 
the marketplace when the prices she pays and her income are fixed. In contrast, the 
marginal rate of substitution is the trade-off Lisa would want to make regardless of 
her income.

Holding prices and income constant and differentiating Equation 3.11 with respect 
to q1, we find that the slope of the budget constraint, or the marginal rate of trans-
formation, is

 MRT =
dq2

dq1
= -  

p1

p2
. (3.12)

Because the price of a pizza is half that of a burrito (p1 = $1 and p2 = $2), the 
marginal rate of transformation that Lisa faces is

MRT = -  
p1

p2
= -  

$1
$2

= -  
1
2

.

An extra pizza costs her half an extra burrito—or, equivalently, an extra burrito costs 
her two pizzas.

 3.4 Constrained Consumer Choice
My problem lies in reconciling my gross habits with my net income. —Errol Flynn

Were it not for budget constraints, consumers who prefer more to less would 
consume unlimited amounts of at least some goods. Well, they can’t have it all! 
Instead, consumers maximize their well-being subject to their budget constraints. 
To complete our analysis of consumer behavior, we have to determine the bundle 
of goods that maximizes an individual’s well-being subject to the person’s budget 
constraint.
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Because Lisa enjoys consuming two goods only, she spends her entire budget on 
them.11 That is, she chooses a bundle on the budget constraint rather than inside her 
opportunity set, where she would have money left over after buying the two goods. 
To spend her entire budget on these two goods, she must buy a positive amount of 
one or both of the goods.

An optimal bundle that has positive quantities of both goods so that it lies between 
the ends of the budget line is called an interior solution. If the consumer only buys one 
of the goods, the optimal bundle is at one end of the budget line, where the budget 
line forms a corner with one of the axes, so it is called a corner solution. We start our 
analysis by finding interior solutions using graphical and calculus methods. Then we 
address corner solutions.

Finding an Interior Solution Using Graphs
Veni, vidi, Visa. (We came, we saw, we went shopping.)

First, we use graphical methods to demonstrate that Lisa’s optimal bundle must be 
on the budget line. Then, we show how to find the optimal bundle.

Figure 3.8 illustrates that Lisa’s optimal bundle must be on the budget line. Bun-
dles that lie on indifference curves above the constraint, such as those on I3, are not 
in her opportunity set (area A + B). Although Lisa prefers Bundle f on indifference 
curve I3 to Bundle e on I2, she cannot afford to purchase f. Even though Lisa could 
buy a bundle inside the budget line L, she does not want to, because more is better 
than less: For any bundle inside the constraint (such as d on I1), she prefers another 
bundle on the constraint with more of at least one of the two goods. Therefore, the 
optimal bundle must lie on the budget line.12

Bundles that lie on indifference curves that cross the budget line—such as I1, which 
crosses the constraint at a and c—are less desirable than certain other bundles on the 
constraint. Only some of the bundles on indifference curve I1 lie within the opportu-
nity set: Lisa can afford to purchase Bundles a and c and all the points on I1 between 
them, such as d. Because I1 crosses the budget line, the bundles between a and c on I1 
lie strictly inside the constraint, so the affordable bundles in area B are preferable 
to a and c because they contain more of one or both goods. In particular, Lisa pre-
fers Bundle e to d because e has more of both pizza and burritos than d. Because of 
transitivity, e is preferred to a, c, and all the other bundles on I1 —even those, like 
g, that Lisa can’t afford. Thus, the optimal bundle—the consumer’s optimum—must 
lie on the budget line and be on an indifference curve that does not cross it. If Lisa is 
consuming this bundle, she has no incentive to change her behavior by substituting 
one good for another.

11We examine the two-goods case for graphic simplicity. Although it is difficult to use graphs to ana-
lyze behavior if consumers derive positive marginal utility from more than two goods, it is straight-
forward to do so using calculus.
12Given that Lisa consumes positive quantities of both goods and their prices are positive, more of 
either good must be preferred to less at her optimal bundle. Suppose that the opposite were true, and 
that Lisa prefers fewer burritos to more. Because burritos cost her money, she could increase her well-
being by reducing the quantity of burritos she consumes (and increasing her consumption of pizza) 
until she consumes no burritos—a scenario that violates our assumption that she consumes positive 
quantities of both goods.
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Bundle e on indifference curve I2 is the optimum bundle. The optimal bundle is 
on the highest indifference curve that touches the budget line, so it is the bundle that 
gives Lisa the highest utility subject to her budget constraint.

In this figure, the optimal bundle lies in the interior of the budget line away from 
the corners. Lisa prefers consuming a balanced diet, e, of 10 burritos and 30 pizzas, 
to eating only one type of food.

For the indifference curve I2 to touch the budget constraint but not cross it, it must 
be tangent to the budget constraint. Thus, the budget constraint and the indifference 
curve have the same slope at the point e where they touch. The slope of the indiffer-
ence curve is the marginal rate of substitution. It measures the rate at which Lisa is 
willing to trade burritos for pizzas: MRS = -U1/U2 (Equation 3.4). The slope of the 
budget line is the marginal rate of transformation. It measures the rate at which Lisa 
can trade her money for burritos or pizza in the market: MRT = -p1/p2 (Equation 
3.12). Thus, Lisa’s utility is maximized at the bundle where the rate at which she 
is willing to trade burritos for pizzas equals the rate at which she can trade in the 
market:

 MRS = -  
U1

U2
= -  

p1

p2
= MRT. (3.13)

We can rearrange Equation 3.13 to obtain

 
U1

U2
=

p1

p2
. (3.14)

Equation 3.14 says that U1/p1, the marginal utility of pizzas divided by the price of 
a pizza—the amount of extra utility from pizza per dollar spent on pizza—equals 
U2/p2, the extra utility from burritos per dollar spent on burritos. Thus, Lisa’s utility 
is maximized if the last dollar she spends on pizzas gets her as much extra utility as 
the last dollar she spends on burritos. If the last dollar spent on pizzas gave Lisa more 
extra utility than the last dollar spent on burritos, Lisa could increase her happiness 
by spending more on pizzas and less on burritos.

Figure 3.8 Interior Solution

Lisa’s optimal bundle is e (10 burritos 
and 30 pizzas) on indifference curve I2. 
Indifference curve I2 is tangent to her 
budget line L at e. Bundle e is the bundle 
on the highest indifference curve (highest 
utility) that she can afford. Any bundle 
that she prefers to e (such as points on 
indifference curve I3) lies outside her 
opportunity set, so she cannot afford them. 
Bundles inside the opportunity set, such as 
d, are less desirable than e because they 
represent less of one or both goods.
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Thus, to find the interior solution in Figure 3.8, we can use either of two equiva-
lent conditions:

1. Highest indifference curve rule: The optimal bundle is on the highest indiffer-
ence curve that touches the constraint.

2. Tangency rule: The optimal bundle is the point where an indifference curve is 
tangent to the budget line. Equivalently, MRS = MRT (Equation 3.13) and 
U1/p1 = U2/p2 (Equation 3.14).

The highest indifference curve rule can always be used to find either interior or 
corner solutions. The tangency rule only applies for interior solutions where the 
indifference curve has the usual shape: It is a downward sloping, smooth curve that 
is convex to the origin.

Maureen loves apple pie à la mode but she doesn’t like apple pie, q1, by itself or 
vanilla ice cream, q2, by itself. That is, she views apple pie and ice cream as perfect 
complements. Show that the highest indifference curve rule can be used to find 
Maureen’s optimal bundle, but that the tangency rule does not work. How many 
slices of pie and ice cream does she buy given that her income is Y?

Answer

1. Use the highest indifference curve rule to find her optimal bundle in the 
figure. Given budget line L1, Maureen’s optimal bundle is b because it is on the 
highest indifference curve that touches the budget line. Maureen can afford to 
buy Bundles a and b, but not c. She prefers b to a, because b contains more 
slices of apple pie à la mode.

2. Show that the indifference curve is not tangent to the budget line 
at the optimal bundle. At the optimal bundle, the budget line L1 
has a negative slope (its MRT is negative). Because the budget 
line hits the indifference curve at its right-angle corner—where 
no substitution is possible and the slope is not well-defined—
the budget line cannot be tangent to the indifference curve. Indeed, 
if the budget line were L2, b would remain Maureen’s optimal 
bundle, even though L2 has a different slope than L1.

3. Derive her optimal bundle using her budget constraint. She buys 
q slices of apple pie à la mode by buying q1 = q slices of apple 
pie and q2 = q scoops of ice cream. The cost of one unit of 
apple pie à la mode is the sum of the price of a slice of apple 
pie, p1, and the price of a scoop of ice cream, p2. Thus, given 
that she spends all her income on apple pie à la mode, she buys 
q = q1 = q2 = Y/(p1 + p2) units of each.

SOLVED PROBLEM 
3.4
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Finding an Interior Solution Using Calculus
The individual choice of garnishment of a burger can be an important point to 
the consumer in this day when individualism is an increasingly important thing to 
people. —Donald N. Smith, president of Burger King

We have just shown how to use a graphical approach to determine which affordable 
bundle gives a consumer the highest possible level of utility. We now express this 
choice problem mathematically, and use calculus to find the optimal bundle.

MyLab Economics
Solved Problem
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Lisa’s objective is to maximize her utility, U(q1, q2), subject to (s.t.) her budget 
constraint:

 max
q1, q2

U(q1, q2) (3.15)

s.t. Y = p1q1 + p2q2.

In this mathematical formulation, Problem 3.15, the “max” term instructs us to 
maximize her utility function by choice of her control variables—those variables that 
she chooses—q1 and q2, which appear under the max term. We assume that Lisa has 
no control over the prices she faces, p1 and p2, or her income, Y.

Because this problem is a constrained maximization—contains the “subject 
to” provision—we cannot use the standard unconstrained maximization calculus 
approach. However, we can transform this problem into an unconstrained problem 
that we know how to solve. If we know that Lisa buys both goods, we can use the 
substitution method, the Lagrangian method, or a short-cut method.

Substitution Method. First, we can substitute the budget constraint into the utility 
function. Using algebra, we can rewrite the budget constraint as q1 = (Y - p2q2)/p1. 
If we substitute this expression for q1 in the utility function, U(q1, q2), we can rewrite 
Lisa’s problem as

 max
q2

 UaY - p2q2

p1
, q2b . (3.16)

Problem 3.16 is an unconstrained problem, so we can use standard maximization 
techniques to solve it. The first-order condition is obtained by setting the derivative 
of the utility function with respect to the only remaining control variable, q2, equal 
to zero:

 
dU
dq2

=
0U
0q1

 
dq1

dq2
+

0U
0q2

= ¢ -  
p2

p1
≤ 

0U
0q1

+
0U
0q2

= ¢ -  
p2

p1
≤U1 + U2 = 0, (3.17)

where 0U/0q1 = U1 is the partial derivative of the utility function with respect to q1 (the 
first argument) and dq1>dq2 is the derivative of q1 = (Y - p2q2)/p1 with respect to q2.

To be sure that we have a maximum, we need to check that the second-order 
condition holds (see the Calculus Appendix at the end of the book). This condition 
holds if the utility function is quasiconcave, which implies that the indifference curves 
are convex to the origin: The MRS is diminishing as we move down and to the right 
along the curve.

By rearranging these terms in Equation 3.17, we get the same condition for an 
optimum that we obtained using a graphical approach, Equation 3.13, which is that 
the marginal rate of substitution equals the marginal rate of transformation:13

MRS = -  
U1

U2
= -  

p1

p2
= MRT.

By rearranging these terms, we obtain the same expression as in Equation 3.14: 
U1/p1 = U2/p2.

If we combine the MRS = MRT condition with the budget constraint, we have 
two equations in two unknowns, q1 and q2, so we can solve for the optimal q1 and 
q2 as functions of prices, p1 and p2, and income, Y.

13Had we substituted for q2 instead of for q1 (which you should do to make sure that you understand 
how to solve this type of problem), we would have obtained the same condition.
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Michael has a constant elasticity of substitution (CES) utility function, 
U(q1, q2) = (q1

 
ρ + q2

 
ρ)

1
ρ, where ρ ≠ 0 and ρ … 1.14 Given that Michael’s ρ 6 1, 

what are his optimal values of q1 and q2 in terms of his income and the prices of 
the two goods?

Answer

1. Substitute the income constraint into Michael’s utility function to eliminate one 
control variable. Michael’s constrained utility maximization problem is

  max
q1, q2

U(q1, q2) = (q1
 
ρ + q2

 
ρ)

1
ρ

s.t. Y = p1q1 + p2q2.

We can rewrite Michael’s budget constraint as q2 = (Y - p1q1)/p2. Substitut-
ing this expression into his utility function, we can express Michael’s utility 
maximization problem as:

max
q1

U¢q1, 
Y - p1q1

p2
≤ = ¢q

1
 ρ + JY - p1q1

p2
R ρ≤1>ρ

.

By making this substitution, we have converted a constrained maximization 
problem with two control variables into an unconstrained problem with one 
control variable, q1.

2. Use the standard, unconstrained maximization approach to determine the optimal 
value for q1. To obtain the first-order condition, we use the chain rule and set 
the derivative of the utility function with respect to q1 equal to zero:

1
ρ ¢q1

 ρ + JY - p1q1

p2
R ρ≤1 - ρ

ρ ¢ρq1
 ρ - 1 + ρJY - p1q1

p2
R ρ - 1J -  

p1

p2
R ≤ = 0.

 Using algebra, we can solve this equation for Michael’s optimal q1 as a 
function of his income and the prices:15

 q1 =
Yp1

 -σ

p1
1 - σ + p2

1 - σ, (3.18)

where σ = 1/[1 - ρ]. By repeating this analysis, substituting for q1 instead of 
for q2, we derive a similar expression for his optimal q2:

 q2 =
Yp2

-σ

p1
1 - σ + p2

1 - σ. (3.19)

Thus, the utility-maximizing q1 and q2 are functions of his income and the prices.

14In Chapter 6, we discuss why this functional form has this name and that the Cobb-Douglas, perfect 
substitutes, and perfect complements functional forms are special cases of the CES.
15The term at the beginning of the first-order condition, (1/ρ)(q1

 
ρ + ([Y - p1q1]/p2)

ρ)(1 - ρ)/ρ, 
is strictly positive because Michael buys a nonnegative amount of both goods, q1 Ú 0 and 
q2 = [Y - p1q1]/p2 Ú 0, and a positive amount of at least one of them. Thus, we can divide both 
sides of the equation by this term. We are left with ρq1

 
ρ - 1 + ρ[(Y - p1q1)/p2]

ρ - 1[-p1/p2] = 0. 
Divide both sides of this equation by ρ[(Y - p1q1)/p2]

ρ - 1 and move the second term to the right 
side of the equation: (p2q1/[Y - p1q1])

ρ - 1 = p1/p2. Exponentiate both sides by 1/[ρ - 1] and 
multiply both sides by [Y - p1q1]/p2 to obtain q1 = [Y - p1q1](p1/p2)

1/(ρ - 1)/p2. Use algebra 
to combine the q1 terms: q1(1 + (p1/p2)

ρ/(ρ - 1)) = Y(p1/p2)
1/(ρ - 1)/p2. Multiply both sides by 

p2
 ρ/(ρ - 1): q1(p2

 ρ/(ρ - 1) + p1
 ρ/(ρ - 1)) = Y(p1/p2)

1/(ρ - 1)p2
1/(ρ - 1) = Yp1

1/(ρ - 1). Divide both sides by the term in first 
parentheses: q1 = Yp1

1/(ρ - 1)/(p2
 
ρ/(ρ - 1) + p1

 
ρ/(ρ - 1)). Defining σ = 1/[1 - ρ], we obtain Equation 3.18.

SOLVED PROBLEM 
3.5

MyLab Economics
Solved Problem
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Lagrangian Method. Another way to solve this constrained maximization problem 
is to use the Lagrangian method. The Lagrangian expression that corresponds to 
Problem 3.16 is

 ℒ = U(q1, q2) + λ(Y - p1q1 - p2q2), (3.20)

where λ (the Greek letter lambda) is the Lagrange multiplier. For values of q1 and q2 
such that the constraint holds, Y - p1q1 - p2q2 = 0, so the functions ℒ and U have 
the same values. Thus, if we look only at values of q1 and q2 for which the constraint 
holds, finding the constrained maximum value of U is the same as finding the critical 
value of ℒ.

Equations 3.21, 3.22, and 3.23 are the first-order conditions that determine the 
critical values q1, q2, and λ for an interior maximization:

 
0ℒ
0q1

=
0U
0q1

- λp1 = U1 - λp1 = 0, (3.21)

 
0ℒ
0q2

= U2 - λp2 = 0, (3.22)

 
0ℒ
0λ

= Y - p1q1 - p2q2 = 0. (3.23)

At the optimal levels of q1, q2, and λ, Equation 3.21 shows that the marginal utility 
of pizza, U1 = 0U/0q1, equals its price times λ. Equation 3.22 provides an analogous 
condition for burritos. Equation 3.23 restates the budget constraint.

These three first-order conditions can be solved for the optimal values of q1, q2, 
and λ. Again, we should check that we have a maximum (see the Calculus Appendix).

What is λ? If we solve both Equations 3.21 and 3.22 for λ and then equate these 
expressions, we find that

 λ =
U1

p1
=

U2

p2
. (3.24)

That is, the optimal value of the Lagrangian multiplier, λ, equals the marginal 
utility of each good divided by its price, Ui /pi, which is the extra utility one gets from 
the last dollar spent on that good.16 Equation 3.24 is the same as Equation 3.14 
(and Equation 3.13), which we derived using a graphical argument.

16Economists often call the Lagrangian multiplier a shadow value because it reflects the marginal rate 
of change in the objective function as the constraint is relaxed (see the Calculus Appendix).

Julia has a Cobb-Douglas utility function, U(q1, q2) = q1
 a q2

1 - a. Use the Lagrang-
ian method to find her optimal values of q1 and q2 in terms of her income and the 
prices.

Answer

1. Show Julia’s Lagrangian function and her first-order conditions. Julia’s Lagrang-
ian function is ℒ = q1

 a q2
1 - a + λ(Y - p1q1 - p2q2). The first-order conditions 

for her to maximize her utility subject to the constraint are

0ℒ
0q1

= U1 - λp1 = aq1
a - 1q2

1 - a - λp1 = a 
U
q1

- λp1 = 0, (3.25)

SOLVED PROBLEM 
3.6

MyLab Economics 
Solved Problem
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Finding an Interior Solution Using a Short Cut. The graphical, substitution, and 
Lagrangian methods all show that we need two equations to determine the two 
equilibrium quantities in our two-goods, constrained maximization problem. In the 
graphic approach, we combine a tangency condition (the slope of the highest indif-
ference curve equals the slope of the budget line), MRS = -U1/U2 = -p1/p2 = MRT, 
Equation 3.13, and the budget constraint, p1q1 + p2q2 = Y, Equation 3.10.

In the substitution approach, we substitute the budget constraint into the utility 
function to derive the tangency condition, Equation 3.13. The Lagrangian approach 
produces three equilibrium conditions. We can combine the first two conditions, 
Equations 3.21 and 3.22, to derive the tangency condition, Equation 3.13. The third 
condition, Equation 3.23, is the budget constraint.

Rather than laboriously deriving these conditions using the substitution or 
Lagrangian method, we can use the tangency and budget line equations to solve 
for the equilibrium quantities directly. We illustrated this approach for the Cobb-
Douglas utility (U = q1

 a q2
1 - a) in Solved Problem 3.6. Using the Cobb-Douglas MRS 

from Table 3.1, the MRS = -(a/[1 - a])(q2/q1) = -p1/p2 = MRT. This expression 
is equivalent to Equation 3.28, (1 - a)p1q1 = ap2q2. As Solved Problem 3.6 shows, 
if we combine this equation with the budget constraint, we obtain the Cobb-Douglas 
equilibrium quantities, Equations 3.29 and 3.30.

 
0ℒ
0q2

= U2 - λp2 = (1 - a)q1
 aq2

 -a - λp2 = (1 - a) 
U
q2

- λp2 = 0, (3.26)

 
0ℒ
0λ

= Y - p1q1 - p2q2 = 0. (3.27)

2. Solve these three first-order equations for q1 and q2. By solving the right sides 
of the first two conditions for λ and equating the results, we obtain an equation 
that depends on q1 and q2 but not on λ:

 (1 - a)p1q1 = ap2q2. (3.28)

The budget constraint, Equation 3.27, and the optimality condition, Equa-
tion 3.28, are two equations in q1 and q2. Rearranging the budget constraint, 
we know that p2q2 = Y - p1q1. By substituting this expression for p2q2 into 
Equation 3.28, we can rewrite this expression as (1 - a)p1q1 = a(Y - p1q1). 
By rearranging terms, we find that

 q1 = a 
Y
p1

. (3.29)

Similarly, by substituting p1q1 = Y - p2q2 into Equation 3.26 and rearranging, 
we find that

 q2 = (1 - a) 
Y
p2

. (3.30)

Thus, we can use our knowledge of the form of the utility function to solve the 
expression for the q1 and q2 that maximize utility in terms of income, prices, 
and the utility function parameter a.
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Given that Julia has a Cobb-Douglas utility function U = q1
 a q2

1 - a, what share of 
her budget does she spend on q1 and q2 in terms of her income, prices, and the 
positive constant a?

Answer

Use Equations 3.29 and 3.30 to determine her budget shares. The share of her 
budget that Julia spends on pizza, s1, is her expenditure on pizza, p1q1, divided 
by her budget, Y, or s1 = p1q1/Y. By multiplying both sides of Equation 3.29, 
q1 = aY/p1, by p1, we find that p1q1 = aY, so s1 = p1q1/Y = a. Thus, a is both 
her budget share of pizza and the exponent on the units of pizza in her utility 
function. Similarly, from Equation 3.30, we find that her budget share of burritos 
is s2 = p2q2/Y = 1 - a.
Comment: The Cobb-Douglas functional form was constructed to have constant 
budget shares equal to the exponents a and 1 - a. If an individual has a Cobb-
Douglas utility function, we can estimate a solely from information about the 
individual’s budget shares. That is how we obtained our estimate of Jackie’s Cobb-
Douglas utility function for recorded tracks and live music in the Application 
“MRS Between Recorded Tracks and Live Music.”

SOLVED PROBLEM 
3.7

We return to our typical consumer, Jackie, who has an estimated Cobb-Douglas 
utility function of U = q1

0.4q2
0.6 for music tracks, q1, and live music, q2. The average 

price of a track from iTunes, Amazon, Rhapsody, and other vendors was about 
p1 = £0.5 in 2008, and we arbitrarily set the price of live music, p2, at £1 per 
unit (so the units do not correspond to a concert or a club visit). Jackie’s budget 
constraint for purchasing these entertainment goods is

p1q1 + p2q2 = 0.5q1 + q2 = 30 = Y,

given that Jackie, like the average 14- to 24-year-old British consumer, spends £30 
on music per quarter.

Using Equations 3.29 and 3.30 from 
Solved Problem 3.6, we can solve for 
Jackie’s optimal numbers of tracks and 
units of live music:

 q1 = 0.4 
Y
p1

= 0.4 *
30
0.5

= 24,

 q2 = 0.6 
Y
p2

= 0.6 *
30
1

= 18.

These quantities are the average quarterly 
purchases for a British youth in 2008. The 
figure shows that the optimal bundle is e 
where the indifference curve I is tangent 
to the budget line L.

We can use the result in Solved Problem 
3.7 to confirm that the budget shares equal 
the exponents in Jackie’s utility function. 

APPLICATION

Utility Maximization for 
Recorded Tracks and 
Live Music
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Finding Corner Solutions
So far, we have concentrated on utility functions for which only an interior solution 
is possible. However, for some utility functions, we may have either a corner or an 
interior solution.

If a utility function’s indifference curves do not hit the axes, a consumer’s optimal 
bundle must be in the interior of the budget constraint. If a consumer has a perfect com-
plements utility function or Cobb-Douglas utility function, the indifference curves do 
not hit the axes, so the optimal bundle lies in the interior, as Table 3.2 shows. Similarly, 
the indifference curves have this property if the consumer has a constant elasticity 
of substitution (CES) utility function, U(q1, q2) = (q1

 ρ + q2
 ρ)

1
ρ, where ρ 6 1. However, 

if ρ = 1 in the CES utility function, then the utility function is U(q1, q2) = q1 + q2, 
which is a perfect substitutes utility function.

The share of Jackie’s budget devoted to tracks is p1q1/Y = (0.5 * 24)/30 = 0.4, 
which is the exponent on recorded tracks in her utility function. Similarly, the 
budget share she allocates to live music is p2q2/Y = (1 * 18)/30 = 0.6, which is 
the live music exponent.

Table 3.2 Type of Solution for Five Utility Functions

Utility Function U(q1, q2) Type of Solution

Perfect complements min(iq1, jq2) interior

Cobb-Douglas q1
 a q2

1 - a interior

Constant Elasticity of Substitution (q1
 ρ + q2

 ρ)1>ρ interior

Perfect substitutes iq1 + jq2 interior or corner

Quasilinear u(q1) + q2 interior or corner

Notes: i 7 0, j 7 0, 0 6 a 6 1, ρ ≠ 0,  and ρ 6 1.

Perfect Substitutes Utility Function. Because a perfect substitutes utility function 
has straight-line indifference curves that hit the axes, the optimal bundle may be at 
a corner or in the interior of the budget line. To illustrate why, we consider Ben’s 
choice. Ben views Coca-Cola, q1, and Pepsi-Cola, q2, as perfect substitutes, so his util-
ity function is U(q1, q2) = q1 + q2. Figure 3.9 shows three straight-line indifference 
curves that correspond to this utility function.

The price of a 12-ounce can of Coke is p1, and the price of a 12-ounce can of 
Pepsi is p2. If p1 6 p2, Ben gets more extra utility from the last dollar spent on Coke, 
U1/p1 = 1/p1, than he gets from Pepsi, U2/p2 = 1/p2, so he spends his entire income 
on Coke, q1 = Y/p1, and buys no Pepsi, q2 = 0.

Figure 3.9 illustrates Ben’s decision. Because Coke is less expensive than Pepsi, his 
budget line, L, is flatter than his indifference curves, I1, I2, and I3. He can afford to 
buy Bundle a on indifference curve I1 or Bundle b on indifference curve I2, but he 
cannot afford any bundle on I3 because it is above his budget constraint everywhere. 
We can find Ben’s optimal bundle using the highest indifference curve rule: Ben’s 
optimal bundle is b because it is on the highest indifference curve, I2, that touches 
the budget constraint.

At the optimal Bundle b, the slope of the indifference curve, MRS = -1, does not 
equal the slope of the budget line, MRT = -p1/p2 7 -1. Thus, we cannot find the 
optimal bundle at a corner using the tangency rule.
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By symmetry, if p1 7 p2, Ben chooses q1 = 0 and q2 = Y/p2. If the prices are iden-
tical, p1 = p2 = p, he is indifferent as to which good to buy. Both his budget line and 
his indifference curves have the same slope, -1, so one of his indifference curves lies 
on top of the budget line. He is willing to buy any bundle on that budget line, in the 
interior or at either corner. All we know is that q1 + q2 = Y/p.

Quasilinear Utility Function. Similarly, if a consumer has a quasilinear utility func-
tion, the indifference curves hit the axes, so either an interior or a corner solution is pos-
sible. For example, Spenser has a quasilinear utility function U(q1, q2) = 4q1

0.5 + q2.
We use a two-step procedure to determine the optimal bundle.17 We first check for an 

interior solution using the tangency condition and the budget constraint. If we find 
that these conditions imply that he wants to buy positive quantities of both goods, 
we have found an interior solution. Otherwise, we have to determine a corner solu-
tion as a second step.

At an interior solution, such as panel a of Figure 3.10 shows, his indifference curve 
I is tangent to his budget line L at Bundle e, so that the MRS = MRT = -p1/p2. We 
can use the short-cut method to derive an interior solution.

His marginal utility of q1 is U1 = 2q1
-0.5 and his marginal utility of q2 = 1, so 

his MRS = -U1/U2 = -2q1
-0.5. Thus, his tangency condition, Equation 3.13, is 

MRS - 2q1
-0.5 = -p1/p2 = MRT. Rearranging this equation, we learn that 

q1 = 4(p2/p1)
2. Because q1 does not depend on Y, Spenser buys the same quantity of 

q1 regardless of his income, given that we have an interior solution where the tan-
gency condition holds.18

By substituting this value of q1 into the budget constraint, we can solve 
for q2. We can rearrange his budget constraint as q2 = Y/p2 - (p1q1)/p2, so 
q2 = Y/p2 - (p1 * [4(p2/p1)

2])/p2 = Y/p2 - 4(p2/p1).

17A more direct approach to solving the consumer-maximization problem allowing for a corner 
 solution is to use a Kuhn-Tucker analysis, which is discussed in the Calculus Appendix.
18Solved Problem 3.3 provides the intuition for this result. At any given q1, the slope of the quasilinear 
utility’s indifference curve is the same. Thus, if we have a tangency with a low Y at a given q1, we must 
have a tangency with a higher Y at that same quantity.

Figure 3.9 Corner Solution with Perfect Substitutes Utility Function

Ben views Coke and Pepsi as perfect substitutes, so his 
indifference curves are straight lines with a slope of -1. 
Because Coke is less expensive than Pepsi, his budget line, L, is 
flatter than his indifference curves. Although he can afford to 
buy bundle a on indifference curve I1, his optimal bundle is b, 
because it is on the highest indifference curve, I2, that touches 
the budget constraint.
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If the prices are p1 = p2 = 1, the tangency condition is q1 = 4(p2/p1)
2 =

4 * (1/1)2 = 4. Substituting this value into the budget constraint, q2 =
Y/p2 - 4(p2/p1) = Y - 4. Thus, if Y 7 4, we have an interior solution where both 
quantities are positive. Panel a of Figure 3.10 shows an interior solution where Spenser’s 
income is Y = 6. At the optimal Bundle e, where his indifference curve I is tangent 
to his budget line L, he buys q1 = 4, and q2 = 6 - 4 = 2.

At incomes below Y = 4, we do not have an interior solution—a tangency at posi-
tive levels of q1 and q2—as we illustrate in panel b of Figure 3.10. We first show that 
the only possible point of tangency involves a negative quantity of one good. Then 
we determine the corner solution.

For example, if Y = 2, the formula we derived, assuming that we were at a point 
of tangency, tells us that q2 = 2 - 4 = -2, which is not plausible. We illustrate this 
result in panel b, where we show two indifference curves. We draw I1 for only non-
negative quantities of the two goods. However, we use the indifference curve formula 
to extend I2 to show what it would look like at negative values of q2. By extending 
the indifference curve I2 and the budget line L into the area below the horizontal 
axis where q2 is negative, we show that the point of tangency a occurs at q1 = 4 and 
q2 = -2, which is implausible.

If we don’t have an interior solution, we must have a corner solution. How do we 
know which good he buys? We know that if we are not at an interior (tangency)  solution, 
then the marginal utility from the last dollar spent on each of the two goods are not equal: 
U1/p1 ≠ U2/p2. Spenser prefers to buy only q1 if U1/p1 7 U2/p2. Given that both prices 
equal one, this condition holds if U1 = 2q1

-0.5 7 U2 = 1. When q1 6 4, U1 7 U2. 
For example, when q1 = 2, U1 ≈ 1.41, which is greater than U2 = 1. Because the 
marginal utility of q1 exceeds that of q2 at low levels of q1, if Spenser is going to have to 
give up one of the goods due to a lack of money, he’ll give up q2 and spend all his 
money on q1. Thus, q1 = Y/p1 = 2/1 = 2, and q2 = 0, which is the corner point b 
on indifference curve I1 in panel b.

Figure 3.10 Interior or Corner Solution with Quasilinear Utility

Spenser has a quasilinear utility function 
U(q1, q2) = 4q1

0.5 + q2. (a) When his income is greater 
than 4, he has an interior solution at e, where q1 and q2 are 
positive. His indifference curve I is tangent to his budget 
line L, so that his MRS = MRT. (b) At a lower income, 

he has a corner solution at point b, where he spends all 
his income on q1. The only possible point of tangency, 
point a, involves a negative quantity of q2, which is not 
plausible. Spenser always buys q1 and buys q2 only if his 
income exceeds a threshold.
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To summarize, if his income is low, Spenser spends all his money on q1, buying 
q1 = Y/p1 = Y, which is a corner solution. If he has enough income for an interior 
solution, he buys a fixed amount of q1 = 4(p2/p1)

2 = 4 and spends all his extra 
money on q2 as his income rises.

Optimal Bundles on Convex Sections of Indifference Curves. Earlier, based on 
introspection, we argued that most indifference curves are convex to the origin. Now 
that we know how to determine a consumer’s optimal bundle, we can give a more 
compelling explanation about why we assume that indifference curves are convex. We 
can show that if indifference curves are smooth, optimal bundles lie either on convex 
sections of indifference curves or at the point where the budget constraint hits an axis.

Suppose that indifference curves were strictly concave to the origin as in panel a 
of Figure 3.11. Indifference curve I1 is tangent to the budget line L at d, but Bundle 
d is not optimal. Bundle e on the corner between the budget constraint L and the 
burrito axis is on a higher indifference curve, I2, than d. If a consumer had strictly 
concave indifference curves, the consumer would buy only one good—here, burritos. 
Thus, if consumers are to buy more than a single good, indifference curves must have 
convex sections.

If indifference curves have both concave and convex sections, as in panel b of 
 Figure 3.11, the optimal bundle lies in a convex section or at a corner. Bundle d, 
where a concave section of indifference curve I1 is tangent to the budget line L, 

Figure 3.11 Optimal Bundles on Convex Sections of Indifference Curves

(a) If indifference curves are strictly concave to the origin, 
the optimal bundle is at a corner (on one of the axes, 
where the consumer buys only one good). Indifference 
curve I1 is tangent to the budget line L at Bundle d, but 
Bundle e is superior because it lies on a higher indifference 
curve, I2. (b) If indifference curves have both concave and 

convex sections, a bundle such as d, which is tangent to 
the budget line L in the concave portion of indifference 
curve I1, cannot be an optimal bundle because Bundle e, 
in the convex portion of a higher indifference curve I2, is 
preferred and affordable.
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cannot be an optimal bundle. Here, e is the optimal bundle. It is tangent to the 
 budget constraint in the convex portion of the higher indifference curve, I2. Thus, 
if a consumer buys positive quantities of two goods, the indifference curve is convex 
and tangent to the budget line at the optimal bundle.

Minimizing Expenditure
Earlier, we showed how Lisa chooses quantities of goods to maximize her utility sub-
ject to a budget constraint. In a related or dual constrained minimization problem, 
Lisa wants to find that combination of goods that achieves a particular level of utility 
for the least expenditure.19

In Figure 3.8, we showed that, given the budget constraint that she faced, Lisa 
maximized her utility by picking a bundle of q1 = 30 and q2 = 10. She did that by 
choosing the highest indifference curve, I2, that touched the budget constraint so that 
the indifference curve was tangent to the budget line.

Now, let’s consider the alternative problem in which we ask how Lisa can make 
the lowest possible expenditure to maintain her utility at a particular level, U, which 
corresponds to indifference curve I. Figure 3.12 shows three possible budget lines 
corresponding to budgets or expenditures of E1, E2, and E3. The lowest of these bud-
get lines with expenditure E1 lies below I, so Lisa cannot achieve the level of utility 
on I for such a small expenditure. Both the other budget lines cross I; however, the 
budget line with expenditure E2 is the least expensive way for her to stay on I. The 
rule for minimizing expenditure while achieving a given level of utility is to choose 
the lowest expenditure such that the budget line touches—is tangent to—the relevant 
indifference curve.

The slope of all the expenditure or budget lines is -p1/p2 (see Equation 3.12), 
which depends only on the market prices and not on income or expenditure. Thus, 
the point of tangency in Figure 3.12 is the same as in Figure 3.8. Lisa purchases 

19For a formal calculus presentation, see “Duality” in MyLab Economics, Chapter Resources, 
 Calculus Appendix.

Figure 3.12 Minimizing the Expenditure

The lowest expenditure that Lisa can make 
that will keep her on indifference curve I is E2. 
She buys 30 pizzas and 10 burritos.
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q1 = 30 and q2 = 10 because that is the bundle that minimizes her expenditure 
conditional on staying on I.

Thus, solving either of the two problems—maximizing utility subject to a budget 
constraint or minimizing the expenditure subject to maintaining a given level of 
 utility—yields the same optimal values for this problem. It is sometimes more useful 
to use the expenditure-minimizing approach because expenditures are observable 
and utility levels are not.

We can use calculus to solve the expenditure-minimizing problem. Lisa’s objective 
is to minimize her expenditure, E, subject to the constraint that she hold her utility 
constant at U = U(q1, q2):

min
q1, q2

E = p1q1 + p2q2

 s. t. U = U(q1, q2). (3.31)

The solution of this problem is an expression of the minimum expenditure as a func-
tion of the prices and the specified utility level:

 E = E(p1, p2, U). (3.32)

We call this expression the expenditure function: the relationship showing the minimal 
expenditures necessary to achieve a specific utility level for a given set of prices.

Given that Julia has a Cobb-Douglas utility function U = q1
 a q2

1 - a, what is her 
expenditure function?

Answer

1. Show Julia’s Lagrangian function and derive her first-order conditions. Julia’s 
Lagrangian function is ℒ = p1q1 + p2q2 + λ(U - q1

 a q2
1 - a). The first-order 

conditions for her to minimize her expenditure subject to remaining on a given 
indifference curve are obtained by differentiating the Lagrangian function with 
respect to q1, q2, and λ, and setting each derivative equal to zero:

 
0ℒ
0q1

= p1 - λaq1
a - 1q2

1 - a = p1 - λa 
U
q1

= 0, (3.33)

 
0ℒ
0q2

= p2 - λ(1 - a)q1
 a q2

 -a = p2 - λ(1 - a) 
U
q2

= 0, (3.34)

 
0ℒ
0λ

= U - q1
 a q2

1 - a = 0. (3.35)

2. Solve these three first-order equations for q1 and q2. By solving the right sides 
of the first two conditions for λ and equating the results, we obtain an equation 
that depends on q1 and q2, but not on λ:

p1q1/(aU) = p2q2/[(1 - a)U], or

 (1 - a)p1q1 = ap2q2. (3.36)

This condition is the same as Equation 3.28, which we derived in Solved 
 Problem 3.6 when we maximized Julia’s utility subject to the budget constraint.

SOLVED PROBLEM 
3.8

MyLab Economics
Solved Problem
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 3.5 Behavioral Economics
He who has choice has trouble. —Dutch proverb

So far, we have assumed that consumers are rational, maximizing individuals. A 
recent field of study, behavioral economics, adds insights from psychology and empir-
ical research on human cognition and emotional biases to the rational economic 
model to better predict economic decision making.20 We discuss three applications 
of behavioral economics in this section: tests of transitivity, the endowment effect, 
and salience. Later in the book, we examine whether a consumer is influenced by the 
purchasing behavior of others (Chapter 11), whether individuals bid optimally in 
auctions (Chapter 13), why many people lack self-control (Chapter 16), and the 
psychology of decision making under uncertainty (Chapter 17).

20The introductory chapter of Camerer, Loewenstein, and Rabin (2004) and DellaVigna (2009) are 
excellent surveys of the major papers in this field and heavily influenced the following discussion.

Rearranging Equation 3.36, we learn that p2q2 = p1q1(1 - a)/a. By substituting 
this expression into the expenditure definition, we find that

E = p1q1 + p2q2 = p1q1 + p1q1(1 - a)/a = p1q1/a.

Rearranging these terms, we find that

 q1 = a 
E
p1

. (3.37)

Similarly, by rearranging Equation 3.36 to obtain p1q1 = p2q2a/(1 - a), substi-
tuting that expression into the expenditure definition, and rearranging terms, 
we learn that

 q2 = (1 - a) 
E
p2

. (3.38)

By substituting the expressions in Equations 3.37 and 3.38 into the indifference 
curve expression, Equation 3.35, we observe that

 U = q1
 a q2

1 - a = ¢a 
E
p1

≤a¢ 31 - a4  
E
p2

≤1 - a

= E¢ a
p1

≤a¢1 - a
p2

≤1 - a

. (3.39)

Solving this expression for E, we can write the expenditure function as

 E = U¢p1

a
≤a¢ p2

1 - a
≤1 - a

. (3.40)

3. Equation 3.40 shows the minimum expenditure necessary to achieve utility level 
U given the prices p1 and p2. For example, if a = 1 - a = 0.5, then

E = U(p1/0.5)0.5(p2/0.5)0.5 = 2U(p1p2)
0.5.
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Tests of Transitivity
In our presentation of the basic consumer choice model at the beginning of this chap-
ter, we assumed that consumers make transitive choices. But do consumers actually 
make transitive choices?

A number of studies of animals and humans show that preferences usually are 
transitive. Monteiro, Vasconcelos, and Kacelnik (2013) report that starlings (birds) 
have transitive preferences.

Weinstein (1968) used an experiment to determine how frequently people give 
intransitive responses. Subjects were given choices between 10 goods, offered in 
pairs, in every possible combination. To ensure that the monetary value of the items 
would not affect people’s calculations, they were told that all of the goods had a value 
of $3. (None of the subjects knew the purpose of the experiment.) Weinstein found 
that 93.5% of the responses of adults—people over 18 years old—were transitive. 
However, only 79.2% of children ages 9 through 12 gave transitive responses.

Psychologists have also tested for transitivity using preferences for colors, photos 
of faces, and so forth. Bradbury and Ross (1990) found that, given a choice of three 
colors, nearly half of 4- to 5-year-olds gave intransitive responses, compared to 15% 
of 11- to 13-year-olds, and 5% of adults. Bradbury and Ross showed that novelty (a 
preference for a new color) is responsible for most intransitive responses, and that 
this effect is especially strong in children.

Based on these results, one might conclude that it is appropriate to assume that birds 
and most adults have transitive preferences for most economic decisions, but many 
children do not have such preferences. Economists normally argue that rational people 
should be allowed to make their own consumption choices to maximize their well-being. 
However, some people argue that children’s lack of transitivity or rationality provides 
a justification for political and economic restrictions and protections placed on young 
people. For example, many governments effectively prevent youths from drinking.21

Endowment Effect
Experiments show that people have a tendency to stick with the bundle of goods 
that they currently possess. One important reason for this tendency is called the 
endowment effect, which occurs when people place a higher value on a good if they 
own it than if they are considering buying it.

Normally we assume that an individual can buy or sell goods at the market price. 
Rather than rely on income to buy some mix of two goods, an individual who was 
endowed with several units of one good could sell some of them and use that money 
to buy units of another good.

We assume that a consumer’s endowment does not affect the indifference map. 
In a classic buying and selling experiment, Kahneman, Knetsch, and Thaler (1990) 
challenged this assumption. In an undergraduate law and economics class at  Cornell 
University, 44 students were divided randomly into two groups. Members of one 
group were each given a coffee mug, which was available for sale at the student 
store for $6. Those students endowed with a mug were told that they could sell it 
and were asked the minimum price that they would accept for it. The subjects in 

21U.S. federal law prevents drinking before the age of 21, but most other countries set the minimum 
drinking age between 16 and 18. It is 16 in Belgium, Denmark, and France; 18 in Australia, Sweden, 
and the United Kingdom; and 18 or 19 in Canada. A justification for limiting drinking is given by 
Carpenter and Dobkin (2009). They find that when U.S. youths may start drinking alcohol legally 
at age 21, the number of days on which they drink increases by 21%, which results in a 9% increase 
in their mortality rate.
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the other group, who did not receive a mug, were asked how much they would pay to 
buy the mug. Given the standard assumptions of our model and that the subjects were 
chosen randomly, we would expect no difference between the selling and buying prices. 
However, the median selling price was $5.75 and the median buying price was $2.25, so 
sellers wanted more than twice what buyers would pay. This type of experiment has been 
repeated with many variations and typically an endowment effect is found.

However, some economists believe that this result has to do with how the experi-
ment is designed. Plott and Zeiler (2005) argued that if you take adequate care to 
train the subjects in the procedures and make sure they understand them, the result 
didn’t hold. List (2003) examined the actual behavior of sports memorabilia collec-
tors and found that amateurs who do not trade frequently exhibited an endowment 
effect, unlike professionals and amateurs who traded extensively. Thus, experience 
may minimize or eliminate the endowment effect, and people who buy goods for 
resale may be less likely to become attached to these goods.

Others accept the results and have considered how to modify the standard model 
to reflect the endowment effect (Knetsch, 1992). One implication of these experi-
mental results is that people will only trade away from their endowments if prices 
change substantially. This resistance to trade could be captured by having a kink in 
the indifference curve at the endowment bundle. (We showed indifference curves with 
a kink at a 90º angle in panel b of Figure 3.5.) A kinked indifference curve could have 
an angle greater than 90º and be curved at points other than at the kink. If the indif-
ference curve has a kink, the consumer does not shift to a new bundle in response to 
a small price change but does shift if the price change is large.

One practical implication of the endowment effect is that consumers’ behavior may 
differ depending on how a choice is posed. However, that’s not the common belief.

Traditionally, electricity customers in Sacramento, California, paid a single price 
for each kilowatt of electricity all day. However, the cost of producing electricity is 
greatest when daily demand peaks during certain hours. Thus, the power company 
considered charging a higher than traditional price during those hours and a lower 
rate during the rest of the day. By doing so, they hoped to encourage households 
to run dishwashers and other appliances during low-production-cost periods.

To find out whether customers would voluntarily agree to switch to time-based 
pricing, the electric utility ran an experiment. One group of electricity customers 
was invited to sign up for (opt in) a new time-based pricing structure. Another 
group was told that they would be put into the new pricing program unless they 
opt out. Fowlie et al. (2017) reported that only 20% of the first group chose 
to switch to time-based pricing. However, 90% of the second group stuck with 
default choice of time-based pricing. This difference in response demonstrates the 
power of the endowment effect.

APPLICATION

How You Ask a  
Question Matters

Salience
Except in the last two chapters of this book, we examine economic theories that are 
based on the assumption that decision makers are aware of all relevant information. 
Historically, economists have generally assumed that consumers know their own 
income or endowment, the relevant prices, and their own tastes, and hence they 

Common Confusion People respond the same way regardless of how you 
pose a question.

The following Application shows that this belief is false.
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make informed decisions. However, behavioral economists and psychologists have 
demonstrated that people are more likely to consider information if it is presented in 
a way that grabs their attention or if it takes relatively little thought or calculation 
to understand. Economists use the term salience, in the sense of striking or obvious, 
to describe this idea.

For example, tax salience is the awareness of a tax. If a store’s posted price includes 
the sales tax, consumers observe a change in the price as the tax rises. On the other 
hand, if a store posts the pre-tax price and collects the tax at the cash register, con-
sumers are less likely to be aware that the post-tax price increases when the tax rate 
increases. Chetty, Looney, and Kroft (2009) compared consumers’ response to a rise 
in an ad valorem sales tax on beer that is included in the posted price to an increase 
in a general ad valorem sales tax that is collected at the cash register but not 
reflected in the posted beer price. Both means of collecting the tax have the same 
effect on the final price, so both should have the same effect on purchases if con-
sumers pay attention.22 However, a 10% increase in the posted price, which includes 
the sales tax, reduces beer consumption by 9%, whereas a 10% increase in the price 
due to an increased sales tax that is collected at the register reduces consumption by 
only 2%. Chetty et al. also conducted an experiment in which they posted tax-
inclusive prices for 750 products in a grocery store and found that demand for these 
products fell by about 8% relative to control products in the store and comparable 
products at nearby stores.

One explanation for why a tax has no effect on consumer behavior is consumer 
ignorance. For example, Furnham (2005) found that even by the age of 14 or 15, 
British youths do not fully understand the nature and purpose of taxes. Similarly, 
unless the tax-inclusive price is posted, many consumers ignore or are unaware 
of taxes.

An alternative explanation for ignoring taxes is bounded rationality: People have 
a limited capacity to anticipate, solve complex problems, or enumerate all options. 
To avoid having to perform hundreds of calculations when making purchasing deci-
sions at a grocery store, many people choose not to calculate the tax-inclusive price. 
However, when post-tax price information is easily available to them, consumers use 
it. One way to modify the standard model is to assume that people incur a cost to 
making calculations—such as the time taken or the mental strain—and that deciding 
whether to incur this cost is part of their rational decision-making process.

People incur this calculation cost only if they think the gain from a better choice 
of goods exceeds the cost. More people pay attention to a tax when the tax rate 
is high or when their demand for the good is elastic (sensitive to price changes). 
Similarly, some people are more likely to pay attention to taxes when making large, 
one-time purchases—such as buying a computer or car—rather than small, repeated 
purchases—such as soap or batteries.

Tax salience has important implications for tax policy. In Chapter 2, we showed 
that if everyone is aware of a tax, the tax incidence on consumers (the share of 
the tax that consumers pay) is the same regardless of whether the tax is collected 
from consumers or sellers. However, if consumers are inattentive to taxes, they’re 
more likely to bear the tax burden. If a tax on consumers rises and consumers don’t 
notice, their demand for the good is relatively inelastic, causing consumers to bear 
more of the tax incidence (see Equation 2.30). In contrast, if the tax is placed on 
sellers, and sellers pass on at least some of the tax to consumers, consumers observe 
the higher prices.

22The final price consumers pay is p* = p(1 + V)(1 + v), where p is the pre-tax price, v is the general 
ad valorem sales tax, and V is the excise tax on beer.
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Why Americans  
Buy E-Books and 
Germans Do Not

CHALLENGE 
SOLUTION

Why do Germans largely ignore e-books, while many Americans are quickly 
switching to this new technology? While it’s possible that this difference is due to 
different tastes in the two countries, there’s evidence that attitudes toward e-books 
is similar in the two countries. For example, as of 2017, 68% of Americans and 
67% of Germans believe that e-books are the “modern way” to read. Price differ-
ences provide a better explanation.

Suppose that Max, a German, and Bob, a 
Yank, are avid readers with identical incomes 
and tastes. Each is indifferent between reading 
a novel in a printed book or on an e-reader, so 
their indifference curves have a slope of -1, as 
the red line in the figure illustrates. We can use 
an indifference curve–budget line analysis to 
explain why Max buys printed books while Bob 
chooses electronic ones.

In the United States, the after-tax price of 
e-books is lower than that of print books, so 
Bob’s budget line, LB, is flatter than his indiffer-
ence curve. In contrast in Germany, the after-tax 
price of e-books is higher than for print books, 
so Max’s budget line, LM, is steeper than his 

indifference curve. Thus, as the figure shows, Bob maximizes his utility by spend-
ing his entire book budget on e-books. He chooses the Bundle eB where his indif-
ference curve I hits his budget line, LB, on the e-book axis. In contrast, Max spends 
his entire book budget on printed books, at point eM.

If Bob and Max viewed the two types of books as imperfect substitutes and had 
the usual convex indifference curves, they would each buy a mix of e-books and 
printed books. However, because of the relatively lower price of e-books in the 
United States, Bob would buy relatively more e-books.
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Consumers maximize their utility (well-being) subject to 
constraints based on their incomes and the prices of goods.

1. Preferences. To predict consumers’ responses to 
changes in these constraints, economists use a theory 
about individuals’ preferences. One way of summa-
rizing consumer preferences is with an indifference 
map. An indifference curve consists of all bundles 
of goods that give the consumer a particular level of 
utility. Based on observations of consumer behavior, 
economists assume that consumers’ preferences have 
three properties: completeness, transitivity, and more-
is-better. Given these three assumptions, indifference 
curves have the following properties:

• Consumers get more pleasure from bundles on 
indifference curves the farther the curves are from 
the origin.

• Indifference curves cannot cross.
• Every bundle lies on an indifference curve.
• Indifference curves cannot be thick.
• Indifference curves slope downward.

We also assume that consumers’ preferences are con-
tinuous, and we use this assumption in our utility 
function analysis.

2. Utility. Utility is the set of numerical values that 
reflect the relative rankings of bundles of goods. 
Utility is an ordinal measure: By comparing the util-
ity a consumer gets from each of two bundles, we 
know that the consumer prefers the bundle with 
the higher utility, but we can’t tell by how much 
more the consumer prefers that bundle. The utility 
function is unique only up to a positive monotonic 

SUMMARY
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• The last dollar spent on Good 1 gives the consumer 
as much extra utility as the last dollar spent on 
Good 2.

However, consumers do not buy some of all possible 
goods, so their optimal bundles are corner solutions. At 
a corner, the last dollar spent on a good that is actu-
ally purchased gives a consumer more extra utility than 
would a dollar’s worth of a good the consumer chose 
not to buy.

We can use our model in which a consumer maximizes a 
utility subject to a budget constraint to predict the consum-
er’s optimal choice of goods as a function of the individual’s 
income and market prices.

5. Behavioral Economics. Using insights from psy-
chology and empirical research on human cognition 
and emotional biases, economists are modifying the 
rational economic model to better predict economic 
decision making. While adults tend to make transitive 
choices, children are less likely to do so, especially 
when novelty is involved. Consequently, some people 
would argue that the ability of children to make eco-
nomic choices should be limited. Consumers exhibit 
an endowment effect if they place a higher value on a 
good that they own than on the same good if they are 
considering buying it. Such consumers are less sensi-
tive to price changes and hence less likely to trade 
goods, as predicted by the standard consumer choice 
model. Many consumers fail to pay attention to sales 
taxes unless they are included in the product’s final 
price, and thus ignore them when making purchasing 
decisions.

transformation. The marginal utility from a good is 
the extra utility a person gets from consuming one 
more unit of it, holding the consumption of all other 
goods constant. The rate at which a consumer is will-
ing to substitute one good for another, the marginal 
rate of substitution (MRS), depends on the relative 
amounts of marginal utility the consumer gets from 
each of the two goods.

3. Budget Constraint. The amount of goods con-
sumers can buy at given prices is limited by their 
incomes. The greater their incomes and the lower 
the prices of goods, the better off consumers are. 
The rate at which they can exchange one good for 
another in the market, the marginal rate of trans-
formation (MRT), depends on the relative prices of 
the two goods.

4. Constrained Consumer Choice. Consumers pick 
an affordable bundle of goods to buy to maximize 
their pleasure. If an individual consumes both Good 
1 and Good 2 (an interior solution) and has the usual 
shape indifference curves, the individual’s utility is 
maximized when the following equivalent conditions 
hold:

• The consumer buys the bundle of goods that is on 
the highest obtainable indifference curve.

• The indifference curve between the two goods is 
tangent to the budget constraint.

• The consumer’s marginal rate of substitution (the 
slope of the indifference curve) equals the mar-
ginal rate of transformation (the slope of the bud-
get line).

EXERCISES
All exercises are available on MyLab Economics; * = answer appears at the back of this book; M =  mathematical problem.

 *1.5 Arthur spends his income on bread and chocolate. 
He views chocolate as a good but is neutral about 
bread, in that he doesn’t care if he consumes it or 
not. Draw his indifference map.

 2. Utility

 2.1 Miguel considers tickets to the Houston Grand 
Opera and to Houston Astros baseball games to be 
perfect substitutes. Show his preference map. What 
is his utility function?

 *2.2 Sofia will consume hot dogs only with whipped 
cream. Show her preference map. What is her utility 
function?

 2.3 Fiona requires a minimum level of consumption, 
a threshold, to derive additional utility: U(X, Z) 

 1. Preferences

 1.1 Explain why economists assume that the more-is-
better property holds and describe how these expla-
nations relate to the results in the Application “You 
Can’t Have Too Much Money.”

 1.2 Can an indifference curve be downward sloping in 
one section, but then bend backward so that it forms 
a “hook” at the end of the indifference curve? (Hint: 
Look at Solved Problem 3.1.)

 1.3 Give as many reasons as you can why we believe that 
indifference curves are convex and explain.

 1.4 Don is altruistic. Show the possible shape of his 
indifference curves between charitable contributions 
and all other goods. Does this indifference curve vio-
late any of our assumptions? Why or why not?
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 3.4 What happens to the budget line if the government 
applies a specific tax of $1 per gallon on gasoline 
but does not tax other goods? What happens to the 
budget line if the tax applies only to purchases of 
gasoline in excess of 10 gallons per week?

 4. Constrained Consumer Choice

 4.1 Suppose that Boston consumers pay twice as much 
for avocados as they pay for tangerines, whereas San 
Diego consumers pay half as much for avocados as 
they pay for tangerines. Assuming that consumers 
maximize their utility, which city’s consumers have a 
higher marginal rate of substitution of avocados for 
tangerines if tangerines are on the horizontal axis? 
Explain your answer.

 4.2 Elise consumes cans of anchovies, q1, and boxes of 
biscuits, q2. Each of her indifference curves reflects 
strictly diminishing marginal rates of substitution. 
Where q1 = 2 and q2 = 2, her marginal rate of sub-
stitution between cans of anchovies and boxes of 
biscuits equals -1. Will she prefer a bundle with 
three cans of anchovies and a box of biscuits to a 
bundle with two of each? Why? M

 *4.3 Andy purchases only two goods, apples (q1) and 
kumquats (q2). He has an income of $40 and can 
buy apples at $2 per pound and kumquats at $4 per 
pound. His utility function is U(q1, q2) = 3q1 + 5q2. 
What is his marginal utility for apples, and what is 
his marginal utility for kumquats? What bundle of 
apples and kumquats should he purchase to maxi-
mize his utility? Why? M

 4.4 Mark consumes only cookies and books. At his cur-
rent consumption bundle, his marginal utility from 
books is 10 and from cookies is 5. Each book costs 
$10, and each cookie costs $2. Is he maximizing his 
utility? Explain. If he is not, how can he increase his 
utility while keeping his total expenditure constant? M

 4.5 Some of the largest import tariffs, the tax on 
imported goods, are on shoes. Strangely, the cheaper 
the shoes, the higher the tariff. The highest U.S. tar-
iff, 67%, is on a pair of $3 canvas sneakers, while 
the tariff on $12 sneakers is 37%, and that on $300 
Italian leather imports is 12% (Blake W. Krueger, 
“A Shoe Tariff with a Big Footprint,” Wall Street 
Journal, November 22, 2012). Laura buys either 
inexpensive, canvas sneakers ($3 before the tariff) or 
more expensive gym shoes ($12 before the tariff) for 
her many children. Use an indifference curve–budget 
line analysis to show how imposing these unequal 
tariffs affects the bundle of shoes that she buys com-
pared to what she would have bought in the absence 
of tariffs. Can you confidently predict whether she’ll 
buy relatively more expensive gym shoes after the 
tariff? Why or why not?

is 0 if X + Z … 5 and is X + Z otherwise. Draw 
Fiona’s indifference curves. Which of our preference 
assumptions does this example violate?

 *2.4 Tiffany’s constant elasticity of substitution (CES) 
utility function is U(q1, q2) = (q1

 
ρ + q2

 
ρ)1/ρ. What 

is the positive monotonic transformation such 
that Tiffany’s utility function is equivalent to (has 
the same preference ordering) the utility function 
U(q1, q2) = q1

 
ρ + q2

 
ρ? M

 *2.5 Suppose we calculate the MRS at a particular 
bundle for a consumer whose utility function is 
U(q1, q2). If we use a positive monotonic trans-
formation, F, to obtain a new utility function, 
V(q1, q2) = F(U(q1, q2)), then this new utility func-
tion contains the same information about the con-
sumer’s rankings of bundles. Prove that the MRS is 
the same as with the original utility function. M

 *2.6 What is the MRS for the CES utility function 
(which is slightly different from the one in the text) 
U(q1, q2) = (aq1

 
ρ + [1 - a]q2

 
ρ)1/ρ? (Hint: Look at 

Solved Problem 3.2.) M
 2.7 If José Maria’s utility function is U(q1, q2) =

q1 + Aq1
 a q2

b + q2, what is his marginal utility 
from q2? What is his marginal rate of substitution 
between these two goods? (Hint: Look at Solved 
Problem 3.2.) M

 2.8 Phil’s quasilinear utility function is U(q1, q2) =
ln q1 + q2. Show that his MRS is the same on all of 
his indifference curves at a given q1. (Hint: Look at 
Solved Problem 3.3.) M

 2.9 Sanghoon has a utility function over audiobooks, A, 
and movie downloads, M, given by U = 1BM. Linh 
has a utility function given by U = BM. Explain 
why Sanghoon and Linh have the same ordering 
over any two bundles and therefore have the same 
ordinal preferences. M

 3. Budget Constraint

 *3.1 What is the effect of a 50% income tax on Dale’s 
budget line and opportunity set?

 3.2 What happens to a consumer’s optimal choice of 
goods if all prices and the consumer’s income dou-
ble? (Hint: What happens to the intercepts of the 
budget constraint?)

 *3.3 Governments frequently limit how much of a good 
a consumer can buy. During emergencies, govern-
ments may ration “essential” goods such as water, 
food, and gasoline rather than let their prices rise. 
Suppose that the government rations water, setting 
quotas on how much a consumer can purchase. If a 
consumer can afford to buy 12,000 gallons a month 
but the government restricts purchases to no more 
than 10,000 gallons a month, how do the consum-
er’s budget line and opportunity set change?
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only. Given the results in Solved Problem 3.7, esti-
mate a plausible Cobb-Douglas utility function such 
that the consumer would allocate income in the 
 proportions actually observed. M

 4.13 According to the U.S. Bureau of Labor Statistics, in 
2018, average annual consumer expenditures were 
$1,329 on education, $4,612 on health care, and 
$2,913 on entertainment. Given that a person buys 
only these three goods, estimate the person’s Cobb-
Douglas utility function for these three goods. (Hint: 
See Solved Problem 3.7.) M

* 4.14 David’s utility function is U = q1 + 2q2. Describe 
his optimal bundle in terms of the prices of q1 
and q2. M

* 4.15 Vasco likes spare ribs, q1, and fried chicken, q2. His 
utility function is U = 10q1

2 q2. His weekly income 
is $90, which he spends on ribs and chicken only.

a. If he pays $10 for a slab of ribs and $5 for a 
chicken, what is his optimal consumption bun-
dle? Show his budget line, indifference curve, and 
optimal bundle, e1, in a diagram.

b. Suppose the price of chicken doubles to $10. 
How does his optimal consumption of chicken 
and ribs change? Show his new budget line and 
optimal bundle, e2, in your diagram. M

 4.16 Ann’s utility function is U = q1q2/(q1 + q2). Solve 
for her optimal values of q1 and q2 as a function of 
p1, p2, and Y. M

 4.17 Wolf’s utility function is U = aq1
0.5 + q2. For given 

prices and income, show how whether he has an 
interior or corner solution depends on a. M

 4.18 Given that Kip’s utility function is U(qc, qm) =
qc

0.5 + qm
0.5, what is his expenditure function? (Hint: 

See Solved Problem 3.8.) M

 4.19 Ajay and Florencia each have a budget of $80 per 
month to spend on downloaded music tracks and 
live concert tickets. At the initial prices, Ajay con-
sumes both goods but Florencia buys only down-
loaded music and does not go to live concerts. Now 
the price of live concerts falls. Show that Ajay’s util-
ity must increase and that Florencia’s utility may 
increase or stay the same but cannot fall.

 5. Behavioral Economics

 5.1 Illustrate the logic of the endowment effect using a 
kinked indifference curve. Let the angle be greater 
than 90°. Suppose that the prices change, so the slope 
of the budget line through the endowment changes.

a. Use the diagram to explain why an individual 
whose endowment point is at the kink will only 
trade from the endowment point if the price 
change is substantial.

 4.6 Helen views raspberries and blackberries as perfect 
complements. Initially, she buys five pints of each 
this month. Suppose that the price of raspberries 
falls while the price of blackberries rises such that 
the bundle of five pints of each lies on her budget 
line. Does her optimal bundle change? Explain. 
(Hint: See Solved Problem 3.4.)

 4.7 Use indifference curve–budget line diagrams to illus-
trate the results in Table 3.2 for each of these utility 
functions.

 4.8 For the utility function U(q1, q2) = q1
 
ρ + q2

 
ρ, solve 

for the optimal q1 and q2 as functions of the 
prices, p1 and p2, and income, Y. (Hint: See Solved 
 Problem 3.5.) M

 4.9 The Application “Indifference Curves Between Food 
and Clothing” postulates that minimum levels of food 
and clothing are necessary to support life. Suppose that 
the amount of food one has is F, the minimum level to 
sustain life is F, the amount of clothing one has is C, 
and the minimum necessary is C. We can then mod-
ify the Cobb-Douglas utility function to reflect these 
minimum levels: U(C, F) = (C - C)a(F - F)1 - a, 
where C Ú C and F Ú F. Using the approach simi-
lar to that in Solved Problem 3.6, derive the optimal 
amounts of food and clothing as a function of prices 
and a person’s income. To do so, introduce the idea 
of extra income, Y*, which is the income remaining 
after paying for the minimum levels of food and cloth-
ing: Y* = Y - pCC - pFF. Show that the optimal 
quantity of clothing is C = C + aY*/pC and that the 
optimal quantity of food is F = F + (1 - a)Y*/pF. 
Derive formulas for the share of income devoted to 
each good. M

 4.10 A function f(X, Y) is homogeneous of degree g if, 
when we multiply each argument by a constant 
a, f(aX, aY) = agf(X, Y). Thus, if a function is 
homogeneous of degree zero (g = 0), f(aX, aY) =
a0f(X, Y) = f(X, Y), because a0 = 1. Show that the 
optimality conditions for the Cobb-Douglas utility 
function in Solved Problem 3.6 are homogeneous 
of degree zero. Explain why that result is consistent 
with the intuition that if we double all prices and 
income the optimal bundle does not change. M

 4.11 Diogo’s utility function is U(q1, q2) = q1
0.75q2

0.25, 
where q1 is chocolate candy and q2 is slices of pie. 
If the price of a chocolate bar, p1, is $1, the price 
of a slice of pie, p2, is $2, and Y is $80, what is 
Diogo’s optimal bundle? (Hint: See Solved Prob-
lem 3.6.) M

 4.12 In 2005, Americans bought 9.1 million home radios 
for $202 million and 3.8 million home-theater-in-
a-box units for $730 million (TWICE, March 27, 
2006). Suppose the average consumer has a Cobb-
Douglas utility function and buys these two goods 

Exercises  
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tax increases online purchases by that state’s resi-
dents by just under 2%. Is the explanation for this 
result similar to that in the Challenge Solution? Why 
or why not?

 6.4 Salvo and Huse (2013) found that roughly one-fifth 
of owners of flexible-fuel cars (cars that can run 
on a mix of ethanol and gasoline) choose gasoline 
when the price of gas is 20% above that of ethanol 
(in energy-adjusted terms) and, similarly, one-fifth 
of motorists choose ethanol when ethanol is 20% 
more expensive than gasoline. What can you say 
about these people’s tastes? Do they view ethanol 
and  gasoline as perfect substitutes?

 6.5 Until 2012, California, Pennsylvania, and Texas 
required firms to collect sales taxes for online 
sales only if the chain had a physical presence (a 
“brick” store as opposed to a “click” store) in 
those states. Thus, those states collected taxes on 
Best Buy’s online sales, because it had stores in each 
of those states, but they did not collect taxes from 
Amazon.com because it did not have physical loca-
tions in those states. Starting in 2012, Amazon had 
to pay taxes in these states. According to Baugh, 
Ben-David, and Park (2015), consumers living 
in states that collected sales tax during checkout 
reduced Amazon purchases by 11%. After the tax 
was imposed on Amazon, Best Buy had a 4% to 
6% increase in its online sales in those states rela-
tive to the rest of the chain (www.bizjournals.com/
twincities/news/2013/01/11/best-buys-online-
sales-up-in-states.html). Use an indifference curve– 
budget line diagram to show why Best Buy’s sales 
rose after taxes were imposed on Amazon. (Hint: 
Start by drawing a typical consumer’s indifference 
curve between buying a good from Amazon or buying 
it from Best Buy.)

b. What rules can we use to determine the optimal 
bundle? Can we use all the conditions that we 
derived for determining an interior solution?

 *5.2 Why would a consumer’s demand for a supermarket 
product change when the product price is quoted 
inclusive of taxes rather than before tax? Is the same 
effect as likely for people buying a car?

 6. Challenge

 6.1 Suppose the Challenge Solution were changed so 
that Max and Bob still have identical tastes, but have 
the usual-shaped indifference curves. Use a figure to 
discuss how the different slopes of their budget lines 
affect the bundles of printed books and e-books that 
each chooses. Can you make any unambiguous state-
ments about how their bundles differ? Can you make 
an unambiguous statement if you know that Bob’s 
budget line goes through Max’s optimal bundle?

 *6.2 West Virginians who live near the border with other 
states can shop on either side of the border. When a 
6% food tax was imposed in West Virginia, if West 
Virginians bought food in West Virginia, their total 
cost was the price of the food plus the tax. If they 
bought across the border in states that do not tax 
food, the total cost was the price plus the cost due to 
the extra travel. Tosun and Skidmore (2007) found 
that West Virginian food sales dropped 8% in border 
counties when a 6% sales tax on food was imposed. 
Explain why. West Virginia eliminated the tax in 
2013. (Hint: See the Challenge Solution.)

 6.3 Einav et al. (2012) found that people who live in 
high sales tax locations are much more likely than 
other consumers to purchase goods over the inter-
net because internet purchases are generally exempt 
from the sales tax if the firm is located in another 
state. They found that a 1% increase in a state’s sales 

(www.bizjournals.com/twincities/news/2013/01/11/best-buys-onlinesales-up-in-states.htm
(www.bizjournals.com/twincities/news/2013/01/11/best-buys-onlinesales-up-in-states.htm
(www.bizjournals.com/twincities/news/2013/01/11/best-buys-onlinesales-up-in-states.htm
http://www.Amazon.com
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When Google wants to transfer an employee from its Washington, D.C., office to its  London 
branch, it must decide how much compensation to offer the worker to move. Interna-
tional firms are increasingly relocating workers throughout their home countries and 
internationally.

According to Atlas World Group’s 2018 international survey of corporations, roughly 
40% of corporations expect an increase in relocations and 50% expect relocation vol-
umes to stay constant.

As you might expect, workers are not always enthusiastic about relocating. In the 
Atlas survey, 60% of firms had employees who declined to relocate. Of these, 34% said 
they declined because of the high cost of living in the new location.

One possible approach to enticing employees to relocate is for the firm to assess 
the goods and services consumed by employees in the original location and then pay 
those employees enough to allow them to consume essentially the same items in the 
new location. According to a Mercer survey, 72% of firms in the Americas reported that 
they provided their workers with enough income abroad to maintain their home lifestyle.

At the end of the chapter, you will be asked: Do firms’ standard compensation pack-
ages overcompensate workers by paying them more than is necessary to induce them 
to relocate? To answer that question, you will need to determine the firm’s optimal 
compensation.

Paying Employees to 
Relocate

Demand

I have modest demands—they hardly exceed my income.

CHALLENGE

4

In Chapter 3, we introduced consumer theory, which explains how consumers make 
choices when faced with constraints. We begin this chapter by using consumer theory 
to determine the shape of a demand curve for a good by varying the good’s price, 
holding other prices and income constant. Firms use information about the shape of 
demand curves when setting prices: How much can Apple profitably raise its price 
for the iPhone above its cost of producing it? Governments also use this information 
to predict the impact of policies such as taxes and price controls: If the government 
cuts the income tax rate, will tax revenues rise or fall?

Then, we apply consumer theory to show how an increase in people’s incomes 
causes a demand curve to shift. Firms use information about the relationship between 
income and demand to predict which less developed countries will substantially 
increase their demand for the firms’ products when incomes rise.

Next, we discover that an increase in the price of a good has two effects on 
demand. First, consumers buy less of the now relatively more expensive good even if 
they are compensated with cash for the price increase. Second, holding consumers’ 
incomes constant, an increase in price forces them to buy less of at least some goods.

We use the analysis of these two demand effects of a price increase to show why 
the government’s measure of inflation, the Consumer Price Index (CPI), overestimates 
the amount of inflation. If you signed a long-term lease for an apartment in which 
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your rent payments increase over time in proportion to the change in the CPI, you 
lose and your landlord gains from the bias.

Finally, having determined that we can infer how a consumer will behave based 
on personal preferences, we use a revealed preference approach to show the oppo-
site: that we can infer what a consumer’s preferences are if we know the consumer’s 
behavior. Using revealed preference, we can demonstrate that consumers substitute 
away from a good when its price rises.

1. Deriving Demand Curves. We use consumer theory to derive demand curves, showing 
how a change in a product’s price causes a movement along its demand curve.

2. Effects of an Increase in Income. We use consumer theory to determine how an 
increase in consumers’ incomes results in their buying more of some or all goods.

3. Effects of a Price Increase. A change in price has two effects on demand, one relating to 
a change in relative prices and the other concerning a change in consumers’ opportunities.

4. Cost-of-Living Adjustment. Using the analysis of the two effects of price changes, we 
show that the CPI overestimates the rate of inflation.

5. Revealed Preference. Observing a consumer’s choice at various prices allows us to 
infer what the consumer’s preferences are and show that the consumer substitutes away 
from a good when its price increases.

In this chapter, we 
examine five  
main topics

 4.1 Deriving Demand Curves
Holding people’s tastes, their incomes, and the prices of other goods constant, an 
increase in the price of a good causes a movement along the demand curve for the 
good (Chapter 2). We use consumer theory to show how a consumer’s choice changes 
as the price changes, thereby tracing out the demand curve.

System of Demand Functions
In Chapter 3, we used calculus to maximize a consumer’s utility subject to a budget 
constraint. We solved for the optimal quantities of sets of goods that the consumer 
chooses as functions of prices and the consumer’s income. In doing so, we derived 
the consumer’s system of demand functions for the goods.

For example, Lisa chooses between pizzas, q1, and burritos, q2, so her demand 
functions for pizza, q1, and burritos, q2, are of the form

 q1 = D1(p1, p2, Y),

 q2 = D2(p1, p2, Y),

where p1 is the price of pizza, p2 is the price of burritos, and Y is her income. We 
can trace out the demand function for one good by varying its price while holding 
other prices and income constant.

In Chapter 3, we illustrated this approach with five utility functions whereby a 
consumer chooses between two goods. Table 4.1 summarizes what we know about 
their demand functions. For the first three utility functions in the table—perfect 
complements, constant elasticity of substitution (CES, where ρ 6 1), and Cobb-
Douglas—we have an interior solution where the consumer buys both goods. Here, 
the quantities demanded of both goods are strictly positive. The other two utility 
functions—perfect substitutes and quasilinear—may have either an interior solution 
or a corner solution, where the consumer buys only one of the goods.
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We solved for the demand functions for the perfect complements utility func-
tion, U(q1, q2) = min(q1, q2), in Solved Problem 3.4 and for the constant elasticity 
of  substitution (CES) utility function, U(q1, q2) = (q1

ρ + q2
ρ)

1
ρ, in Solved Problem 3.5.  

For both these utility functions, the demand functions for q1 and q2 depend on 
both prices and income, as Table 4.1 shows.

In contrast, for the Cobb-Douglas utility function, U(q1, q2) = q1
a q2

1 - a, the 
demand functions depend on the consumer’s income and each good’s own price, but 
not on the price of the other good. In Solved Problem 3.6, we derived the Cobb-Douglas 
demand functions, Equations 3.29 and 3.30, q1 = aY/p1 and q2 = (1 - a)Y/p2. Panel 
a of Figure 4.1 shows the demand curve for q1, which we plot by holding Y fixed  
and varying p1. The demand curve asymptotically approaches the quantity axis.

The demand curves for the perfect substitutes utility function, U(q1, q2) = q1 + q2, 
which has straight-line indifference curves, do not change smoothly with a 
good’s price. Suppose Ben chooses between Coke and Pepsi, which he views 
as perfect substitutes. If the price of Coke, p1, is above that of Pepsi, p2, the 
demand for Coke is zero (corner solution), as panel b of Figure 4.1 shows. If the two 
prices are equal, p1 = p2 = p, then Ben buys Y/p cans of either Coke or Pepsi (interior 
solution), so the demand curve is horizontal and ranges between 0 and Y/p cans. 
Finally, if p1 6 p2, Ben spends all his income on Coke, buying q1 = Y/p1 cans. Thus, in 
the corner solution where Coke is relatively cheap, the Coke demand curve has the same 
shape as the Cobb-Douglas demand curve.

A quasilinear utility function, U(q1, q2) = u(q1) + q2, can also have an interior or 
corner solution. In Chapter 3, we considered a particular example, 4q1

0.5 + q2. In  
Table 4.1, we slightly generalize this example to aq1

0.5 + q2. If the consumer’s 
income is low, Y … a2p2

2/[4p1], the consumer buys none of q2 (corner solution) and 
q1 = Y/p1. At higher incomes, the consumer buys a fixed amount of q1 = [(a/2)(p2/p1)]

2, 
which is independent of Y, and spends the rest on q2 = Y/p2 - (a2/4)(p2/p1).

Graphical Interpretation
We can derive demand curves graphically. An individual chooses an optimal bundle 
of goods by picking the point on the highest indifference curve that touches the bud-
get line. A change in a price causes the budget line to rotate, so that the consumer 

Table 4.1 Demand Functions for Five Utility Functions

Demand Functions

Utility Function U(q1, q2) Solution q1 q2

Perfect complements min(q1, q2) interior Y/(p1 + p2) Y/(p1 + p2)

CES, ρ ≠ 0, ρ 6 1, σ = 1/(1 - ρ) (q1
ρ + q2

ρ)
1
ρ interior Yp1

-σ

p1
1 - σ + p2

1 - σ

Yp2
-σ

p1
1 - σ + p2

1 - σ

Cobb-Douglas q1
a q2

1-a interior aY/p1 (1 - a)Y/p2

Perfect substitutes q1 + q2

p1 = p2 = p interior q1 + q2 = Y/p

p1 6 p2 corner Y/p1 0

p1 7 p2 corner 0 Y/p2

Quasilinear, aq1
0.5 + q2

Y 7 a2 p2
2/[4p1] interior ¢ a

2
 
p2

p1
≤2 Y

p2
-

a2

4
 
p2

p1

Y … a2p2
2/[4p1] corner Y/p1 0
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chooses a new optimal bundle. By varying one price and holding other prices and 
income constant, we determine how the quantity demanded changes as the price 
changes, which is the information we need to draw the demand curve.

We start by estimating a utility function between wine and beer, using data for U.S. 
consumers.1 Panel a of Figure 4.2 shows three of the corresponding estimated indif-
ference curves for the average U.S. consumer, whom we call Mimi.2 These indiffer-
ence curves are convex to the origin because Mimi views beer and wine as imperfect 
substitutes (Chapter 3).

The vertical axis in panel a measures the number of gallons of wine Mimi con-
sumes each year, and the horizontal axis measures the number of gallons of beer she 
drinks each year. Mimi spends Y = $419 per year on beer and wine. The price of 
beer, pb, is $12 per unit, and the price of wine, pw, is $35 per unit. The slope of her 
budget line, L1, is -pb/pw = -12/35 ≈ 1

3. At those prices, Mimi consumes Bundle 
e1, 26.7 gallons of beer per year and 2.8 gallons of wine per year, a combination that 
is determined by the tangency of indifference curve I1 and budget line L1.3

1We estimated the utility function that underlies Figure 4.2 using an almost ideal demand system, 
which is a more flexible functional form than the Cobb-Douglas, and which includes the Cobb-
Douglas as a special case.
2My mother, Mimi, wanted the most degenerate character in the book named after her. I hope that 
you do not consume as much beer or wine as the typical American in this example. (“One reason I 
don’t drink is that I want to know when I am having a good time.”—Nancy, Lady Astor)
3These figures are the U.S. average annual per capita consumption of wine and beer. These numbers 
are surprisingly high given that they reflect an average of teetotalers and (apparently very heavy) 
drinkers. According to the World Health Organization statistics for 2015, the consumption of liters 
of pure alcohol per capita by people 15 years and older was 9.0 in the United States compared to 0.2 
in Saudi Arabia, 3.1 in Israel, 6.1 in Italy, 7.6 in China, 7.5 in Japan, 9.6 in the Netherlands, 10.3 in 
Canada, 10.6 in Germany, 10.9 in Ireland, 11.2 in New Zealand, 11.6 in France, 12.0 in the United 
Kingdom, 12.6 in Australia, and 17.4 in Moldova.

Figure 4.1 Cobb-Douglas and Perfect Substitute Demand Curves

(a) The Cobb-Douglas demand curve for q1 = aY/p1 is a 
smooth curve that approaches the horizontal, q1-axis as p1 
becomes smaller. (b) Ben demands no cans of Coca-Cola when 
the price of Coke, p1, is greater than the price of Pepsi, p2. 

When the two prices are equal, he wants a total number of 
cans equal to Y/p1 = Y/p2, but he is indifferent as to how 
many are Coke and how many are Pepsi. If p1 6 p2, he 
only buys Coke, and his demand curve is q1 = Y/p1.
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Figure 4.2 Deriving Mimi’s Demand Curve

If the price of beer falls, holding the price 
of wine, the budget, and tastes constant, 
the typical American consumer, Mimi, 
buys more beer, according to our 
estimates. (a) At the actual budget line, 
L1, where the price of beer is $12 per 
unit and the price of wine is $35 per 
unit, the average consumer’s indifference 
curve I1 is tangent at Bundle e1,  
26.7 gallons of beer per year and  
2.8 gallons of wine per year. If the price 
of beer falls to $6 per unit, the new 
budget constraint is L2, and the average 
consumer buys 44.5 gallons of beer per 
year and 4.3 gallons of wine per year. 
(b) By varying the price of beer, we trace 
out Mimi’s demand curve for beer. The 
beer price-quantity combinations E1, E2, 
and E3 on the demand curve for beer in 
panel b correspond to optimal bundles 
e1, e2, and e3 in panel a.
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If the price of beer falls by half to $6 per unit and the price of wine and her budget 
remain constant, Mimi’s budget line rotates outward to L2. If she were to spend all 
her money on wine, she could buy the same 12 (≈  419/35) gallons of wine per year 
as before, so the intercept on the vertical axis of L2 is the same as for L1. However, 
if she were to spend all her money on beer, she could buy twice as much as before 
(70 instead of 35 gallons of beer), so L2 hits the horizontal axis twice as far from the 
origin as L1. As a result, L2 has a flatter slope than L1, about -  16 (≈  -6/35).

Because beer is now relatively less expensive, Mimi drinks relatively more beer. 
She chooses Bundle e2, 44.5 gallons of beer per year and 4.3 gallons of wine per year, 
where her indifference curve I2 is tangent to L2. If the price of beer falls to $4 per unit, 
Mimi consumes Bundle e3, 58.9 gallons of beer per year and 5.2 gallons of wine per 
year. The lower the price of beer, the happier Mimi is because she can consume more 
on the same budget: She is on a higher indifference curve (or perhaps just higher).
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Panel a also shows the price-consumption curve, which is the line through the 
optimal bundles, such as e1, e2, and e3, that Mimi would consume at each price of 
beer, when the price of wine and Mimi’s budget are held constant. Because the price-
consumption curve is upward sloping, we know that Mimi’s consumption of both 
beer and wine increases as the price of beer falls.

We can use the same information in the price-consumption curve to draw Mimi’s 
demand curve, D1, for beer in panel b. For each possible price of beer on the vertical 
axis of panel b, we record on the horizontal axis the quantity of beer demanded by 
Mimi from the price-consumption curve in panel a.

Points E1, E2, and E3 on the demand curve in panel b correspond to Bundles e1, e2, and 
e3 on the price-consumption curve in panel a. Both e1 and E1 show that when the 
price of beer is $12, Mimi demands 26.7 gallons of beer per year. When the price 
falls to $6 per unit, Mimi increases her consumption to 44.5 gallons of beer, point 
E2. The demand curve for beer is downward sloping, as the Law of Demand predicts.

We can use the relationship between the points in panels a and b to show that Mimi’s 
utility is lower at point E1 on D1 than at point E2. Point E1 corresponds to Bundle 
e1 on indifference curve I1, whereas E2 corresponds to Bundle e2 on indifference curve I2, 
which is farther from the origin than I1, so Mimi’s utility is higher at E2 than at E1. 
Mimi is better off at E2 than at E1 because the price of beer is lower at E2, so she can 
buy more goods with the same budget.

Tobacco use, one of the biggest public health threats the world has ever faced, 
killed 100 million people in the twentieth century. In 2018, the U.S. Centers for 
Disease Control and Prevention (CDC) reported that cigarette smoking and sec-
ondhand smoke are responsible for about half a million deaths each year in the 
United States—approximately 1,370 deaths every day. Half of all smokers die of 
tobacco-related causes. Worldwide, tobacco kills 6 million people a year.

Tobacco use generally starts during early adolescence. According to the CDC,  
9 out of 10 cigarette smokers tried smoking before they turned 18. Although fewer 
youths now smoke cigarettes, they are increasingly using e-cigarettes.

In 2018, the American Cancer Society concluded that e-cigarettes are less harm-
ful than cigarettes. How do price changes in e-cigarettes affect the consumption 
of e-cigarettes and cigarettes?

Pesko and Warman (2017) found that changes in the prices of e-cigarettes affect 
its use and that of combustible cigarettes among U.S. youths. Increasing the price 
of e-cigarettes reduces the consumption of e-cigarettes. However, it also increases 
the consumption of combustible cigarettes: The price-consumption curve for ciga-
rettes and e-cigarettes is upward sloping. They estimated that the price elasticity 
of e-cigarettes is -1.8, so that a 10% increase in the price of e-cigarettes reduces 
current e-cigarette use by 18%. But the cross-price elasticity between e-cigarettes 
and cigarettes is 2.9: A 10% increase in the price of e-cigarettes increases cigarette 
consumption by 29%.

APPLICATION

Cigarettes Versus 
E-Cigarettes

 4.2 Effects of an Increase in Income
It is better to be nouveau riche than never to have been riche at all.

An increase in an individual’s income, holding tastes and prices constant, causes a 
shift of the demand curve. An increase in income causes a parallel shift of the budget 
constraint away from the origin, prompting a consumer to choose a new optimal 
bundle with more of some or all of the goods.
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How Income Changes Shift Demand Curves
We illustrate the relationship between the quantity demanded and income by exam-
ining how Mimi’s behavior changes when her income rises while the prices of beer 
and wine remain constant. Figure 4.3 shows three ways of looking at the relationship 

Figure 4.3 Effect of a Budget Increase

As the annual budget for wine and beer, 
Y, increases from $419 to $628 and 
then to $837, holding prices constant, 
the typical consumer buys more of both 
products, as the upward slope of the 
income-consumption curve illustrates (a). 
Because Mimi, the typical consumer, buys 
more beer as her income increases, her 
demand curve for beer shifts rightward 
(b) and her Engel curve for beer slopes 
upward (c).
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between income and the quantity demanded. All three diagrams have the same hori-
zontal axis: the quantity of beer consumed per year. In the consumer theory diagram, 
panel a, the vertical axis is the quantity of wine consumed per year. In the demand 
curve diagram, panel b, the vertical axis is the price of beer per unit. In panel c, which 
directly shows the relationship between income and the quantity of beer demanded, 
the vertical axis is Mimi’s budget, Y.

A rise in Mimi’s income causes a parallel shift out of the budget constraint in panel a, 
which increases Mimi’s opportunity set. Her budget constraint L1 at her original 
income, Y = $419, is tangent to her indifference curve I1 at e1.

As before, Mimi’s demand curve for beer is D1 in panel b. Point E1 on D1, which 
corresponds to point e1 in panel a, shows how much beer, 26.7 gallons per year, Mimi 
consumes when the price of beer is $12 per unit and the price of wine is $35 per unit.

Now suppose that Mimi’s beer and wine budget, Y, increases by roughly 50% 
to $628 per year. Her new budget line, L2 in panel a, is farther from the origin but 
parallel to her original budget constraint, L1, because the prices of beer and wine 
are unchanged. Given this larger budget, Mimi chooses Bundle e2. The increase in 
her income causes her demand curve to shift to D2 in panel b. Holding Y at $628, 
we can derive D2 by varying the price of beer. When the price of beer is $12 per 
unit, she buys 38.2 gallons of beer per year, E2 on D2. Similarly, if Mimi’s income 
increases to $837 per year, her demand curve shifts to D3.

The income-consumption curve (or income-expansion path) through Bundles e1, e2, 
and e3 in panel a shows how Mimi’s consumption of beer and wine increases as her 
income rises. As Mimi’s income goes up, her consumption of both wine and beer increases.

We can show the relationship between the quantity demanded and income directly 
rather than by shifting demand curves to illustrate the effect. In panel c, we plot an Engel 
curve, which shows the relationship between the quantity demanded of a single good and 
income, holding prices constant. Income is on the vertical axis, and the quantity of beer 
demanded is on the horizontal axis. On Mimi’s Engel curve for beer, points E1

*, E2
*, and E3

* 
correspond to points E1, E2, and E3 in panel b and to e1, e2, and e3 in panel a.

Mahdu views Coke and Pepsi as perfect substitutes: He is indifferent as to which one 
he drinks. The price of a 12-ounce can of Coke, p, is less than the price of a 12-ounce 
can of Pepsi, p*. What does Mahdu’s Engel curve for Coke look like? How much does 
his weekly cola budget have to rise for Mahdu to buy one more can of Coke per week?

Answer

1. Use indifference curves to derive Mahdu’s optimal choice. Because Mahdu views 
the two drinks as perfect substitutes, his indifference curves, such as I1 and I2 in 
panel a of the graph, are straight lines with a slope of -1 (see Chapter 3). When his 
income is Y1, his budget line hits the Pepsi axis at Y1/p* and the Coke axis at Y1/p. 
Mahdu maximizes his utility by consuming Y1/p cans of the less expensive Coke and 
no Pepsi (a corner solution). As his income rises, say, to Y2, his budget line shifts  
outward and is parallel to the original one, with the same slope of -p/p*. 
Thus, at each income level, his budget lines are flatter than his indifference curves, 
so his equilibria lie along the Coke axis.

2. Use the result from panel a to derive his Engel function. We saw in panel a that 
because his entire budget, Y, goes to buying Coke, Mahdu buys q = Y/p cans 
of Coke. This expression, which shows the relationship between his income and 
the quantity of Coke he buys, is Mahdu’s Engel curve for Coke. The points E1
and E2 on the Engel curve in panel b correspond to e1 and e2 in panel a. We 
can rewrite this expression for his Engel curve as Y = pq. Panel b shows that 

SOLVED PROBLEM 
4.1

MyLab Education
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the Engel curve is a straight line, with a slope of dY/dq = p. Because his entire 
drink budget goes to buy Coke, his income needs to rise by p for him to buy one 
more can of Coke per week.

Y2/p*

Y1/p*

Y1 = pq1

Y2 = pq2

q1 = Y1/p q2 = Y2/p
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Consumer Theory and Income Elasticities
Income elasticities tell us how much the quantity demanded of a product changes 
as income increases. We can use income elasticities to summarize the shape of the 
Engel curve or the shape of the income-consumption curve. Such knowledge is useful. 
For example, firms use income elasticities to predict the impact that a change in the 
income tax will have on the demand for their goods.

Income Elasticity. The income elasticity of demand (or income elasticity) is the 
percentage change in the quantity demanded of a product in response to a given 
percentage change in income, Y (Chapter 2):

ξ =
percentage change in quantity demanded

percentage change in income
=

∆Q/Q
∆Y/Y

=
0Q
0Y

 
Y
Q

,

where ξ is the Greek letter xi.
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Mimi’s income elasticity for beer, ξb, is 0.88 and that for wine, ξw, is 1.38 
(based on our estimates for the average American consumer). When her income 
goes up by 1%, she consumes 0.88% more beer and 1.38% more wine. Similarly, 
as her income falls by 1%, she reduces her consumption of beer by 0.88% and 
wine by 1.38%. Contrary to frequent (and unsubstantiated) claims in the media, 
during a recession, average Americans do not drink more as their incomes fall—
they drink less.

Some goods have negative income elasticities: ξ 6 0. A good is called an inferior 
good if less of it is demanded as income rises. No value judgment is intended by 
the use of the term inferior. An inferior good need not be defective or of low qual-
ity. Some of the better-known examples of inferior goods are starchy foods such as 
potatoes and cassava, which very poor people eat in large quantities because they 
cannot afford meats or other foods. Some economists—apparently seriously—claim 
that human meat is an inferior good: Only when the price of other foods is very high 
and people are starving will they turn to cannibalism. Bezmen and Depken (2006) 
estimated that pirated goods are inferior: A 1% increase in per capita income leads 
to a 0.25% reduction in piracy.

Another strange example concerns treating children as a consumption good. Even 
though people can’t buy children in a market, people can decide how many children to 
have. Guinnane (2011) surveyed the literature and reported that most studies find that 
the income elasticity for the number of children in a family is negative but close to zero. 
Thus, the number of children demanded is not very sensitive to income.

A normal good is a commodity for which more is demanded as income rises. A 
good is a normal good if its income elasticity is greater than or equal to zero: ξ Ú 0. 
Most goods, including beer and wine, have positive income elasticities and thus are 
normal goods.

If the quantity demanded of a normal good rises more than in proportion to a 
person’s income, ξ 7 1, we say it is a luxury good (as well as being a normal good). 
On the other hand, if the quantity demanded rises less than or in proportion to the 
person’s income (0 … ξ … 1), we say it is a necessity. Because Mimi’s income elas-
ticities are 0.88 for beer but 1.38 for wine at her optimum, Mimi views beer as a 
necessity and wine as a luxury according to this terminology.

For a Cobb-Douglas utility function, U = q1
a q2

1 - a, show that the income elasticity ξ1 
for q1 equals one for all values of a and Y.

Answer

1. Derive the income elasticity by differentiating the Cobb-Douglas demand 
function and multiplying by Y/q1. According to Table 4.1, the Cobb-
Douglas demand function is q1 = aY/p1. Partially differentiating with 
respect to Y, we find that 0q1/0Y = a/p1. Thus, the income elasticity is 
ξ1 = (0q1/0Y)(Y/q1) = (a/p1)(Y/q1) = aY/(p1q1).

2. Show that the income elasticity equals one in general. By multiplying both 
sides of the demand function for the first good, q1 = aY/p1, by p1, we find  
that p1q1 = aY. Using this expression to substitute for aY in the income elastic-
ity formula, we find that ξ1 = 1.

Comment: By a similar argument, the income elasticity for q2 is one.

SOLVED PROBLEM 
4.2
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Income-Consumption Curves and Income Elasticities. The shape of the income-
consumption curve for two goods tells us the sign of their income elasticities: whether 
the income elasticities for those goods are positive or negative. To illustrate the rela-
tionship between the slope of the income-consumption curve and the sign of income 
elasticities, we examine Peter’s choices of food and housing. Peter purchases Bundle 
e in Figure 4.4 when his budget constraint is L1. When his income increases so that 
his budget constraint is L2, he selects a bundle on L2. Which bundle he buys depends 
on his tastes—his indifference curves.

The horizontal and vertical dotted lines through e divide the new budget line, L2, 
into three sections. The section where the new optimal bundle is located determines 
Peter’s income elasticities of food and housing.

Suppose that Peter’s indifference curve is tangent to L2 at a point in the upper-left 
section of L2 (to the left of the vertical dotted line that goes through e), such as a. 
If Peter’s income-consumption curve is ICC1, which goes from e through a, he buys 
more housing and less food as his income rises, so housing is a normal good for Peter 
and food is an inferior good. (Although we draw these possible ICC curves as straight 
lines for simplicity, they could be curves.)

If instead the new optimal bundle is located in the middle section of L2 (above the 
horizontal dotted line and to the right of the vertical dotted line), such as at b, his 
income-consumption curve ICC2 through e and b is upward sloping. He buys more 
of both goods as his income rises, so both food and housing are normal goods.

Finally, suppose that his new optimal bundle is in the bottom-right segment of 
L2 (below the horizontal dotted line). If his new optimal bundle is c, his income-
consumption curve ICC3 slopes downward from e through c. As his income rises, 
Peter consumes more food and less housing, so food is a normal good and housing 
is an inferior good.

Figure 4.4 Income-Consumption Curves and Income Elasticities

At the initial income, the budget 
constraint is L1 and the optimal 
bundle is e. After income rises, 
the new constraint is L2. With 
an upward-sloping income-
consumption curve such as 
ICC2, both goods are normal. 
With an income-consumption 
curve such as ICC1, which goes 
through the upper-left section 
of L2 (to the left of the vertical 
dotted line through e), housing 
is normal and food is inferior. 
With an income-consumption 
curve such as ICC3, which cuts 
L2 in the lower-right section 
(below the horizontal dotted 
line through e), food is normal 
and housing is inferior.
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Is a meal at a fast-food restaurant a normal or inferior good? This question is 
important because, as incomes have risen over time, Americans have spent a larger 
share of their income on fast food, which many nutritionists blame for increasing 

obesity rates. However, a number of studies find that obesity falls with 
income, which suggests that a fast-food meal may be an inferior good, 
at least at high incomes.

Kim and Leigh (2011) estimated the demand for fast-food restaurant 
visits as a function of prices, income, and various socioeconomic vari-
ables such as age, family size, and whether the family received food 
stamps (which lowers the price of supermarket food relative to restau-
rant food). They found that fast-food restaurant visits increase with 
income up to $60,000, and then decrease as income rises more.4

The figure derives the Engel curve for Gail, a typical consumer, 
based on their estimates. Panel a shows that Gail spends her money on 
fast-food meals (horizontal axis, where Y is measured in thousands) 
and all other goods (vertical axis). As Gail’s income increases from 
$30,000 to $60,000, her budget line shifts outward, from L1 to L2. 

4In contrast, they found that full-service restaurant visits increase with income at least up to $95,000.

APPLICATION

Fast-Food Engel Curve
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Some Goods Must Be Normal. It is impossible for all goods to be inferior, as 
Figure 4.4 illustrates. At his original income, Peter faces budget constraint L1 and 
buys the combination of food and housing e. When his income goes up, his budget 
constraint shifts outward to L2. Depending on his tastes (the shape of his indifference 
curves), he may buy more housing and less food, such as Bundle a; more of both, 
such as b; or more food and less housing, such as c. Therefore, either both goods are 
normal or one good is normal and the other is inferior.

If both goods were inferior, Peter would buy less of both goods as his income 
rises—which makes no sense. Were he to buy less of both, he would be buying a 
bundle that lies inside his original budget constraint, L1. Even at his original, relatively low 
income, he could have purchased that bundle but chose not to, buying e instead.5

Weighted Income Elasticities. We just argued using graphical and verbal reason-
ing that a consumer cannot view all goods as inferior. We can derive a stronger result: 
The weighted sum of a consumer’s income elasticities equals one. Firms and govern-
ments use this result to make predictions about income effects.

We start with the consumer’s budget constraint for n goods, where pi is the price 
and qi is the quantity for Good i:

p1q1 + p2q2 + g + pnqn = Y.

By differentiating this equation with respect to income, we obtain

p1 
dq1

dY
+ p2 

dq2

dY
+ g + pn 

dqn

dY
= 1.

Multiplying and dividing each term by qiY, we can rewrite this equation as

p1q1

Y
 
dq1

dY
 
Y
q1

+
p2q2

Y
 
dq2

dY
 
Y
q2

+ g +
pnqn

Y
 
dqn

dY
 
Y
qn

= 1.

If we define the budget share of Good i as θi = piqi /Y and note that the income elasticities 
are ξi = (dqi /dY)(Y/qi), we can rewrite this expression to show that the weighted sum 
of the income elasticities equals one:

 θ1ξ1 + θ2ξ2 + g + θnξn = 1. (4.1)

We can use this formula to make predictions about income elasticities. If we 
know the budget share of a good and a little bit about the income elasticities of 

5Even if an individual does not buy more of the usual goods and services, that person may put the extra 
money into savings. We can use the consumer theory model to treat savings as a good if we allow for 
multiple periods. Empirical studies find that savings is a normal good.

As a result, she eats more restaurant meals: Her new optimal bundle e2 lies to the 
right of e1. Thus, a fast-food meal is a normal good in this range.

As her income increases further to $90,000, her budget line shifts outward to 
L3, and she reduces her consumption of fast food: Bundle e3 lies to the left of e2. 
Thus, at higher incomes, Gail views a fast-food meal as an inferior good.

Panel b shows her corresponding Engel curve for fast food. As her income rises 
from $30,000 to $60,000, she moves up and to the right from E1 (which corresponds 
to e1 in panel a) to E2. Her Engel curve is upward sloping in this range, indi-
cating that she buys more fast-food meals as her income rises. As her income rises 
further, her Engel curve is backward bending.
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some goods, we can calculate bounds on other, unknown income elasticities. Being 
able to obtain bounds on income elasticities is very useful to governments and firms. 
For example, over the past couple of decades, many Western manufacturing firms, 
learning that Chinese incomes were rising rapidly, have tried to estimate the income 
elasticities for their products among Chinese consumers to decide whether to enter 
the Chinese market.

A firm is considering building a plant in a developing country to sell manufac-
tured goods in that country. The firm expects incomes to start rising soon and 
wants to know the income elasticity for goods other than food. The firm knows 
that the budget share spent on food is θ and that food is a necessity (its income 
elasticity, ξf , is between 0 and 1). The firm wants to know “How large could the 
income elasticity of all other goods, ξo, be? How small could it be?” What were 
the bounds on ξo for Chinese urban consumers whose θ was 60% in 1983? What 
are the bounds today when θ is 29%?6

Answer

1. Write Equation 4.1 in terms of ξf , ξo, and θ, and then use algebra to rewrite 
this expression with the income elasticity of other goods on the left side. By 
substituting ξf , ξo, and θ into Equation 4.1, we find that θξf + (1 - θ)ξo = 1. 
We can rewrite this expression with the income elasticity of other goods—the 
number we want to estimate—on the left side:

 ξo =
1 - θξf

1 - θ
. (4.2)

2. Use Equation 4.2 and the bounds on ξf  to derive bounds on ξo. Because 
ξo = (1 - θξf)/(1 - θ), ξo is smaller the larger ξf is. Given that food is a neces-
sity, the largest ξo can be is 1/(1 - θ), where ξf = 0. The smallest it can be is 
ξo = 1, which occurs if ξf = 1. [Note: If ξf equals one, ξo = (1 - θ)/(1 - θ) = 1 
regardless of food’s budget share, θ.]

3. Substitute for the two Chinese values of θ to determine the upper bounds. The upper 
bound for ξo was 1/(1 - θ) = 1/0.4 = 2.5 in 1983 and 1/0.71 ≈ 1.41 now.7

6State Statistical Bureau, Statistical Yearbook of China, State Statistical Bureau Publishing House, 
Beijing, China, 2017.
7The upper bound on the income elasticity of nonfood goods in the United States is lower than in 
China because the share of consumption of food in the United States is smaller. The U.S. share of 
expenditures on food, θ, was 15% for poorest fifth of households and 11% for the top fifth in 2017 
according to the U.S. Bureau of Labor Statistics. Thus, the upper bound on ξo was about 1.18 for the 
poorest households and 1.12 for richest.

SOLVED PROBLEM 
4.3

 4.3 Effects of a Price Increase
Holding tastes, other prices, and income constant, an increase in the price of a good 
has two effects on an individual’s demand. One is the substitution effect: the change 
in the quantity of a good that a consumer demands when the good’s price rises, hold-
ing other prices and the consumer’s utility constant. If the consumer’s utility is held 
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constant as the price of the good increases, the consumer substitutes other goods that 
are now relatively cheaper for this now more expensive good.

The other effect is the income effect: the change in the quantity of a good a con-
sumer demands because of a change in income, holding prices constant. An increase 
in price reduces a consumer’s buying power, effectively reducing the consumer’s 
income or opportunity set and causing the consumer to buy less of at least some 
goods. A doubling of the price of all the goods the consumer buys is equivalent to a 
drop in the consumer’s income to half its original level. Even a rise in the price of only 
one good reduces a consumer’s ability to buy the same amount of all goods previously 
purchased. For example, when the price of food increases in a poor country in which 
half or more of the population’s income is spent on food, the effective purchasing 
power of the population falls substantially.

When the price of a product rises, the total change in the quantity purchased is 
the sum of the substitution effect and the income effect. When economists estimate 
the effect of a product’s price change on the quantity an individual demands, they 
decompose the combined effect into the two separate components. By doing so, 
they gain extra information they can use to answer questions about whether infla-
tion measures are accurate, whether an increase in tax rates will raise tax revenue, 
and what the effects are of government policies that compensate some consumers. 
For example, President Jimmy Carter, when advocating a tax on gasoline, and 
President Bill Clinton, when calling for an energy tax, proposed compensating 
poor consumers to offset the harms from the tax. We can use our knowledge of the 
substitution and income effects from energy price changes to evaluate the effect of 
these policies.

Income and Substitution Effects with a Normal Good
To illustrate the substitution and income effects, we return to Jackie’s choice between 
music tracks and live music based on our estimate of the average young British 
person’s Cobb-Douglas utility function, U = q1

0.4q2
0.6 (see the Application “MRS 

Between Recorded Tracks and Live Music” in Chapter 3). The price of a unit of live 
music is p2 = £1, and the price of downloading a music track is p1 = £0.5. Now, 
suppose that the price of music tracks rises to £1, causing Jackie’s budget constraint 
to rotate inward from L1 to L2 in Figure 4.5. The new budget constraint, L2, is twice 
as steep (-p1/p2 = -1/1 = -1) as L1 (-0.5/1 = -0.5).

Because of the price increase, Jackie’s opportunity set is smaller, so she must choose 
between fewer bundles of music tracks and live music than she could at the lower 
price. The area between the two budget constraints reflects the decrease in her oppor-
tunity set owing to the increase in the price of music tracks.

Substituting into the general Cobb-Douglas formula in Table 4.1, we learn that 
Jackie’s demand functions for music tracks (songs), q1, and live music, q2, are

 q1 = 0.4Y/p1, (4.3)

 q2 = 0.6Y/p2. (4.4)

At the original price of tracks and with an entertainment budget of £30 per quarter, 
Jackie chooses Bundle e1, q1 = 0.4 * 30/0.5 = 24 tracks and q2 = 0.6 * 30/1 = 18 
units of live music per quarter, where her indifference curve I1 is tangent to her budget 
constraint L1. When the price of tracks rises, Jackie’s new optimal bundle is e2 (where 
she buys q1 = 0.4 * 30/1 = 12 tracks), which occurs where her indifference curve 
I2 is tangent to L2.

The decrease in the q1 that she consumes as she moves from e1 to e2 is the total 
effect from the rise in the price: She buys 12 (=  24 - 12) fewer tracks per quarter. In 
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the figure, the red arrow pointing to the left labeled Total effect shows this decrease. 
We can break the total effect into a substitution effect and an income effect.

As the price increases, Jackie’s opportunity set shrinks even though her income is 
unchanged. If, as a thought experiment, we compensate her for this loss by giving 
her extra income, we can determine her substitution effect. The substitution effect 
is the change in the quantity demanded from a compensated change in the price of 
music tracks, which occurs when we increase Jackie’s income by enough to offset the 
rise in price so that her utility stays constant.8 To determine the substitution effect, 
we draw an imaginary budget constraint, L*, that is parallel to L2 and tangent to 
Jackie’s original indifference curve, I1. This imaginary budget constraint, L*, has 
the same slope, -1, as L2 because both curves are based on the new, higher price of 
tracks. For L* to be tangent to I1, we need to increase Jackie’s budget from £30 to 
£40 to offset the harm from the higher price of music tracks. If Jackie’s budget con-
straint were L*, she would choose Bundle e*, where she buys q1 = 0.4 * 40/1 = 16 
tracks.

Thus, if the price of tracks rises relative to that of live music and we hold Jackie’s 
utility constant by raising her income to compensate her, Jackie’s optimal bundle 
shifts from e1 to e*. The corresponding change in q1 is the substitution effect. She 
buys 8 (=  24 - 16) fewer tracks per quarter, as the green arrow pointing to the left 
labeled Substitution effect illustrates.

Jackie also faces an income effect because the increase in the price of tracks shrinks 
her opportunity set, so that she must buy a bundle on a lower indifference curve. As 
a thought experiment, we can ask how much we would have to lower her income 
while holding prices constant at the new level for her to choose a bundle on this new, 
lower indifference curve. The income effect is the change in the quantity of a good 

8Economists call this type of compensation that offsets the price change to hold her utility constant at 
the original level a compensating variation. In Chapter 5, we compare this approach to the alternative 
approach, an equivalent variation, where the income adjustment harms the consumer by the same 
amount as does the price change.

Figure 4.5 Substitution and Income Effects with Normal Goods

An increase in the price of music tracks 
from £0.5 to £1 causes Jackie’s budget line 
to rotate from L1 to L2. The imaginary 
budget line, L*, has the same slope as L2 
and is tangent to indifference curve I1. 
The shift of the optimal bundle from e1 
to e2 is the total effect of the price change. 
The total effect can be decomposed into 
the substitution effect—the movement 
from e1 to e*—and the income effect—the 
movement from e* to e2.
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a consumer demands because of a change in income, holding prices constant. The 
parallel shift of the budget constraint from L* to L2 captures this effective decrease 
in income. The change in q1 due to the movement from e* to e2 is the income effect, 
as the brown arrow pointing to the left labeled Income effect shows. Holding prices con-
stant, as her budget decreases from £40 to £30, Jackie consumes 4 (=  16 - 12) fewer 
tracks per quarter.

The total effect from the price change is the sum of the substitution and income 
effects, as the arrows show. Jackie’s total effect (in tracks per quarter) from a rise in 
the price of tracks is

 
total effect = substitution effect + income effect

-12 = - 8 + (-4).

Because indifference curves are convex to the origin, the substitution effect is 
unambiguous: Less of a good is consumed when its price rises given that the consumer 
is compensated so that she remains on the original indifference curve. The substitu-
tion effect causes a movement along an indifference curve.

The income effect causes a shift to another indifference curve due to a change in 
the consumer’s opportunity set. The direction of the income effect depends on the 
income elasticity. Because a music track is a normal good for Jackie, her income 
effect is negative as her income drops. Thus, both Jackie’s substitution effect and her 
income effect move in the same direction, so the total effect of the price rise must 
be negative.

Kathy loves apple pie à la mode (a slice of pie with a scoop of vanilla ice cream 
on top), but she doesn’t like apple pie by itself or vanilla ice cream by itself. That 
is, she views apple pie and vanilla ice cream as perfect complements. At the initial 
prices, she consumed two pieces of pie per week. After the price of pie rises, she 
chooses to consume only one piece of pie. In a graph similar to Figure 4.5, show 
the substitution, income, and total effects of the price change.

Answer

1. Show that the price increase causes the budget line to rotate 
at the intersection on the ice cream axis and that her opti-
mal bundle shifts from two units of pie and ice cream to 
one unit. In the figure, her initial budget line is L1 and her 
optimal bundle is e1, where her indifference curve I1 touches 
L1. When the price of pie increases, her new budget line is 
L2 and her new optimal bundle is e2.

2. Draw a line, L*, that is parallel to L2 and that touches her 
original indifference curve, I1, and show the relationship 
between the new tangency point, e*, and her original one, 
e1. The indifference curve I1 touches L* at e*, which is the 
same point as e1.

3. Discuss the substitution, income, and total effects. No sub-
stitution effect occurs because Kathy is unwilling to substi-
tute between pie and ice cream. The brown arrow shows the 
income effect of the price increase is a decrease from two 
pieces of pie per week to one. The red arrow shows that the 
total effect is identical to the income effect.

SOLVED PROBLEM 
4.4
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Unintended Consequence Barring teenagers from legally drinking raises the 
likelihood that they consume marijuana.

Next to its plant, a manufacturer of dinner plates has an outlet store that sells 
first-quality plates (perfect plates) and second-quality plates (slightly blemished 
plates). The outlet store sells a relatively large share of second-quality plates 
(or seconds). At its regular retail stores elsewhere, the firm sells many more 
first-quality plates than second-quality plates. Why? (Assume that consumers’ 
tastes with respect to plates are the same everywhere, the income effects are very 
small, and the cost of shipping each plate from the factory to the firm’s other 
stores is s.)

Answer

1. Determine how the relative prices of plates differ between the two types of 
stores. The slope of the budget line that consumers face at the factory outlet 
store is -p1/p2, where p1 is the price of first-quality plates (on the horizontal 
axis), and p2 is the price of seconds. It costs the same, s, to ship a first-quality 
plate as a second because they weigh the same and need the same amount of 
packing. At its retail stores elsewhere, the firm adds the cost of shipping to the 
price it charges at its factory outlet store, so the price of a first-quality plate is 
p1 + s and the price of a second is p2 + s. As a result, the slope of the budget 
line that consumers face at the retail stores is -(p1 + s)/(p2 + s). The seconds 
are relatively less expensive at the factory outlet than they are at the other 
stores. For example, if p1 = $2, p2 = $1, and s = $1 per plate, the slope of the 
budget line is -2 at the outlet store and -3/2 elsewhere. Thus, a first-quality 
plate costs twice as much as a second at the outlet store but only 1.5 times as 
much elsewhere.

2. Use the relative price difference to explain why relatively more seconds are 
bought at the factory outlet. Holding a consumer’s income and tastes fixed, if 
the price of seconds rises relative to that of firsts (as we go from the factory 

SOLVED PROBLEM 
4.5

Because alcohol and marijuana are commonly abused, governments want to know 
how their uses are linked, especially among young people. Baggio, Chong, and 
Kwon (2017) compared alcoholic beverage purchases in U.S. counties that legal-

ized medical marijuana to other counties. They found that alcohol 
consumption fell by 13% in counties where medical marijuana was 
legal compared to other counties.

Similarly, Crost and Guerrero (2012) found that when young 
people turn 21 and can legally drink, so that their cost of buying 
alcohol drops substantially (taking into account their time and 
the risk of being caught buying it illegally), they drink more alco-
hol and sharply decrease their consumption of marijuana. This 
uncompensated substitution effect is stronger for women, whose 
consumption of marijuana falls by 17%, than for men, whose con-
sumption drops by 6%.

APPLICATION

Substituting Marijuana 
for Alcohol

MyLab Economics
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Income and Substitution Effects with an Inferior Good
If a good is inferior, the income effect and the substitution effect cause its output to 
move in opposite directions. For most inferior goods, the income effect is smaller 
than the substitution effect. As a result, the total effect moves in the same direction 
as the substitution effect, but the total effect is smaller. However, for a Giffen good, 
a decrease in its price causes the quantity demanded to fall because the income effect 
more than offsets the substitution effect.9

Jensen and Miller (2008) found that rice is a Giffen good in Hunan, China. 
Because rice is a Giffen good for Ximing, a fall in the rice price saves him money 
that he spends on other goods. Indeed, he decides to increase his spending on other 
goods even further by buying less rice. Thus, his demand curve for this Giffen good 
has an upward slope.

However, in Chapter 2, I claimed that, according to the Law of Demand, demand 
curves slope downward: Quantity demanded falls as the price rises. You’re no doubt 
wondering how I’m going to worm my way out of this contradiction. I have two 
explanations. The first is that, as I noted in Chapter 2, the Law of Demand is an 
empirical regularity, not a theoretical necessity. Although it’s theoretically possible 
for a demand curve to slope upward, other than the Hunan rice example, economists 
have found few, if any, real-world Giffen goods.10 My second explanation is that 
the Law of Demand must hold theoretically for compensated demand curves, as we 
show in the next section.

9Robert Giffen, a nineteenth-century British economist, argued that poor people in Ireland increased 
their consumption of potatoes when the price rose because of a potato blight. However, more recent 
studies of the Irish potato famine dispute this observation.
10However, Battalio, Kagel, and Kogut (1991) showed in an experiment that quinine water is a Giffen 
good for lab rats.

outlet to the other retail shops), most consumers will buy relatively more firsts. 
The substitution effect is unambiguous: Were they compensated so that their 
utilities were held constant, consumers would unambiguously substitute firsts 
for seconds. It is possible that the income effect could go in the other direction 
(if plates are an inferior good); however, as most consumers spend relatively 
little of their total budgets on plates, the income effect is presumably small rela-
tive to the substitution effect. Thus, we expect the retail stores to sell relatively 
fewer seconds than the factory outlet.

Ximing spends his money on rice, a Giffen good, and all other goods. Show that 
when the price of rice falls, Ximing buys less rice. Decompose this total effect of a 
price change on his rice consumption into a substitution effect and an income effect.

Answer

1. Determine Ximing’s original optimal bundle e1, using the tangency between his 
original budget line and one of his indifference curves. In the figure, his original 
budget line L1 is tangent to his indifference curve I1 at e1.

SOLVED PROBLEM 
4.6

MyLab Economics 
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Compensated Demand Curve
So far, the demand curves that we have derived graphically and mathematically allow 
a consumer’s utility to vary as the price of the good increases. For example, a con-
sumer’s utility falls if the price of one of the goods rises. Consequently, the consumer’s 
demand curve reflects both the substitution and income effects as the price of the 
product changes.

As panel a of Figure 4.2 illustrates, Mimi chooses a bundle on a lower indifference 
curve as the price of beer rises, so her utility level falls. Along her demand curve for 

2. Show how the optimal bundle changes from a drop in the price of rice. As the 
price of rice drops, his new budget line L2 becomes flatter, rotating around the 
original budget line’s intercept on the vertical axis. The tangency between L2 
and indifference curve I2 occurs at e2, where Ximing consumes less rice than 
before because rice is a Giffen good.

3. Draw a new, hypothetical budget line L* based on the new price but that keeps 
Ximing on the original indifference curve. Ximing’s opportunity set grows when 
the rice price falls. To keep him on his original indifference curve, his income 
would have to fall by enough so that his new budget line L2 shifts down to L*, 
which is tangent to his original indifference curve I1 at e*.

4. Identify the substitution and income effects. The substitution effect is the change 
in q1 from the movement from e1 to e*: Ximing buys more rice when the price of 
rice drops but he remains on his original indifference curve. The movement from 
e* to e2 determines the income effect: Ximing buys less rice as his income increases 
holding prices constant. The total effect, the movement from e1 to e2, is the sum  
of the substitution effect, which causes the output to rise, and the income effect, 
which causes output to fall. Ximing buys less rice because the income effect is 
larger than the substitution effect.
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beer, we hold other prices, income, and her tastes constant, while allowing her utility 
to vary. We can observe this type of demand curve by seeing how the purchases of a 
product change as its price increases. It is called the demand curve, the Marshallian 
demand curve (after Alfred Marshall, who popularized this approach), or the uncom-
pensated demand curve. (Unless otherwise noted, when we talk about a demand 
curve, we mean the uncompensated demand curve.)

Alternatively, we could derive a compensated demand curve, which shows how 
the quantity demanded changes as the price rises, holding utility constant, so that 
the change in the quantity demanded reflects only the pure substitution effect from 
a price change. It is called the compensated demand curve because we would have 
to compensate an individual—give the individual extra income—as the price rises 
to hold the individual’s utility constant. A common name for the compensated 
demand curve is the Hicksian demand curve, after John Hicks, who introduced 
the idea.

The compensated demand function for the first good is

 q1 = H(p1, p2, U), (4.5)

where we hold utility constant at U. We cannot observe the compensated demand 
curve directly because we do not observe utility levels. Because the compensated 
demand curve reflects only substitution effects, the Law of Demand must hold: A 
price increase causes the compensated demand for a good to fall.

In Figure 4.6, we derive Jackie’s compensated demand function, H, evaluated at 
her initial indifference curve, I, where her utility is U. In 2008, the price of music 
tracks was p1 = £0.5 and the price per unit of live music was p2 = £1. At those 
prices, Jackie’s budget line, L, has a slope of -p1/p2 = -0.5/1 = -  12 and is tangent 
to I at e2 in panel a. At this optimal bundle, she buys 24 tracks. The corresponding point 
E2 on her compensated demand curve in panel b shows that she buys 24 tracks when 
they cost £0.5 each.

The two thin blue line segments in panel a show portions of other budget lines 
where we change p1 and adjust Jackie’s income to keep her on indifference curve I. At 
the budget line segment in the upper left, the price of tracks is £1, so Jackie’s budget 
line has a slope of -1. We increase her budget just enough that her new budget line 
is tangent to the original indifference curve, I, at e1. This optimal bundle corresponds 
to E1 on her compensated demand curve in panel b. Similarly, when p1 is £0.25,  
we decrease her budget so that this budget line is tangent to her original indifference 
curve at e3, which corresponds to E3 on her compensated demand curve.

Panel b also shows Jackie’s uncompensated demand curve: Equation 4.3, 
q1 = 0.4Y/p1. Her compensated and uncompensated demand curves must cross at 
the original price, p1 = £0.5, where the original budget line, L, is tangent to I along 
which utility is U. At that price, and only at that price, both demand curves correspond 
to a tangency on the same budget line. The compensated demand curve is steeper 
than the uncompensated curve around this common point. The compensated demand 
curve is relatively steep because it reflects only the substitution effect. The uncom-
pensated demand curve is flatter because the (normal good) income effect reinforces 
the substitution effect.

One way to derive the compensated demand curve is to use the expenditure func-
tion (Equation 3.32),

E = E(p1, p2, U),

where E is the smallest expenditure that allows the consumer to achieve utility 
level U, given market prices. If we differentiate the expenditure function with 
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respect to the price of the first good, we obtain the compensated demand function for 
that good:11

 
0E
0p1

= H(p1, p2, U) = q1. (4.6)

11This result is called Shephard’s lemma. As we showed in Solved Problem 3.8, we can use the Lagrang-
ian method to derive the expenditure function, where we want to minimize E = p1q1 + p2q2 subject 
to U = U(q1, q2). The Lagrangian equation is ℒ = p1q1 + p2q2 + λ[U - U(q1, q2)]. According to 
the envelope theorem (see the Calculus Appendix), at the optimum, 0E/0p1 = 0ℒ/0p1 = q1, which 
is Equation 4.6. It shows that the derivative of the expenditure function with respect to p1 is q1, the 
quantity that the consumer demands.

Figure 4.6 Deriving Jackie’s Compensated Demand Curve

Initially, Jackie’s optimal 
bundle is determined by the 
tangency of budget line L and 
indifference curve I in panel a. 
If we vary the price of music 
tracks but change her budget so 
that the new line (segments) are 
tangent to the same indifference 
curve, we can determine how 
the quantity that she demands 
varies with price, holding her 
utility constant. Hence, the 
corresponding quantities in 
panel b on her compensated 
demand curve reflect the pure 
substitution effect of a price 
change.
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One informal explanation for Equation 4.6 is that if p1 increases by $1 on each 
of the q1 units that the consumer buys, then the minimum amount consumers must 
spend to keep their utility constant must increase by $q1. This expression can also 
be interpreted as the pure substitution effect on the quantity demanded because we 
are holding the consumer’s utility constant as we change the price.

A consumer has a Cobb-Douglas utility function U = q1
a q2

1 - a. Derive the com-
pensated demand function for Good q1. Given that a = 0.4 in Jackie’s utility 
function, what is her compensated demand function for music tracks, q1?

Answer

1. Write the formula for the expenditure function for this Cobb-Douglas utility func-
tion. We derived the Cobb-Douglas expenditure function in Solved Problem 3.8:

 E = U¢p1

a
≤a¢ p2

1 - a
≤1 - a

. (4.7)

2. Differentiate the expenditure function in Equation 4.7 with respect to p1 to 
obtain the compensated demand function for q1, making use of Equation 4.6. 
The compensated demand function is

 q1 =
0E
0p1

= U¢ a
1 - a

 
p2

p1
≤1 - a

. (4.8)

3. Substitute Jackie’s value of a in Equation 4.7 to obtain her expenditure function, 
and in Equation 4.8 to obtain her compensated demand function for tracks. 
Given that her a = 0.4, Jackie’s expenditure function is

 E = U¢ p1

0.4
≤0.4¢ p2

0.6
≤0.6

≈ 1.96Up1
0.4 p2

0.6, (4.9)

and her compensated demand function for tracks is

 q1 = U¢0.4
0.6

 
p2

p1
≤0.6

≈ 0.784U¢p2

p1
≤0.6

. (4.10)

Comment: We showed earlier that if Jackie’s quarterly budget is Y = £30 
and she faces prices of p1 = £0.5 and p2 = £1, she chooses q1 = 24 and 
q2 = 18. The corresponding indifference curve is U = 240.4180.6 ≈ 20.2. Thus, 
at the initial prices, her compensated demand for tracks, Equation 4.10, is 
q1 ≈ 0.784 * 20.2(1/0.5)0.6 ≈ 24, which is reassuring because the compen-
sated and uncompensated demand curves must cross at the initial prices.

SOLVED PROBLEM 
4.7

Slutsky Equation
We have shown graphically that the total effect from a price change can be decom-
posed into a substitution effect and an income effect. That same relationship can 
be derived mathematically. We can use this relationship in a variety of ways. For 
example, we can apply it to determine how likely a good is to be a Giffen good based 
on whether the consumer spends a relatively large or small share of the budget on this 

MyLab Economics
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good. We can also use the relationship to determine the effect of government policies 
that compensate some consumers.

The usual price elasticity of demand, ε, captures the total effect of a price change—
that is, the change along an uncompensated demand curve. We can break this price 
elasticity of demand into two terms involving elasticities that capture the substitution 
and income effects. We measure the substitution effect using the pure substitution 
elasticity of demand, ε*, which is the percentage that the quantity demanded falls 
for a given percentage increase in price if we compensate the consumer to keep the 
consumer’s utility constant. That is, ε* is the elasticity of the compensated demand 
curve. The income effect is the income elasticity, ξ, times the share of the budget spent 
on that good, θ. This relationship among the price elasticity of demand, ε, the substi-
tution elasticity of demand, ε*, and the income elasticity of demand, ξ, is the Slutsky 
equation (named after its discoverer, the Russian economist Eugene Slutsky):12

 
total effect = substitution effect + income effect

ε = ε* + (-θξ).
 (4.11)

If a consumer spends little on a good, a change in its price does not affect the person’s 
total budget significantly. For example, if the price of garlic triples, your purchasing 
power will hardly be affected (unless you are a vampire slayer). Thus, the total effect, 
ε, for garlic hardly differs from the substitution effect, ε*, because the price change 
has little effect on the consumer’s income.

In Mimi’s original optimal bundle, e1 in Figure 4.2, where the price of beer was 
$12 and Mimi bought 26.7 gallons of beer per year, Mimi spent about three-quarters 
of her $419 beverage budget on beer: θ = 0.76 = (12 * 26.7)/419. Her income 
elasticity is ξ = 0.88, her price elasticity is ε = -0.76, and her substitution price 
elasticity is ε* = -0.09. Thus, Mimi’s Slutsky equation is

ε = ε* - θξ
-0.76 ≈ -0.09 - (0.76 * 0.88).

Because beer is a normal good for Mimi, the income effect reinforces the substitu-
tion effect. Indeed, the size of the total change, ε = -0.76, is due more to the income 
effect, -θξ = -0.67, than to the substitution effect, ε* = -0.09. If the price of beer 
rises by 1% but Mimi is given just enough extra income so that her utility remains 
constant, Mimi would reduce her consumption of beer by less than a tenth of a percent 

12When we derived the compensated demand function, H, we noted that it equals the uncompensated 
demand function, D, at the initial optimum where utility is U.

q1 = H(p1, p2, U) = D(p1, p2, Y) = D(p1, p2, E(p1, p2, U)),

and E(p1, p2, U), the expenditure function, is the minimum expenditure needed to achieve that level 
of utility. If we differentiate with respect to p1, we find that

0H
0p1

=
0D
0p1

+
0D
0E

 
0E
0p1

=
0D
0p1

+
0D
0E

 q1,

where we know that 0E/0p1 = q1 from Equation 4.6. Rearranging terms and multiplying all terms by 
p1/q1, and the last term by E/E, we obtain

0D
0p1

 
p1

q1
=

0H
0p1

 
p1

q1
- q1 

0D
0E

 
p1

q1
 
E
E

.

This last expression is the Slutsky equation (Equation 4.11), where ε = (0D/0p1)(p1/q1), 
ε* = (0H/0p1)(p1/q1), θ = p1q1/E, and ξ = (0D/0E)(E/q1), because E = Y.
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(substitution effect). Without compensation, Mimi reduces her consumption of beer 
by about three-quarters of a percent (total effect).

Similarly, in Jackie’s original optimum, e1 in Figure 4.5, the price of a track was 
£0.5, and Jackie bought 24 tracks per year. She spent θ = 0.4 share of her budget 
on tracks (see Solved Problem 3.7). Her uncompensated demand function, Equa-
tion 4.3, is q1 = 0.4Y/p1, so her price elasticity of demand is ε = -1,13 and her 
income elasticity is ξ = 1 (Solved Problem 4.2). Her compensated demand func-
tion, Equation 4.10, is q1 ≈ 0.784U (p2/p1)

0.6 = 0.784Up2
0.6p1

-0.6. Because it is a con-
stant elasticity demand function where the exponent on p1 is -0.6, we know that 
ε* = -0.6 (Chapter 2). Thus, her Slutsky equation is

  ε = ε* - θξ
-1 = -0.6 - (0.4 * 1).

For a good to have an upward-sloping demand curve so that it is a Giffen good, ε 
must be positive. The substitution elasticity, ε*, is always negative: Consumers buy 
less of a good when its price increases, holding utility constant. Thus, a Giffen good 
has an income effect, -θξ, that is positive and large relative to the substitution effect. 
The income effect is more likely to be a large positive number if the good is very 
inferior (that is, ξ is a large negative number, which is not common) and the budget 
share, θ, is large (closer to one than to zero). One reason we don’t see upward-sloping 
demand curves is that the goods on which consumers spend a large share of their 
budget, such as housing, are usually normal goods rather than inferior goods.

 4.4 Cost-of-Living Adjustment
In spite of the cost of living, it’s still popular. —Kathleen Norris

By knowing both the substitution and income effects, we can answer questions that 
we could not answer if we knew only the total effect of a price change. One particu-
larly important use of consumer theory is to analyze how accurately the government 
measures inflation.

Many long-term contracts and government programs include cost-of-living 
adjustments (COLAs), which raise prices or incomes in proportion to an index of 
inflation. Not only business contracts, but also rental contracts, alimony payments, 
salaries, pensions, and Social Security payments use cost-of-living adjustments. We 
next use consumer theory to show that the cost-of-living measure that most of these 
contracts use overestimates how the true cost of living changes over time. Because of 
this overestimation, you overpay your landlord if the rent on your apartment rises with 
this measure.

Inflation Indexes
The prices of most goods rise over time. We call the increase in the overall price level 
inflation.

The actual price of a good is the nominal price. The price adjusted for inflation 
is the real price. Because the overall level of prices rises over time, nominal prices 

13Differentiating q1 = 0.4Y/p1 with respect to p1, we learn that dq1/dp1 = -0.4Y/(p1)
2 = -q1/p1. 

Thus, the price elasticity of demand is ε = (dq1/dp1)(p1/q1) = -1.
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usually increase more rapidly than real prices. For example, the nominal price of a 
McDonald’s hamburger rose from 15¢ in 1940 (when the McDonald brothers opened 
their first restaurant) to $2.50 in 2018, a 1,667% increase. However, the real price 
of the burger fell because the prices of other goods rose more rapidly than that of 
the burger.

How do we adjust for inflation to calculate the real price? Governments measure 
the cost of a standard bundle of consumer goods (the market basket) to compare 
prices over time. This measure is the Consumer Price Index (CPI). Each month, the 
government reports how much it costs to buy the bundle of goods that an average 
consumer purchased in a base year (with the base year changing every few years).

By comparing the cost of buying this bundle over time, we can determine how 
much the overall price level has increased. In the United States, the CPI was 14.0 in 
1940 and 252.1 in August 2018.14 The cost of buying the bundle of goods increased 
1,801% (≈  252.1/14.0) over this period.

We can use the CPI to calculate the real price of a McDonald’s hamburger over 
time. In terms of 2018 dollars, the real price of the hamburger in 1940 was

CPI for 2018
CPI for 1940

* price of a burger =
252.1
14.0

* 15¢ ≈ $2.70.

If you could have purchased the hamburger in 1940 with 2018 dollars—which are 
worth less than 1940 dollars—the hamburger would have cost $2.70. The real price 
in 2018 dollars (the nominal price) of the hamburger in 2018 was only $2.50. Thus, 
the real price fell by over 7%. If we compared the real prices in both years, using 
1940 dollars, we would reach the same conclusion that the real price of hamburgers 
fell by about 7%.

The government collects data on the quantities and prices of 364 individual goods 
and services, such as housing, dental services, watch and jewelry repairs, college 
tuition fees, taxi fares, women’s hairpieces and wigs, hearing aids, slipcovers and 
decorative pillows, bananas, pork sausage, and funeral expenses. These prices rise at 
different rates. If the government merely reported all these price increases separately, 
most of us would find this information overwhelming. It is much more convenient 
to use a single summary statistic, the CPI, which tells us how prices rose on average.

We can use an example with only two goods, clothing and food, to show how the 
CPI is calculated. In the first year, consumers buy C1 units of clothing and F1 units of 
food at prices pC

1 and pF
1. We use this bundle of goods, C1 and F1, as our base bundle for 

comparison. In the second year, consumers buy C2 and F2 units at prices pC
2 and pF

2.
The government knows from its survey of prices that the price of clothing in  

the second year is pC
2 /pC

1 times as large as the price the previous year. Similarly, the price 
of food is pF

2/pF
1 times as large as the price the previous year. For example, if the price  

of clothing were $1 in the first year and $2 in the second year, the price of clothing in 
the second year would be 21 = 2 times, or 100%, larger than in the first year.

One way we can average the price increases of each good is to weight them equally. 
But do we really want to do that? Do we want to give as much weight to the price 
increase for skateboards as to the price increase for cars? An alternative approach is 
to assign a larger weight to the price change for goods with relatively large budget 
shares. In constructing its averages, the CPI weights using budget shares.15

14The number 252.1 is not an actual dollar amount. Rather, it is the actual dollar cost of buying the 
bundle divided by a constant. That constant was chosen so that the average expenditure in the period 
1982–1984 was 100.
15This discussion of the CPI is simplified in many ways. Sophisticated adjustments are made to the 
CPI that are ignored here, including repeated updating of the base year (chaining). See Pollak (1989) 
and Diewert and Nakamura (1993).
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The CPI for the first year is the amount of income it took to buy the market basket 
that was actually purchased that year:

 Y1 = pC
1C1 + pF

1F1. (4.12)

The cost of buying the first year’s bundle in the second year is

 Y2 = pC
2C1 + pF

2F1. (4.13)

That is, in the second year, we use the prices for the second year but the quantities 
from the first year.

To calculate the rate of inflation, we determine how much more income it took 
to buy the first year’s bundle in the second year, which is the ratio of Equation 4.13 
to Equation 4.12:

Y2

Y1
=

pC
2C1 + pF

2F1

pC
1C1 + pF

1F1

.

For example, from August 2017 to August 2018, the U.S. CPI rose by 1.027 ≈ Y2/Y1 
from Y1 = 245.5 to Y2 = 252.1. Thus, it cost on average 2.7% more in August 
2018 than in August 2017 to buy the same bundle of goods.

The ratio Y2/Y1 reflects how much prices rise on average. By multiplying and divid-
ing the first term in the numerator by pC

1 and multiplying and dividing the second 
term by pF

1 , we find that this index is equivalent to

Y2

Y1
=

¢pC
2

pC
1 ≤pC

1C1 + ¢pF
2

pF
1 ≤pF

1F1

Y1
= ¢pC

2

pC
1 ≤θC + ¢pF

2

pF
1 ≤θF ,

where θC = pC
1 C1/Y1 and θF = pF

1 F1/Y1 are the budget shares of clothing and food 
in the first, or base, year. The CPI is a weighted average of the price increase 
for each good, pC

2 /pC
1 and pF

2/pF
1, where the weights are each good’s budget share in  

the base year, θC and θF.

Effects of Inflation Adjustments
A CPI adjustment of prices in a long-term contract overcompensates for inflation. 
We use an example involving an employment contract to illustrate the difference 
between using the CPI to adjust a long-term contract and using a true cost-of-living 
adjustment, which holds utility constant.

CPI Adjustment. Klaas signed a long-term contract when he was hired. According 
to the COLA clause in his contract, his employer increases his salary each year by 
the same percentage that the CPI increases. If the CPI this year is 5% higher than last 
year, Klaas’s salary rises automatically by 5%.

Klaas spends all his money on clothing and food. His budget constraint in the first 
year is Y1 = pC

1 C + pF
1 F, which we rewrite as

C =
Y1

pC
1 -

pF
1

pC
1 F.

The intercept of the budget constraint, L1, on the vertical (clothing) axis in 
Figure 4.7 is Y1/pC

1 , and the slope of the constraint is -pF
1/pC

1. The tangency of his 
indifference curve I1 and the budget constraint L1 determine his optimal con-
sumption bundle in the first year, e1, where he purchases C1 and F1.
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In the second year, his salary rises with the CPI to Y2, so his budget constraint in 
that year, L2, is

C =
Y2

pC
2 -

pF
2

pC
2 F.

The new constraint, L2, has a flatter slope, -pF
2/pC

2 , than L1 because the price of 
clothing rose more than the price of food. The new constraint goes through the 
original optimal bundle, e1, because by increasing his salary according to the CPI, 
the firm ensures that Klaas can buy the same bundle of goods in the second year that 
he bought in the first year.

He can buy the same bundle, but does he? The answer is no. His optimal bundle 
in the second year is e2, where indifference curve I2 is tangent to his new budget 
constraint, L2. The movement from e1 to e2 is the total effect from the changes in the 
real prices of clothing and food. This adjustment to his income does not keep him on 
his original indifference curve, I1.

Figure 4.7 CPI Adjustment

In the first year, when Klaas has an income of Y1, his 
optimal bundle is e1, where indifference curve I1 is tangent 
to his budget constraint, L1. In the second year, the price 
of clothing rises more than the price of food. Because his 
salary increases in proportion to the CPI, his second-year 
budget constraint, L2, goes through e1, so he can buy the 

same bundle as in the first year. His new optimal bundle, 
however, is e2, where I2 is tangent to L2. The CPI adjustment 
overcompensates Klaas for the increase in prices: He is 
better off in the second year because his utility is greater on 
I2 than on I1. With a smaller true cost-of-living adjustment, 
Klaas’s budget constraint, L*, is tangent to I1 at e*.
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Table 4.2 Cost-of-Living Adjustments

pC pF Income, Y Clothing Food Utility, U

First year $1 $4 $400 200 50 2,000

Second year $2 $5

No adjustment $400 100 40 1,265

CPI adjustment $650 162.5 65 2,055

True COLA $632.50 158.1 63.2 2,000

Indeed, Klaas is better off in the second year than in the first. The CPI adjustment 
overcompensates him for the change in inflation in the sense that his utility increases.

Klaas is better off because the prices of clothing and food did not increase by the 
same amount. Suppose that the price of clothing and food had both increased by 
exactly the same amount. After a CPI adjustment, Klaas’s budget constraint in the 
second year, L2, would be exactly the same as in the first year, L1, so he would choose 
exactly the same bundle, e1, in the second year as he chose in the first year.

Because the price of food rose by less than the price of clothing, L2 is not the same 
as L1. Food became cheaper relative to clothing. Therefore, by consuming more food 
and less clothing, Klaas has a higher utility in the second year.

Had clothing become relatively less expensive, Klaas would have raised his utility in 
the second year by consuming relatively more clothing. Thus, it doesn’t matter which 
good becomes relatively less expensive over time for Klaas to benefit from the CPI 
compensation; it’s necessary only for one of the goods to become a relative bargain.

True Cost-of-Living Adjustment. We now know that a CPI adjustment overcom-
pensates for inflation. What we want is a true cost-of-living index: an inflation index 
that holds utility constant over time.

How big an increase in Klaas’s salary would leave him exactly as well off in the 
second year as he was in the first? We can answer this question by applying the same 
technique we used to identify the substitution and income effects. Suppose that 
his utility function is U = 201CF, where C is his units of clothing and F is his units 
of food. We draw an imaginary budget line, L*, in Figure 4.7, that is tangent to I1 so 
that Klaas’s utility remains constant but has the same slope as L2. The income, Y*, 
corresponding to that imaginary budget constraint is the amount that leaves Klaas’s 
utility constant. Had Klaas received Y* instead of Y2 in the second year, he would 
have chosen Bundle e* instead of e2. Because e* is on the same indifference curve, I1, as 
e1, Klaas’s utility would be the same in both years.

The numerical example in Table 4.2 illustrates how the CPI overcompensates 
Klaas. Suppose that pC

1 is $1, pC
2 is $2, pF

1 is $4, and pF
2 is $5. In the first year, Klaas 

spends his income, Y1 = $400, on C1 = 200 units of clothing and F1 = 50 units of 
food, and he has a utility of 2,000, which is the level of utility on I1. If his income did not 
increase in the second year, he would substitute toward the relatively inexpensive 
food, cutting his consumption of clothing in half but reducing his consumption of 
food by only a fifth. His utility would fall to 1,265.

If his second-year income increases in proportion to the CPI, he can buy the 
same bundle, e1, in the second year as in the first. His second-year income is 
Y2 = $650 (=  pC

2 C1 + pF
2 F1 = $2 * 200 + $5 * 50). However, instead of buy-

ing the same bundle, he can substitute toward the relatively inexpensive food,  
buying less clothing than in the first year. This bundle is depicted by e2. His utility then  
rises from 2,000 to approximately 2,055 (the level of utility on I2). Clearly, 
Klaas is better off if his income increases to Y2. In other words, the CPI adjustment 
overcompensates him.
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How much would his income have to rise to leave him only as well off as he was in 
the first year? If his second-year income is Y* ≈ $632.50, by substituting toward food 
and the Bundle e*, he can achieve the same level of utility, 2,000, as in the first year.

We can use the income that just compensates Klaas for the price changes, 
Y*, to construct a true cost-of-living index. In our numerical example, the true 
cost-of-living index rose 58.1% [≈  (632.50 - 400)/400], while the CPI rose 
62.5% [=  (650 - 400)/400].

Size of the CPI Substitution Bias. We have just demonstrated that the CPI has an 
upward bias in the sense that an individual’s utility rises if we increase the person’s 
income by the same percentage by which the CPI rises. If we make the CPI adjust-
ment, we are implicitly assuming—incorrectly—that consumers do not substitute 
toward relatively inexpensive goods when prices change, but they keep buying the 
same bundle of goods over time. We call this overcompensation a substitution bias.16

The CPI calculates the increase in prices as Y2/Y1. We can rewrite this expression as

Y2

Y1
=

Y*
Y1

 
Y2

Y*
.

The first term to the right of the equal sign, Y*/Y1, is the increase in the true cost of liv-
ing. The second term, Y2/Y*, reflects the substitution bias in the CPI. It is greater than 
one because Y2 7 Y*. In the example in Table 4.2, Y2/Y* = 650/632.50 ≈ 1.028, so 
the CPI overestimates the increase in the cost of living by about 2.8%.

If all prices increase at the same rate so that relative prices remain constant, no 
substitution bias occurs. The faster some prices rise relative to others, the more 
pronounced the upward bias caused by the substitution that occurs toward less 
expensive goods.

16The CPI has other biases as well. For example, Bils (2009) argues that CPI measures for consumer 
durables largely capture shifts to newer product models that display higher prices, rather than a price 
increase for a given set of goods. He estimates that as much as two-thirds of the price increase for 
new models is due to quality growth. Consequently, the CPI inflation for durables may have been 
overstated by almost two percentage points per year.

Several years ago, academic studies estimated that the inflation rate using the 
traditional CPI (which is called a Laspeyres index) was too high by about half a 
percentage point per year due to the substitution bias. In response to this finding, 
the U.S. Bureau of Labor Statistics (BLS) revised its methodology.

Since 2002, the BLS has updated the CPI weights (the market basket shares of 
consumption) every two years instead of only every decade. More frequent updat-
ing reduces the substitution bias in a Laspeyres index because market basket shares 
are frozen for a shorter period. According to the BLS, had it used updated weights 
between 1989 and 1997, the CPI would have increased by only 31.9% rather than 
the reported 33.9%. The BLS believes that this change reduces the rate of increase 
in the CPI by approximately 0.2 percentage points per year.

The BLS considered using an alternative index, a Paasche index. The Paasche 
index weights prices using the current quantities of goods purchased, whereas 
the Laspeyres index uses quantities from the earlier period. As a result, the 
 Paasche index is likely to overstate the degree of substitution and thus to under-
state the change in the cost-of-living index. Hence, replacing the traditional 
Laspeyres index with the Paasche would merely replace an overestimate with an 
underestimate of the rate of inflation.

APPLICATION

Reducing the CPI  
Substitution Bias
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 4.5 Revealed Preference
We have seen that we can predict a consumer’s purchasing behavior if we know that 
person’s preferences. We can also do the opposite: We can infer a consumer’s pref-
erences by observing the consumer’s buying behavior. If we observe a consumer’s 
choice at many different prices and income levels, we can derive the consumer’s 
indifference curves using the theory of revealed preference (Samuelson, 1947). We 
can also use this theory to demonstrate the substitution effect. Economists can use 
this approach to estimate demand curves merely by observing the choices consum-
ers make over time.

Recovering Preferences
The basic assumption of the theory of revealed preference is that a consumer 
chooses bundles to maximize utility subject to a budget constraint: The consumer 
chooses the best bundle that the consumer can afford. We also assume that the 
consumer’s indifference curve is convex to the origin so that the consumer picks a 
unique bundle on any budget constraint.

If such a consumer chooses a more expensive bundle of goods, a, over a less 
expensive bundle, b, then we say that the consumer prefers Bundle a to b. In panel a 
of Figure 4.8, when Linda’s budget constraint is L1, she chooses Bundle a, showing that 
she prefers a to b, which costs less than a because it lies strictly within her opportu-
nity set.

If the consumer prefers Bundle a to b and Bundle b to c, then the consumer must 
prefer Bundle a to c because the consumer’s preferences are transitive. In panel a, 
Linda chooses Bundle a over b when the budget line is L1, and she picks Bundle b 
over c when the constraint is L2; so, by transitivity, Linda prefers a to c. We say that 

Another alternative is to take an average of the Laspeyres and Paasche indexes 
because the true cost-of-living index lies between these two biased indexes.  Starting 
in 1999, the BLS used the Fisher index, which is the geometric mean of the 
Laspeyres and Paasche indexes (the square root of their product). Starting in 2015, 
the BLS announced it was using a constant elasticity of substitution index, which 
it calls the Chained Consumer Price Index (C-CPI).17 The BLS reports both the 
traditional CPI and the C-CPI.

A biased estimate of the rate of inflation has important implications for U.S. 
society because union agreements, Social Security, various retirement plans, wel-
fare, and many other programs include CPI-based cost-of-living adjustments. 
According to one estimate, the previous bias in the CPI alone was the fourth- 
largest “federal program” after Social Security, health care, and defense. For exam-
ple, the U.S. Postal Service (USPS) has a CPI-based COLA in its union contracts. 
In 2017, the median USPS worker earned about $57,260 a year, so the estimated 
substitution bias of the old CPI of half a percent a year would have cost the USPS 
slightly more than $286 per employee. Because the USPS had over 500,000 career 
employees, the total cost of this bias would have been about $143 million.

17The assumption behind the Fisher index is that the elasticity of substitution among goods is unitary, 
so the share of consumer expenditures on each item remains constant as relative prices change (in 
contrast to the Laspeyres’ assumption that the quantities remain fixed).
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Bundle a is revealed to be preferred to Bundle c if Linda chooses a over c directly, or 
if we learn indirectly that Linda prefers a to b and b to c.

We know that Linda prefers a to any other bundle in the shaded area, labeled 
“Worse Bundles,” by a sequence of direct or indirect comparisons. Due to the more-
is-better property (Chapter 3), Linda prefers bundles in the area above and to the 
right of a. Thus, the indifference curve through a must lie within the white area 
between the worse and better bundles.

If we learn that Linda chooses d when faced with budget line L3 and e given line 
L4 as panel b shows, we can expand her better bundle area. We know that her indif-
ference curve through a must lie within the white area between the better and worse 
bundle areas. Thus, if we observe a large number of choices, we can determine the 
shape of her indifference curves, which summarizes her preferences.

Substitution Effect
One of the clearest and most important results from consumer theory is that the 
substitution effect is negative: The Law of Demand holds for compensated demand 
curves. This result stems from utility maximization, given that indifference curves are 
convex to the origin. The theory of revealed preference provides an alternative jus-
tification without appealing to unobservable indifference curves or utility functions.

Suppose that Steven is indifferent between Bundle a, which consists of Ma music tracks 
and Ca candy bars, and Bundle b, with Mb tracks and Cb candy bars. That is, the 
bundles are on the same indifference curve.

The price of candy bars, C, remains fixed at pC , but the price of songs changes. We 
observe that when the price for M is pM

a , Steven chooses Bundle a—that is, a is revealed 
to be preferred to b. Similarly, when the price is pM

b , he chooses b over a.

Figure 4.8 Revealed Preference

(a) Linda chooses Bundle a on budget constraint L1, so she 
prefers it to b, which costs less. On L2, she chooses b, so she 
prefers it to c, which costs less. Thus, due to transitivity, 
Linda prefers a to c or any other of the worse bundles. 
She prefers the bundles in the shaded area above and to 

the right of a according to the more-is-better property.  
(b) With more budget lines and choices, we learn more 
about the better bundles. Linda’s indifference curve 
through a must lie in the white area between the worse 
and better bundles.
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Because Steven is indifferent between the two bundles, the cost of the chosen 
bundle must be less than or equal to that of the other bundle. Thus, if he chooses a 
when the price is pM

a , then pM
a Ma + pCCa … pM

a Mb + pCCb, or

 pM
a (Ma - Mb) + pC(Ca - Cb) … 0. (4.14)

And, if he chooses b when the price is pM
b , then pM

b Mb + pCCb … pM
b Ma + pCCa, or

 pM
b (Mb - Ma) + pC(Cb - Ca) … 0. (4.15)

Adding Equations 4.14 and 4.15, we learn that

 (pM
a - pM

b )(Ma - Mb) … 0. (4.16)

Equation 4.16 shows that the product of the difference in prices times the difference 
in quantities of music purchased is nonpositive. That result can be true only if the 
price and the quantity move in opposite directions: When the price rises, the quantity 
falls. Thus, we are able to derive the substitution effect result without using utility 
functions or making any assumptions about the curvature of indifference curves.

Paying Employees to 
Relocate

CHALLENGE 
SOLUTION

We conclude our analysis of consumer theory by returning to the Challenge posed 
in the introduction of this chapter: Do firms’ standard compensation packages 
overcompensate workers, paying them more than is necessary to induce them 
to relocate? As we noted in the Challenge, most firms claim that they pay their 
employees enough in their new city to buy the same bundle of goods as in their 
original city. We want to investigate whether such firms are paying employees 
more than necessary to relocate. We illustrate our reasoning using an employee 
who cares about only two goods.

Alexx’s firm wants to transfer him from its Seattle office to its London office, 
where he will face different prices and a higher cost of living. Alexx, who doesn’t 
care whether he lives in Seattle or London, spends his money on housing and food. 
Like most firms, his employer will pay him an after-tax salary in British pounds 
such that he can buy the same bundle of goods in London that he is currently 
 buying in Seattle. Will Alexx benefit by moving to London? Could his employer 
have induced him to relocate for less money?

Alexx’s optimal bundle, s, in Seattle is determined 
by the tangency of his indifference curve, I1, and his 
Seattle budget line, LS, in the figure. In 2018, on aver-
age, it cost 17% more to live in London than in Seat-
tle. If the prices of all goods are exactly 17% higher in 
London than in Seattle, the relative costs of housing 
and food are the same in both cities. In that case, if 
Alexx’s firm raises his income by 17%, his budget line 
does not change and he buys the same bundle, s, and 
his level of utility is unchanged.

However, relative prices are not the same in both 
cities. Controlling for quality, housing is relatively 
more expensive and food is relatively less expensive in 
London than in Seattle. Thus, if Alexx’s firm adjusts 
his income so that he can buy the same bundle, s, 
in London as he did in Seattle, his new budget line 
in London, LL, must go through s but have a dif-
ferent slope. Because food is relatively less expensive 
than housing in London compared to Seattle, if Alexx 
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spends all his money on food, he can buy more in London than in Seattle. Simi-
larly, if he spends all his money on housing, he can buy less in London than in 
Seattle. As a result, LL hits the vertical axis at a higher point than the LS line and 
cuts the LS line at Bundle s.

Alexx’s new optimal bundle, l, is determined by the tangency of I2 and LL. 
Thus, because relative prices are different in London and Seattle, Alexx is  better 
off with the transfer after receiving the firm’s 17% higher salary. He was on I1 
and is now on I2. Alexx could buy his original bundle, s, but chooses to sub-
stitute toward food, which is relatively inexpensive in London, thereby raising 
his utility.

Consequently, his firm could have induced him to move for less compensation. 
If the firm lowers his income, the London budget line he faces will be closer to the 
origin but will have the same slope as LL. The firm can lower his income until his 
lower-income London budget line, L*, is tangent to his Seattle indifference curve, 
I1, at Bundle l*. Alexx still substitutes toward the relatively less expensive food 
in London, but he is only as well off as he was in Seattle (he remains on the same 
indifference curve as when he lived in Seattle). Thus, his firm can induce Alexx to 
transfer to London for less than what the firm would have to pay so that Alexx 
could buy his original Seattle consumption bundle in London.

SUMMARY
1. Deriving Demand Curves. We can derive an indi-

vidual demand curve using information about the 
consumer’s tastes, which are summarized in an indif-
ference or preference map. Varying the price of one 
good, holding other prices and income constant, we 
find how the quantity demanded of a good varies with 
its price, which is the information we need to draw the 
demand curve. Consumers’ tastes, which are captured 
by the indifference curves, determine the shape of the 
demand curve.

2. Effects of an Increase in Income. A consumer’s 
demand curve shifts as the consumer’s income rises. 
By varying income while holding prices constant, we 
determine how quantity demanded shifts with income, 
which is the information we need to show how the 
consumer’s demand curve shifts. An Engel curve sum-
marizes the relationship between income and quantity 
demanded, holding prices constant.

3. Effects of a Price Increase. An increase in the price of 
a good causes both a substitution effect and an income 
effect. The substitution effect is the amount by which a 
consumer’s demand for a good falls because of a price 
increase if we compensate the consumer with enough 
extra income so that the consumer’s utility does not 

change. The direction of the substitution effect is unam-
biguous: A compensated rise in a good’s price always 
causes consumers to buy less of the good. Without 
compensation, a price increase reduces the consumer’s 
opportunity set: The consumer can now buy less than 
before with the same income, which harms the con-
sumer. Suppose instead that the prices are held con-
stant, but the consumer’s income is reduced by an 
amount that harms the consumer by as much as the 
price increase. The income effect is the change in the 
quantity demanded due to such an income adjustment. 
The income effect is negative if a good is normal (the 
income elasticity is positive) and positive if the good is 
inferior (the income elasticity is negative).

4. Cost-of-Living Adjustment. Traditionally, the gov-
ernment’s major index of inflation, the Consumer 
Price Index (CPI), overestimated inflation by ignoring 
the substitution effect.

5. Revealed Preference. If we observe a consumer’s 
choice at various prices and income levels, we can 
infer the consumer’s preferences: the shape of the 
consumer’s indifference curves. We can also use the 
theory of revealed preference to show that a consumer 
substitutes away from a good as its price rises.
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EXERCISES
All exercises are available on MyLab Economics; * = answer appears at the back of this book; M =  mathematical problem.

is U = q1
0.6q2

0.4. Draw a figure similar to Figure 4.2 
using this utility function. Explain the shape of the 
price-consumption curve. M

 2. Effects of an Increase in Income

 2.1 Have your folks given you cash or promised to leave 
you money after they’re gone? If so, they may think 
of such gifts as a good. They decide whether to spend 
their money on fun, food, drink, or cars, or give 
money to you. Hmmm. Altonji and Villanueva (2007) 
estimated that, for every extra dollar of expected 
lifetime resources, parents give their adult offspring 
between 2¢ and 3¢ in bequests and about 3¢ in trans-
fers. Those gifts are about one-fifth of what they give 
their children under 18 and spend on their college 
education. Illustrate how an increase in your parents’ 
income affects their allocations between bequests to 
you and all other goods (“fun”) in two related graphs, 
where one shows an income-consumption curve and 
the other shows an Engel curve for bequests. (Hint: 
See the Application “Fast-Food Engel Curve.”)

 *2.2 Guerdon always puts half a sliced banana, q1, on 
his bowl of cereal, q2—the two goods are perfect 
complements. What is his utility function? Derive 
his demand curve for bananas graphically and math-
ematically. (Hint: See Solved Problem 4.1.) M

 2.3 According to the U.S. Consumer Expenditure Sur-
vey for 2016, Americans with the lowest 10% of 
incomes spend 41% of their income on housing. 
What are the limits on their income elasticities of 
housing if housing and all other goods are normal? 
They spend 2% on cellular phone service. What are 
the limits on their income elasticities for cellular 
phone service if cell phones are normal? (Hint: See 
Solved Problem 4.3.) M

 *2.4 Given the estimated Cobb-Douglas utility func-
tion in Exercise 1.7, U = q1

0.6q2
0.4, for CDs, q1, and 

DVDs, q2, derive a typical consumer’s Engel curve 
for movie DVDs. Illustrate in a figure. M

 2.5 Derive the income elasticity of demand for individu-
als with (a) Cobb-Douglas, (b) perfect substitutes, 
and (c) perfect complements utility functions. M

 2.6 Ryan has a constant elasticity of substitution utility 
function U = q1

ρ + q2
ρ.

a. What is his income elasticity for q1? (Hint: See 
Solved Problem 4.2.)

b. Derive his Engel curve for q1. M

18Budget share, price, and quantity data were obtained from www.leesmovieinfo.net, the New York Times, and http://ce.org.

 1. Deriving Demand Curves

 1.1 Manufactured diamonds have become as big and 
virtually indistinguishable from the best natural dia-
monds (Hemali Chhapia Shah, “Pick Your Diamond, 
Get It Lab-Baked,” Times of India, April 28, 2014). 
Suppose consumers change from believing that manu-
factured diamonds, q1, were imperfect substitutes for 
natural diamonds, q2, to perfect substitutes, so that 
their utility function becomes U(q1, q2) = q1 + q2. 
What effect would that have on the demand for manu-
factured diamonds? Derive the new demand curve for 
manufactured diamonds and draw it. M

 1.2 How would your answer to Exercise 1.1 change if 
U = ln(q1 + q2), so that consumers have diminish-
ing marginal utility of diamonds? M

 1.3 Derive Ryan’s demand curve for q1, given his utility 
function is U = q1

ρ + q2
ρ. M

 1.4 David consumes two things: gasoline (G) and bread (B). 
David’s utility function is U(q1, q2) = 10 q1

0.25q2
0.75.

a. Derive David’s demand curve for gasoline.

b. If the price of gasoline rises, how much does David 
reduce his consumption of gasoline, 0q1/0p1?

c. For David, how does 0q1/0p1 depend on his 
income? That is, how does David’s change in 
gasoline consumption due to an increase in the 
price of gasoline depend on his income level? 
To answer these questions, find the cross-partial 
derivative, 02q1/(0p10Y). M

 1.5 If Philip’s utility function is U = 2q1
0.5 + q2, what 

are his demand functions for the two goods? M

 1.6 Draw a figure to illustrate the Application “Ciga-
rettes Versus E-Cigarettes.” That is, show why, 
as the price of e-cigarettes rises, people consume 
fewer e-cigarettes but more combustible cigarettes.  
(Hint: Draw a figure like panel a of Figure 4.2 with 
e-cigarettes on the horizontal axis and combustible 
cigarettes on the vertical axis. Determine the slope 
of the price-consumption curve.)

 *1.7 In 2005, a typical U.S. owner of a home theater (a 
television and a DVD player) bought 12 music CDs 
(q1) per year and 6 Top-20 movie DVDs (q2) per year. 
The average price of a CD was about p1 = $15, the 
average price of a DVD was roughly p2 = $20, and 
the typical consumer spent $300 on these entertain-
ment goods.18 Based on these data, we estimate a 
typical consumer’s Cobb-Douglas utility function 

Exercises

www.leesmovieinfo.net
http://ce.org
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first good rises to p1 = 2. Discuss the substitution, 
income, and total effect on the demand for q1. M

 3.9 Remy views ice cream and fudge sauce as perfect 
complements. Is it possible that either of these goods 
or both of them are Giffen goods? (Hint: See Solved 
Problem 4.6.)

 *3.10 Sylvia’s utility function is U(q1, q2) = min(q1, jq2). 
Derive her compensated (Hicksian) demand and 
expenditure functions. M

 3.11 Bill’s utility function is U = 0.5 ln q1 + 0.5 ln q2. 
What is his compensated demand function for q1? 
(Hint: See Solved Problem 4.7.) M

 3.12 Sylvan’s utility function is U(q1, q2) = q1 + 2q2. 
Derive his compensated (Hicksian) demand and 
expenditure functions. M

 4. Cost-of-Living Adjustment

 *4.1 Alix consumes only coffee and coffee cake and only 
consumes them together (they are perfect comple-
ments). If we calculate a CPI using only these two 
goods, by how much will this CPI differ from the 
true cost-of-living index?

 4.2 Jean views coffee and cream as perfect complements. 
In the first year, Jean picks an optimal bundle of 
coffee and cream, e1. In the second year, inflation 
occurs, the prices of coffee and cream change by 
different amounts, and Jean receives a cost-of-living 
adjustment (COLA) based on the consumer price 
index (CPI) for these two goods. After the price 
changes and she receives the COLA, her new  optimal 
bundle is e2. Show the two equilibria in a figure. Is 
she better off, worse off, or equally well off at e2 
compared to e1? Explain.

 4.3 Ann’s only income is her annual college scholarship, 
which she spends exclusively on gallons of ice cream 
and books. Last year, when ice cream cost $10 and 
used books cost $20, Ann spent her $250 scholar-
ship on 5 gallons of ice cream and 10 books. This 
year, the price of ice cream rose to $15 and the price 
of books increased to $25. So that Ann can afford 
the same bundle of ice cream and books that she 
bought last year, her college raised her scholarship to 
$325. Ann has the usual-shaped indifference curves. 
Will Ann change the amount of ice cream and books 
that she buys this year? If so, explain how and why. 
Will Ann be better off, as well off, or worse off this 
year than last year? Why?

 4.4 The Economist magazine publishes the Big Mac 
Index, which is based on the price of a Big Mac at 
McDonald’s in various countries over time. Under 
what circumstances would people find this index to 
be as useful as or more useful than the consumer 

 2.7 Sally’s utility function is U(q1, q2) = 4q1
0.5 + q2. 

Derive her Engel curves. M

 3. Effects of a Price Increase

 3.1 Under what conditions does the income effect rein-
force the substitution effect? Under what conditions 
does it have an offsetting effect? If the income effect 
more than offsets the substitution effect for a good, 
what do we call that good? In a figure, illustrate  
that the income effect can more than offset the 
 substitution effect (a Giffen good).

 *3.2 Don spends his money on food and operas. Food 
is an inferior good for Don. Does he view an opera 
performance as an inferior or a normal good? Why? 
In a diagram, show a possible income-consumption 
curve for Don.

 3.3 Pat eats eggs and toast for breakfast and insists on 
having three pieces of toast for every two eggs he 
eats. Derive his utility function. If the price of eggs 
increases but we compensate Pat to make him just 
as “happy” as he was before the price change, what 
happens to his consumption of eggs? Draw a graph 
and explain your diagram. Does the change in his 
consumption reflect a substitution or an income 
effect? (Hint: See Solved Problem 4.4.)

 3.4 Use a figure to illustrate the effect of a change in 
the price of alcohol in the Application “Substituting 
Marijuana for Alcohol.” Label the figure using the 
numbers for a typical female from the application. 
Is the percentage change in marijuana consumption 
due to a pure substitution effect or does it reflect 
both substitution and income effects?

 3.5 The New York state cigarette tax applies equally 
to low-quality (generic) and high-quality cigarettes. 
However, the state cannot collect the tax on sales 
on Indian reservations. DeCicca, Kenkel, and Liu 
(2014) found that people purchase a larger share of 
low-quality cigarettes on Indian reservations com-
pared to purchases elsewhere in New York. Why? 
(Hint: See Solved Problem 4.5.)

 *3.6 Draw a figure to illustrate the answer given in Solved 
Problem 4.5. Use math and a figure to show whether 
applying an ad valorem tax rather than a specific tax 
changes the analysis. M

 3.7 Lucy views Bayer aspirin and Tylenol as perfect 
substitutes. Initially the aspirin is cheaper. How-
ever, a price increase makes aspirin more expensive 
than Tylenol. In a diagram, show the substitution, 
income, and total effect of this price change.

 *3.8 Siggi’s quasilinear utility function is U = 4q1
0.5 + q2. 

His budget for these goods is Y = 10. Originally, the 
prices are p1 = p2 = 1. However, the price of the 
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 5. Revealed Preference
 5.1 Remy spends her weekly income of $30 on choco-

late, q1, and shampoo, q2. Initially, when the prices 
are p1 = $2 = p2, she buys q1 = 10 and q2 = 5. 
After the prices change to p1 = $1 and p2 = $3, she 
purchases q1 = 6 and q2 = 8. Draw her budget lines 
and choices in a diagram. Use a revealed preference 
argument to discuss whether or not she is maximiz-
ing her utility before and after the price changes.

 5.2 Analyze the problem in Exercise 5.1, making use of 
Equation 4.16. M

 5.3 Felix chooses between clothing, q1, and food, q2. 
His initial income is $1,000 a month, p1 = 100, 
and p2 = 10. At his initial bundle, he consumes 
q1 = 2 and q2 = 80. Later, his income rises to 
$1,200 and the price of clothing rises to p1 = 150, 
but the price of food does not change. As a result, 
he reduces his consumption of clothing to one unit. 
Using a revealed preference reasoning (that is, know-
ing nothing about his indifference curves), can you 
determine how he ranks the two bundles?

 6. Challenge

 6.1 In the Challenge Solution, suppose that housing 
was relatively less expensive and food was relatively 
more expensive in London than in Seattle, so that 
the LL budget line cuts the LS budget line from below 
rather than from above, as in the Challenge Solu-
tion’s figure. Show that the conclusion that Alexx is 
better off after his move still holds. Explain the logic 
behind the following statement: “The analysis holds 
as long as the relative prices differ in the two cities. 
Whether one price or the other is relatively higher in 
London than in Seattle is irrelevant to the analysis.”

price index in measuring how their true cost of living 
changes over time?

 4.5 During his first year at school, Guojun buys eight new 
college textbooks at a cost of $50 each. Used books 
cost $30 each. When the bookstore announces a 20% 
price increase in new texts and a 10% increase in used 
texts for the next year, Guojun’s father offers him $80 
extra. Is Guojun better off, the same, or worse off 
after the price change? Why?

 4.6 Use a graph to illustrate that the Paasche cost-of-
living index (see the Application “Reducing the 
CPI Substitution Bias”) underestimates the rate of 
inflation when compared to the true cost-of-living 
index.

 *4.7 The Application “Reducing the CPI Substitution 
Bias” discusses the new inflation index, the C-CPI, 
which averages the Laspeyres and Paasche indexes. 
Give an example of circumstances such that the  
traditional CPI (Laspeyres) index would be superior 
to the new one.

 4.8 Cynthia buys gasoline and other goods. The govern-
ment considers imposing a lump-sum tax, ℒ dollars, 
dollars per person, or a specific tax on gasoline of t 
dollars per gallon. Given that either tax will raise the 
same amount of tax revenue from Cynthia, which 
tax does she prefer and why? Show your answer 
using a graph or calculus. M

 4.9 The price of a serving of McDonald’s French fries 
in 1950 was 10¢. Using the internet, or visiting a 
McDonald’s, determine the price of fries today. The 
federal government’s urban CPI index is available at 
www.bls.gov/cpi/data.htm. Based on these data, has 
the real price of fries increased?

Exercises

www.bls.gov/cpi/data.htm
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Childcare subsidies are common throughout the world. According to the Organization for 
Economic Cooperation and Development, in 2016, childcare spending as a percentage of 
gross domestic product averaged 0.7% across developed countries and was as high as 
1.6% in Sweden and 1.8% in Iceland. In contrast, the United States spends less than 0.5%.

The increased employment of mothers outside the home has led to a steep rise in childcare 
over the past half century. In the United States today, nearly 7 out of 10 mothers work outside 
the home—more than twice the rate in 1970. Eight out of 10 employed mothers with chil-

dren under age six are likely to have some form of nonparental childcare 
arrangement. Six out of 10 children under the age of six are in childcare, 
as are 45% of children under age one.

Childcare is a major burden for the poor, and the expense may pre-
vent poor mothers from working. Paying for childcare for children under 
the age of five absorbed 25% of the earnings for families with annual 
incomes under $14,400, but only 6% for families with incomes of $54,000 
or more. Guner, Kaygusuz, and Ventura (2017) estimated that a universal 
childcare subsidy that covered 75% of the cost would increase the labor 
force participation of married females by 8.8% (and 21.5% for those with 
less than a high school education). As one would expect, the subsidies 
have larger impacts on welfare recipients than on wealthier mothers.

In large part to help poor families obtain childcare so that the parents 
can work, the U.S. Child Care and Development Fund provided $5.2 bil-
lion to states in 2018. Childcare programs vary substantially across states 
in their generosity and in the form of the subsidy.1 Most states provide an 
ad valorem or a specific subsidy (see Chapter 2) to lower the hourly rate 
that a poor family pays for childcare.

Rather than subsidizing the price of childcare, the Canadian gov-
ernment provides an unrestricted lump-sum payment that parents can 
spend on childcare or on all other goods, such as food and housing.

For a given government expenditure, does a per-hour subsidy or a 
lump-sum subsidy provide greater benefit to recipients? Which option 
increases the demand for childcare services by more? Which one inflicts 
less cost on other consumers of childcare?

1For example, in 2016, the monthly base reimbursement rate for toddlers was a little over $400 in 
Alabama, Kansas, and Louisiana, but about $1,000 in Connecticut and Washington, D.C., and about 
$1,200 in New York and Oregon.

Per-Hour Versus 
Lump-Sum Childcare 
Subsidies

Consumer Welfare 
and Policy Analysis
The welfare of the people is the ultimate law. —Cicero

CHALLENGE

5



1435.1 Uncompensated Consumer Welfare

 5.1 Uncompensated Consumer Welfare
Economists and policymakers want to know by how much a shock that affects the 
equilibrium price and quantity of goods and services helps or hurts consumers. Exam-
ples of such shocks include price changes when new inventions reduce costs or when 
a government imposes a tax or subsidy, and quantity changes when a government 
sets a quota. To determine how these changes affect consumers, we need a measure 
of consumers’ welfare.

If we knew a consumer’s utility function, we could directly answer the question of 
how government actions, natural disasters, and other events affect consumers’ wel-
fare. If the price of beef increases, the budget line of someone who eats beef rotates 
inward, so the consumer is on a lower indifference curve at a new equilibrium. If 
we knew the levels of utility associated with the original indifference curve and the 
new indifference curve, we could measure the impact of the price change on the 
consumer’s utility level.

However, this approach is not practical for a couple of reasons. First, we rarely 
know individuals’ utility functions. Second, even if we had utility measures for vari-
ous consumers, we would have no obvious way to compare the measures. One person 
might say that he gets 1,000 utils (units of utility) of pleasure from the same bundle 
that another consumer says gives her 872 utils. The first person is not necessarily 
happier—he may just be using a different scale.

Because it is more practical to compare dollars rather than utils across people, we 
measure consumer well-being using dollars. Instead of asking the question “How 
many utils would you lose if your daily commute increased by 15 minutes?” we 
could ask, “How much would you pay to avoid having your daily commute grow a 
quarter of an hour longer?” or “How much would it cost you if your daily commute 
were 15 minutes longer?”

Consumer well-being from a good is the benefit a consumer gets from consuming 
that good in excess of its cost. How much pleasure do you get from a good above 
and beyond its price? If you buy a good for exactly what it’s worth to you, you are 
indifferent between making that transaction and not making it. Frequently, however, 

1. Uncompensated Consumer Welfare. Information from a consumer’s demand curve or 
utility function shows the degree to which an increase in the equilibrium price helps or 
harms the consumer.

2. Compensated Consumer Welfare. We can use indifference curves, compensated 
demand curves, or expenditure functions to calculate how much more money we would 
have to give a consumer to offset the harm from a price increase.

3. Effects of Government Policies on Consumer Welfare. We use our consumer welfare 
measures to determine the degree to which quotas, food stamps, or childcare subsidies 
help or hurt consumers.

4. Deriving Labor Supply Curves. We derive a worker’s labor supply curve using the indi-
vidual’s demand curve for leisure. We use the labor supply curve to determine how a reduc-
tion in the income tax rate affects consumer welfare, the supply of labor, and tax revenues.

In this chapter, we 
examine four  
main topics

To answer these kinds of questions, first we will use consumer theory to develop 
various measures of consumer welfare. Then we will examine how several types of 
government policies affect consumer well-being. Finally, we will use consumer theory 
to study individuals’ labor supply and analyze the impact of income taxes.
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you buy things that are worth more to you than what they cost. Imagine that you’ve 
played tennis in the hot sun and are very thirsty. A nearby vending machine will sell 
you a soft drink for $1. You’d be willing to pay $2. You’re better off making this 
purchase than not because you are willing to pay $1 more than the drink costs.

In this section, we examine consumer surplus, which is the most widely used 
measure of consumer well-being. Consumer surplus is relatively easy to calculate 
using the usual, uncompensated (Marshallian) demand function and approximates 
the true value of a consumer’s welfare. Later in the chapter, we discuss approaches 
that provide exact values using compensated demand functions and examine how 
close consumer surplus comes to the exact values.

Willingness to Pay
If we can measure how much more you’d be willing to pay than you actually paid for a 
product, we’d know how much you gained from the transaction. Luckily, the demand 
curve contains the information we need to make this measurement. For convenience 
in most of the following discussion, we use the equivalent inverse demand function, 
which rearranges the demand function, Q = D(p), to express a product’s price as a 
function of the quantity of it demanded, p = p(Q). For example, if the demand func-
tion is Q = a - bp, then the inverse demand function is p = a/b - Q/b.

To develop a welfare measure based on the inverse demand curve, we need to 
know what information is contained in an inverse demand curve. The inverse demand 
curve reflects a consumer’s marginal willingness to pay: the maximum amount a 
consumer will spend for an extra unit. The consumer’s marginal willingness to pay 
for a product is the marginal value the consumer places on buying one more unit.

David’s inverse demand curve for magazines per week in panel a of Figure 5.1 indi-
cates his marginal willingness to pay for various numbers of magazines. David places 
a marginal value of $5 on the first magazine. As a result, if the price of a magazine is 
$5, David buys one magazine, point a on the demand curve. His marginal willingness 
to buy a second magazine is $4, so if the price falls to $4, he buys two magazines, b. 
His marginal willingness to buy three magazines is $3, so if the price of magazines is 
$3, he buys three magazines, c.

An Individual’s Consumer Surplus
Consumer surplus (CS) is the monetary difference between the maximum amount 
that a consumer is willing to pay for the quantity of the good purchased and what the 
good actually costs. Consumer surplus is a dollar-value measure of the extra pleasure 
the consumer receives from the transaction beyond its price.

For example, David’s consumer surplus from each additional magazine is his mar-
ginal willingness to pay minus what he pays to obtain the magazine. His marginal will-
ingness to pay for the first magazine, $5, is area CS1 + E1 in panel a of Figure 5.1. If 
the price is $3, his expenditure to obtain the magazine is area E1 = $3. Thus, his con-
sumer surplus on the first magazine is area CS1 = (CS1 + E1) - E1 = $5 - $3 = $2. 
Because his marginal willingness to pay for the second magazine is $4, his consumer 
surplus for the second magazine is the smaller area, CS2 = $1. His marginal willing-
ness to pay for the third magazine is $3, which equals what he must pay to obtain 
it, so his consumer surplus is zero. He is indifferent between buying and not buying 
the third magazine.

At a price of $3, David buys three magazines. His total consumer surplus from 
the three magazines he buys is the sum of the consumer surplus he gets from each 
of these magazines: CS1 + CS2 + CS3 = $2 + $1 + $0 = $3. This total consumer 
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surplus of $3 is the extra amount that David is willing to spend for the right to buy 
three magazines at $3 each. David is unwilling to buy a fourth magazine unless the 
price drops to $2 or less. If David’s mother gives him a fourth magazine as a gift, 
the marginal value that David puts on that fourth magazine, $2, is less than what it 
cost his mother, $3.

Thus, an individual’s consumer surplus is

 ■ the extra value that a consumer gets from buying the desired number of units 
of a good in excess of the amount paid,

 ■ the amount that a consumer would be willing to pay for the right to buy as 
many units as desired at the specified price, and

 ■ the area under the consumer’s inverse demand curve and above the market price 
up to the quantity of the product the consumer buys.

A Market’s Consumer Surplus
Similarly, we can determine a market’s consumer surplus associated with a smooth 
inverse demand curve in the same way as we did with David’s unusual stair-like inverse 
demand curve. Panel b of Figure 5.1 shows the inverse demand curve for UberX rides 

Figure 5.1 Consumer Surplus

(a) David’s inverse demand curve for magazines has a step-
like shape. When the price is $3, he buys three magazines, 
point c. David’s marginal value for the first magazine is 
$5, areas CS1 + E1, and his expenditure is $3, area E1,  
so his consumer surplus is CS1 = $2. His consumer surplus 
is $1 for the second magazine, area CS2, and is $0 for the 
third (he is indifferent between buying and not buying it). 

Thus, his total consumer surplus is the blue shaded area 
CS1 + CS2 = $3, and his total expenditure is the tan shaded 
area E1 + E2 + E3 = $9. (b) The market’s willingness to 
pay for UberX rides is the height of the smooth inverse 
demand curve. At price p1, the expenditure is E (=  p1Q1), 
consumer surplus is CS, and the total value the market places 
on consuming Q1 UberX rides per year is CS + E.
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(Uber’s most used service) rides. The height of this inverse demand curve measures the 
market’s willingness to pay for one more ride. This willingness varies with the number 
of rides. The total value the market places on obtaining Q1 rides per year is the area 
under the inverse demand curve up to Q1, the areas CS and E. Area E is the expen-
diture on Q1 rides. Because the price is p1, the expenditure is p1Q1 (the height of the 
rectangle is p1 and its length is Q1, so its area is p1Q1). The market’s consumer surplus 
from Q1 is the value of consuming those rides, area CS + E, minus the expenditure 
E to obtain them, or CS. Thus, the market consumer surplus, CS, is the area under the 
inverse demand curve and above the horizontal line at the price p1 up to the quantity 
purchased, Q1.

Cohen et al. (2016) estimated that the UberX consumer surplus was $6.8 billion in 
2015.2 They also estimated that consumers received about $1.60 of consumer surplus 
for every dollar they spent, so the ratio of CS to E was about 1.6.3

2The demand curve in panel b of Figure 5.1 does not correspond exactly to their estimates.
3In contrast, Hasker, Jiang, and Sickles (2014) estimated that the median CS from buying a computer 
monitor on eBay was $28 and that CS/E was about 19%.

People differ in their willingness to pay for a given item. We can determine will-
ingness to pay of individuals for an a.d. 238 Roman coin—a sesterce (originally 
equivalent in value to four asses) with the image of Emperor Balbinus—by how 
much they bid in an eBay auction. On its website, eBay correctly argues (as we 
show in Chapter 13) that an individual’s best strategy is to bid his or her willing-
ness to pay: the maximum value that the bidder places on the item. From what 
eBay reports, we know the maximum bid of each person except the winner, who 
paid the second-highest amount bid plus an increment.4

In the figure, the bids for the coin are arranged from highest to lowest. Because 
each bar on the graph indicates the bid for one coin, the figure shows how many 
units this group of bidders would have been willing to buy at various prices. That 
is, it is the market inverse demand curve.

4The increment depends on the size of the bid. It is $1 for the bids between $25 and $199.99 and $25 
for bids between $1,000 and $2,499.99.
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Effect of a Price Change on Consumer Surplus
If the price of a good rises, purchasers of that good lose consumer surplus. To illustrate 
this loss, we return to the estimated Cobb-Douglas utility, U = q1

0.4q1
0.6, for a typical 

young person, whom we call Jackie, who buys music tracks, q1, and attends live music 
events, q2 (see the Application “MRS Between Recorded Tracks and Live Music” in 
Chapter 3). In that chapter, we showed that her uncompensated demand curve for 
tracks is q1 = 0.4Y/p1 = 12/p1 given that her music budget per quarter is Y = £30. At 
the initial price of tracks p1 = £0.5, she bought q1 = 12/0.5 = 24 song tracks.

Suppose that a government tax or a price increase causes the price of tracks to 
double to £1. Jackie now buys q1 = 12/1 = 12 tracks. As Figure 5.2 illustrates, she 
loses the amount of consumer surplus (∆CS) equal to area A + B: the area between 
£0.5 and £1 on the price axis to the left of her uncompensated demand curve. Due 
to the price increase, she now buys 12 tracks for which she pays £0.5 (=  £1 - £0.5) 
more than originally, so area A = £6 = £0.5 * 12. In addition, she loses surplus 
from no longer consuming 12 (=  24 - 12) of the original 24 tracks, area B.5

5If we replace the curved demand curve with a straight line, we slightly overestimate area B as the area 
of a triangle: 12 * £0.5 * 12 = £3. We calculate the exact amount in Solved Problem 5.1.

What is the exact change in Jackie’s consumer surplus, A + B, in Figure 5.2? How 
large is area B?

Answer

1. State Jackie’s uncompensated demand function of music tracks given her initial 
budget. From Chapters 3 and 4, we know that her demand function for tracks 
is q1 = 12/p1.

SOLVED PROBLEM 
5.1

Figure 5.2 A Change in Consumer Surplus

As the price increases from £0.5 to £1, 
Jackie loses consumer surplus equal to 
areas A + B.

A B

0.5

1

12 24

q1, Music tracks per quarter

e2

e1

Uncompensated demand for music tracks

p 1
, £

 p
er

 tr
ac

k

MyLab Economics
Solved Problem



148 CHAPTER 5  Consumer Welfare and Policy Analysis

 5.2 Compensated Consumer Welfare
Ideally, we want to measure how a consumer’s utility changes in response to the 
change in a price. However, because utility is an ordinal measure, we use a monetary 
equivalent.

Initially, a consumer with an income of Y who faces prices (p1, p2) picks a bundle 
of goods that provides a level of utility of U. The price of the first good rises so that 
the consumer now faces prices (p1*, p2). To obtain the initial level of utility U, the 
consumer now needs more income, Y*. Thus, Y - Y* is a monetary measure of the 
change in utility due to the change in a price.

Unfortunately, the change in consumer surplus provides us with only an approxi-
mation of this measure. The problem with consumer surplus is that we calculate it 
using an uncompensated demand curve, which does not hold utility constant as the 
price changes (Chapter 4).

We start this section by using indifference curves to derive exact monetary mea-
sures of the change in utility due to a higher price. Then, we show that compensated 
demand curves capture this information.

Indifference Curve Analysis
To calculate the money measure of the harm to a consumer from a price increase, we 
need to decide which level of utility, U, to use in deriving an exact monetary measure. 
The two choices are (1) the utility at the consumer’s original optimal bundle before the 
price increase, U; or (2) the utility after the price change, U*. We call the first of these 
measures the compensating variation and the second one the equivalent variation.

The compensating variation (CV) is the amount of money one would have to give a 
consumer to offset completely the harm from a price increase. That is, CV is the amount 
of extra income that would keep the consumer on the original indifference curve. We 
call this measure the compensating variation because we compensate the consumer for 
the harm from a higher price.

The equivalent variation (EV) is the amount of money one would have to take 
from a consumer to harm the consumer by as much as the price increase. That is, 
taking this amount of money causes the same, or equivalent, harm as does the price 
increase: It moves the consumer to the new, lower indifference curve.

2. Integrate between £0.5 and £1 to the left of Jackie’s uncompensated demand 
curve for tracks. Her lost consumer surplus is

 ∆CS = - L
1

0.5

12
p1

 dp1 = -12 ln p1
2
0.5

1

 = -12(ln 1 - ln 0.5) ≈ -12 * 0.69 ≈ -8.28,

where we put a minus sign in front of the integrated area because the price 
increased, causing a loss of consumer surplus.

3. Determine the size of area B residually. Because areas A + B = £8.28 and
A = £6 (=  [£1 - £0.5] * 12), area B is £2.28 (=  £8.28 - £6).

Comment: A 100% increase in price causes Jackie’s consumer surplus to fall by 
£8.28, which is 69% of the £12 she spends on tracks.
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We illustrate how to determine CV and EV using Jackie’s estimated utility function 
to draw her indifference curves in Figure 5.3. Initially, Jackie pays p1 = £0.5 for each 
music track and p2 = £1 for each unit of live music. Jackie has Y = £30 to spend on music 
tracks and live music. Her original budget constraint, Y = p1q1 + p2q2 = 0.5q1 + q2, 
labeled La, as a slope of -p1/p2 = -0.5/1 = -0.5. The budget constraint is tangent to  
indifference curve I at her optimal bundle, a, where she buys 24 tracks and 18 units 
of live music. Her utility is U.

If the price of tracks doubles to p*1 = £1 but her income remains unchanged at Y, 
Jackie’s budget line rotates to Lb and has a slope of -1. The new budget line is 
 tangent to indifference curve I* at her new optimal bundle, b, where she buys 12 tracks 
and 18 units of live music. Jackie is harmed by the price increase: She is on a lower indif-
ference curve I* with utility U*, which is less than U.

Compensating Variation. If Jackie receives enough extra income—the compensat-
ing variation CV—her utility remains at the original utility level U after the price  

Figure 5.3 Compensating Variation and Equivalent Variation

At the initial price, Jackie’s budget constraint, La, is tangent 
to indifference curve I at a, where she buys 24 tracks. After 
the price of tracks doubles, her new budget constraint, Lb, 
is tangent to indifference curve I* at b, where she buys 12 
tracks. Because the price of a unit of live music is £1, Lb hits 
the vertical axis at Y. If Jackie were given CV extra income 
to offset the price increase, her budget line would be LCV 
(which is parallel to Lb), and she would be tangent to her 

original indifference curve, I, at point c. The budget line LCV 
hits the vertical axis at Y + CV, so the difference between 
where this budget line and the Lb line strike the vertical axis 
equals CV. Similarly, at the original price, if we removed 
income equal to EV, her budget line would shift down to 
LEV, and Jackie would choose bundle d on I*. Thus, taking 
EV away harms her as much as the price increase. The gap 
between where Lb and LEV touch the vertical axis equals EV.
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of tracks doubles to p1* = £1. In Figure 5.3, the extra income CV causes a paral-
lel shift upward of her budget line from Lb to LCV, which is tangent to the original 
indifference curve I at bundle c. At c, her utility is the same as at a, U.

Her expenditure at b is Y. Her expenditure at c is Y + CV. Thus, her compensating 
variation is her expenditure at c minus her expenditure at b: CV = (Y + CV) - Y.

Because the price of a unit of live music is £1 per unit, Lb hits the live music axis 
at Y, where she spends all her money on live music. Similarly, LCV hits the live music 
axis at Y + CV. Thus, CV is the gap between the two intercepts, as Figure 5.3 shows.

Equivalent Variation. The equivalent variation, EV, is the amount of income that 
we would have to take from Jackie to lower her utility by the same amount as would 
a price increase for tracks from p1 = £0.5 to p1* = £1. We know that if Jackie’s 
income remains constant at Y when the price increases, her optimal bundle is b on 
indifference curve I* with utility U*.

Leaving the price unchanged at p1, a decrease in Jackie’s income by EV causes a 
parallel shift downward of her original budget line, La, to LEV, which is tangent to 
I* at d. That is, losing EV amount of income reduces her utility as much as would 
the price increase.

Her expenditure at a is Y and her expenditure at d is Y - EV. Thus, her equiva-
lent variation is EV = Y - (Y - EV). Because the price of a unit of live music is £1 
per unit, La intersects the live music axis at Y, and LEV hits that axis at Y - EV. As 
Figure 5.3 shows, the gap between the two intercepts is EV.

Thus, CV and EV both provide an exact monetary measure of the utility harm 
from a higher price. The key distinction between these measures is that we calculate 
CV holding utility constant at U and EV holding utility at U*. That is, these measures 
provide exact, correct answers to different questions. Because the levels of utility they 
hold constant differ, CV generally does not equal EV.

How much do you value using modern digital conveniences such as surfing the 
internet with your smartphone or using Facebook?

The Boston Consulting Group (BCG) surveyed consumers in 13 wealthy 
countries about their compensated variation, CV, and equivalent variation, EV 
(although the survey did not use those terms).

The surveyors asked consumers how much money they would want in 
exchange for giving up mobile internet access: their compensating variation. 
Across the 13 countries, the average CV was $4,000, seven times what consum-
ers pay for the device and access. For all the consumers in these countries, the 
total CV is about $3.5 trillion.

The survey also asked an equivalent variation question: What would you give 
up for a year to maintain your mobile internet connection? That is, giving up what 
good or activity would hurt you as much as losing the internet? To keep mobile 
internet access, 74% of consumers would give up newspapers, 70% chocolate, 67% 
alcohol, 62% books, 49% television, 44% exercise, 27% sex, and 19% showering.

Many economists question whether answers to survey questions are reliable. 
For this reason, economists typically calculate consumer surplus, compensating 
variation, and equivalent variation by using estimated demand curves based on 
observed purchasing behavior.

Brynjolfsson, Eggers, and Gannamaneni (2018) estimated demand curves to 
determine the value consumers place on using Facebook. They examined whether 
people were willing to give up access to Facebook for a month in exchange for 
a certain amount of money. They estimated that the median CV was $48.49 per 
month in 2016, but it fell to $37.76 in 2017.

APPLICATION

Compensating  
Variation and  
Equivalent Variation 
for Smartphones  
and Facebook
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Compensated Demand Curves and Consumer Welfare
Because we typically do not know a consumer’s indifference curves, we can’t use them 
to measure CV or EV. However, we can use compensated (Hicksian) demand curves, 
which contain the same information.

As the price of a good rises, the compensated demand curve shows how many fewer 
units a consumer would purchase given that the consumer receives extra income that 
holds the consumer’s utility constant. This change in the quantity demanded by the 
consumer reflects a pure substitution effect, as Figure 4.6 illustrates.

Figures 5.3 and 5.4 show the relationship between points a, b, c, and d on indiffer-
ence curves and on the corresponding points on three demand curves. Initially, when 
Jackie’s income is Y and the price is p1 = £0.5, she buys 24 music tracks at point a in 
both figures. If the price increases to p1* = £1 but her income remains constant, she 
buys 12 tracks at point b in both figures. Points a and b lie on her uncompensated 
demand curve D in Figure 5.4.

If Jackie receives a payment of CV to compensate her for the price increase, her 
optimal point moves from a to c in both figures. Because a and c are on indifference 
curve I in Figure 5.3, both have the same level of utility U. In Figure 5.4, a and c lie 
on HCV, which is her compensated demand curve that holds utility at U.

Alternatively, losing EV amount of income would lower her utility to U* on 
indifference curve I* in Figure 5.3, which equals the harm from the price increase.  
Holding her utility constant at U*, the price increase causes her optimal bundle to move 
from d to b, which lie on her compensated demand curve HEV in Figure 5.4.

Figure 5.4 Comparing CV, EV, and ∆CS

At the initial price of tracks, 
p1 = £0.5, Jackie buys 24 
tracks at point a. If the 
price doubles to £1 and her 
income does not change, she 
buys 12 tracks at b on the 
uncompensated demand curve 
D. She loses consumer surplus, 
∆CS, equal to A + B: the 
area to the left of D between 
£0.5 and £1. If she receives 
a compensating variation 
CV = area A + B + C that 
holds her utility at the initial 
level corresponding to point 
a, she buys the quantity at c 
on the compensated demand 
curve HCV. Alternatively, at 
the utility that corresponds 
to point b, her compensated 
demand curve is HEV. Here, 
Jackie’s loss from the price 
increase is equal to a loss 
of income of EV = area A 
associated with the move from 
d to b.
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Associated with each compensated demand curve is an expenditure function 
(Equation 3.32), which is the minimal expenditure necessary to achieve a specific 
utility level U for a given set of prices,

 E = E(p1, p2, U). (5.1)

The compensated demand function for q1 is the partial derivative of the expenditure 
function with respect to p1: The compensated demand function is 0E(p1, p2, U)> 0p1 
(Chapter 4). Thus, if we integrate with respect to price to the left of the compen-
sated demand function, we get the expenditure function.

We can use the expenditure function to determine how much compensation 
Jackie would need to leave her as well off at a new set of prices as at the original 
prices. If we hold p2 constant, and increase p1 to p1*, the difference between the 
expenditures at these two prices is the change in the compensated (Hicksian) 
consumer surplus:

 ∆ compensated CS = E(p1, p2, U) - E(p1*, p2, U). (5.2)

Holding Jackie’s utility constant at U, the price increase causes her opti-
mal bundles to change from a to c along indifference curve I in Figure 5.3 and 
along HCV in Figure 5.4. Jackie’s expenditure is E(p1, p2, U) = Y at point a and 
E(p1*, p2, U) = Y + CV at point c. Thus, the change in her compensated CS is -CV 
if we evaluate Equation 5.2 at U.

Similarly, if we hold her utility at the lower level U*, as the price increases, 
 Jackie’s optimal bundles moves from point d to b along indifference curve I* in 
Figure 5.3 and along HEV in Figure 5.4. Her expenditure is E(p1*, p2, U*) = Y at  
b and E(p1, p2, U*) = Y - EV at point d. Thus, the change in her compensated CS 
is -EV if we evaluate Equation 5.2 at U*.

Comparing the Three Welfare Measures
Economists usually think of the change in consumer surplus as an approxima-
tion to the compensating variation and equivalent variation measures. Consumer 
surplus lies between these exact monetary measures of the change in utility due 
to a price change.

Which consumer welfare measure is larger depends on the sign of the product’s 
income elasticity. If the good is a normal good (as a music track is for Jackie), 
� CV � 7 � ∆CS � 7 � EV � . If the good is an inferior good, � CV � 6 � ∆CS � 6 � EV � .

An Example. We illustrate the relative size of the three measures using Jackie’s esti-
mated Cobb-Douglas utility, in which a government tax causes the price of music 
tracks, p1, to double from £0.5 to £1, so that she reduces her purchases from 24 to 
12 tracks per quarter.

In Figure 5.4, her lost consumer surplus, ∆CS, is areas A + B: the area between 
£0.5 and £1 on the price axis to the left of her uncompensated demand curve, D. 
Her compensating variation is A + B + C, which is the area between £0.5 and £1 
to the left of the compensated demand curve at the original utility level, HCV. This 
amount of money is just large enough to offset the harm of the higher price, so that 
Jackie will remain on her initial indifference curve. Finally, her equivalent variation 
is A, which is the area between £0.5 and £1 to the left of the compensated demand 
curve at the new, lower utility level, HEV. Losing this amount of money would harm 
Jackie as much as would the price increase.

We can calculate CV and EV as the change in Jackie’s expenditure function as the 
price rises, holding the price of a unit of live music constant at p2 = £1. Substituting 
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this price into Jackie’s Cobb-Douglas expenditure function (Equation 4.9), we 
find that

 E(p1, p2, U) = U¢ p1

0.4
≤0.4¢ p2

0.6
≤0.6

≈ 1.96Up1
0.4p

2
0.6 = 1.96Up1

0.4. (5.3)

At Jackie’s initial optimum, where q1 = 24 and q2 = 18, her utility is 
U = 240.4180.6 ≈ 20.195. Thus, the expenditure function at the original optimum 
is E(p1) ≈ 39.582p1

0.4. At her new optimum after the price change, where q1 = 12 
and q2 = 18, the utility level U* = 120.4180.6 ≈ 15.305, so the new expenditure 
function is E*(p1) ≈ 29.998p1

0.4. Thus,

 CV = E(1) - E(0.5) = 39.582(10.4 - 0.50.4) ≈ 39.582(0.242) ≈ 9.579 (5.4)

and

 EV = E*(1) - E*(0.5) = 29.998(10.4 - 0.50.4) ≈ 29.998(0.242) ≈ 7.260. (5.5)

As Figure 5.4 shows, Jackie’s equivalent variation, EV = A = £7.26 (Equation 5.5), is 
smaller than her consumer surplus loss, ∆CS = A + B = £8.28 (Solved Problem 5.1), 
which is smaller than her compensating variation, CV = A + B + C = £9.58 
(Equation 5.4).

By How Much Do These Measures Differ? Although in principle the three mea-
sures of welfare could differ substantially, for many goods they do not differ much 
for small changes in price. According to the Slutsky equation (Equation 4.11),

ε = ε* - θξ,

the uncompensated elasticity of demand, ε, equals the compensated elasticity of 
demand (pure substitution elasticity), ε*, minus the budget share of the good, θ, times 
the income elasticity, ξ. Thus, if either the income elasticity or the budget share are 
near zero, the substitution elasticity nearly equals the uncompensated elasticity, so 
a price change has nearly the same effect on both the uncompensated demand curve 
and the compensated demand curve. Thus, the smaller the income elasticity or budget 
share, the closer the three welfare measures are to each other.

Because the budget shares of most goods are small, the three measures are often 
very close. Even for an aggregate good on which consumers spend a relatively large 
share of their budget, the differences between the three measures may be small 
because the income elasticity is relatively close to zero. Table 5.1 shows how EV 
and CV compare to ∆CS for various aggregate goods based on an estimated system 
of U.S. demand curves for a typical consumer. For each category of goods, the table 
shows the income elasticity; the budget share; the ratio of compensating variation to 
the change in consumer surplus, � CV � / � ∆CS � ; and the ratio of the equivalent varia-
tion to the change in consumer surplus, � EV � / � ∆CS � , for a 50% increase in price.

If the ratios � EV � / � ∆CS �  and � CV � / � ∆CS �  nearly equal one (100%), the three 
welfare measures are virtually identical. That occurs for the alcohol and tobacco 
category, which has the smallest income elasticity and budget share of any of 
these aggregate goods. Because housing has the largest income elasticity and 
budget share, it has a relatively large gap between the measures. However, even 
for housing, the difference between the change in uncompensated consumer sur-
plus and either of the compensating consumer surplus measures is only 7% 
( � EV � / � ∆CS � = 93% and � CV � / � ∆CS � = 107%).

Willig (1976) showed theoretically that the three measures vary little for small 
price changes regardless of the size of the income effect. Indeed, for the seven goods in 
the table, if the price change were only a more realistic 10%—instead of the 50% in 
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the table—the differences between � CV �  or � EV �  and � ∆CS �  are a small fraction of a 
percentage point for all goods except housing, where the difference is only about 1%.

Thus, the three measures of the welfare effect of a small price change give similar 
answers even for aggregate goods. As a result, economists frequently use the change 
in consumer surplus, which is relatively easy to calculate because it uses the uncom-
pensated demand curve.

Table 5.1 Welfare Measures

Income  
Elasticity, �

Budget Share  
(%)

∣ EV ∣
∣ �CS ∣

∣ CV ∣
∣ �CS ∣

Alcohol and tobacco 0.39  4 99% 100.4%

Food 0.46 17 97 103

Clothing 0.88  8 97 102

Utilities 1.00  4 98 101

Transportation 1.04  8 97 103

Medical 1.37  9 95 104

Housing 1.38 15 93 107

Source: Calculations based on Blanciforti (1982).

Lucy has a quasilinear utility function, Equation 3.9, U(q1, q2) = u(q1) + q2. 
When she maximizes her utility subject to her budget constraint, she chooses to 
consume both goods (an interior solution). The price of the second good, p2, equals 
one. The price of q1 increases from p1 to p1*. Show that her compensating variation, 
CV, her equivalent variation, EV, and the change in her consumer surplus, ∆CS 
are all equal.

Answer

1. Discuss Lucy’s demand function for q1 and write her utility function in terms 
of her expenditures. From Chapter 4, we know that Lucy’s demand for q1 is 
independent of income for an interior solution. We can rearrange Lucy’s expen-
diture function, E = p1q1 + q2, as q2 = E - p1q1. Substituting this expression 
into her utility function, we can write her utility as u(q1) + E - p1q1.

2. Calculate the compensating variation at the two prices. At p1, Lucy demands 
q1 = q1(p1) and her utility is u(q1) + E - p1q1. At p1*, q1* = q1(p1*) and her 
utility is u(q1*) + E - p1*q1*. The compensating variation, CV, is the amount of 
extra money she needs to receive if her utility is to remain constant despite the 
increase in price: u(q1) + E - p1q1 = u(q1*) + E + CV - p1*q1*. Solving the 
equation for CV, we find that

CV = u(q1) - u(q1*) + p1*q1* - p1q1.

3. Calculate the equivalent variation at the two prices and compare it to the com-
pensating variation. By similar reasoning, her equivalent variation, EV, is the 
amount that would have to be taken from her at the original price to lower her 

SOLVED PROBLEM 
5.2

MyLab Economics
Solved Problem



1555.3 Effects of Government Policies on Consumer Welfare 

 5.3 Effects of Government Policies  
on Consumer Welfare
Economists use the various consumer welfare measures to answer questions about the 
effect on consumers of government programs and other events that shift consumers’ 
budget constraints. If the government imposes a quota, which reduces the number of 
units that a consumer buys, or provides a consumer with a certain amount of a good 
(such as food), the government creates a kink in the consumer’s budget constraint. 
In contrast, if the government subsidizes the price of a good (such as a childcare 
subsidy) or provides cash to the consumer, it causes a rotation or a parallel shift of 
the budget line.

Quotas
Consumers’ welfare falls if they cannot buy as many units of a good as they want. As 
a promotion, firms often sell a good at an unusually low price but limit the number 
of units that one can purchase. Governments, too, frequently limit how much of a 
good one can buy by setting a quota.

During emergencies, for example, governments sometimes ration “essential” 
goods such as water, food, energy, and flu vaccines rather than let the prices of these 
goods rise. In the past few years, governments imposed water quotas in the United 
Kingdom, Fiji, China, Cyprus, Australia, and the United States (California, Georgia, 
Massachusetts, North Carolina, Oklahoma, and Texas). In recent years, the United 
States, the United Kingdom, China, and other countries limited or considered limiting 
energy use. Also, in recent years, the United States and many nations rationed bird, 
swine, and other flu vaccines.

To illustrate the effect of a quota, we return to Jackie’s choice between music 
tracks and live music. In Figure 5.5, we divide Jackie’s downward-sloping budget 
constraint into two line segments, L1 and L2. Without a quota, her optimal bundle 
occurs where L2 is tangent to I1 at e1, which consists of 24 tracks and 18 units of live 
music per quarter.

utility to that at the higher price. We use the same approach as before by setting 
u(q1) + E - EV - p1q1 = u(q1*) + E - p1*q1*. Solving for EV, we learn that

EV = u(q1) - u(q1*) + p1*q1* - p1q1.

Thus, for a quasilinear utility function, CV = EV.

4. Show that her change in consumer surplus equals the other two mea-
sures. Because � ∆CS �  lies between � EV �  and � CV � , if EV = CV, then 
� EV � = � CV � = � ∆CS � .

Comment: We noted earlier that � CV � 7 � ∆CS � 7 � EV �  for a normal good 
(the quantity demanded rises with income) and that � CV � 6 � ∆CS � 6 � EV �  
for an inferior good (the quantity demanded falls with income). With a 
quasilinear utility function, a change in income does not affect the quantity 
demanded of the first good if both goods are consumed (see Table 4.1), so 
� CV � = � ∆CS � = � EV � .
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Now suppose that a government (or her mother) limits Jackie’s purchases to no 
more than 12 tracks per quarter. Her new budget constraint is the same as the origi-
nal for fewer than 12 tracks, L1, and is vertical at 12 tracks. She loses part of the 
original opportunity set: the shaded triangle, area A, determined by the vertical line 
at 12 tracks, L2, and the horizontal axis. Now, her best option is to purchase Bundle 
e2—12 tracks and 24 units of live music—which is the highest point where the indif-
ference curve I2 touches the new constraint. However, I2 is not tangent to the budget 
constraint. Thus, with a quota, a consumer could have an interior solution in which 
she buys some of all the goods, but the tangency condition does not hold because the 
limit causes a kink in the budget constraint (as in the corner solution in Chapter 3).

The quota harms Jackie because she is now on indifference curve I2, which is 
below her original indifference curve, I1. To determine by how much the quota harms 
her, we calculate her equivalent variation: the amount of money we would have to 
take from Jackie to harm her as much as the quota does. We draw a budget line, 
L3, that is parallel to L2 but that just barely touches I2. The difference between the 
expenditure on the original budget line and the new expenditure is Jackie’s equivalent 
variation.

Figure 5.5 The Equivalent Variation of a Quota

Originally, Jackie faces a budget constraint consisting 
of the line segments L1 and L2 and buys 24 song tracks 
and 18 units of live music at e1 on indifference curve 
I1. When a quota limits purchases of tracks to 12 per 
quarter (vertical line at 12), the L2 segment is no longer 
available and the shaded triangle, A, is lost from the 
opportunity set. The best that Jackie can do now is to 

purchase e2 on indifference curve I2. Suppose that Jackie 
did not face a quota but lost an amount of income equal 
to EV that caused her budget constraint to shift down 
to L3, which is tangent to indifference curve I2 at e3. 
Thus, the effect on her utility of losing EV amount of 
income—shifting her from I1 to I2—is equivalent to the 
effect of the quota.
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We can use her expenditure function, Equation 5.3, E ≈ 1.96Up1
0.4, to deter-

mine the expenditure on L3. Substituting p1 = £0.5 and her utility on I2 at 
e2, U = 120.4240.6 ≈ 18.19, into her expenditure function, we find that her expendi-
ture on L3 is about £27. Because her original expenditure was £30, Jackie’s equivalent 
variation is £30 - £27 = £3, which is 10% of her expenditure.

Food Stamps
I’ve known what it is to be hungry, but I always went right to a restaurant.  
—Ring Lardner

We can use the theory of consumer choice to analyze whether poor people are better 
off receiving food or a comparable amount of cash. Poor U.S. households that meet 
income, asset, and employment eligibility requirements may receive coupons—food 
stamps—that they can use to purchase food from retail stores.

The U.S. Food Stamp Plan started in 1939. It was renamed the Food Stamp Pro-
gram in 1964 and the Supplemental Nutrition Assistance Program (SNAP) in 2008. 
SNAP is one of the nation’s largest social welfare programs, with nearly 42 million 
people (one in seven U.S. residents) receiving food stamps at a cost of $68 billion in 
2017. The average benefits were $126 per person per month or $4.20 per day. The 
share of food-at-home spending funded by SNAP is between 10% and 16% overall 
and 50% for low-income households (Beatty and Tuttle, 2015).

In 2018, the U.S. Department of Agriculture reported that over half of SNAP 
participants were children, adults age 60 or older, or disabled nonelderly adults. By 
the time they reach 20 years of age, half of all Americans and 90% of African Ameri-
can children have received food stamps, at least briefly.6

Since the food stamp programs started, economists, nutritionists, and policymak-
ers have debated “cashing out” food stamps by providing cash instead of coupons 
(or the modern equivalent, which is a debit card) that can be spent only on food. 
Legally, recipients may not sell food stamps (though a black market for them exists). 
Because of technological advances in electronic fund transfers, switching from food 
stamps to a cash program would lower administrative costs and reduce losses due 
to fraud and theft.

Would a switch to a comparable cash subsidy instead of food stamps increase the 
well-being of people who receive food assistance? Would recipients spend less on 
food and more on other goods?

Poor people who receive cash have more choices than those who receive a com-
parable amount of food stamps. With cash, recipients could buy either food or other 
goods—not just food, as with food stamps. As a result, a cash grant increases a 
recipient’s opportunity set by more than do food stamps of the same value. Following 
this reasoning, many people overgeneralize about how many people would benefit 
from cash.

6According to Professor Mark Rank (Jason DeParle and Robert Gebeloff, “The Safety Net: Food 
Stamp Use Soars, and Stigma Fades,” New York Times, November 29, 2009).

Common Confusion Most poor people would be better off with cash than 
with food stamps.
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People are better off with cash only if the amount of food stamps they receive 
exceeds what they would spend on food if they had received cash instead, which is 
not true for most food stamp recipients. In Figure 5.6, one unit of food and one unit 
of all other goods each has a price of $1. Felicity has a monthly income of Y, so her 
budget line hits both axes at Y. Her opportunity set is area A.

If Felicity receives a subsidy of $100 in cash per month, her new monthly income 
is Y + $100. Her new budget constraint with cash hits both axes at Y + 100 and 
is parallel to the original budget constraint. Her opportunity set increases by B + C 
to A + B + C.

If, instead, Felicity receives $100 worth of food stamps, her food stamp budget 
constraint has a kink. Because she can use the food stamps only to buy food, her 
budget constraint shifts 100 units to the right for any quantity of other goods up to 
Y units. For example, if Felicity buys only food, she can purchase Y + 100 units of 
food. If she buys only other goods with the original Y income, she can get Y units of 
other goods plus 100 units of food. Because the food stamps cannot be turned into 
other goods, Felicity can’t buy Y + 100 units of other goods, as she can under a cash-
transfer program. The food stamps opportunity set is area A + B, which is larger 
than the pre-subsidy opportunity set by B. The opportunity set with food stamps is 
smaller than with the cash-transfer program by C.

Felicity benefits as much from cash or an equivalent amount of food stamps if she 
would have spent at least $100 on food if given cash. In other words, she is indifferent 
between cash and food stamps if her indifference curve is tangent to the downward- 
sloping section of the food stamp budget constraint. Here, the equivalent variation is $100.

Conversely, if she would spend less than $100 on food if given cash, she prefers 
receiving cash to food stamps. Given that she has the indifference curves in Figure 5.6, 
she prefers cash to food stamps. She chooses Bundle e (Y units of all other goods and 
100 units of food) if she receives food stamps, but Bundle f (more than Y units of all 
other goods and less than 100 units of food) if she is given cash. She is on a higher 
indifference curve, I2 rather than I1, if given cash rather than food stamps. If we 
draw a budget line with the same slope as the original one (-1) that is tangent to I2, 
we can calculate the equivalent variation as the difference between the expenditure 
on that budget line and the original one. The equivalent variation is less than $100.
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Figure 5.6 Food Stamps Versus Cash

The lighter line shows Felicity’s original budget line 
given an income of Y per month. The heavier line shows 
her budget constraint with $100 worth of food stamps. 
The budget constraint with a grant of $100 in cash is a 
line between Y + 100 on both axes. The opportunity set 
increases by area B with food stamps but by B + C with 
cash. Given these indifference curves, Felicity consumes 
Bundle d (with less than 100 units of food) with no 
subsidy, e (Y units of all other goods and 100 units of 
food) with food stamps, and f (more than Y units of all 
other goods and less than 100 units of food) with a cash 
subsidy. Her utility is greater with a cash subsidy than 
with food stamps.
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 5.4 Deriving Labor Supply Curves
So far, we’ve used consumer theory to examine consumers’ demand behavior. 
Perhaps surprisingly, we can also apply the consumer theory model to derive a 
person’s supply curve of labor. We start by using consumer theory to obtain the 
person’s demand curve for leisure time. Then, we use that demand curve to derive 
the supply curve, which shows the hours the individual wants to work as a func-
tion of the wage. We then use our labor supply model to analyze how a change in 
the income tax rate affects the supply of labor and the revenue that the govern-
ment collects.

Labor-Leisure Choice
The human race faces a cruel choice: work or daytime television.

People choose between working to earn money to buy goods and services and con-
suming leisure: all their time spent not working for pay. In addition to sleeping, 
eating, and playing, leisure—or more accurately nonwork, N—includes time spent 
cooking meals and fixing things around the house.

Your food stamps will be stopped effective March 1992 because we received 
notice that you passed away. May God bless you. You may reapply if there is 
a change in your circumstances. —Department of Social Services, Greeneville, 
South Carolina
Consumer theory predicts that if the government were to give poor people an 
equivalent amount of cash instead of food stamps, their utility would remain 
the same or rise and some recipients would consume less food and more of other 
goods.

Whitmore (2002) estimated that between 20% and 30% of food stamp recipi-
ents would be better off if they were given cash instead of an equivalent value in 
food stamps. They would spend less on food than their food stamp benefit amount 
if they received cash instead of stamps, and therefore would be better off with cash. 
Of those who would trade their food stamps for cash, the average food stamp 
recipient values the stamps at 80% of their face value (although the average price 
on the underground economy is only 65%). Across all such recipients, giving food 
stamps rather than cash wasted $500 million.

Hoynes and Schanzenbach (2009) found that food stamps result in a decrease in 
out-of-pocket expenditures on food and an increase in overall food expenditures. 
For those households that would prefer cash to food stamps—those that spend 
relatively little of their income on food—food stamps cause them to increase their 
food consumption by about 22%, compared to 15% for other recipients, and 18% 
overall. Bruich (2014) estimated that each extra $1 of SNAP leads to 37¢ more 
in grocery store spending.

Lusk and Weaver (2017) examined the effects of giving food versus cash with a 
controlled experiment. They found that the 82% of subjects who would spend the 
cash on food behaved the same with either in-kind or cash transfers. However, for 
the other subjects, in-kind transfers increase food expenditures eight times more 
than an equivalent cash transfer.

APPLICATION

Food Stamps  
Versus Cash
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Hugo spends his total income, Y, on various goods. For simplicity, we assume that 
the price of these goods is $1 per unit, so he buys Y goods. His utility, U, depends on 
how much leisure, N, and how many goods, Y, he consumes:

 U = U(N, Y). (5.6)

He faces an hours-worked constraint and an income constraint. The number of hours 
he works per day, H, equals 24 minus the hours he spends on leisure:

 H = 24 - N. (5.7)

The total income, Y, that Hugo has to spend on goods equals his earned income—his 
wage times the number of hours he works, wH—and his unearned income, Y*, such 
as income from an inheritance or a gift from his parents:

 Y = wH + Y*. (5.8)

Using consumer theory, we can determine Hugo’s 
demand curve for leisure once we know the price of 
leisure. What does your time cost you if you watch TV, 
go to school, or do anything other than work for an 
hour? It costs you the wage, w, you could have earned 
from an hour’s work: The price of leisure is forgone 
earnings, which is the opportunity cost of not work-
ing. The higher your wage, the more an hour of leisure 
costs you. Taking an afternoon off costs a lawyer who 
earns $250 an hour much more than it costs a fast-food 
server who earns the minimum wage.

Panel a of Figure 5.7 shows Hugo’s choice between 
leisure and goods. The vertical axis shows how many 
goods, Y, Hugo buys. The horizontal axis shows both 
hours of leisure, N, which we measure from left to right, 
and hours of work, H, which we measure from right to 
left. Hugo maximizes his utility given the two constraints 

he faces. First, he faces a time constraint, which is a vertical line at 24 hours of leisure. 
Because a day has only 24 hours, not all the money in the world will buy him more 
time. Second, Hugo faces a budget constraint. Because Hugo has no unearned income, 
his initial budget constraint, L1, is Y = w1H = w1(24 - N). The slope of his budget 
constraint is -w1, because each extra hour of leisure he consumes costs him w1 goods.

Hugo picks his optimal hours of leisure, N1 = 16, so he is on the highest indif-
ference curve, I1, that touches his budget constraint. He works H1 = 24 - N1 = 8 
hours per day and earns an income of Y1 = w1H1 = 8w1.

We derive Hugo’s demand curve for leisure using the same method by which we 
derived Mimi’s demand curve for beer in Chapter 4. We raise the price of leisure—the 
wage—in panel a of Figure 5.7 to trace Hugo’s demand curve for leisure in panel b.  
As the wage increases from w1 to w2, leisure becomes more expensive, and Hugo 
demands less of it.

We can also solve this problem using calculus. Hugo maximizes his utility, Equa-
tion 5.6, subject to the time constraint, Equation 5.7, and the income constraint, 
Equation 5.8. Although we can analyze this problem using the Lagrangian method, 
it is easier to do so by substitution. Substituting Equations 5.7 and 5.8 into 5.6 to 
replace N, we convert his constrained problem into an unconstrained maximization 
problem, where Hugo maximizes his utility through his choice of how many hours 
to work per day:

 max
H

 U = U(N, Y) = U(24 - H, wH). (5.9)

If I get less than 8 hours sleep, I stay awake for more than 16 hours.
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Figure 5.7 The Demand Curve for Leisure

(a) Hugo chooses between leisure, N, and other 
goods, Y, subject to a time constraint (the vertical line 
at 24 hours) and a budget constraint, L1, which is 
Y = w1H = w1 * (24 - N), and has a slope of -w1. 
The tangency of his indifference curve I1 with his budget 

constraint L1 determines his optimal bundle, e1, where he has 
N1 = 16 hours of leisure and works H1 = 24 - N1 = 8 
hours. If his wage rises from w1 to w2, Hugo shifts from 
optimal bundle e1 to e2. (b) Bundles e1 and e2 correspond to 
E1 and E2 on his leisure demand curve.
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By using the chain rule of differentiation, we obtain the first-order condition for 
an interior maximum to the problem in Equation 5.9,

 
0U
0N

 
dN
dH

+
0U
0Y

 
dY
dH

= -UN + wUY = 0, (5.10)
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where UY K 0U/0Y is the marginal utility of goods or income and UN K 0U/0N 
is the marginal utility of leisure. Rearranging Equation 5.10, we find that Hugo sets 
his marginal rate of substitution of income for leisure, MRS = -UN /UY, equal to his 
marginal rate of transformation of income for leisure, MRT = -w, in the market:

 MRS = -  
UN

NY
= -w = MRT. (5.11)

We can rewrite Equation 5.11 as UN /w = UY. That is, Hugo should choose his hours 
of leisure such that the last dollar’s worth of leisure, UN/w, equals his marginal utility 
from the last dollar’s worth of goods, UY.

By subtracting Hugo’s demand for hours of leisure at each wage—his demand 
curve for leisure in panel a of Figure 5.8—from 24, we obtain his labor supply 
curve—the hours he is willing to work as a function of the wage, H(w)—in panel 
b. His supply curve for hours worked is the mirror image of the demand curve for 
leisure: For every extra hour of leisure that Hugo consumes, he works one hour less.

Figure 5.8 The Labor Supply Curve

(a) Hugo’s demand for leisure is downward sloping. (b) At 
any given wage, the number of hours that Hugo works, H, 
and the number of hours of leisure, N, that he consumes 

add to 24. Thus, his supply curve for hours worked, which 
equals 24 hours minus the number of hours of leisure he 
demands, is upward sloping.
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If Sofia has a Cobb-Douglas utility function, U(N, Y) = (24 - H)1 - a(wH)a, what 
is her labor supply function? What is her supply function if a = 1

3?

Answer

1. To find the values that maximize her utility, set the derivative of Sofia’s utility 
function with respect to H equal to zero. Sofia’s first-order condition is a special 
case of Equation 5.10: 
-UN + wUY = -(1 - a)(wH)a(24 - H) - a +  wa(wH)a - 1(24 - H)1 - a = 0.
Simplifying, we find that H = 24a. Thus, Sofia works a fixed number of hours 
regardless of the wage.

2. Substitute in the value a = 1
3 to obtain the specific hours-worked function. If 

a = 1
3, she works H = 8 hours a day regardless of whether the wage is 50¢ or 

$50 per hour.

SOLVED PROBLEM 
5.3

MyLab Economics
Solved Problem
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Income and Substitution Effects
An increase in the wage causes both income and substitution effects, which alter an 
individual’s demand for leisure and supply of hours worked. The total effect of an 
increase in Hugo’s wage from w1 to w2 is the movement from e1 to e2 in Figure 5.9. 
Hugo works H2 - H1 fewer hours and consumes N2 - N1 more hours of leisure.

By drawing an imaginary budget constraint, L*, that is tangent to Hugo’s original 
indifference curve and has the slope of the new wage, we can divide the total effect 
into substitution and income effects. The substitution effect, the movement from e1 
to e*, must be negative: A compensating wage increase causes Hugo to consume 
fewer hours of leisure, N*, and to work more hours, H*. As his wage rises, if Hugo 
works the same number of hours as before, he has a higher income. The income 
effect is the movement from e* to e2. The figure shows that his income effect is 
positive—he consumes more leisure as his income rises—because he views leisure 
as a normal good.

When leisure is a normal good, the substitution and income effects work in oppo-
site directions because an increase in the price of leisure (the wage) increases his 
income. Which effect dominates depends on the relative size of the two effects. In 
Figure 5.9, Hugo’s income effect dominates the substitution effect, so the total effect 
for leisure is positive: N2 7 N1. Given that the total number of hours in a day is fixed, 
if Hugo consumes more leisure when his wage rises, then he must work fewer hours. 
That is, his supply curve is downward sloping, so that it has the opposite slope of the 
one in panel b of Figure 5.8. (Such a supply curve is often referred to as backward 
bending.) Alternatively, if Hugo were to view leisure as an inferior good, both his 
substitution effect and income effect would work in the same direction, so that an 
increase in the wage would cause his hours of leisure to fall and his work hours to 
rise (as in Figure 5.8).

In Figure 5.9, by removing Y* - Y2 income from Hugo, we could offset the benefit 
of the wage increase by keeping him on indifference curve I1. Thus, Y* - Y2 is the 
compensating variation.

Figure 5.9 The Income and Substitution Effects of a Wage Change

A wage change causes both a 
substitution and an income effect. 
As the wage rises, Hugo’s optimal 
bundle changes from e1 to e2. The 
movement from e1 to e* is the 
substitution effect, the movement 
from e* to e2 is the income effect, 
and the movement from e1 to e2 is 
the total effect. The compensating 
variation is Y* - Y2.
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Enrico receives a no-strings-attached scholarship that pays him an extra Y* per 
day. How does this scholarship affect the number of hours he wants to work? 
Does his utility increase?

Answer

1. Show his consumer equilibrium before he receives the scholarship. When Enrico 
had no unearned income from the scholarship, his budget constraint, L1 in the 
graphs, hit the hours-leisure axis at 0 hours and had a slope of -w.

2. Show how the unearned income affects his budget constraint. The extra income 
causes a parallel upward shift of his budget constraint by Y*. His new budget con-
straint, L2, has the same slope as before, -w, because his wage does not change. 
The extra income cannot buy Enrico more time, of course, so L2 cannot extend 
to the right of the time constraint. It hits the vertical time constraint at Y*: If he 
works no hours, he has Y* income.

3. Show that the relative position of the new to the original equilibrium depends 
on his tastes. The change in the number of hours he works depends on Enrico’s 
tastes. Panels a and b show two possible sets of indifference curves. In both 
diagrams, when facing budget constraint L1, Enrico chooses to work H1 hours. 
In panel a, leisure is a normal good, so as his income rises, Enrico consumes 
more leisure: He moves from Bundle e1 to Bundle e2. In panel b, he views lei-
sure as an inferior good and consumes fewer hours of leisure than at first: He 
moves from e1 to e3. (Another possibility is that the number of hours he works 
is unaffected by the extra unearned income.)

4. Discuss how his utility changes. Regardless of his tastes, Enrico has more 
income in the new equilibrium and is on a higher indifference curve after receiv-
ing the scholarship. In short, he believes that more money is better than less.

SOLVED PROBLEM 
5.4

Y
, G

oo
ds

 p
er

 d
ay

(a) Leisure Normal

Time constraint

H2 H3H124 0

H, Work hours per day

L2

I2

I1

L1

Y*

e2

e1

Y
, G

oo
ds

 p
er

 d
ay

(b) Leisure Inferior

Time constraint

H124 0

H, Work hours per day

L2

I1

L1

Y*

e1
I3

e3

For many young people, attending high schools, colleges, universities, graduate 
schools, or technical schools is a major nonwork activity. However, as opportuni-
ties change, people change their allocation of time between work and schooling.

APPLICATION

Fracking Causes  
Students to Drop Out

MyLab Economics
Solved Problem
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SOLVED PROBLEM 
5.5

Over the past decade and a half, U.S. oil firms greatly increased the use of hydrau-
lic fracturing (fracking) to extract oil and natural gas.7 To operate these new fracking 
oil wells, firms significantly increased their demand for low-education, primarily 
male workers. The resulting higher wages for many male teens raised the opportunity 
cost of an education, making working more attractive than finishing high school.

Cascio and Narayan (2017) compared teens’ education choices in areas with 
fracking firms to those in areas without fracking firms. They estimated that in 
areas with fracking firms, the gap in the high school dropout rate between 17- and 
18-year-old men and women was 11% larger. That is, the opportunity of working 
for fracking companies caused relatively more young men than young women to 
drop out of high school.

7Most new U.S. oil wells use fracking: pumping pressurized liquid consisting of water, sand, and 
chemicals to fracture oil shale (rock containing oil), which releases natural gas and oil.

Lance lives in Williston, North Dakota. The firms in town, such as the Walmart, 
pay teenagers without a high school degree the federal minimum wage of $7.25 
an hour. Because his parents provide him Y* (mostly in the form of room and 
board), Lance chooses to stay in school and not work. However, a new fracking 
firm starts production nearby so the wage rises to three times the minimum wage. 
Use a labor-leisure choice figure to show why he does not work initially but then 
works a substantial number of hours at the higher wage.

Answer

1. Draw Lance’s original budget constraint and show that he does not choose to 
work. His initial budget constraint, L1, meets the time constraint at Y* and has 
a slope of -$7.25. He maximizes his utility in a corner solution (see Chapter 3), 
where his indifference curve I1 touches his budget constraint L1 at e1, where he 
does not work: H1 = 0.
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Shape of the Labor Supply Curve
Whether the labor supply curve slopes upward, downward, or has both upward and 
downward sloping sections depends on the income elasticity of leisure. Suppose that 
a worker views leisure as an inferior good at low wages and a normal good at high 
wages. As the wage increases, the worker’s demand for leisure first falls and then 
rises, and the hours supplied to the market first rise and then fall so that the labor 
supply curve is backward bending. (Alternatively, the labor supply curve may slope 
upward and then backward even if leisure is normal at all wages: At low wages, the 
substitution effect—working more hours—dominates the income effect—working 
fewer hours—while the opposite occurs at higher wages.)

The budget line rotates upward from L1 to L2 as the wage rises in panel a of Figure 5.10. 
Because leisure is an inferior good at low incomes, in the new optimal bundle, e2, this 
worker consumes less leisure and buys more goods than at the original bundle, e1.

At higher incomes, however, leisure is a normal good. At an even higher wage, the 
new equilibrium is e3 on budget line L3, where the quantity of leisure demanded is 
higher and the number of hours worked is lower. Thus, the corresponding supply curve 
for labor slopes upward at low wages and bends backward at higher wages in panel b.

Do labor supply curves slope upward or backward? Economic theory alone cannot 
answer this question, as both forward-sloping and backward-bending supply curves 
are theoretically possible. Empirical research is necessary to resolve this question.

Figure 5.10 A Labor Supply Curve That Slopes Upward and Then Bends Backward

At low incomes, an increase in the wage causes the 
worker to work more hours: the movement from e1 to 
e2 in panel a or from E1 to E2 in panel b. At higher 

incomes, an increase in the wage causes the worker to 
work fewer hours: the movement from e2 to e3 or from 
E2 to E3.
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2. Draw Lance’s new budget constraint after the fracking firm starts hiring and 
show that he chooses to work. His new budget constraint, L2, has three times 
the slope of his original constraint, L1, and hits the time constraint at Y*. His 
highest indifference curve that is tangent to L2 is I2 at e2, where he works a 
positive number of hours, H2.
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Most studies (see Keane, 2011; Kuroda and Yamamoto, 2008; and Evers, De 
Mooij, and Van Vuuren, 2008) find that the labor supply curves for U.S., U.K., 
Japanese, and Dutch men are relatively vertical because the income and the substitu-
tion effects are offsetting or both are small. Keane’s average across all studies of U.S. 
and U.K. males’ pure substitution wage elasticity for hours worked is about 0.31 
(although most of the estimates are below 0.15). Most studies (see Keane’s survey) 
find that the long-run wage elasticity estimates for females range from 1.25 to 5.6. 
That is, when the wage increases, men hardly change how many hours they work, 
whereas women work substantially more hours.

Income Tax Rates and the Labor Supply Curve
Why do we care about the shape of labor supply curves? One reason is that we can 
tell from the shape of the labor supply curve whether an increase in the income tax 
rate—a percentage of earnings—will cause a substantial reduction in the hours of 
work and possibly reduce tax revenues.

Various U.S. presidents have advocated tax cuts. Presidents John Kennedy, Lyn-
don Johnson, Ronald Reagan, and George W. Bush argued that cutting the mar-
ginal tax rate—the percentage of the last dollar earned that the government takes 
in taxes—would induce people to work longer and produce more, both desirable 
effects. They were pointing out an unintended effect of raising tax revenue through 
an income tax:

Unintended Consequence An income tax may reduce the hours that people 
work and hence reduce national output.

In addition, President Reagan predicted that the government’s tax receipts would 
increase due to the additional work. Years of such claims by politicians has led to the 
belief among many that tax cuts must increase tax revenue:

Common Confusion Cutting the income tax rate increases tax revenue.

Although such cuts theoretically could increase tax revenue, little evidence exists to 
suggest that they have increased U.S. tax revenue.

We will examine the theory behind both the hours and revenue effects of changes 
in the income tax rate. An increase in the income tax rate lowers workers’ after-tax 
wages. If people’s supply curves are upward sloping, a small increase in the wage tax 
rate reduces hours worked, decreases production, and may lower the tax revenue 
collected. In contrast, if workers’ supply curves are backward bending, a small rise 
in the tax rate increases hours worked (reducing leisure hours), boosts production, 
and increases the tax revenue collected.

As we’ve already discussed, most studies of labor supply curves conclude that 
males’ labor supply curves are virtually vertical, so that a tax rate cut should have 
no effect on their hours worked and thus must reduce tax revenue. Because women’s 
labor supply curves are upward sloping, a tax cut should increase their hours and 
might raise tax revenue.

Because tax rates have changed substantially over time, we have a natural experi-
ment to test the tax-revenue hypothesis. The figure shows how the top U.S. federal 
marginal tax rate fell over time. It was 91% from World War II until the early 1960s. 
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The Kennedy-Johnson tax cuts lowered this rate to 70% and other rates fell, too. A 
sequence of Reagan tax cuts lowered it to 28% by 1988. Today, it is 37%.8

If the tax does not affect the pre-tax wage, the effect of imposing a constant tax rate 
of v = 25% = 0.25 is to reduce the effective wage from w to (1 - v)w = 0.75w. The 
tax reduces the after-tax wage by 25%, so a worker’s budget constraint rotates down-
ward, similar to rotating the budget constraint downward from L2 to L1 in Figure 5.10.

As we discussed, if the budget constraint rotates downward, the hours of work 
may increase or decrease, depending on whether a person considers leisure to be a 
normal or an inferior good. The worker in panel b of Figure 5.10 has a labor supply 
curve that at first slopes upward and then bends backward. If the worker’s wage is 
very high, the worker is in the backward-bending section of the labor supply curve.

If so, the relationship between the marginal tax rate, v, and tax revenue, vwH, 
is bell-shaped, as in Figure 5.11. This figure is the estimated U.S. tax revenue curve 
 (Trabandt and Uhlig, 2011, 2013). At the marginal rate for the typical person, 
v = 28%, the government collects 100% of the amount of tax revenue it’s currently 
collecting.9 At a zero tax rate, a small increase in the tax rate must increase the tax 
revenue because no revenue was collected when the tax rate was zero. However, if the 
tax rate rises a little more, the tax revenue collected must rise even higher, for two rea-
sons: First, the government collects a larger percentage of every dollar earned because 
the tax rate is higher. Second, employees work more hours as the tax rate rises because 
workers are in the backward-bending sections of their labor supply curves.

8Of more concern to individuals than the federal marginal tax rate is the all-inclusive tax rate that 
combines the income taxes collected by all levels of government. According to the Organization for 
Economic Cooperation and Development, the all-inclusive marginal tax rate in 2017 on the highest 
earners was 32% in Switzerland, 35% in Japan, 40% in Canada, 42% in Australia, 44% in the United 
States, 49% in the United Kingdom, 60% in France, 63% in Italy, 68% in Belgium, and 70% in Swe-
den. Thus, among high-income countries, the U.S. rate is in the middle of the pack. Those European 
countries with substantially higher marginal tax rates typically provide more services to their citizens 
and welfare transfers than does the United States.
9A 2012 and a 2017 University of Chicago Booth School of Business poll of 80 distinguished econo-
mists (including Republicans, Independents, and Democrats) did not find a single economist who 
believed that a U.S. tax cut would cause tax revenue to rise.
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As the marginal rate increases, tax revenue rises until the marginal rate reaches 
v* = 63%, where the U.S. tax revenue would be 130% of its current level.10 If the 
marginal tax rate increases more, workers are in the upward-sloping sections of 
their labor supply curves, so an increase in the tax rate reduces the number of hours 
worked. When the tax rate rises high enough, the reduction in hours worked more 
than offsets the gain from the higher rate, so the tax revenue falls.

It makes little sense for a government to operate at very high marginal tax rates in 
the downward-sloping portion of this bell-shaped curve. The government could get 
more output and more tax revenue by cutting the marginal tax rate.

10On average for 14 European Union countries, v is also less than v*, but raising the rate to v*would 
raise European tax revenue by only 8% (Trabandt and Uhlig, 2011).

Figure 5.11 The Relationship of U.S. Tax Revenue to the Marginal Tax Rate

This curve shows how U.S. income tax revenue varies 
with the marginal income tax rate, v, according to 
Trabandt and Uhlig (2011). The typical person paid 
v = 28%, which corresponds to 100% of the current 
tax revenue that the government collects. The tax 
revenue would be maximized at 130% of its current 
level if the marginal rate were set at v* = 63%. For 
rates below v*, an increase in the marginal rate raises 
larger tax revenue. However, at rates above v*, an 
increase in the marginal rate decreases tax revenue.
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Suppose a worker’s wage is w and the marginal income tax rate, v, is  
constant, so w = (1 - v)w is the worker’s after-tax wage, and the worker sup-
plies H([1 - v]w) = H(w) hours of work. What is the effect of an increase in v 
on the tax revenue collected? Show that the change in tax revenue in response to 
an increase in v depends on a direct effect of a higher tax rate and the labor sup-
ply response to a higher tax rate. For what elasticity of supply of labor does tax 
revenue rise if v falls?

Answer

1. Determine the government’s tax revenue. The government’s tax revenue, T, is v 
times a worker’s earnings (the wage, w, times the hours worked):

 T = vwH([1 - v]w) = vwH(w). (5.12)

SOLVED PROBLEM 
5.6

MyLab Economics
Solved Problem
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2. By differentiating Equation 5.12 with respect to v, show how the tax revenue 
changes as the tax rate increases. Using the product rule and the chain rule, the 
change in T as v increases is

 
dT
dv

= wH(w) + vw 
dH
dw

 
dw

dv
= wH(w) - vw2 

dH
dw

. (5.13)

3. Show that dT/dv reflects both a direct tax effect and labor supply response. 
Equation 5.13 shows that a change in the tax rate has two effects. First, the 
government collects more revenue because of the higher tax rate: A one-unit 
increase in v causes the tax revenue to increase by wH(w), the amount that the 
worker earns. Second, the change in the tax alters the hours worked. As the 
rate goes up, before-tax labor earnings, wH(w), decrease if the labor supply 
is upward sloping, dH/dw 7 0, which reduces the tax revenue by vw2dH/dw.

4. Determine a condition under which tax revenue rises when the tax rate 
falls. According to Equation 5.13, for the tax revenue to rise when the 
tax rate decreases (or to decrease when the tax rate increases), we need 
dT/dv = wH(w) - vw2dH/dw 6 0. Using algebra, we can rewrite this condi-
tion as

 
1
v

6
dH
dw

 
w

H(w)
. (5.14)

5. Express the condition in Equation 5.14 in terms of the elasticity of supply of 
labor. If we multiply both sides of Equation 5.14 by (1 - v), we obtain the 
condition that

 
1 - v

v
6

dH
dw

 
(1 - v)w

H(w)
=

dH
dw

 
w

H(w)
= η. (5.15)

where η = 3dH/dw43w/H(w)4 is the elasticity of supply of work hours with 
respect to after-tax wages, w.

Comment: Thus, for the tax revenue the government collects to rise from a small 
decrease in the tax rate, the elasticity of supply of labor must be greater than 
(1 - v)/v. In the United States in 2018, a single person with taxable income 
between $38,701 and $82,500 had a marginal tax rate of v = 22%. For a small 
decrease in this rate to raise the tax revenue collected, such a person’s η had 
to be greater than 0.78/0.22 ≈ 3.5, which is not likely. In the past, before the 
Kennedy-era tax cuts, the top U.S. marginal tax rate was v = 91%. For this 
rate, the condition is met if the elasticity of supply is greater than about 0.11.

Per-Hour Versus 
Lump-Sum Childcare 
Subsidies

CHALLENGE 
SOLUTION

We now return to the questions raised in the Challenge at the beginning of the chap-
ter: For a given government expenditure, does a childcare price subsidy or a lump-
sum subsidy provide greater benefit to recipients? Which increases the demand for 
childcare services by more? Which inflicts less cost on other consumers of childcare?

To determine which program benefits recipients more, we employ a model of 
consumer choice. The figure shows a poor family that chooses between hours of 
childcare per day (Q) and all other goods per day. Given that the price of all other 
goods is $1 per unit, the expenditure on all other goods is the income, Y, not spent on 
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childcare. The family’s original budget constraint is Lo. The family chooses Bundle e1 
on indifference curve I1, where the family consumes Q1 hours of childcare services.

If the government gives a childcare price subsidy, the new budget line, LPS, 
rotates out along the childcare axis. Now the family consumes Bundle e2 on 
(higher) indifference curve I2. The family consumes more hours of childcare, Q2, 
because childcare is now less expensive and it is a normal good.

One way to measure the value of the subsidy the family receives is to calculate 
how many other goods the family could buy before and after the subsidy. If the 
family consumes Q2 hours of childcare, the family could have consumed Yo other 
goods with the original budget constraint and Y2 with the price-subsidy budget con-
straint. Given that Y2 is the family’s remaining income after paying for childcare, 
the family buys Y2 units of all other goods. Thus, the value to the family of 
the childcare price subsidy is Y2 - Yo.

If, instead of receiving a childcare price subsidy, the family were to receive a 
lump-sum payment of Y2 - Yo, taxpayers’ costs for the two programs would be 
the same. The family’s budget constraint after receiving a lump-sum payment, LLS, 
has the same slope as the original one, Lo, because the relative prices of childcare 
and all other goods are unchanged from their original levels. This budget con-
straint must go through e2 because the family has just enough money to buy that  
bundle. However, given this budget constraint, the family would be better off  
if it buys Bundle e3 on indifference curve I3 (the reasoning is the same as that in 
the Chapter 4 Challenge Solution and the Consumer Price Index analysis in 
Figure 4.7). The family consumes less childcare with the lump-sum subsidy than 
with the price subsidy, Q3 rather than Q2, but more than it originally did, Q1.
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Poor families prefer the lump-sum payment to the price subsidy because indif-
ference curve I3 is above I2. Taxpayers are indifferent between the two programs 
because they both cost the same. The childcare industry prefers the price subsidy 
because the demand curve for its service is farther to the right: At any given price, 
more childcare is demanded by poor families who receive a price subsidy rather 
than a lump-sum subsidy.

Given that most of the directly affected groups benefit more from lump-sum pay-
ments than price subsidies, why are price subsidies more heavily used? One possible 
explanation is that the childcare industry has very effectively lobbied for price sub-
sidies; however, little such lobbying has occurred. Second, politicians might believe 
that poor families will not make intelligent choices about childcare, so they might see 
price subsidies as a way of getting such families to consume relatively more (or better-
quality) childcare than they would otherwise choose. Third, politicians may prefer 
that poor people consume more childcare so that they can work more hours, thereby 
increasing society’s wealth. Fourth, politicians may not understand this analysis.

SUMMARY
1. Uncompensated Consumer Welfare. The pleasure a 

consumer receives from a good in excess of its cost is 
called consumer surplus. Consumer surplus is the extra 
value that a consumer gets from a transaction over and 
above the amount paid. Consumer surplus is also the 
area under the consumer’s inverse demand curve and 
above the market price up to the quantity the consumer 
buys. The degree of the harm to consumers from an 
increase in a product’s price is the reduction in consumer 
surplus. The market consumer surplus—the sum of the 
welfare effect across all consumers—is the area under the 
market inverse demand curve above the market price.

2. Compensated Consumer Welfare. If we measure the 
harm to a consumer from a price increase using con-
sumer surplus, we are not holding a consumer’s util-
ity constant. We can use compensated demand curves 
or the associated expenditure functions to obtain two 
measures that hold utility constant. The expenditure 
function enables us to determine how much a con-
sumer’s income (expenditure) would have to change to 
offset a change in price, holding the consumer’s utility 
constant. The compensating variation is the amount 
of money one would have to give a consumer to off-
set completely the harm from a price increase—to 
keep the consumer on the original indifference curve. 
The equivalent variation is the amount of money 
one would have to take from a consumer to harm 
the consumer by as much as the price increase would. 
For small (and even large) price changes, the three 
measures of the effect of a price increase on a con-
sumer’s well-being—the change in consumer surplus, 

the compensating variation, and the equivalent varia-
tion—are typically close. The smaller the income elas-
ticity or the smaller the budget share of the good, the 
smaller the differences between these three measures.

3. Effects of Government Policies on Consumer 
 Welfare. A government quota on the consumption of 
a good, food stamps, or a childcare price subsidy cre-
ates a kink in a consumer’s budget constraint, which 
affects how much consumers purchase and their well-
being. Many, but not most, consumers would be bet-
ter off if the government gave them an amount of 
money equal to the value of the food stamps or the 
childcare subsidy instead of these subsidies.

4. Deriving Labor Supply Curves. Using consumer 
theory, we can derive a person’s daily demand curve 
for leisure (time spent on activities other than work), 
which shows how hours of leisure vary with the wage 
rate, which is the price of leisure. The number of hours 
that a person works equals 24 minus that person’s 
leisure hours, so we can determine a person’s daily 
labor supply curve from that person’s demand curve 
for leisure. The labor supply curve is upward sloping 
if leisure is an inferior good, and downward sloping 
if it is a normal good and the income effect dominates 
the substitution effect. The labor supply curve may 
be backward bending if a worker views leisure as an 
inferior good at low wages and a normal good at high 
wage. Whether a cut in the income tax rate will cause 
government tax revenue to rise or fall depends on the 
shape of the labor supply curve.
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EXERCISES
All exercises are available on MyLab Economics; * = answer appears at the back of this book; M =  mathematical problem.

have to be paid not to use the internet or what else 
they’d have to give up to keep using it. Use a graph 
to illustrate the compensating variation and equiva-
lent variation in this Application. What is a better 
way to determine the equivalent variation?

 2.2 According to a 2018 survey, 41% of single, 
employed millennials without children would be 
willing to dump their partner for a $37,000 raise.11 
Was the survey asking a CV or an EV question? 
(Hint: See the Application “Compensating Varia-
tion and Equivalent Variation for Smartphones and 
Facebook.”)

 *2.3 Redraw Figure 5.4 for an inferior good. Use your 
diagram to compare the relative sizes of CV, ∆CS, 
and EV.

 2.4 Suppose that Lucy’s quasilinear utility function 
in Solved Problem 5.2 is U(q1, q2) = 2q1

0.5 + q2, 
p

1 = 2, p2 = 4, p1 = 4, q1 = q1(p1) = 4, q1 = q1
(p1) = 1. Compare her CV, EV, and ∆CS. M

 2.5 Marvin has a Cobb-Douglas utility function, 
U = q1

0.5 q2
0.5, his income is Y = 100, and, initially 

he faces prices of p1 = 1 and p2 = 2. If p1 increases 
to 2, what are his CV, ∆CS, and EV? (Hint: See 
Solved Problems 5.1 and 5.2.) M

 2.6 The local swimming pool charges nonmembers $10 
per visit. If you join the pool, you can swim for $5 
per visit, but you have to pay an annual fee of F. Use 
an indifference curve diagram to find the value of F 
such that you are indifferent between joining and not 
joining. Suppose that the pool charged you exactly F. 
Would you go to the pool more or fewer times than 
if you did not join? For simplicity, assume that the 
price of all other goods is $1.

 2.7 Marcia spends her money on coffee and sugar, which 
she views as perfect complements. She adds one 
tablespoon of sugar to each cup of coffee. A cup of 
coffee costs $1, a tablespoon of sugar cost $0.20, and 
she spends $16.80 on coffee every week. Use graphs 
to show her compensating variation and equivalent 
variation if the price of sugar doubles. Discuss the 
relative sizes of the change in her consumer surplus, 
compensating variation, and equivalent variation.

11www.cometfi.com/young-single-career-oriented; www 
.washingtonpost.com/news/get-there/wp/2018/03/22/
would-you-dump-your-honey-for-this-much-more-money/.

 1. Uncompensated Consumer Welfare

 1.1 Observe an auction on an online website such as 
eBay. Use the bidding information to draw a demand 
curve for the item and indicate the total willingness 
to pay for the good by the auction participants. 
(Hint: See the Application “Willingness to Pay and 
Consumer Surplus on eBay.”)

 *1.2 If the inverse demand function for toasters is 
p = 60 - q, what is the consumer surplus if the 
price is 30? M

 1.3 If the inverse demand function for radios is 
p = a - bq, what is the consumer surplus if the 
price is a>2? M

 1.4 Hong and Wolak (2008) estimated that a 5% postal 
(stamp) price increase, such as the one in 2006, reduces 
postal revenue by $215 million and lowers consumer 
surplus by $333 million. Illustrate these results in a 
figure similar to that of Figure 5.2, and indicate the 
dollar amounts of areas A and B in the figure.

 *1.5 Use the facts in Exercise 1.4:

a. Hong and Wolak estimated that the elasticity of 
demand for postal services is -1.6. Assume that 
the market has a constant elasticity of demand 
function, Q = Xp - 1.6, where X is a constant. In 
2006, the price of a first-class stamp went from 
37¢ to 39¢. Given the information in the problem 
about the effect of the price increase on revenue, 
calculate X.

b. Calculate the size of the triangle corresponding to 
the lost consumer surplus (area B in Exercise 1.4). 
Note: You will get a slightly larger total surplus loss 
than the amount estimated by Hong and Wolak 
because they estimated a slightly different demand 
function. (Hint: See Solved Problem 5.1.) M

 1.6 Compare the consumer surplus effects between a lump-
sum tax and an ad valorem (percentage) tax on all 
goods that raise the same amount of tax revenue. M

 *1.7 Two linear demand curves go through the initial 
equilibrium, e1. One demand curve is less elastic than 
the other at e1. For which demand curve will a price 
increase cause the larger consumer surplus loss?

 2. Compensated Consumer Welfare

 2.1 In the Application “Compensating Variation and 
Equivalent Variation for Smartphones and Face-
book,” people were asked how much they would 

Exercises  

www.cometfi.com/young-single-career-oriented
www.washingtonpost.com/news/get-there/wp/2018/03/22/would-you-dump-your-honey-for-this-much-more-money/
www.washingtonpost.com/news/get-there/wp/2018/03/22/would-you-dump-your-honey-for-this-much-more-money/
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 2.8 Kwabena’s utility function is U(q1, q2) = min (q1, q2). 
The price of each good is $1, and his monthly 
income is $4,000. His firm wants him to relocate to 
another city where the price of q2 is $3, but the price 
of q1 and his income remain constant. Obviously,  
he would be worse off due to the move. What  
would be his equivalent variation and compensating 
variation? M

 2.9 Fangwen’s utility function is U(q1, q2) = q1 + q2. 
The price of each good is $1, and her monthly 
income is $4,000. Her firm wants her to relocate 
to another city where the price of q2 is $2, but the 
price of q1 and her income remain constant. What 
would be her equivalent variation or compensating 
variation? M

 3. Effects of Government Policies on Consumer 
Welfare

 3.1 Max chooses between water and all other goods. 
If he spends all his money on water, he can buy 
12,000 gallons per week. Given that he has usual-
shaped indifference curves, show his optimal bundle 
e1 in a diagram. During a drought, the government 
limits the number of gallons per week that he may 
purchase to 10,000. Using diagrams, discuss under 
which conditions his new optimal bundle, e2, will 
be the same as e1. If the two bundles differ, can you 
state where e2 must be located?

 3.2 Ralph usually buys one pizza and two colas from 
the local pizzeria. The pizzeria announces a special: 
All pizzas after the first one are half price. Show the 
original and new budget constraints. What can you 
say about the bundle Ralph will choose when faced 
with the new constraint?

 3.3 Since 1979, the U.S. government has given low-
income recipients food stamps without charge. 
Before 1979, people bought food stamps at a sub-
sidized rate. For example, to get $1 worth of food 
stamps, a household paid about 20¢ (the exact 
amount varied by household characteristics and 
other factors). Show the budget constraint facing an 
individual if that individual may buy up to $100 per 
month in food stamps at 20¢ per each $1 coupon. 
Compare this constraint to the original budget con-
straint (original income is Y) with no assistance and 
the budget constraint if the individual receives $100 
of food stamps for free.

 3.4 Is a poor person more likely to benefit from $100 a 
month worth of food stamps (that can be used only 
to buy food) or $100 a month worth of clothing 
stamps (that can be used only to buy clothing)? Why?

 3.5 If a relatively wealthy person spends more on food 
than a poor person before receiving food stamps, is 

the wealthy person less likely than the poor person 
to have a tangency at a point such as f in Figure 5.6?

 3.6 Recipients of federal housing choice vouchers can 
use the vouchers only for housing. Several empiri-
cal studies found that recipients increase their non-
housing expenditures by 10% to 20% (Harkness 
and Newman, 2003). Show that recipients might—
but do not necessarily—increase their spending on 
non-housing, depending on their tastes.

 3.7 Federal housing choice vouchers ($19 billion in 2015) 
and food stamps ($74 billion in 2014) are two of the 
largest in-kind transfer programs for the poor. Many 
poor people are eligible for both programs: 30% of 
housing assistance recipients also used food stamps, 
and 38% of food stamp participants also received 
housing assistance (Harkness and Newman, 2003). 
Suppose Jill’s income is $500 a month, which she 
spends on food and housing. The prices of food and 
housing are each $1 per unit. Draw her budget line. If 
she receives $100 in food stamps and $200 in a hous-
ing subsidy (which she can spend only on housing), 
how do her budget line and opportunity set change?

 3.8 Governments increasingly use educational vouchers 
in various parts of the United States. Suppose that 
the government offers poor people $5,000 education 
vouchers that they may use only to pay for education. 
Doreen would be better off with $5,000 in cash than 
with the educational voucher. In a graph, determine the 
cash value, V, Doreen places on the education voucher 
(that is, the amount of cash that would leave her as 
well off as with the voucher). Show how much educa-
tion and “all other goods” she would consume with 
the educational voucher versus the cash payment of V.

 4. Deriving Labor Supply Curves

 4.1 Under a welfare plan, poor people are given a lump-
sum payment of $L. If they accept this welfare pay-
ment, they must pay a high marginal tax rate, v = 1

2, 
on anything they earn. If they do not accept the wel-
fare payment, they do not have to pay a tax on their 
earnings. Show that whether an individual accepts 
welfare depends on the individual’s tastes.

 4.2 If an individual’s labor supply curve slopes forward 
at low wages and bends backward at high wages, is 
leisure a Giffen good? If so, is leisure a Giffen good 
at high or low wage rates?

 4.3 Bessie, who can currently work as many hours as she 
wants at a wage of w, chooses to work 10 hours a 
day. Her boss decides to limit the number of hours 
that she can work to 8 hours per day. Show how her 
budget constraint and choice of hours change. Is she 
unambiguously worse off as a result of this change? 
Why or why not?
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marginal tax rates. Assuming that workers in all four 
countries have the same tastes toward leisure and 
goods, must it necessarily be true that U.S. employ-
ees work longer hours? Use graphs to illustrate your 
answer, and explain why it is true or is not true. 
Does Prescott’s evidence indicate anything about the 
relative sizes of the substitution and income effects? 
Why or why not?

 *4.11 Originally, Julia could work as many hours as she 
wanted at a wage of w. She chose to work 12 hours 
per day. Then, her employer told her that, in the future, 
she may work as many hours as she wants up to a 
maximum of 8 hours (and she can find no additional 
part-time job). How does her optimal choice between 
leisure and goods change? Does this change hurt her?

 4.12 Using calculus, show the effect of a change in the 
wage on the amount of leisure that an individual 
wants to consume. M

 4.13 Suppose that Joe’s wage varies with the hours he 
works: w(H) = aH, a 7 0. Use both a graph and 
calculus to show how the number of hours he 
chooses to work depends on his tastes. M

 4.14 Derive Sarah’s labor supply function given that she 
has a quasilinear utility function, U = Y0.5 + 2N, 
and her income is Y = wH. What is the slope of her 
labor supply curve with respect to a change in the 
wage? (Hint: See Solved Problem 5.3.) M

 4.15 Joe won $365,000 a year for life in the state lot-
tery. Use a labor-leisure choice analysis to answer 
the following:

a. Show how Joe’s lottery winnings affect the posi-
tion of his budget line.

b. Joe’s utility function for goods per day (Y) and 
hours of leisure per day (N) is U = Y + 240N0.5. 
After winning the lottery, does Joe continue to 
work the same number of hours each day? What 
is the income effect of Joe’s lottery gains on the 
amount of goods he buys per day? M

 4.16 Redraw the figure in Solved Problem 5.5 to show that 
Lance might not choose to work at the higher wage.

 4.17 In Solved Problem 5.5, suppose that Lance’s parents 
will not give Lance Y* if he drops out of high school to 
work. Use two figures to show that he might or might 
not choose to start working when the wage increases.

 *4.18 The government collects a specific tax of t for each 
hour worked. Thus, a worker whose wage is w keeps 
w - t after taxes and supplies H(w - t) hours of 
work. The government wants to know if its tax rev-
enue will increase or decrease if it lowers t. Show 
that how the tax revenue changes depends on the 
elasticity of supply of labor, η. (Hint: See Solved 
Problem 5.6.) M

 4.4 Originally when he could work as many hours as he 
wanted at a wage w, Roy chose to work seven hours 
a day. The employer now offers him w for the first 
eight hours in a day and an overtime wage of 1.5w 
for every hour he works beyond a minimum of eight 
hours. Show how his budget constraint changes. 
Will he necessarily choose to work more than seven 
hours a day? Would your answer be different if he 
originally chose to work eight hours?

 4.5 Jerome moonlights: He holds down two jobs. The 
higher-paying job pays w, but he can work at most 
eight hours. The other job pays w*, but he can work 
as many hours as he wants. Show how Jerome deter-
mines how many total hours to work. Now suppose 
that the job with no restriction on hours was the 
higher-paying job. How do Jerome’s budget con-
straint and behavior change?

 4.6 Taxes during the fourteenth century were very pro-
gressive. The 1377 poll tax on the Duke of Lan-
caster was 520 times that on a peasant. A poll 
tax is a lump-sum (fixed amount) tax per person, 
which is independent of the hours a person works 
or earns. Use a graph to show the effect of a poll 
tax on the labor-leisure decision. Does knowing that 
the tax was progressive tell us whether a nobleman 
or a peasant—assuming they had identical tastes—
worked more hours?

 *4.7 Today, most developed countries have progressive 
income taxes. Under such a taxation program, is the 
marginal tax higher than, equal to, or lower than the 
average tax?

 *4.8 As of 2015, at least 41 countries—including most of 
the formerly centrally planned economies of Central 
and Eastern Europe and Eurasia—use a flat personal 
income tax. Show that if each person is allowed a 
“personal deduction” whereby the first $10,000 
earned by the person is untaxed, the flat tax can be 
a progressive tax in which rich people pay a higher 
average tax rate than poor people.

 4.9 George views leisure as a normal good. He works 
at a job that pays w an hour. Use a labor-leisure 
analysis to compare the effects on the hours he 
works from a marginal tax rate on his wage, v, or 
a lump-sum tax (a tax collected regardless of the 
number of hours he works), T. If the per-hour tax 
is used, he works 10 hours and earns (1 - v)10w. 
The government sets T = v10w, so that it collects 
the same amount of money from either tax. Which 
tax is likely to reduce George’s hours of work more, 
and why? (Hint: See Solved Problem 5.4.)

 *4.10 Prescott (2004) argued that U.S. employees work 
50% more than do German, French, and Italian 
employees because European employees face lower 
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 5. Challenge

 5.1 Governments generally limit the amount of the child-
care subsidy. For example, in Washington State, the 
2015 maximum subsidy for an infant is $31.47 per 
day. A binding limit on the subsidy creates a kink in 
the budget constraint. Show how a limit changes the 
analysis in the Challenge Solution.

 *5.2 How are parents who do not receive subsidies 
affected by the two childcare programs analyzed in 
the Challenge Solution figure? (Hint: Use a supply-
and-demand analysis.)

 *5.3 How could the government set a smaller lump-sum 
subsidy that would make poor parents as well 
off as with the hourly childcare subsidy yet cost 
the government less? Given the tastes shown in 
the Challenge Solution figure, what would be the 
effect on the number of hours of childcare ser-
vice that these parents buy? Are you calculating a 
compensating variation or an equivalent variation 
(given that the original family is initially at e1 in 
the figure)?
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Why has a measure of labor productivity—the output produced per worker—risen for many 
firms during recent recessions (Lazear, Shaw, and Stanton, 2016)? During the Great Reces-
sion (the fourth quarter of 2007 through the third quarter of 2009), labor productivity rose 
by 3.2% in nonfarm businesses. In contrast, in the two 
years before the Great Recession, labor productivity 
rose by only 2.2%.

Firms produce less output during recessions as 
demand for their products falls. In response, firms 
 typically lay off workers during recessions. A 2017 U.S. 
Bureau of Labor Statistics study found that during the 
Great Recession, output declined by $753 billion and 
8.1 million jobs were lost.

If we know about a firm’s production process, can 
we predict whether output produced per worker will 
rise or fall with each additional layoff? We answer this 
question in the Challenge Solution, where we examine 
whether the productivity of a beer bottling plant rises 
or falls.

Labor Productivity 
During Downturns

Firms and 
Production
Hard work never killed anybody, but why take a chance?

CHALLENGE

6

This chapter examines the nature of firms and how they choose their inputs to pro-
duce efficiently. Chapter 7 considers how firms choose the least costly among all 
possible efficient production processes. Then, Chapter 8 combines this information 
about costs with information about revenues to determine how firms select the output 
level that maximizes profit.

The main lesson of this chapter and the next is that firms are not black boxes that 
mysteriously transform inputs (such as labor, capital, and material) into outputs. 
Economic theory explains how firms make decisions about production processes, 
types of inputs to use, and the volume of output to produce.

1. The Ownership and Management of Firms. Decisions must be made about how a firm 
is owned and managed.

2. Production. A firm converts inputs into outputs, using one of possibly many available 
technologies.

In this chapter, we 
examine six  
main topics
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 6.1 The Ownership and Management  
of Firms
A firm is an organization that converts inputs such as labor, materials, and capi-
tal into outputs, the goods and services that it sells. U.S. Steel combines iron ore, 
machinery, and labor to create steel. A local restaurant buys raw food, cooks it, and 
serves it. A landscape designer hires gardeners, rents machines, buys trees and shrubs, 
transports them to a customer’s home, and supervises the project.

Private, Public, and Nonprofit Firms
Atheism is a non-prophet organization.

Firms operate in the private, public, or nonprofit sectors. The private sector, 
sometimes referred to as the for-profit private sector, consists of firms owned by 
individuals or other nongovernmental entities whose owners try to earn a profit. 
Throughout this book, we concentrate on these firms. In almost every country, 
this sector contributes the most to the gross domestic product (GDP, a measure of 
a country’s total output).

The public sector consists of firms and organizations that are owned by gov-
ernments or government agencies. For example, the National Railroad Passenger 
 Corporation (Amtrak) is owned primarily by the U.S. government. The armed forces 
and the court system are also part of the public sector, as are most schools, colleges, 
and universities.

The nonprofit or not-for-profit sector consists of organizations that are nei-
ther government-owned nor intended to earn a profit. Organizations in this sector 
typically pursue social or public interest objectives. Well-known examples include 
Greenpeace, Alcoholics Anonymous, and the Salvation Army, along with many other 
charitable, educational, health, and religious organizations. According to the Federal 
Reserve Bank of St. Louis, in 2018, the private sector created 76% of the U.S. gross 
domestic product, the government sector was responsible for 11%, and nonprofits 
and households produced the remaining 13%.

Sometimes all three sectors play an important role in the same industry. For 
example, in the United States, the United Kingdom, Canada, and many other 
countries, for-profit, nonprofit, and government-owned hospitals coexist. A 
single enterprise may be partially owned by a government and partially owned 
by individuals. For example, during the 2007–2009 Great Recession, the U.S. 
government took a partial ownership position in many firms in the financial and 
automobile industries.

3. Short-Run Production: One Variable and One Fixed Input. In the short run, only some 
inputs can be varied, so the firm changes its output by adjusting its variable inputs.

4. Long-Run Production: Two Variable Inputs. The firm has more flexibility in how it pro-
duces and how it changes its output level in the long run, when all factors can be varied.

5. Returns to Scale. How the ratio of output to input varies with the size of the firm is an 
important factor in determining a firm’s size.

6. Productivity and Technical Change. The amount of output that can be produced with a 
given quantity of inputs varies across firms and over time.
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The Ownership of For-Profit Firms
The legal structure of a firm determines who is liable for its debts. The private sec-
tor has three primary legal forms of organization: a sole proprietorship, a general 
partnership, or a corporation.

Sole proprietorships are firms owned by an individual who is personally liable for 
the firm’s debts.

General partnerships (often called partnerships) are businesses jointly owned and 
controlled by two or more people who are personally liable for the firm’s debts. The 
owners operate under a partnership agreement. In most legal jurisdictions, if any 
partner leaves, the partnership agreement ends and a new partnership agreement is 
created if the firm is to continue operations.

Corporations are owned by shareholders in proportion to the number of shares 
or amount of stock they hold. The shareholders elect a board of directors to rep-
resent them. In turn, the board of directors usually hires managers to oversee the 
firm’s operations. Some corporations are very small and have a single shareholder; 
others are very large and have thousands of shareholders. The legal name of a cor-
poration often includes the term Incorporated (Inc.) or Limited (Ltd) to indicate 
its corporate status.

A fundamental characteristic of corporations is that the owners are not personally 
liable for the firm’s debts; they have limited liability: The personal assets of corporate 
owners cannot be taken to pay a corporation’s debts even if it goes into bankruptcy. 
Because corporations have limited liability, the most that shareholders can lose is the 
amount they paid for their stock, which typically becomes worthless if the corpora-
tion declares bankruptcy.1

The purpose of limiting liability was to allow firms to raise funds and grow 
beyond what was possible when owners risked personal assets on any firm in 
which they invested. According to the latest available figures (2012), U.S. corpora-
tions are responsible for 81% of business receipts and 58% of net business income 
even though they are only 18% of all nonfarm firms. Nonfarm sole proprietorships 
are 72% of firms but make only 4% of the sales revenue and earn 15% of net 
income. Partnerships are 10% of firms, account for 15% of revenue, and make 
27% of net income.

1Only relatively recently, the United States (1996), the United Kingdom (2000), and other countries 
have allowed any sole proprietorship, partnership, or corporation to register as a limited liability 
company (LLC). Thus, all firms—not just corporations—can now obtain limited liability.

Before 1978, virtually all Chinese industrial firms were state-owned enter-
prises (SOEs). Since then, China has been transitioning to a market-based 
economy, gradually increasing the role of private-sector firms. It has dra-
matically reduced the number of SOEs, keeping mainly the largest ones. By 
1999, SOEs comprised only about 36% of Chinese industrial firms but still 
controlled nearly 68% of industrial assets (capital). Since 2000, the Chinese 
government has allowed many small SOEs to be privatized or go bankrupt, 
while it continues to subsidize many large SOEs. By 2017, SOEs accounted 
for only 29% of industrial assets, but still account for 30% to 40% of China’s 
gross domestic product.

APPLICATION

Chinese State-Owned 
Enterprises
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The Management of Firms
In a small firm, the owner usually manages the firm’s operations. In larger firms, typi-
cally corporations and larger partnerships, a manager or a management team usually 
runs the company. In such firms, owners, managers, and lower-level supervisors are 
all decision makers.

As revelations about Enron, WorldCom, American International Group (AIG), 
MF Global, and JP Morgan Chase illustrate, various decision makers may have con-
flicting objectives. What is in the best interest of the owners may not be in the best 
interest of managers or other employees. For example, a manager may want a fancy 
office, a company car, a corporate jet, and other perks, but an owner would likely 
oppose those drains on profit.

The owner replaces the manager if the manager pursues personal objectives rather 
than the firm’s objectives. In a corporation, the board of directors is responsible for 
ensuring that the manager stays on track. If the manager and the board of directors 
are ineffective, the shareholders can fire both or change certain policies through votes 
at the corporation’s annual shareholders’ meeting. Until Chapter 19, we’ll ignore the 
potential conflict between managers and owners and assume that the owner is the 
manager of the firm and makes all the decisions.

What Owners Want
Economists usually assume that a firm’s owners try to maximize profit. Presumably, 
most people invest in a firm to make money—lots of money, they hope. They want 
the firm to earn a positive profit rather than suffer a loss (a negative profit). A firm’s 
profit, π, is the difference between its revenue, R, which is what it earns from selling 
a good, and its cost, C, which is what it pays for labor, materials, and other inputs:

 π = R - C. (6.1)

Typically, revenue is p, the price, times q, the firm’s quantity: R = pq. (For simplicity, 
we will assume that the firm produces only one product.)

In reality, some owners have other objectives, such as running as large a firm as 
possible, owning a fancy building, or keeping risks low. However, Chapter 8 shows 
that a firm in a highly competitive market is likely to be driven out of business if it 
doesn’t maximize its profit.

To maximize its profit, a firm must produce as efficiently as possible. A firm 
achieves production efficiency (technological efficiency) if it cannot produce its 
current level of output with fewer inputs, given its existing knowledge about tech-
nology and how to organize production. Equivalently, a firm produces efficiently 
if, given the quantity of inputs used, no more output can be produced using exist-
ing knowledge.

If a firm does not produce efficiently, it cannot maximize its profit—so efficient 
production is necessary for maximizing profit. Even if a firm efficiently produces a 
given level of output, it will not maximize its profit if that output level is too high 
or too low or if it uses an excessively expensive production process. Thus, efficient 
production alone is not sufficient to ensure that a firm maximizes its profit.

A firm may use engineers and other experts to determine the most efficient ways 
to produce using a known method or technology. However, this knowledge does not 
indicate which of the many technologies, each of which uses different combinations 
of inputs, allows for production at the lowest cost or with the highest possible profit. 
How to produce at the lowest cost is an economic decision typically made by the 
firm’s manager (see Chapter 7).
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 6.2 Production
A firm uses a technology or production process to transform inputs or factors of 
production into outputs. Firms use many types of inputs, most of which fall into 
three broad categories:

■■ Capital services (K): use of long-lived inputs such as land, buildings (such as 
factories and stores), and equipment (such as machines and trucks)

■■ Labor services (L): hours of work provided by managers, skilled workers 
(such as architects, economists, engineers, and plumbers), and less-skilled work-
ers (such as custodians, construction laborers, and assembly-line workers)

■■ Materials (M): natural resources and raw goods (such as oil, water, and wheat) 
and processed products (such as aluminum, plastic, paper, and steel) that are 
typically consumed in producing, or incorporated in making, the final product

For brevity, we typically refer to capital services as capital and labor services as 
labor. The output can be a service, such as an automobile tune-up by a mechanic, or 
a physical product, such as a computer chip or a potato chip.

Production Functions
Firms can transform inputs into outputs in many different ways. Candy manufacturing 
companies differ in the skills of their workforce and the amount of equipment they 
use. While all employ a chef, a manager, and relatively unskilled workers, some candy 
firms also use skilled technicians and modern equipment. In small candy companies, 
the relatively unskilled workers shape the candy, decorate it, package it, and box it by 
hand. In slightly larger firms, these same-level workers use conveyor belts and other 
industrial equipment. In modern large-scale plants, the relatively unskilled laborers 
work with robots and other state-of-the-art machines maintained by skilled technicians. 
Before deciding which production process to use, a firm must consider its options.

The various ways that a firm can transform inputs into output are summarized in 
the production function: the relationship between the quantities of inputs used and 
the maximum quantity of output that can be produced, given current knowledge 
about technology and organization. The production function for a firm that uses 
labor and capital only is

 q = f(L, K), (6.2)

where q units of output (wrapped candy bars) are produced using L units of labor 
services (days of work by relatively unskilled assembly-line workers) and K units of 
capital (the number of conveyor belts).

The production function shows only the maximum amount of output that can 
be produced from given levels of labor and capital, because the production func-
tion includes efficient production processes only. A profit-maximizing firm is not 
interested in production processes that are inefficient and wasteful: Why would the 
firm want to use two workers to do a job that one worker can perform as efficiently?

Time and the Variability of Inputs
A firm can more easily adjust its inputs in the long run than in the short run. Typi-
cally, a firm can vary the amount of materials and relatively unskilled labor it uses 
comparatively quickly. However, it needs more time to find and hire skilled workers, 
order new equipment, or build a new manufacturing plant.
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The more time a firm has to adjust its inputs, the more factors of production it can 
alter. The short run is a period so brief that at least one factor of production cannot 
be varied practically. A factor that a firm cannot vary practically in the short run 
is called a fixed input. In contrast, a variable input is a factor of production whose 
quantity the firm can change readily during the relevant period. The long run is a 
long enough period that all inputs can be varied—no inputs are fixed.

Suppose that one day a painting company has more work than its crew can handle. 
Even if it wanted to, the firm does not have time to buy or rent an extra truck and 
buy another compressor to run a power sprayer; these inputs are fixed in the short 
run. To complete the day’s work, the firm uses its only truck to drop off a temporary 
worker, equipped with only a brush and a can of paint, at the last job. However, in 
the long run, the firm can adjust all its inputs. If the firm wants to paint more houses 
every day, it can hire more full-time workers, purchase a second truck, get another 
compressor to run a power sprayer, and buy a computer program to track its projects.

The time it takes for all inputs to be variable depends on the factors a firm uses. For 
a janitorial service whose only major input is workers, the long run is a brief period. In 
contrast, an automobile manufacturer may need many years to build a new manufac-
turing plant or design and construct a new type of machine. A pistachio farmer needs 
about a decade before newly planted trees yield a substantial crop of nuts.

For many firms over a short period, say, a month, materials and often labor are 
variable inputs. However, labor is not always a variable input. Finding additional 
highly skilled workers may take substantial time. Similarly, capital may be a variable 
or a fixed input. A firm can rent small capital assets (trucks and personal comput-
ers) quickly, but it may take years to obtain larger capital assets (buildings and large 
specialized pieces of equipment).

To illustrate the greater flexibility a firm has in the long run than in the short run, 
we examine the production function in Equation 6.2, in which output is a function 
of only labor and capital. We first look at the short-run and then at the long-run 
production process.

 6.3 Short-Run Production: One Variable  
and One Fixed Input
In the short run, we assume that capital is a fixed input and that labor is a variable 
input, so the firm can increase output only by increasing the amount of labor it uses. 
In the short run, the firm’s production function is

 q = f(L, K), (6.3)

where q is output, L is workers, and K is the fixed number of units of capital. The 
short-run production function is also referred to as the total product of labor—the 
amount of output (or total product) that a given amount of labor can produce, hold-
ing the quantity of other inputs fixed.

The exact relationship between output or total product and labor is given in 
Equation 6.3. The marginal product of labor (MPL) is the change in total output 
resulting from using an extra unit of labor, holding other factors (capital) constant. 
The marginal product of labor is the partial derivative of the production function 
with respect to labor,

MPL =
0q
0L

=
0f(L, K)

0L
.
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The average product of labor (APL) is the ratio of output to the number of workers 
used to produce that output,2

APL =
q
L

.

2Jargon alert: Some economists call the MPL the marginal physical product of labor and the APL the 
average physical product of labor.

A computer assembly firm’s production function is q = 0.1LK + 3L2K - 0.1L3K. 
What is its short-run production function if capital is fixed at K = 10? Give the 
formulas for its marginal product of labor and its average product of labor. Draw 
two figures, one above the other. In the top figure, show the relationship between 
output (total product) and labor. In the bottom figure, show the MPL and APL 
curves. Is this production function valid for all values of labor?

Answer

1. Write the formula for the short-run production function by replacing K in the 
production function with its fixed short-run value. To obtain a production func-
tion in the form of Equation 6.3, set capital in the production function equal to 10:

q = 0.1L(10) + 3L2(10) - 0.1L3(10) = L + 30L2 - L3.

2. Determine the MPL by differentiating the short-run production function with 
respect to labor. The marginal product of labor is3

MPL =
dq
dL

=
d(L + 30L2 - L3)

dL
= 1 + 60L - 3L2.

3. Determine the APL by dividing the short-run production function by labor. The 
average product of labor is

APL =
q
L

=
L + 30L2 - L3

L
= 1 + 30L - L2.

4. Draw the requested figures by plotting the short-run production function, MPL, 
and APL equations. Figure 6.1 shows how the total product of labor, marginal 
product of labor, and average product of labor vary with the number of workers.

5. Show that the production function equation does not hold for all values of 
labor by noting that, beyond a certain level, extra workers lower output. In 
the figure, the total product curve to the right of L = 20 is a dashed line, 
indicating that this section is not part of the true production function. Because 
output falls—the curve decreases—as the firm uses more than 20 workers, a 
rational firm would never use more than 20 workers. From the definition of a 
production function, we want the maximum quantity of output that the given 
inputs can produce, so if the firm had more than 20 workers, it could increase 
its output by sending the extra employees home. (The portions of the MPL and 
APL curves beyond 20 workers also appear as dashed lines because they cor-
respond to irrelevant sections of the short-run production function equation.)

3Because the short-run production function is solely a function of labor, MPL = dq/dL. An alternative 
way to derive the MPL is to differentiate the production function with respect to labor and then set 
capital equal to 10: MPL = 0q/0L = 0(0.1LK + 3L2K - 0.1L3K)/0L = 0.1K + 6LK - 0.3L2K. 
Evaluating at K = 10, we obtain MPL = 1 + 60L - 30L2.

SOLVED PROBLEM 
6.1

MyLab Economics
Solved Problem
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Interpretation of Graphs
Figure 6.1 shows how the total product of labor (computers assembled), the average 
product of labor, and the marginal product of labor vary with the number of workers. 
The figures are smooth curves because the firm can hire a “fraction of a worker” by 
employing a worker for a fraction of a day. The total product of labor curve in panel 
a shows that output rises with labor until the firm employs 20 workers.

Panel b illustrates how the average product of labor and the marginal product of 
labor vary with the number of workers. By lining up the two panels vertically, we 
can show the relationships between the total product of labor, marginal product of 
labor, and average product of labor curves.

Figure 6.1 Production Relationships with Variable Labor

(a) The short-run total product of labor curve, 
q = L + 30L2 - L3, shows how much output, q, can 
be assembled with 10 units of capital, which is fixed in 
the short run. Where extra workers reduce the amount 
of output produced, the total product of labor curve is 
a dashed line, which indicates that such production is 

inefficient production and not part of the production 
function. The slope of the line from the origin to  
point B is the average product of labor for 15 workers.  
(b) The marginal product of labor, MPL, equals the 
average product of labor, APL, at the peak of the average 
product curve where the firm employs 15 workers.
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In most production processes—and as Figure 6.1 shows—the average product of 
labor first rises and then falls as labor increases. For example, the APL curve may ini-
tially rise because it helps to have more than two hands when assembling a computer. 
One worker holds a part in place while another worker bolts it down. As a result, 
output increases more than in proportion to labor, so the average product of labor 
rises. Similarly, output may initially rise more than in proportion to labor because 
of greater specialization of activities. With greater specialization, firms assign work-
ers to tasks at which they are particularly adept, saving workers’ time by not having 
workers move from one task to another.

However, as the number of workers rises further, output may not increase by as 
much per worker because workers have to wait to use a particular piece of equip-
ment or because they get in each other’s way. In Figure 6.1, as the number of workers 
exceeds 15, total output increases less than in proportion to labor, so the average 
product falls.

The three curves are geometrically related. First, we use panel b to illustrate the 
relationship between the average and marginal product of labor curves. Then, we 
use panels a and b to show the relationship between the total product of labor curve 
and the other two curves.

The average product of labor curve slopes upward where the marginal product 
of labor curve is above it and slopes downward where the marginal product curve is 
below it. If an extra worker adds more output—that worker’s marginal product—
than the average product of the initial workers, the extra worker raises the average 
product. As panel b shows, with fewer than 15 workers, the marginal product curve 
is above the average product curve, so the average product curve is upward sloping.

Similarly, if the marginal product of labor for a new worker is less than the former 
average product of labor, then the average product of labor falls. In the figure, the 
average product of labor falls beyond 15 workers. Because the average product of 
labor curve rises when the marginal product of labor curve is above it, and the aver-
age product of labor falls when the marginal product of labor is below it, the average 
product of labor curve reaches a peak, point b in panel b, where the marginal product 
of labor curve crosses it.4

We can determine the average product of labor curve, shown in panel b of Figure 6.1, 
using the total product of labor curve, shown in panel a. The APL for L workers 
equals the slope of a straight line from the origin to a point on the total product of 
labor curve for L workers in panel a. The slope (“rise over run”) of this line equals 
output (“rise”) divided by the number of workers (“run”), which is the definition of 
the average product of labor. For example, the slope of the straight line drawn from 
the origin to point B (L = 15, q = 3,390) is 226, which is the height of the APL curve 
in panel b when L = 15.

4We can use calculus to prove that the MPL curve intersects the APL at its peak. Because capital 
is fixed, we can write the production function solely in terms of labor: q = f(L). In the figure, 
MPL = dq/dL = df/dL 7 0 and d2f/dL2 6 0. A necessary condition to identify the amount of 
labor where the average product of labor curve, APL = q/L = f(L)/L, reaches a maximum is that the 
derivative of APL with respect to L equals zero:

dAPL

dL
= ¢ dq

dL
-

q

L
≤1

L
= 0.

At the L determined by this first-order condition, APL is maximized if the second-order condition is 
negative: d2APL/dL2 = d2f/dL2 6 0. From the necessary condition, MPL = dq/dL = q/L = APL, 
at the peak of the APL curve.
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The marginal product of labor also has a geometric interpretation in terms of the 
total product of labor curve. The slope of the total product of labor curve at a given 
point, dq/dL, equals the MPL. That is, the MPL equals the slope of a straight line that 
is tangent to the total output (product) curve for a given number of workers. For 
example, at point C in panel a with 20 workers, the line tangent to the total product 
curve is flat, so the MPL is zero: A little extra labor has no effect on output. The total 
product curve is upward sloping with fewer than 20 workers, so the MPL is positive. 
If the firm is foolish enough to hire more than 20 workers, the total product curve 
slopes downward (dashed line), so the MPL would be negative: Extra workers lower 
output. Again, this portion of the MPL curve is not part of the production function.

With 15 workers, the average product of labor equals the marginal product of 
labor. The reason is that the line from the origin to point B in panel a is tangent to 
the total product curve, so the slope of that line, 226, is the marginal product of labor 
and the average product of labor at point b in panel b.

Tian and Wan (2000) estimated the production function for rice in China as a 
function of labor, fertilizer, and other inputs such as seed, draft animals, and equip-
ment. Holding the other inputs besides labor fixed, the total product of labor is 
ln q = 4.63 + 1.29 ln L - 0.2(ln L)2. What is the marginal product of labor? 
What is the relationship of the marginal product of labor to the average product 
of labor? What is the elasticity of output with respect to labor?

Answer

1. Totally differentiate the short-run production function to obtain the marginal 
product of labor. Differentiating ln q = 4.63 + 1.29 ln L - 0.2(ln L)2 with 
respect to q and L, we obtain

dq/dL
q

=
1.29 - 0.4 ln L

L
.

By rearranging terms, we find that the MPL = dq/dL = (q/L)(1.29 - 0.4 ln L).

2. Determine the relationship between MPL and APL using the expression for 
MPL. Using the definition for APL = q/L, we can rewrite the expression we 
derived for the marginal product of labor as MPL = APL(1.29 - 0.4 ln L), 
so the MPL is (1.29 - 0.4 ln L) times as large as is the APL. Equivalently, 
MPL/APL = 1.29 - 0.4 ln L.

3. Show that the elasticity of output with respect to labor is the ratio of the 
marginal product of labor to the average product of labor and make use 
of the equation relating the MPL to the APL. Given the general definition 
of an elasticity, the elasticity of output produced with respect to labor is 
(dq/dL)(L/q). By substituting the definitions of MPL = dq/dL and APL = q/L 
into this expression, we find that the elasticity of output with respect to labor 
is (dq/dL)(L/q) = MPL/APL = 1.29 - 0.4 ln L.

SOLVED PROBLEM 
6.2

Law of Diminishing Marginal Returns
Next to supply equals demand, the most commonly used phrase of economic jargon is 
probably the law of diminishing marginal returns. This “law” determines the shapes 
of the total product and marginal product of labor curves as a firm uses more and 

MyLab Economics
Solved Problem
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more labor. As with the “law” of supply and demand, this “law” is not theoretically 
necessary, but it is an empirical regularity.

The law of diminishing marginal returns (or diminishing marginal prod-
uct) holds that if a firm keeps increasing an input, holding all other inputs and 
technology constant, the corresponding increases in output will eventually 
become smaller. That is, if only one input is increased, the marginal product of 
that input will eventually diminish. The marginal product of labor diminishes if 
0MPL/0L = 0(0q/0L)/0L = 02q/0L2 = 02f(L, K)/0L2 6 0. That is, the marginal prod-
uct falls with increased labor if the second partial derivative of the production func-
tion with respect to labor is negative.

Panel b of Figure 6.1 illustrates diminishing marginal product of labor. At low 
levels of labor, the marginal product of labor rises with the number of workers. 
However, when the number of workers exceeds 10, each additional worker reduces 
the marginal product of labor.

Unfortunately, when attempting to cite this empirical regularity, many people 
overstate it. Instead of talking about “diminishing marginal returns,” they talk 
about “diminishing returns.” These phrases have different meanings. With “dimin-
ishing marginal returns,” the MPL curve is falling—beyond 10 workers in panel 
b of  Figure 6.1—but it may be positive, as the solid MPL curve between 10 and  
20 workers shows. With “diminishing returns,” extra labor causes output to fall. 
Total returns diminish for more than 20 workers, and consequently the MPL is 
negative, as the dashed MPL line in panel b shows.

Thus, saying that a production process has diminishing returns is much stronger 
than saying that it has diminishing marginal returns. We often observe successful 
firms producing with diminishing marginal returns to labor, but we never see a well-
run firm operating with diminishing total returns. Such a firm could produce more 
output by using fewer inputs.

Many people misstate the law of diminishing marginal returns:

Common Confusion Marginal product must fall as an input increases.

That claim is true only if as we add more of an input, we hold technology and other 
inputs constant. If we increase labor while simultaneously increasing other factors or 
adopting superior technologies, the marginal product of labor may rise indefinitely. 
Thomas Malthus provided the most famous example of this fallacy (as well as the 
reason some people refer to economics as the “dismal science”).

[W]hoever makes two ears of corn, or two blades of grass, to grow upon a spot 
of ground where only one grew before, would deserve better of mankind, and 
do more essential service to his country, than the whole race of politicians put 
together. —Jonathan Swift, Gulliver’s Travels

In 1798, Thomas Malthus—a clergyman and professor of modern history and 
political economy—predicted that population (if unchecked) would grow more 
rapidly than food production because the quantity of land was fixed. The prob-
lem, he believed, was that the fixed amount of land would lead to a diminishing 
marginal product of labor, so output would rise less than in proportion to the 
increase in farm workers. Malthus grimly concluded that mass starvation would 
result. Brander and Taylor (1998) argue that such a disaster may have occurred 
on Easter Island around 500 years ago.

APPLICATION

Malthus and the 
Green Revolution
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Today, the earth supports a population about eight times as great 
as it was when Malthus made his predictions. Why haven’t most of 
us starved to death? The simple explanation is that fewer workers 
using less land can produce much more food today than was pos-
sible when Malthus was alive. The output of a U.S. farm worker 
today is more than double that of an average worker just 50 years 
ago. We have not seen diminishing marginal returns to labor because 
the production function has changed due to substantial technologi-
cal progress in agriculture and because farmers make greater use of 
other inputs such as fertilizers, capital, and superior seeds.

Two hundred years ago, most of the population had to work in 
agriculture to feed themselves. Today, less than 1% of the U.S. popula-
tion works in agriculture. Over the past century, food production grew 
substantially faster than the population in most developed countries.

In 1850 in the United States, it took more than 80 hours of labor 
to produce 100 bushels of corn. Introducing mechanical power cut 
the required labor in half. Labor hours were again cut in half by 

the introduction of hybrid seed and chemical fertilizers, and then in half again by 
the advent of herbicides and pesticides. Biotechnology, with the introduction of 
herbicide-tolerant and insect-resistant crops, has reduced the labor required to pro-
duce 100 bushels of corn to about two hours—2.5% of the hours of work it took 
in 1850. Over the past 60 years, the output per worker has more than doubled, 
and the corn yield per acre has increased by 6.2 times.

Of course, the risk of starvation is more severe in developing countries. Nearly 
all (98%) of the world’s hungry people live in developing countries. Luckily, one 
man decided to defeat the threat of Malthusian disaster personally. Do you know 
anyone who saved a life? A hundred lives? Do you know the name of the man who 
probably saved the most lives in history?

According to some estimates, during the second half of the twentieth century, 
Norman Borlaug and his fellow scientists prevented a billion deaths with their 
Green Revolution, which included development of drought- and insect-resistant 
crop varieties, improved irrigation, better use of fertilizer and pesticides, and 
improved equipment. Gollin, Hansen, and Wingender (2018) estimated that in 
developing countries, a 10% increase in high-yielding, green revolution crops 
raises gross domestic product per capital (loosely, average earnings) by 15%, 
while reducing infant and adult mortality.

However, as Dr. Borlaug noted in his 1970 Nobel Prize speech, supe-
rior science is not the complete answer to preventing starvation. We 
also need a sound economic system and a stable political environment.

Economic and political failures such as the breakdown of economic 
production and distribution systems due to wars have caused wide-
spread starvation and malnutrition, particularly in parts of sub-Saharan 
Africa. Environmental problems such as shifting rainfall patterns due 
to global warming and soil degradation have also become a major con-
cern. According to the 2017 annual report on food insecurity of the 
United Nations Food and Agriculture Organization, about 11% of the 
world’s population suffers from significant undernourishment, with a 
particularly high concentration in sub-Saharan Africa. A 2018 report 
concluded that 60% of people facing food insecurity did so because of 
conflicts and 31% due to climate disasters, mainly droughts. If society 
cannot solve these economic, political, and climate problems, Malthus’ 
prediction may prove to be right for the wrong reasons.
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 6.4 Long-Run Production: Two Variable Inputs
Eternity? When’s it going to end?

We started our analysis of production functions by looking at a short-run production 
function in which one input—capital—is fixed, and the other—labor—is variable. 
However, in the long run, both of these inputs are variable. With both factors vari-
able, a firm can produce a given level of output by using a great deal of labor and 
very little capital, a great deal of capital and very little labor, or moderate amounts 
of each. That is, the firm can substitute one input for another while continuing to 
produce the same level of output, in much the same way that a consumer can main-
tain a given level of utility by substituting one good for another.

Typically, a firm can produce in various ways, some of which require more labor 
than others. For example, a lumberyard can produce 200 planks an hour with  
10 workers using handsaws, or 4 workers using handheld power saws, or 2 workers 
using bench power saws.

We can illustrate the basic idea using a Cobb-Douglas production function,

 q = ALaKb, (6.4)

where A, a, and b are constants.5 If we redefine a unit of output as 1/A, we can write 
the production function as q = LaKb, which is the form we generally use. Hsieh 
(1995) estimated a Cobb-Douglas production function for a U.S. firm producing 
electronics and other electrical equipment as

 q = L0.5 K0.5, (6.5)

where L is labor (workers) per day and K is capital services per day. From inspec-
tion, many combinations of labor and capital can produce the same level of output.

Isoquants
We can summarize the possible combinations of inputs that will produce a given level 
of output using an isoquant, which is a curve that shows the efficient combinations 
of labor and capital that can produce a single (iso) level of output (quantity). If the 
production function is q = f(L, K), then the equation for an isoquant with output 
held constant at q is

 q = f(L, K). (6.6)

For the particular production function, Equation 6.5, the isoquant is q = L0.5K0.5.
Figure 6.2 shows an isoquant for q = 6, q = 9, and q = 12, which are three of 

the many possible isoquants. The isoquants show a firm’s flexibility in producing a 
given level of output. These isoquants are smooth curves because the firm can use 
fractional units of each input.

Many combinations of labor and capital, (L, K), will produce 6 units of output, 
including (1, 36), (2, 18), (3, 12), (4, 9), (6, 6), (9, 4), (12, 3), (18, 2), and (36, 1). 
Figure 6.2 shows some of these combinations as points a through f on the q = 6 
isoquant.

5The Cobb-Douglas production function (named after its inventors, Charles W. Cobb, a mathemati-
cian, and Paul H. Douglas, an economist and U.S. senator) is the most commonly used production 
function. The Cobb-Douglas production function has the same functional form as the Cobb-Douglas 
utility function, which we studied in Chapters 3 through 5. Unlike in those chapters, we do not require 
that b = 1 - a in this chapter.
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Properties of Isoquants. Isoquants have most of the same properties as indiffer-
ence curves. The main difference is that an isoquant holds quantity constant, whereas 
an indifference curve holds utility constant. The quantities associated with isoquants 
have cardinal properties (for example, an output of 12 is twice as much as an out-
put of 6), while the utilities associated with indifference curves have only ordinal 
properties (for example, 12 utils are associated with more pleasure than 6, but not 
necessarily twice as much pleasure).

We now consider four major properties of isoquants. Most of these properties 
result from efficient production by firms.

First, the farther an isoquant is from the origin, the greater the level of output. That is, 
the more inputs a firm uses, the more output it gets if it produces efficiently. At point e in 
Figure 6.2, the electronics firm is producing 6 units of output with 12 workers and 3 units 
of capital. If the firm holds the number of workers constant and adds 9 more units of 
capital, it produces at point g. Point g must be on an isoquant with a higher level of out-
put—here, 12 units—if the firm is producing efficiently and not wasting the extra labor.

Second, isoquants do not cross. Such intersections are inconsistent with the require-
ment that the firm always produces efficiently. For example, if the q = 15 and q = 20 
isoquants crossed, the firm could produce at either output level with the same com-
bination of labor and capital where they intersect. The firm must be producing inef-
ficiently if it produces q = 15 when it could produce q = 20. Thus, that labor-capital 
combination should not lie on the q = 15 isoquant, which should include only efficient 
combinations of inputs. So, productive efficiency requires that isoquants do not cross.

Third, isoquants slope downward. If an isoquant sloped upward, the firm could 
produce the same level of output with relatively few inputs or relatively many inputs. 
Producing with relatively many inputs would be inefficient. Consequently, because 
isoquants show only efficient production, an upward-sloping isoquant is impossible.

Figure 6.2 Family of Isoquants for a U.S. Electronics Manufacturing Firm

These isoquants for a U.S. firm producing 
electronics and other electrical equipment 
(Hsieh, 1995) show the combinations of 
labor and capital that produce various 
levels of output. Isoquants farther from 
the origin correspond to higher levels of 
output. Points a, b, c, d, e, and f are various 
combinations of labor and capital that the 
firm can use to produce q = 6 units of 
output. If the firm holds capital constant at 
12 and increases labor from 3 (point b) to 
12 (point g), the firm shifts from operating 
on the q = 6 isoquant to producing on the 
q = 12 isoquant.
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Fourth, isoquants must be thin. This result follows from virtually the same argu-
ment we just used to show that isoquants slope downward. 

Shape of Isoquants. The curvature of an isoquant shows how readily a firm can substi-
tute one input for another. The two extreme cases are production processes in which inputs 
are perfect substitutes and those in which inputs cannot be substituted for each other.

If the inputs are perfect substitutes, each isoquant is a straight line. Suppose either 
potatoes from Maine, x, or potatoes from Idaho, y, both of which are measured in 
pounds per day, can be used to produce potato salad, q, measured in pounds. This 
technology has a linear production function,

q = x + y.

A pound of potato salad can be produced by using one pound of Idaho potatoes and 
no Maine potatoes, one pound of Maine potatoes and no Idaho potatoes, or a half 
pound of each. The isoquant for q = one pound of potato salad is 1 = x + y, or 
y = 1 - x. The slope of this straight-line isoquant is -1. Panel a of Figure 6.3 shows 
the q = 1, 2, and 3 isoquants.

Sometimes it is impossible to substitute one input for the other: Inputs must be 
used in fixed proportions. Such a technology is called a fixed-proportions production 
function. For example, the inputs needed to produce a 12-ounce box of cereal, q, 
are cereal (12-ounce units per day), g, and cardboard boxes (boxes per day), b. This 
fixed-proportions production function is

q = min(g, b),

where the min function means “the minimum number of g or b.” For example, if the 
firm has g = 4 units of cereal and b = 3 boxes, it can produce only q = 3 boxes 
of cereal. Thus, in panel b of Figure 6.3, the only efficient points of production are 
the large dots along the 45° line, where the firm uses equal quantities of both inputs. 
Dashed lines show that the isoquants would be right angles if isoquants could include 
inefficient production processes.

Figure 6.3 Substitutability of Inputs

(a) If the inputs are perfect substitutes, each isoquant is 
a straight line. (b) If the inputs cannot be substituted at 
all, the isoquants are right angles (the dashed lines show 
that the isoquants would be right angles if we included 

inefficient production). (c) Typical isoquants lie between 
the extreme cases of straight lines and right angles. Along 
a curved isoquant, the ability to substitute one input for 
another varies.
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Other production processes allow imperfect substitution between inputs. These 
isoquants are convex (so the middle of the isoquant is closer to the origin than it 
would be if the isoquant were a straight line). They do not have the same slope at 
every point, unlike the straight-line isoquants. Most isoquants are smooth, slope 
downward, curve away from the origin, and lie between the extreme cases of straight 
lines (perfect substitutes) and right angles (nonsubstitutes), as panel c of Figure 6.3 
illustrates.

We can show why isoquants curve away from the origin by deriving an isoquant 
for trucking.

Self-driving trucks are poised to revolutionize trucking. Otto (owned by 
Uber), Tesla, Embark, Peloton, and over 50 other companies are investing more 
than a $1 billion on developing self-driving truck and other high-tech trucking 
technologies.

Autonomous trucks are starting to hit the road. In 2016, an Otto self-driving truck 
carried 2,000 cases of Budweiser beer from Fort Collins, Colorado, to Colorado 
Springs along Interstate 25. In 2017, Empark autonomous trucks started hauling 
Frigidaire refrigerators 650 miles along the I-10 freeway from El Paso, Texas, to Palm 
Springs, California. Uber predicts that between 500,000 and 1.5 million self-driving 
trucks will be on the road by 2028.

Soon, a company that wants to transport a given amount of goods from one 
city to another will choose between two technologies:

■■ Traditional: A trucker drives the entire route.
■■ Self-Driving: A trucker drives the first and last few miles through complex 

urban roads, but an autonomous truck drives the highway portion unattended.

A driver is legally restricted to 11 hours of driving a day and 60 hours a week. 
Given that big rigs cost $150,000 or more, leaving them idle for part of the day is 
wasteful. A self-driving truck can operate around the clock, with various human 
drivers handling the short distances at either end of a route. The alternative is to 
have the traditional big-rig driven by several drivers.

APPLICATION
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Substituting Inputs
The slope of an isoquant shows the ability of a firm to replace one input with another 
while holding output constant. The slope of an isoquant is called the marginal rate 
of technical substitution:

MRTS =
Change in capital
Change in labor

=
∆K
∆L

=
dK
dL

.

The marginal rate of technical substitution (MRTS) tells us how many units of capi-
tal the firm can replace with an extra unit of labor while holding output constant. 
Because isoquants slope downward, the MRTS is negative.

To determine the slope at a point on an isoquant, we totally differentiate the iso-
quant, q = f(L, K), with respect to L and K. Along the isoquant, we can write capital 
as an implicit function of labor: K(L). This function determines the level of capital 
that produces q units for the specified level of labor. Differentiating with respect to 
labor (and realizing that output does not change along the isoquant as we change 
labor, so dq/dL = 0), we have

 
dq
dL

= 0 =
0f
0L

+
0f
0K

 
dK
dL

= MPL + MPK
dK
dL

, (6.7)

where MPK = 0f/0K is the marginal product of capital.
Equation 6.7 has an appealing intuition. As we move down and to the right along 

an isoquant (such as the ones in Figure 6.2), we increase the amount of labor slightly, 
so we must decrease the amount of capital to stay on the same isoquant. A little 
extra labor produces MPL amount of extra output, the marginal product of labor. 
For example, if the MPL is 2 and the firm hires one extra worker, its output rises 
by 2 units. Similarly, a little extra capital increases output by MPK, so the change in 
output due to the drop in capital in response to the increase in labor is MPK * dK/dL. 
If we are to stay on the same isoquant—that is, hold output constant—these two 
effects must offset each other: MPL = -MPK * dK/dL.

By rearranging Equation 6.7, we find that the marginal rate of technical substitu-
tion, which is the change in capital relative to the change in labor, equals the negative 
of the ratio of the marginal products:

 MRTS =
dK
dL

= -  
MPL

MPK
. (6.8)

The diagram shows the isoquant for 10 trips between Los Angeles and Phoenix. 
The vertical axis measures the amount of capital, and the horizontal records the 
amount of labor. Both technologies use labor and capital in fixed proportions. 
The diagram shows the two right-angle isoquants corresponding to each of these 
technologies.

The traditional truck contains less capital, K1, than does the self-driving truck, 
K2, which also includes artificial intelligence (AI). However, the traditional technol-
ogy uses more labor, L1, than does the self-driving technology.

A truck company could use a combination of traditional and self-driving trucks. 
By doing so, the firm can produce using intermediate combinations of labor and 
capital, as the solid-line, kinked isoquant illustrates.

New processes are constantly being invented. As they are introduced, the iso-
quant will have more and more kinks (one for each new process) and will begin 
to resemble the smooth, convex isoquants we’ve been drawing.
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Diminishing Marginal Rates of Technical Substitution
We can illustrate how the MRTS changes along an isoquant using the estimated 
q = 6 = L0.5K0.5 isoquant for an electronics firm from Figure 6.2, which is repro-
duced in Figure 6.4. Setting a = b = 0.5 in Equation 6.9, we find that the slope 
along this isoquant is MRTS = -K/L.

At point c in Figure 6.4, where K = 12 and L = 3, the MRTS = -4. The dashed 
line that is tangent to the isoquant at that point has the same slope. In contrast, the 
MRTS = -1 at d (K = 6, L = 6), and the MRTS = -0.25 at e (K = 3, L = 12). 
Thus, as we move down and to the right along this curved isoquant, the slope 
becomes flatter—the slope gets closer to zero—because the ratio K/L grows closer 
to zero.

The curvature of the isoquant away from the origin reflects diminishing mar-
ginal rates of technical substitution. The more labor the firm has, the harder it 
is to replace the remaining capital with labor, so the MRTS falls as the isoquant 
becomes flatter.

In the special case in which isoquants are straight lines, isoquants do not exhibit 
diminishing marginal rates of technical substitution because neither input becomes 
more valuable in the production process: The inputs remain perfect substitutes. 
In our earlier example of producing potato salad, the MRTS is -1 at every point 
along the isoquant: One pound of Idaho potatoes always can be replaced by one 
pound of Maine potatoes. In the other special case of fixed proportions, where 
isoquants are right angles (or, perhaps more accurately, single points), no substitu-
tion is possible.

The Elasticity of Substitution
We’ve just seen that the marginal rate of technical substitution, the slope of the iso-
quant at a single point, varies as we move along a curved isoquant. It is useful to have 
a measure of this curvature, which reflects the ease with which a firm can substitute 

What is the marginal rate of technical substitution for a general Cobb-Douglas 
production function, Equation 6.4, q = ALaKb?

Answer

1. Calculate the marginal products of labor and capital by differentiating the Cobb-
Douglas production function first with respect to labor and then with respect to 
capital. The marginal product of labor is MPL = 0q/0L = aALa - 1Kb = aq/L, 
and the marginal product of capital is MPK = 0q/0K = bALaKb - 1 = bq/K.

2. Substitute the expression for MPL and MPK into Equation 6.8 to determine the 
MRTS. Making the indicated substitutions,

 MRTS = -  
MPL

MPK
= -  

a
q
L

b
q
K

= -  
a
b

 
K
L

. (6.9)

Thus, the MRTS for a Cobb-Douglas production function is a constant, -a/b, 
times the capital-labor ratio, K/L.

SOLVED PROBLEM 
6.3

MyLab Economics
Solved Problem
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capital for labor. The best-known measure of the ease of substitution is the  elasticity 
of substitution, σ (the Greek letter sigma), which is the percentage change in the 
capital-labor ratio divided by the percentage change in the MRTS:

 σ =

d(K/L)
K/L

d MRTS
MRTS

=
d(K/L)
dMRTS

 
MRTS

K/L
. (6.10)

This measure tells us how the input factor ratio changes as the slope of the iso-
quant changes. If the elasticity is large—a small change in the slope results in a big 
increase in the factor ratio—the isoquant is relatively flat. The lower the elasticity, 
the more curved is the isoquant. As we move along the isoquant, both K/L and the 
absolute value of the MRTS change in the same direction (see Figure 6.4), so the 
elasticity is positive.

Both the factor ratio, K/L, and the absolute value of the MRTS, � MRTS � , are 
positive numbers, so the logarithm of each is meaningful. It is often helpful to write 
the elasticity of substitution as a logarithmic derivative:6

 σ =
d ln (K/L)

d ln � MRTS �
. (6.11)

6By totally differentiating, we find that d ln (K/L) = d(K/L)/(K/L) and d ln � MRTS � = dMRTS/MRTS, 
so [d ln (K/L)]/[d ln � MRTS � ] = [d(K/L)/dMRTS][MRTS/(K/L)] = σ.

Figure 6.4 How the Marginal Rate of Technical Substitution Varies Along an Isoquant

Moving from point c to d, a U.S. 
electronics firm (Hsieh, 1995) can 
produce the same amount of output, 
q = 6, using six fewer units of capital, 
∆K = -6, if it uses three more workers. 
The slope of the isoquant, the MRTS, 
at a point is the same as the slope of 
the dashed tangent line. The MRTS 
goes from -4 at point c to -1 at d to 
-0.25 at e. Thus, as we move down 
and to the right, the isoquant becomes 
flatter: The slope gets closer to zero. 
Because it curves away from the origin, 
this isoquant exhibits a diminishing 
marginal rate of technical substitution: 
With each extra worker, the firm 
reduces capital by a smaller amount as 
the ratio of capital to labor falls.
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Constant Elasticity of Substitution Production Function. In general, the elastic-
ity of substitution varies along an isoquant. An exception is the constant elasticity of 
substitution (CES) production function,

 q = (aLρ + bKρ)
d
ρ, (6.12)

where ρ 6 1 is a constant. For simplicity, we assume that a = b = d = 1, so

 q = (Lρ + Kρ)
1
ρ. (6.13)

The marginal rate of technical substitution for a CES isoquant is7

 MRTS = - ¢L
K
≤ρ - 1

. (6.14)

That is, the MRTS varies with the labor-capital ratio. At every point on a CES iso-
quant, the constant elasticity of substitutions is8

 σ =
1

1 - ρ
. (6.15)

The linear, fixed-proportion, and Cobb-Douglas production functions are special 
cases of the CES production function.

Chirinko and Mallick (2014) estimated a CES industry-level elasticity of substi-
tution in various industries: 0.15 in paper, 0.29 in agriculture, 0.30 in rubber and 
miscellaneous plastics, 0.56 in primary metal, 0.744 in trade, and 1.16 in finance, 
insurance, and real estate.

Linear Production Function. Setting ρ = 1 in Equation 6.13, we get the linear 
production function q = L + K. At every point along a linear isoquant, the elas-
ticity of substitution, σ = 1/(1 - ρ) = 1/0, is infinite: The two inputs are perfect 
substitutes.

Fixed-Proportion Production Function. As ρ approaches negative infinity, the 
CES production function approaches the fixed-proportion production function, 
which has right-angle isoquants (or, more accurately, single-point isoquants).9 The 
elasticity of substitution is σ = 1/(- ∞), which approaches zero: Substitution between 
the inputs is impossible.

Cobb-Douglas Production Function. As ρ approaches zero, a CES isoquant 
approaches a Cobb-Douglas isoquant, and hence the CES production function approaches 
a Cobb-Douglas production function.10 According to Equation 6.14 for the CES produc-
tion function, MRTS = -(L/K)ρ - 1. In the limit as ρ approaches zero, MRTS = -K/L. 
(We obtain the same result by setting a = b in Equation 6.9.) The elasticity of substitu-
tion is σ = 1/(1 - ρ) = 1/1 = 1 at every point along a Cobb-Douglas isoquant.

7Using the chain rule, we know that the MPL = (1/ρ)(Lρ + Kρ)1/ρ-1ρLρ-1 = (Lρ + Kρ)1/ρ-1Lρ-1. Simi-
larly, the MPK = (Lρ + Kρ)1/ρ-1Kρ-1. Thus, the MRTS = -MPL/MPK = -(L/K)ρ-1.
8From the MRTS Equation 6.14, we know that K/L = � MRTS � 1/(1-ρ). Taking logarithms of both sides 
of this expression, we find that ln (K/L) = [1/(1 - ρ)]ln � MRTS � . We use the logarithmic derivative of 
the elasticity of substitution, Equation 6.11, to show that σ = (d ln K/L)/(d ln � MRTS � ) = 1/(1 - ρ).
9According to Equation 6.15, as ρ approaches - ∞ , the MRTS approaches -(L/K)-∞. Thus, the MRTS 
is zero if L 7 K, and the MRTS goes to infinity if K 7 L.
10Balistreri, McDaniel, and Wong (2003) used a CES production function to estimate substitution elas-
ticities for 28 industries that cover the entire U.S. economy and found that the estimated CES substitu-
tion elasticity did not differ significantly from the Cobb-Douglas elasticity in 20 of the 28 industries.
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 6.5 Returns to Scale
So far, we have examined the effects of increasing one input while holding the 
other input constant (the shift from one isoquant to another), or decreasing the 
other input by an offsetting amount (the movement along an isoquant). We now 
turn to the question of how much output changes if a firm increases all its inputs 
proportionately. The answer to this question helps a firm determine its scale or 
size in the long run.

In the long run, a firm can increase its output by building a second plant and 
staffing it with the same number of workers as in the first plant. The firm’s deci-
sion about whether to build a second plant partly depends on whether its output 
increases less than in proportion, in proportion, or more than in proportion to 
its inputs.

Constant, Increasing, and Decreasing Returns to Scale
If, when all inputs are increased by a certain percentage, output increases by that 
same percentage, the production function is said to exhibit constant returns to 
scale (CRS). A firm’s production process has constant returns to scale if, when the 
firm doubles its inputs—for example, builds an identical second plant and uses the 
same amount of labor and equipment as in the first plant—it doubles its output: 
f(2L, 2K) = 2f(L, K). [More generally, a production function is homogeneous of 

What is the elasticity of substitution for the general Cobb-Douglas production 
function, Equation 6.4, q = ALaKb? (Comment: We just showed that the elasticity 
of substitution is one for a Cobb-Douglas production function where a = b. We 
want to know if that result holds for the more general Cobb-Douglas production 
function.)

Answer

1. Using the formula for the marginal rate of technical substitution, determine 
d(K/L)/dMRTS and MRTS/(K/L), which appear in the elasticity of substi-
tution formula. The marginal rate of technical substitution of a general 
Cobb-Douglas production function, Equation 6.9, is MRTS = -(a/b)(K/L). 
Rearranging these terms,

 
K
L

= -  
b
a

MRTS. (6.16)

Differentiating Equation 6.16 with respect to MRTS, we find that 
d(K/L)/dMRTS = -b/a. By rearranging the terms in Equation 6.16, we also 
know that MRTS/(K/L) = -a/b.

2. Substitute the two expressions from Step 1 into the elasticity of substitution 
formula and simplify. The elasticity of substitution for a Cobb-Douglas produc-
tion function is

 σ =
d(K/L)
dMRTS

 
MRTS

K/L
= ¢ -  

b
a
≤ ¢ -  

a
b
≤ = 1. (6.17)

SOLVED PROBLEM 
6.4

MyLab Economics
Solved Problem
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degree g if f(xL, xK) = xgf(L, K), where x is a positive constant. Thus, constant 
returns to scale is homogeneity of degree one.]

We can check whether the linear potato salad production function has constant 
returns to scale. If a firm uses x1 pounds of Idaho potatoes and y1 pounds of Maine 
potatoes, it produces q1 = x1 + y1 pounds of potato salad. If it doubles both inputs, 
using x2 = 2x1 Idaho potatoes and y2 = 2y1 Maine potatoes, it doubles its output:

q2 = x2 + y2 = 2x1 + 2y1 = 2q1.

Thus, the potato salad production function exhibits 
constant returns to scale.

If output rises more than in proportion to an equal 
percentage increase in all inputs, the production 
function is said to exhibit increasing returns to scale 
(IRS). A technology exhibits increasing returns to 
scale if doubling inputs more than doubles the output: 
f(2L, 2K) 7 2f(L, K).

Why might a production function have increasing 
returns to scale? One reason is that although a firm 
could duplicate its small factory and double its output, 
it might be able to more than double its output by build-
ing a single large plant, which may allow for greater 
specialization of labor or capital. In the two smaller 
plants, workers must perform many unrelated tasks, 
such as operating, maintaining, and fixing machines. 
In the single large plant, some workers may specialize 
in maintaining and fixing machines, thereby increasing 
efficiency. Similarly, a firm may use specialized equip-
ment in a large plant but not in a small one.

If output rises less than in proportion to an equal percentage increase in all inputs, 
the production function exhibits decreasing returns to scale (DRS). A technology 
exhibits decreasing returns to scale if doubling inputs causes output to rise less than 
in proportion: f(2L, 2K) 6 2f(L, K).

One reason for decreasing returns to scale is that the difficulty of organizing, coor-
dinating, and integrating activities increases with firm size. An owner may be able to 
manage one plant well but may have trouble running two plants. In some sense, the 
owner’s difficulties in running a larger firm may reflect our failure to consider some 
factor such as management in our production function. When the firm increases the 
various inputs, it does not increase the management input in proportion. Therefore, 
the decreasing returns to scale is really due to a fixed input. Another reason is that 
large teams of workers may not function as well as small teams in which each indi-
vidual has greater personal responsibility.

This’ll save a lot of time!

Under what conditions does a general Cobb-Douglas production function, 
q = ALaKb, exhibit decreasing, constant, or increasing returns to scale?

Answer

1. Show how output changes if both inputs are doubled. If the firm initially uses 
L and K amounts of inputs, it produces q1 = ALaKb. After the firm doubles the 
amount of both labor and capital, it produces

 q2 = A(2L)a(2K)b = 2a + bALaKb. (6.18)

SOLVED PROBLEM 
6.5

MyLab Economics
Solved Problem
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That is, q2 is 2a + b times q1. If we define g = a + b, then Equation 6.18 tells 
us that

 q2 = 2gq1. (6.19)

Thus, if the inputs double, output increases by 2g.

2. Give a rule for determining the returns to scale. If we set g = 1 in Equation 
6.19, we find that q2 = 21q1 = 2q1. That is, output doubles when the inputs 
double, so the Cobb-Douglas production function has constant returns to scale. 
If g 6 1, then q2 = 2gq1 6 2q1 because 2g 6 2 if g 6 1. That is, when input 
doubles, output increases less than in proportion, so this Cobb-Douglas produc-
tion function exhibits decreasing returns to scale. Finally, the Cobb-Douglas 
production function has increasing returns to scale if g 7 1 so that q2 7 2q1. 
Thus, the rule for determining returns to scale for a Cobb-Douglas production 
function is that the returns to scale are decreasing if g 6 1, constant if g = 1, 
and increasing if g 7 1.

Comment: Thus, g is a measure of the returns to scale. It is a scale elasticity: If 
all inputs increase by 1%, output increases by g%.

Increasing, constant, and decreasing returns to scale are common. The table shows 
estimates of Cobb-Douglas production functions and returns to scale in various 
industries.

Labor, a Capital, b Scale, g = a + b

Decreasing Returns to Scale

U.S. tobacco productsa 0.18 0.33 0.51

Bangladesh glassb 0.27 0.45 0.72

Danish food and beveragesc 0.69 0.18 0.87

Chinese high technologyd 0.28 0.66 0.94

Constant Returns to Scale

Japanese synthetic rubbere 0.50 0.50 1.00

Japanese beere 0.60 0.40 1.00

New Zealand wholesale tradef 0.60 0.42 1.02

Danish publishing and printingc 0.89 0.14 1.03

Increasing Returns to Scale

New Zealand miningf 0.69 0.45 1.14

Bangladesh leather productsb 0.86 0.27 1.13

Bangladesh fabricated metalb 0.98 0.28 1.26

aHsieh (1995); bHossain, Basak, and Majumber (2012); cFox and Smeets (2011);
dZhang, Delgado, and Kumbhakar (2012); eFlath (2011); fDevine, Doan, and Stevens 
(2012).

The graphs use isoquants to illustrate the returns to scale for three firms: a 
Japanese beer firm, a U.S. tobacco firm, and a Bangladesh fabricated metal firm. 

APPLICATION

Returns to Scale in 
 Various Industries
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We measure the units of labor, capital, and output so that, for all three firms, 
100 units of labor and 100 units of capital produce 100 units of output on the 
q = 100 isoquant in the three panels. These graphs illustrate that the spacing 

of the isoquant reflects the returns to scale. The closer 
together the q = 100 and q = 200 isoquants, the greater 
the returns to scale.

In panel a, the beer firm has constant returns to scale 
because γ = 1: A 1% increase in the inputs causes 
output to rise by 1%. If both its labor and capital are 
doubled from 100 to 200 units, output doubles to 200 
(=  100 * 21, multiplying the original output by the rate 
of increase using Equation 6.19).

In panel b, the tobacco firm has decreasing returns 
to scale because γ = 0.51. The same doubling of inputs 
causes output to rise to only 142 (≈100 * 20.51) for 
the tobacco firm: Output rises less than in proportion 
to inputs.

In panel c, the fabricated metal firm exhibits increasing 
returns to scale because γ = 1.26. If it doubles its inputs, 
its output more than doubles, to 239 (≈100 * 21.26), so 
the production function has increasing returns to scale.
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(a) Beer: Constant Returns to Scale
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(c) Fabricated Metal: Increasing Returns to Scale
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(b) Tobacco: Decreasing Returns to Scale

Varying Returns to Scale
Many production functions have increasing returns to scale for small amounts of out-
put, constant returns for moderate amounts of output, and decreasing returns for large 
amounts of output. With a small firm, increasing labor and capital may produce gains 
from cooperation between workers and greater specialization of workers and equip-
ment—returns to specialization—resulting in increasing returns to scale. Firm growth 
eventually exhausts returns to scale. With no more returns to specialization, the produc-
tion process exhibits constant returns to scale. If the firm continues to grow, managing 
the staff becomes more difficult, so the firm suffers from decreasing returns to scale.
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Figure 6.5 shows such a pattern. Again, the spacing of the isoquants reflects the 
returns to scale. Initially, the firm has one worker and one piece of equipment, point a, 
and produces one unit of output on the q = 1 isoquant. If the firm doubles its inputs, 
it produces at b, where L = 2 and K = 2, which lies on the dashed line through the 
origin and point a. Output more than doubles to q = 3, so the production function 
exhibits increasing returns to scale in this range. Another doubling of inputs to c causes 
output to double to q = 6, so the production function has constant returns to scale in 
this range. Another doubling of inputs to d causes output to increase by only  one-third, 
to q = 8, so the production function has decreasing returns to scale in this range.

 6.6 Productivity and Technical Change
Because firms may use different technologies and different methods of organizing 
production, the amount of output that one firm produces from a given amount of 
inputs may differ from that produced by another. Moreover, after a technical or 
managerial innovation, a firm can produce more today from a given amount of inputs 
than it could in the past.

Relative Productivity
This chapter has assumed that firms produce efficiently. A firm must produce effi-
ciently to maximize its profit. However, even if each firm in a market produces as 
efficiently as possible, firms may not be equally productive. One firm may be able to 
produce more than another from a given amount of inputs.

A firm may be more productive than another if its management knows a better way to 
organize production or if it has access to a new invention. Union-mandated work rules, 
racial or gender discrimination, government regulations, or other institutional restrictions 
that affect only certain firms may lower the relative productivity of those firms.

Figure 6.5 Varying Scale Economies

This production function 
exhibits varying returns to 
scale. Initially, the firm uses 
one worker and one unit of 
capital, point a. It repeatedly 
doubles these inputs to points 
b, c, and d, which lie along 
the dashed line. The first time 
the inputs are doubled, a to 
b, output more than doubles 
from q = 1 to q = 3, so 
the production function has 
increasing returns to scale. The 
next doubling, b to c, causes 
a proportionate increase in 
output, constant returns to 
scale. At the last doubling, 
from c to d, the production 
function exhibits decreasing 
returns to scale.
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Differences in productivity across markets may be due to differences in the degree 
of competition. In competitive markets, where many firms can enter and exit easily, 
less productive firms lose money and are driven out of business, so the firms that 
actually continue to produce are equally productive (see Chapter 8). In a less competi-
tive market with few firms and no possibility of entry by new ones, a less productive 
firm may be able to survive, so firms with varying levels of productivity are observed.

Innovations
Maximum number of miles that Ford’s most fuel-efficient 2003 car could drive on  
a gallon of gas: 36. Maximum number its 1912 Model T could: 35. —Harper’s 
Index 2003

In its production process, a firm tries to use the best available technological and 
managerial knowledge. Technical progress is an advance in knowledge that allows 
more output to be produced with the same level of inputs. The invention of new 
products is a form of technical progress. The use of robotic arms increases the num-
ber of automobiles produced with a given amount of labor and raw materials. Better 
management or organization of the production process similarly allows the firm to 
produce more output from given levels of inputs.

Technical Progress. A technological innovation changes the production process. 
Last year, a firm produced

q1 = f(L, K)

units of output using L units of labor services and K units of capital service. Due 
to a new invention used by the firm, this year’s production function differs from last 
year’s, so the firm produces 10% more output with the same inputs:

q2 = 1.1f(L, K).

This firm has experienced neutral technical change, in 
which it can produce more output using the same ratio 
of inputs. For example, a technical innovation in the 
form of a new printing press allows more output to 
be produced using the same ratio of inputs as before: 
one worker to one printing press.

Many empirical studies find that systematic neutral 
technical progress occurs over time. In these studies, 
the production function is

 q = A(t)f(L, K), (6.20)

where A(t) is a function of time, t, that shows how 
much output grows over time for any given mix of 
inputs. For example, the annual rate at which com-
puter and related goods output grew for given levels 
of inputs was 0.9% in the United Kingdom, 1.0% in 
Canada, 1.3% in the United States, 1.4% in France, 
and 1.5% in Australia.11 Given that the U.S. annual 
growth rate is 1.3%, the U.S. computer production 
function, Equation 6.20, is q = 1.013tf(L,K), where t 
increases by 1 unit each year.

11OECD Productivity Database, December 17, 2004.

Surprisingly, those robo-arms increase productivity
substantially.
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Non-neutral technical changes are innovations that alter the proportion in 
which inputs are used. Technological progress could be capital saving, where rela-
tively less capital is used relative to other inputs. For example, the development 
of cell phones allowed firms to eliminate enough landline phones, fax machines, 
and computers to lower the capital-labor ratio for its sales or repair workers while 
increasing output.

Alternatively, technological progress may be labor saving. The development of 
self-driving trucks is an example of labor-saving technical progress. Basker (2012) 
found that the introduction of barcode scanners in grocery stores increased the 
average product of labor by 4.5% on average across stores. By 2017, Amazon was 
using at least 100,000 robots at its warehouses around the world to move items. 
Today, robots help doctors perform surgery more quickly and reduce patients’ 
recovery times.

Robots have been used in manufacturing for many years, and they are now gain-
ing a foothold in agriculture. A strawberry-picking robot called the Agrobot costs 
about $100,000 and, despite the expense, is attracting buyers in California. The 
Hackney Nursery in Florida uses robots to assess whether flowers have adequate 
room to grow optimally and to move the flowers around accordingly. And fully 
autonomous cow-milking robots are widely used.

It is not just the farming end of the food business that is using robots. In 2016, 
KFC opened the world’s first human-free fast food restaurant in Shanghai. In 
2018, Spyce opened in Boston, claiming to be the first restaurant with a robotic 
kitchen that cooks complex meals.

The Dalu Robot Restaurant in Jinan, China, uses 
robots to wait on tables, greet customers, and provide 
entertainment. Each robot serving food has a motion sen-
sor that tells it to stop when someone is in its path so 
customers can reach for dishes they want. But perhaps the 
most popular employee is a female robot, complete with 
batting eyelashes, who greets people with an electronic 
“welcome.” First-time customer Li Xiaomei praised the 
robots, claiming that “they have a better service attitude 
than humans.”

However, restaurant jobs may not be on their way out 
just yet. China’s Workers’ Daily newspaper reported that 
three restaurants in the Chinese city of Guangzhou fired 
their robotic staff for incompetence.

APPLICATION

Robots and the Food 
You Eat

Organizational Change. Organizational change may also alter the production func-
tion and increase the amount of output produced by a given amount of inputs. In 
1904, King C. Gillette used automated production techniques to produce a new type 
of razor blade that could be sold for 5¢—a fraction of the price charged by rivals—
allowing working men to shave daily.

In the early 1900s, Henry Ford revolutionized mass production through two orga-
nizational innovations. First, he introduced interchangeable parts, which cut the time 
required to install parts because workers no longer had to file or machine individu-
ally made parts to get them to fit. Second, Ford introduced a conveyor belt and an 
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assembly line to his production process. Before Ford, workers walked around the car, 
and each worker performed many assembly activities. In Ford’s plant, each worker 
specialized in a single activity, such as attaching the right rear fender to the chassis. 
A conveyor belt moved the car at a constant speed from worker to worker along 
the assembly line. Because his workers gained proficiency from specializing in only 
a few activities, and because the conveyor belts reduced the number of movements 
workers had to make, Ford could produce more automobiles with the same number 
of workers. In 1908, the Ford Model T sold for $850, when rival vehicles sold for 
$2,000. By the early 1920s, Ford had increased production from fewer than 1,000 cars 
per year to 2 million cars per year.

Does a good supervisor make workers more productive? To answer this question, 
Lazear, Shaw, and Stanton (2015) looked at a large service-oriented company. 
Supervisor quality varied substantially, as measured by the boss’s effect on worker 
productivity. Replacing one of the 10% worst bosses with one of the 10% best 
ones raised a team’s output by about the same amount as adding one worker to a 
nine-member team. Thus, differences in managers can cause one firm to be more 
productive than another.

APPLICATION

A Good Boss Raises 
Productivity

Labor Productivity 
During Downturns

CHALLENGE 
SOLUTION

We can use what we’ve learned to answer the question posed at the beginning of 
the chapter about how labor productivity, as measured by the average product of 
labor, changes during a recession when a firm reduces its output by reducing the 
number of workers it employs. How much will the output produced per worker 
rise or fall with each additional layoff?

In the short run, when the firm holds its capital constant, layoffs have the posi-
tive effect of freeing up machines to be used by the remaining workers. However, 
if layoffs mean that the remaining workers might have to “multitask” to replace 
departed colleagues, the firm will lose the benefits from specialization. When a firm 
has many workers, the advantage of freeing up machines is important and increased 
multitasking is unlikely to be a problem. With only a few workers, freeing up more 
machines does not help much—some machines might stand idle part of the time—
while multitasking becomes a more serious problem. As a result, laying off a worker 
might raise the average product of labor if the firm has many workers relative to 
the available capital, but might reduce average product if it has only a few workers.

For example, in panel b of Figure 6.1, the average product of labor rises with 
the number of workers up to 15 workers and then falls as the number of workers 
increases. As a result, the average product of labor falls if the firm initially has 
fewer than 15 workers and lays one off, but rises if the firm initially has more than 
15 workers and lays off a worker.

However, for some production functions, layoffs always raise labor productivity 
because the APL curve is downward sloping everywhere. For such a production 
function, the positive effect of freeing up capital always dominates any negative 
effect of layoffs on the average product of labor.

Consider a Cobb-Douglas production function, q = ALaKb, where 
APL = q/L = q = ALa - 1Kb. If we increase labor slightly, the change in the aver-
age product of labor is dAPL/dL = (a - 1)ALa - 2Kb. Thus, if (a - 1) is negative 
(that is, a 6 1), the APL falls with extra labor. This condition holds for all of the 
estimated Cobb-Douglas production functions listed in the Application “Returns 
to Scale in Various Industries” (though not necessarily in all industries).
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For example, for the beer firm’s estimated Cobb-Douglas production func-
tion (Flath, 2011), q = AL0.6K0.4, a = 0.6 is less than 1, so the APL curve slopes 
downward at every quantity. We can illustrate how much the APL rises with a 
layoff for this particular production function. If A = 1 and L = K = 10 initially, 
then the firm’s output is q = 100.6 * 100.4 = 10, and its average product of labor 
is APL = q/L = 10/10 = 1. If the number of workers is reduced by one, then 
output falls to q = 90.6 * 100.4 ≈ 9.39, and the average product of labor rises to 
APL ≈ 9.39/9 ≈ 1.04. That is, a 10% reduction in labor causes output to fall by 
6.1%, but causes the average product of labor to rise by 4%. The firm’s output 
falls less than 10% because each remaining worker is more productive.

This increase in labor productivity in many industries reduces the impact of a 
recession on output in the United States. However, this increase in labor produc-
tivity is not always observed in other countries that are less likely to lay off work-
ers during a downturn. Until recently, most large Japanese firms did not lay off 
workers during recessions. Thus, in contrast to U.S. firms, their average product 
of labor decreased substantially during recessions because their output fell while 
labor remained constant.

Similarly, European firms show 30% less employment volatility over time than 
do U.S. firms, at least in part because European firms that fire workers are subject 
to a tax (Veracierto, 2008).12 Consequently, with other factors held constant in 
the short run, recessions might be more damaging to the profit and output of a 
Japanese or European firm than to the profit and output of a comparable U.S. 
firm. However, retaining good workers over short-run downturns might be a good 
long-run policy for the firm as well as for workers.

12Severance payments for blue-collar workers with ten years of experience may exceed one year of 
wages in some European countries, unlike in the United States.

1. The Ownership and Management of Firms. Firms 
can be sole proprietorships, partnerships, or corpora-
tions. In small firms (particularly sole proprietorships 
and partnerships), the owners usually run the com-
pany. In large firms (such as most corporations), the 
owners hire managers to run the firms. Owners want 
to maximize profits. If managers have different objec-
tives than owners, owners must keep a close watch to 
ensure that profits are maximized.

2. Production. Inputs, or factors of production—labor, 
capital, and materials—are combined to produce output 
using the current state of knowledge about technology 
and management. To maximize profits, a firm must pro-
duce as efficiently as possible: It must get the maximum 
amount of output from the inputs it uses, given existing 
knowledge. A firm may have access to many efficient 
production processes that use different combinations 
of inputs to produce a given level of output. New tech-
nologies or new forms of organization can increase the 
amount of output that can be produced from a given 

combination of inputs. A production function shows 
how much output can be produced efficiently from vari-
ous levels of inputs. A firm can vary all its inputs in the 
long run but only some of its inputs in the short run.

3. Short-Run Production: One Variable and One Fixed 
Input. In the short run, a firm cannot adjust the quan-
tity of some inputs, such as capital. The firm varies its 
output by adjusting its variable inputs, such as labor. 
If all factors are fixed except labor, and a firm that 
was using very little labor increases its labor, its out-
put may rise more than in proportion to the increase 
in labor because of greater specialization of work-
ers. Eventually, however, as more workers are hired, 
the workers get in each other’s way or wait to share 
equipment, so output increases by smaller and smaller 
amounts. This phenomenon is described by the law of 
diminishing marginal returns: The marginal product 
of an input—the extra output from the last unit of 
input—eventually decreases as more of that input is 
used, holding other inputs fixed.

SUMMARY
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inputs, the production process has decreasing returns 
to scale; if it increases more than in proportion, it has 
increasing returns to scale. All these types of returns 
to scale are commonly observed in various industries. 
Many production processes first exhibit increasing, 
then constant, and finally decreasing returns to scale 
as the size of the firm increases.

6. Productivity and Technical Change. Although all 
firms in an industry produce efficiently, given what 
they know and what institutional and other con-
straints they face, some firms may be more produc-
tive than others: They can produce more output from 
a given bundle of inputs. Due to innovations such as 
technical progress and new methods of organizing 
production, firms can produce more today than they 
could in the past from the same bundle of inputs. Such 
innovations change the production function.

4. Long-Run Production: Two Variable Inputs. In the 
long run, when all inputs are variable, firms can sub-
stitute between inputs. An isoquant shows the com-
binations of inputs that can produce a given level of 
output. The marginal rate of technical substitution is 
the slope of the isoquant. Usually, the more of one 
input the firm uses, the more difficult it is to substi-
tute that input for another input. That is, the firm 
experiences diminishing marginal rates of technical 
substitution as the firm uses more of one input. The 
elasticity of substitution reflects the ease of replacing 
one input with another in the production process, or, 
equivalently, the curvature of an isoquant.

5. Returns to Scale. If, when a firm increases all inputs 
in proportion, its output increases by the same propor-
tion, the production process exhibits constant returns 
to scale. If output increases less than in proportion to 

EXERCISES
All exercises are available on MyLab Economics; * = answer appears at the back of this book; M =  mathematical problem.

produced. Draw the total product of labor, average 
product of labor, and marginal product of labor curves.

 3.3 In the short run, a firm cannot vary its capital, 
K = 2, but it can vary its labor, L. It produces out-
put q. Explain why the firm will or will not experi-
ence diminishing marginal returns to labor in the 
short run if its production function is q = 10L + K. 
(See Solved Problem 6.1.) M

 *3.4 Suppose that the Cobb-Douglas production function 
is q = L0.75K0.25.

a. What is the average product of labor, holding 
capital fixed?

b. What is the marginal product of labor?

c. What are the APL and MPL when K = 16? (See 
Solved Problem 6.1.) M

 3.5 If the Cobb-Douglas production function is 
q = L0.75K0.25, and K = 16, what is the elasticity 
of output with respect to labor? (See Solved Prob-
lem 6.2.) M

 3.6 In the short run, a firm cannot vary its capital, 
K = 2, but can vary its labor, L. It produces out-
put q. Explain why the firm will or will not experi-
ence diminishing marginal returns to labor in the 
short run if its production function is

a. q = 10L + K,

b. q = L0.5K0.5. M

 3.7 Based on the information in the Application “Malthus 
and the Green Revolution,” how did the average prod-
uct of labor in corn production change over time?

 1. The Ownership and Management of Firms

 1.1 Are firms with limited liability likely to be larger 
than other firms? Why?

 1.2 What types of firms would not normally maximize 
profit?

 1.3 What types of organization allow owners of a firm 
to obtain the advantages of limited liability?

 2. Production

 2.1 With respect to production functions, how long is 
the short run?

 2.2 Consider Boeing (a producer of jet aircraft), General 
Mills (a producer of breakfast cereals), and Wacky 
Jack’s (which claims to be the largest U.S. provider 
of singing telegrams). For which of these firms is the 
short run the longest period of time? For which is the 
long run the shortest? Explain.

 *2.3 Suppose that for the production function q = f(L, K), 
if L = 3 and K = 5 then q = 10. Is it possible that 
L = 3 and K = 6 also produces q = 10 for this pro-
duction function? Why or why not?

 3. Short-Run Production: One Variable and One 
Fixed Input

 *3.1 If each extra worker produces an extra unit of out-
put, how do the total product of labor, the average 
product of labor, and the marginal product of labor 
vary with the number of workers?

 3.2 Each extra worker produces an extra unit of output, 
up to six workers. After six, no additional output is 
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to produce 10 trips lies below the straight line joining 
the input combinations for the traditional and self-
driving technologies. Illustrate the resulting isoquant.

 4.10 Draw a circle in a diagram with labor services on 
one axis and capital services on the other. This circle 
represents all the combinations of labor and capital 
that produce 100 units of output. Now, draw the 
isoquant for 100 units of output. (Hint: Remember 
that the isoquant includes only the efficient combi-
nations of labor and capital.)

 4.11 Michelle’s business produces ceramic cups using 
labor, clay, and a kiln. She can manufacture 25 cups 
a day with one worker and 35 cups with two work-
ers. Does her production process illustrate diminish-
ing returns to scale or diminishing marginal returns 
to scale? Give a plausible explanation for why out-
put does not increase proportionately with the num-
ber of workers.

 4.12 By studying, Will can produce a higher grade, GW, on 
an upcoming economics exam. His production func-
tion depends on the number of hours he studies mar-
ginal analysis problems, A, and the number of hours he 
studies supply and demand problems, R. Specifically, 
GW = 2.5A0.36R0.64. The grade production function 
of his roommate David is GD = 2.5A0.25R0.75.
a. What is Will’s marginal productivity from studying 

supply and demand problems? What is David’s?
b. What is Will’s marginal rate of technical substitu-

tion between studying the two types of problems? 
What is David’s?

c. Is it possible that Will and David have different 
marginal productivity functions but the same 
marginal rate of technical substitution functions? 
Explain. M

 4.13 Show that the CES production function 
q = (aLρ + bKρ)1/ρ can be written as q = B(ρ)
[cLρ + (1 - c) * Kρ]1/ρ. M

 4.14 What is the MRTS of the CES production function 
q = (aLρ + bKρ)d/ρ? (See Solved Problem 6.3.) M

 4.15 What is the elasticity of substitution, σ, of the 
CES production function q = (aLρ + bKρ)d/ρ? (See 
Solved Problem 6.4.) M

 4.16 Electric power is often generated by burning oil or 
gas to create steam. That steam is used to drive 
the turbines and produce electricity. One bar-
rel of crude oil produces about 5.6 million BTUs 
of energy, while 1,000 cubic feet of natural gas 
produces 1,027,000 BTUs (www.physics.uci.edu/ 
~silverma/units.html). Thus, an electric generat-
ing company can substitute 1 barrel of crude oil 
with 5,648 cubic feet of natural gas. Draw a few 
isoquants for this production process. What is the 
marginal rate of technical substitution? M

 4. Long-Run Production: Two Variable Inputs

 4.1 What are the differences between an isoquant and 
an indifference curve?

 4.2 Why must isoquants be thin?  (Hint: See the dis-
cussion of why indifference curves must be thin in 
Chapter 3.)

 4.3 Suppose that a firm has a fixed-proportions produc-
tion function in which 1 unit of output is produced 
using one worker and 2 units of capital. If the firm 
has an extra worker and no more capital, it still can 
produce only 1 unit of output. Similarly, 1 more unit 
of capital produces no extra output.

a. Draw the isoquants for this production function.
b. Draw the total product of labor, average product 

of labor, and marginal product of labor curves 
(you will probably want to use two diagrams) for 
this production function.

 *4.4 To produce a book, q = 1, a firm uses one unit of 
paper, x = 1, and the services of a printing press, 
y = 1, for eight minutes. Draw an isoquant for this 
production process. Explain the reason for its shape.

 4.5 What is the production function if L and K are per-
fect substitutes and each unit of q requires 1 unit of 
L or 1 unit of K (or a combination of these inputs 
that equals 1)? M

 4.6 The production function at Ginko’s Copy Shop is 
q = 1,000 * min(L, 3K), where q is the number of 
copies per hour, L is the number of workers, and 
K is the number of copy machines. As an example, 
if L = 4 and K = 1, then min(L, 3K) = 3, and 
q = 3,000.

a. Draw the isoquants for this production function.

b. Draw the total product of labor, average product of 
labor, and marginal product of labor curves for this 
production function for some fixed level of capital.

 *4.7 At L = 4 and K = 4, the marginal product of labor 
is 2 and the marginal product of capital is 3. What 
is the marginal rate of technical substitution? M

 *4.8 Mark launders his white clothes using the produc-
tion function q = B + 0.5G, where B is the number 
of cups of Clorox bleach and G is the number of 
cups of generic bleach that is half as potent. Draw an 
isoquant. What are the marginal products of B and 
G? What is the marginal rate of technical substitu-
tion at each point on an isoquant?

 4.9 The isoquant in the Application “Self-Driving Trucks” 
is based on two technologies. Suppose that a company 
develops a third technology that assists but does not 
replace a human driver. It uses more labor and less 
capital than the fully self-driving technology but less 
labor and more capital than the traditional technology. 
In the isoquant diagram, the input combination needed 

www.physics.uci.edu/~silverma/units.html
www.physics.uci.edu/~silverma/units.html


208 CHAPTER 6  Firms and Production

 5.9 Prove Euler’s theorem that, if f(L, K) is homo-
geneous of degree g (see Exercise 5.7), then 
L(0f/0L) + K(0f/0K) = gf(L, K). Given this result, 
what can you conclude if a production function has 
constant returns to scale? Express your results in 
terms of the marginal products of labor and capital. M

 6. Productivity and Technical Change

 6.1 Are the robots in the Application “Robots and the 
Food You Eat” an example of neutral, labor-saving, 
or capital-saving innovation? Explain.

 6.2 In a manufacturing plant, workers use a special-
ized machine to produce belts. A new labor-saving 
machine is invented. With the new machine, the firm 
can use fewer workers and still produce the same 
number of belts as it did using the old machine. In 
the long run, both labor and capital (the machine) 
are variable. From what you know, what is the effect 
of this invention on the APL, MPL, and returns to 
scale? If you require more information to answer this 
question, specify what else you need to know.

 6.3 Does it follow that, because we observe that the aver-
age product of labor is higher for Firm 1 than for 
Firm 2, Firm 1 is more productive in the sense that 
it can produce more output from a given amount of 
inputs? Why or why not?

 *6.4 Firm 1 and Firm 2 use the same type of produc-
tion function, but Firm 1 is only 90% as productive 
as Firm 2. That is, the production function of Firm 
2 is q2 = f(L, K), and the production function of 
Firm 1 is q1 = 0.9f(L, K). At a particular level of 
inputs, how does the marginal product of labor dif-
fer between the firms? M

 6.5 Is a boss a fixed or variable input in the Applica-
tion “A Good Boss Raises Productivity”? How does 
having a good boss affect the marginal product of 
labor curve for this firm? Assuming that the produc-
tion process also includes a capital input, what effect 
does a good boss have on a typical isoquant?

 7. Challenge

 7.1 If a firm lays off workers during a recession, how 
will the firm’s marginal product of labor change?

 *7.2 During recessions, American firms historically laid off 
a larger proportion of their workers than Japanese 
firms did. (Apparently, Japanese firms continued to 
produce at high levels and stored the output or sold 
it at relatively low prices during recessions.) Assum-
ing that the production function was unchanged over 
many recessions and expansions, would you expect 
the average product of labor to have been higher in 
Japan or in the United States? Why?

 7.3 For the CES production function 
  q = (aLρ + [1 - a]Kρ)d/ρ,  

does 0APL/0L have an unambiguous sign? M

 5. Returns to Scale

 5.1 To speed relief to isolated South Asian communities 
that were devastated by the December 2004 tsunami, 
the U.S. Navy doubled the number of helicopters 
from 45 to 90 soon after the first ship arrived. Navy 
Admiral Thomas Fargo, head of the U.S. Pacific 
Command, was asked if doubling the number of 
helicopters would “produce twice as much [relief].” 
He replied, “Maybe pretty close to twice as much.” 
(Vicky O’Hara, All Things Considered, National 
Public Radio, NPR, January 4, 2005). Identify the 
inputs and outputs and describe the production pro-
cess. Is the admiral discussing a production process 
with nearly constant returns to scale, or is he refer-
ring to another property of the production process?

 5.2 Show in a diagram that a production function can 
have diminishing marginal returns to a factor and 
constant returns to scale.

 5.3 Under what conditions do the following production 
functions exhibit decreasing, constant, or increasing 
returns to scale?
a. q = L + K, a linear production function,
b. q = ALaKb, a general Cobb-Douglas production 

function,
c. q = L + LaKb + K,
d. q = (aLρ + [1 - a]Kρ)d/ρ, a CES production 

function. (See Solved Problem 6.5.) M
 *5.4 Haskel and Sadun (2012) estimated the production 

function for U.K. supermarkets is Q = L0.23K0.10M0.66, 
where L is labor, K is capital, and M is materials. What 
kind of returns to scale, g, do these production func-
tions exhibit? (Hint: See Solved Problem 6.5.) M

 5.5 As asserted in the comment in Solved Problem 6.5, 
prove that g is a scale elasticity. M

 5.6 Is it possible that a firm’s production function exhibits 
increasing returns to scale while exhibiting diminishing 
marginal productivity of each of its inputs? To answer 
this question, calculate the marginal productivities of 
capital and labor for the production of U.S. tobacco 
products, Japanese synthetic rubber, and New Zealand 
mining, using the information listed in the Application 
“Returns to Scale in Various Industries.” M

 5.7 A production function is said to be homogeneous of 
degree g if f(xL, xK) = xgf(L, K), where x is a posi-
tive constant. That is, the production function has the 
same returns to scale for every combination of inputs. 
For such a production function, show that the mar-
ginal product of labor and marginal product of capital 
functions are homogeneous of degree g - 1. M

 5.8 Show that with a constant-returns-to-scale production 
function, the MRTS between labor and capital depends 
only on the K/L ratio and not on the scale of produc-
tion. (Hint: Use your result from Exercise 5.7.) M
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A manager of a semiconductor manufacturing firm, who can choose from many differ-
ent production technologies, must determine whether to use the same technology in its 
foreign plant that it uses in its domestic plant. U.S. semiconductor manufacturing firms 
have been moving much of their production abroad since 1961, when Fairchild Semicon-
ductor built a plant in Hong Kong. According to the Semiconductor Industry Association, 
worldwide semiconductor billings from the Americas dropped 
from 66% in 1976, to 34% in 1998, to 17% in 2011, and then 
rose to 22% in early 2018.

Semiconductor firms moved their production abroad 
because of lower taxes, lower labor costs, and capital grants. 
Capital grants are funds provided by a foreign government to a 
firm to induce them to produce in that country. Such grants can 
reduce the cost of owning and operating an overseas semicon-
ductor fabrication facility by as much as 25% compared to the 
costs of a U.S.-based plant. However, over the past decade, 
most Asian countries substantially raised their minimum wages, 
which reduces the incentive of U.S. firms to move production 
there. For example, the minimum wage in China increased 
almost three-fold from 2012 to 2018.

The semiconductor manufacturer can produce a chip using 
sophisticated equipment and relatively few workers or many 
workers and less complex equipment. In the United States, 
firms use a relatively capital-intensive technology, because doing so minimizes their 
cost of producing a given level of output. Will that same technology be cost minimizing if 
they move their production abroad?

Technology Choice  
at Home Versus 
Abroad

Costs

People want economy and they will pay any price to get it. —Lee Iacocca (former CEO of Chrysler)

CHALLENGE

7 

A firm uses a two-step procedure to determine how to produce a certain amount of 
output efficiently. It first determines which production processes are technologically 
efficient so that it can produce the desired level of output with the least amount of 
inputs. As we saw in Chapter 6, the firm uses engineering and other information 
to determine its production function, which summarizes the many technologically 
efficient production processes available.

The firm’s second step is to select the technologically efficient production process 
that is also cost efficient, minimizing the cost of producing a specified amount of 
output. To determine which process minimizes its cost of production, the firm uses 
information about the production function and the cost of inputs.
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Businesspeople and economists need to understand the relationship between the costs 
of inputs and production to determine the most cost-efficient way to produce. Econo-
mists have an additional reason for wanting to understand costs. As we will see in 
later chapters, the relationship between output and costs plays an important role in 
determining the nature of a market—how many firms are in the market and how 
high price is relative to cost.

 7.1 Measuring Costs
How much would it cost you to stand at the wrong end of a shooting gallery?  
—S. J. Perelman

To show how a firm’s cost varies with its output, we first have to measure costs. 
Businesspeople and economists often measure costs differently. Economists include 
all relevant costs. To run a firm profitably, a manager must think like an economist 
and consider all relevant costs. However, this same manager may direct the firm’s 
accountant or bookkeeper to measure costs in ways that are more consistent with 
tax laws and other laws so as to make the firm’s financial statements look good to 
stockholders or to minimize the firm’s taxes.1

To produce a particular amount of output, a firm incurs costs for the required 
inputs, such as labor, capital, energy, and materials. A firm’s manager (or accountant) 
determines the cost of labor, capital, energy, and materials by multiplying the price of 
the factor by the number of units used. If workers earn $20 per hour and work 100 
hours per day, then the firm’s cost of labor is $20 * 100 = $2,000 per day. The 
manager can easily calculate these explicit costs, which are its direct, out-of-pocket 
payments for inputs to its production process within a given period. While calculat-
ing explicit costs is straightforward, some costs are implicit in that they reflect only 
a forgone opportunity rather than an explicit, current expenditure. Properly taking 
account of forgone opportunities requires particularly careful attention when dealing 
with durable capital goods, as past expenditures for an input may be irrelevant to 
current cost calculations if that input has no current, alternative use.

1See “Tax Rules” in MyLab Economics, Chapter Resources, for Chapter 7.

1. Measuring Costs. Economists count both explicit costs and implicit (opportunity) costs.

2. Short-Run Costs. To minimize its costs in the short run, a firm can adjust its variable 
factors (such as labor), but it cannot adjust its fixed factors (such as capital).

3. Long-Run Costs. To minimize its costs in the long run, a firm can adjust all its inputs 
because all inputs are variable.

4. Lower Costs in the Long Run. Long-run cost is as low as or lower than short-run cost 
because the firm has more flexibility in the long run, technological progress occurs, and 
workers and managers learn from experience.

5. Cost of Producing Multiple Goods. If a firm produces several goods simultaneously, 
the cost of each may depend on the quantity of all the goods it produces.

In this chapter, we 
examine five  
main topics

By reducing its cost of producing a given level of output, a firm can increase its 
profit. Any profit-maximizing competitive, monopolistic, or oligopolistic firm mini-
mizes its cost of production.
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Opportunity Costs
An economist is a person who, when invited to give a talk at a banquet, tells the 
audience there’s no such thing as a free lunch.

The economic cost or opportunity cost of a resource is the value of the best alternative 
use of that resource. The opportunity cost may equal or exceed a firm’s explicit cost. 
If a firm purchases an input in a market and uses that input immediately, the input’s 
opportunity cost is the amount the firm pays for it, the market price. After all, if the 
firm does not use the input in its production process, its best alternative would be to 
sell it to someone else at the market price.

The concept of an opportunity cost becomes particularly useful when the firm 
uses an input that is not available for purchase in a market or was purchased in 
a market in the past. Here, the opportunity cost exceeds the explicit costs. A key 
example of such an opportunity cost is the value of an owner’s time. For example, 
Maoyong owns and manages a firm. He pays himself only a small monthly salary 
of $1,000 because he also receives the firm’s profit. However, Maoyong could 
work for another firm and earn $11,000 a month. Thus, the opportunity cost of 
his time is $11,000—from his best alternative use of his time—not the $1,000 he 
actually pays himself. As a result, his firm’s total opportunity cost is the oppor-
tunity cost of his time plus the explicit amount he pays for inputs that he buys 
from markets.

The classic example of an implicit opportunity cost is captured in the phrase 
“There’s no such thing as a free lunch.” Suppose that your parents offer to take you 
to lunch tomorrow. You know that they will pay for the meal, but you also know 
that this lunch will not truly be free. Your opportunity cost for the lunch is the best 
alternative use of your time. Presumably, the best alternative use of your time is read-
ing this chapter, but other possible alternatives include working at a job or watching 
TV. Often, such an opportunity cost is substantial. (What are you giving up to study 
opportunity costs?)

At one point or another, most of us have held the following false belief:

Common Confusion I can save money by doing things myself rather than 
buying goods and services from firms.

The fallacy in this belief is that we have ignored the opportunity cost of our time. 
Have you ever tried to fix a plumbing problem that ended up taking hours and that 
a professional plumber could have repaired in a few minutes? Doing that only makes 
sense if the opportunity cost of your time is very low (or the plumber’s fee is very 
high). Similarly, growing our own food would cost most of us much more than buy-
ing it from a store once we take into account the value of our time.

During major economic downturns, do applications to MBA programs fall, 
hold steady, or rise? Knowledge of opportunity costs helps us answer this 
question.

The biggest cost of attending an MBA program is often the opportunity cost of 
giving up a well-paying job. Someone who leaves a job paying $6,000 per month 
to attend an MBA program is, in effect, incurring a $6,000 per month opportu-
nity cost, in addition to the tuition and cost of textbooks (though this one is well 
worth the money).

APPLICATION 

The Opportunity  
Cost of an MBA
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Meredith’s firm sends her to a conference for managers and has paid her registra-
tion fee. Included in the registration fee is admission to a class on how to price 
derivative securities such as options. She is considering attending, but her most 
attractive alternative opportunity is to attend a talk by Warren Buffett about his 
investment strategies, which is scheduled at the same time. Although she would 
be willing to pay $100 to hear his talk, the cost of a ticket is only $40. Given that 
she incurs no other costs to attend either event, what is Meredith’s opportunity 
cost of attending the derivatives talk?

Answer

To calculate her opportunity cost, determine the benefit that Meredith would forgo 
by attending the derivatives class. Because she incurs no additional fee to attend 
the derivatives talk, Meredith’s opportunity cost is the forgone benefit of hearing 
the Buffett speech. Because she values hearing the Buffett speech at $100, but only 
has to pay $40, her net benefit from hearing that talk is $60 (=  $100 - $40). 
Thus, her opportunity cost of attending the derivatives talk is $60.

SOLVED PROBLEM 
7.1

Thus, it is not surprising that MBA applications rise in bad economic times 
when outside opportunities decline. People thinking of going back to school face 
a reduced opportunity cost of entering an MBA program if they think they might 
be laid off or might not be promoted during an economic downturn. As Stacey 
Kole, deputy dean for the MBA program at the University of Chicago’s Graduate 
School of Business, observed, “When there’s a go-go economy, fewer people decide 
to go back to school. When things go south, the opportunity cost of leaving work 
is lower.”

During the Great Recession in 2008, when U.S. unemployment rose sharply 
and the economy was in poor shape, the number of people seeking admission to 
MBA programs also rose sharply. Applications continued to rise as unemployment 
remained high for several years. The U.S. unemployment rate peaked at 10% in 
late 2009 and did not fall below 8% until 2012. However, the U.S. unemployment 
rate dropped below 5% by late 2015, and has continued to fall. Correspondingly, 
U.S. MBA applications fell in the 2015, 2016, and 2017 admission years.

Opportunity Cost of Capital
Capital: Something—like a car, refrigerator, factory, or airplane—that is blown up 
in an action movie.

Determining the opportunity cost of capital, such as land or equipment, requires spe-
cial considerations. Capital is a durable good: a product that provides services for a 
long period, typically for many years. Two problems may arise in measuring the cost 
of capital. The first is how to allocate the initial purchase cost over time. The second 
is what to do if the value of the capital changes over time.

We can avoid these two measurement problems if the firm rents capital instead of 
purchasing it. Suppose that a firm can rent a small pick-up truck for $400 a month or 
buy it outright for $20,000. If the firm rents the truck, the rental payment is the relevant 
opportunity cost per month. The truck is rented month-to-month, so the firm does not 
have to worry about how to allocate the purchase cost of a truck over time. Moreover, 
the rental rate will adjust if the cost of trucks changes over time. Thus, if the firm can 

MyLab Economics
Solved Problem
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rent capital for short periods, it calculates the cost of this capital in the same way that 
it calculates the cost of nondurable inputs, such as labor services or materials.

The firm faces a more complex problem in determining the opportunity cost of 
the truck if it purchases the truck. The firm’s accountant may expense the truck’s 
purchase price by treating the full $20,000 as a cost at the time that the truck is pur-
chased, or the accountant may amortize the cost by spreading the $20,000 over the 
life of the truck, following rules set by an accounting organization or by a relevant 
government authority such as the Internal Revenue Service (IRS).

A manager who wants to make sound decisions does not expense or amortize the 
truck using such rules. The true opportunity cost of using a truck that the firm owns 
is the amount the firm could earn if it rented the truck to others. That is, regardless 
of whether the firm rents or buys the truck, the manager views the opportunity cost 
of this capital good as the rental rate for a given period. If the value of an older truck 
is less than that of a newer one, the rental rate for the truck falls over time.

But what if no rental market for trucks exists? It is still important to determine an 
appropriate opportunity cost. Suppose that the firm has two choices: It can choose 
not to buy the truck and keep the truck’s purchase price of $20,000, or it can use 
the truck for a year and sell it for $17,000 at the end of the year. If the firm does 
not purchase the truck, it will deposit the $20,000 in a bank account that pays 5% 
per year, so the firm will have $21,000 at the end of the year. Thus, the opportunity 
cost of using the truck for a year is $21,000 - $17,000 = $4,000.2 This $4,000 
opportunity cost equals the $3,000 depreciation of the truck (= $20,000 - $17,000) 
plus the $1,000 in forgone interest that the firm could have earned over the year if 
the firm had invested the $20,000.

Because the values of trucks, machines, and other equipment decline over time, 
their rental rates fall, so the firm’s opportunity costs decline. In contrast, the value 
of some land, buildings, and other forms of capital may rise over time. To maximize 
profit, a firm must properly measure the opportunity cost of a piece of capital even 
if its value rises over time. If a beauty parlor buys a building when similar buildings 
in the area rent for $1,000 per month, the opportunity cost of using the building is 
$1,000 a month. If land values increase so that rents in the area rise to $2,000 per 
month, the beauty parlor’s opportunity cost of its building rises to $2,000 per month.

Sunk Costs
An opportunity cost is not always easy to observe but should always be considered 
when deciding how much to produce. In contrast, a sunk cost—a past expenditure 
that cannot be recovered—though easily observed, is not relevant to a manager when 
deciding how much to produce now. A sunk expenditure is not an opportunity cost.3

If a firm buys a forklift for $25,000 and can resell it for the same price a year later, 
it is not a sunk expenditure, and the opportunity cost of the forklift is $25,000. If 
instead the firm buys a specialized piece of equipment for $25,000 and cannot resell 
it, then the original expenditure is a sunk cost. Because this equipment has no alter-
native use, the firm cannot resell it, so its opportunity cost is zero and should not be 
included in the firm’s current cost calculations. If the firm could resell the specialized 
equipment that originally cost $25,000 for $10,000, then only $15,000 of the origi-
nal expenditure is a sunk cost, and the opportunity cost is $10,000.

2The firm would also pay for gasoline, insurance, licensing fees, and other operating costs, but these items 
would all be expensed as operating costs and would not appear in the firm’s accounts as capital costs.
3Nonetheless, a sunk cost paid for a specialized input should still be deducted from income before 
paying taxes even if that cost is sunk, and must therefore appear in financial accounts.
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To illustrate why a sunk cost should not influence a manager’s current decisions, 
consider a firm that paid $300,000 for a piece of land for which the market value has 
fallen to $200,000. Now, the land’s true opportunity cost is $200,000. The $100,000 
difference between the $300,000 purchase price and the current market value of 
$200,000 is a sunk cost that the firm cannot recover. Suppose that the land is worth 
$240,000 to the firm if it builds a plant on this parcel. Is it worth carrying out pro-
duction on this land or should the land be sold for its market value of $200,000? If 
the firm uses the original purchase price in its decision-making process, the firm will 
falsely conclude that using the land for production will result in a $60,000 loss: the 
$240,000 value of using the land minus the purchase price of $300,000. Instead, the 
firm should use the land because it is worth $40,000 more as a production facility 
than if the firm sells the land for $200,000, its next best alternative. Thus, the firm 
should use the land’s opportunity cost to make its decisions and ignore the land’s sunk 
cost. In short, “no use crying over spilt milk,” “what’s done is done,” and “don’t 
throw good money after bad.”

 7.2 Short-Run Costs
To make profit-maximizing decisions, a firm needs to know how its cost varies with 
output. As a firm increases its output, its cost rises. The short run is the period over 
which some inputs, such as labor, can be varied, while other inputs, such as capital, 
are fixed (Chapter 6). In contrast, the firm can vary all its inputs in the long run. For 
simplicity in our graphs, we concentrate on firms that use only two inputs: labor and 
capital. We focus on the case in which labor is the only variable input in the short run, 
and both labor and capital are variable in the long run. However, we can generalize 
our analysis to examine a firm that uses any number of inputs.

We start by examining various measures of cost, which we use to show the distinc-
tion between short-run and long-run costs. Then we show the relationship between 
the shapes of the short-run cost curves and the firm’s production function.

Short-Run Cost Measures
We start by using a numerical example to illustrate the basic cost concepts. We then 
examine the graphic relationship between these concepts.

Fixed Cost, Variable Cost, and Total Cost. To produce a given level of output in 
the short run, a firm incurs costs for both its fixed and variable inputs. A fixed cost (F) 
is a cost that does not vary with the level of output. Fixed costs include expenditures 
on land, office space, production facilities, and other overhead expenses. The firm 
cannot avoid fixed costs by reducing output as long as it stays in business.

Fixed costs are often sunk costs, but not always. For example, a restaurant rents 
space for $2,000 per month on a month-to-month lease. This rent does not vary 
with the number of meals served (its output level), so it is a fixed cost. Because the 
restaurant has already paid this month’s rent, this fixed cost is also a sunk cost: The 
restaurant cannot recover the $2,000 even if it goes out of business. Next month, if 
the restaurant stays open, it will have to pay the $2,000 rent. If the lease is a month-
to-month rental agreement, this fixed cost of $2,000 is an avoidable cost, not a sunk 
cost. The restaurant can shut down, cancel its rental agreement, and avoid paying 
this fixed cost. In planning for next month, the restaurant should treat the $2,000 
rent as a fixed cost but not as a sunk cost. Thus, the $2,000 per month rental fee is 
a fixed cost in both the short run (this month) and the long run, but it is a sunk cost 
only in the short run.
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A firm’s variable cost (VC) is the production 
expense that changes with the quantity of output pro-
duced. The variable cost is the cost of the variable 
inputs—the inputs the firm can adjust to alter its out-
put level, such as labor and materials.

A firm’s cost (or total cost, C) is the sum of a firm’s 
variable cost and fixed cost:

C = VC + F.

Because variable cost changes with the level of output, 
total cost also varies with the level of output.

To decide how much to produce, a firm uses mea-
sures of marginal and average costs. We derive four 
such measures using the fixed cost, the variable cost, 
and the total cost.

A construction company views workers’ earnings as a variable cost and the capital 
that the firm owns—particularly heavy equipment such as bulldozers—as a fixed 
cost. The sharing economy is changing that.

When Platinum Pipeline Inc., a firm that installs water and sewer lines, won 
a new job, it needed a third bulldozer. Rather than buy one, the firm’s president, 
Manuel de Freitas, merely called up an app on his phone and found a Caterpil-
lar D6T dozer that he could rent for two months at $7,500 a month. The rental 
firm, Yard Club Inc., finds idle heavy equipment and rents it—much like Airbnb 

Inc. does with spare bedrooms. Often, rental companies own this 
equipment.

Renting construction equipment is catching on. In 2014, rental 
companies owned 54% of U.S. construction equipment, up from 
40% a decade earlier. According to one forecast, the share could 
top 60% within the next 5 to 10 years. In 2018, Global Market 
Insights predicted that the construction equipment rental market 
will grow at over 4% a year from 2018 to 2024.

If construction companies can rely on renting heavy equipment 
rather than owning it, all their inputs are variable. As a result, 
they face no distinction between the short run and the long run.

APPLICATION 

The Sharing Economy 
and the Short Run

Marginal Cost. A firm’s marginal cost (MC) is the amount by which a firm’s cost 
changes if it produces one more unit of output. The marginal cost is

 MC =
dC(q)

dq
. (7.1)

Because only variable cost changes with output, we can also define marginal cost as 
the change in variable cost from a small increase in output, MC = dVC(q)/dq, where 
VC(q) is the firm’s variable cost function. Chapter 8 will show that a firm uses its 
marginal cost to decide whether changing its output level pays off.

Average Cost. Firms use three average cost measures. The average fixed cost (AFC) is the 
fixed cost divided by the units of output produced: AFC = F/q. The average fixed cost falls 
as output rises because the fixed cost is spread over more units: dAFC/dq = -F/q2 6 0. 
The AFC curve approaches zero as the output level grows large.

The average variable cost (AVC) is the variable cost divided by the units of output 
produced: AVC = VC/q. Because the variable cost increases with output, the average 
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variable cost may either increase or decrease as output rises. As Chapter 8 shows, 
a firm uses the average variable cost to determine whether to shut down operations 
when demand is low.

The average cost (AC)—or average total cost—is the total cost divided by the units 
of output produced: AC = C/q. Because total cost equals variable cost plus fixed 
cost, C = VC + F, when we divide both sides of the equation by q, we learn that

 AC =
C
q

=
VC
q

+
F
q

= AVC + AFC. (7.2)

That is, the average cost is the sum of the average variable cost and the average fixed 
cost. A firm uses its average cost to determine if it is making a profit.

A manufacturing plant has a short-run cost function of C(q) = 100q -
4q2 + 0.2q3 + 450. What are the firm’s short-run fixed cost and variable cost 
functions? Derive the formulas for its marginal cost, average variable cost, aver-
age fixed cost, and average cost. Draw two figures, one above the other. In the 
top figure, show the fixed cost, variable cost, and total cost curves. In the bottom 
figure, show the corresponding marginal cost curve and three average cost curves.

Answer

1. Identify the fixed cost as the part of the short-run cost function that does not 
vary with output, q, and the remaining part of the cost function as the variable 
cost function. The fixed cost is F = 450, the only part that does not vary with q. 
The variable cost function, VC(q) = 100q - 4q2 + 0.2q3, is the part of the 
cost function that varies with q.

2. Determine the marginal cost by differentiating the short-run cost function (or 
variable cost function) with respect to output. Differentiating, we find that

 MC =
dC(q)

dq

 =
d(100q - 4q2 + 0.2q3 + 450)

dq

 = 100 - 8q + 0.6q2.

3. Calculate the three average cost functions using their definitions.

 AVC =
VC(q)

q
=

100q - 4q2 + 0.2q3

q
= 100 - 4q + 0.2q2,

 AFC =
F
q

=
450

q
,

 AC =
C(q)

q

 =
100q - 4q2 + 0.2q3 + 450

q

 = (100 - 4q + 0.2q2) +
450

q

 = AVC + AFC.

4. Use these cost, marginal cost, and average cost functions to plot the specified 
figures. Figure 7.1 shows these curves.

SOLVED PROBLEM 
7.2

MyLab Economics
Solved Problem
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Short-Run Cost Curves
We illustrate the relationship between output and the various cost measures using 
the example in Solved Problem 7.2. Panel a of Figure 7.1 shows the variable cost, 
fixed cost, and total cost curves. The fixed cost, which does not vary with output, 
is a horizontal line at $450. The variable cost curve is zero when output is zero and 
rises as output increases. The total cost curve, which is the vertical sum of the variable 
cost curve and the fixed cost line, is $450 higher than the variable cost curve at every 
output level, so the variable cost and total cost curves are parallel.

Figure 7.1 Short-Run Cost Curves

(a) Because the total cost differs from the 
variable cost by the fixed cost, F = $450, 
the cost curve, C, is parallel to the variable 
cost curve, VC. (b) The marginal cost 
curve, MC, cuts the average variable cost, 
AVC, and average cost, AC, curves at their 
minimums. The height of the AC curve at 
point a equals the slope of the line from the 
origin to the cost curve at A. The height of 
the AVC at b equals the slope of the line 
from the origin to the variable cost curve 
at B. The height of the marginal cost is the 
slope of either the C or VC curve at that 
quantity. 800
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Panel b shows the average fixed cost, average variable cost, average cost, and 
marginal cost curves. The average fixed cost curve falls as output increases. It 
approaches zero as output gets larger because the fixed cost is spread over many 
units of output. The average cost curve is the vertical sum of the average fixed cost 
and average variable cost curves. For example, at 10 units of output, the average 
variable cost is $80 and the average fixed cost is $45, so the average cost is $125.

The marginal cost curve cuts the U-shaped average cost and the average variable 
cost curves at their minimums.4 The average cost (or average variable cost) curve 
rises where it lies below the marginal cost curve and falls where it lies above the 
marginal cost curve, so the marginal cost curve must cut the average cost curve at its 
minimum (by similar reasoning to that used in Chapter 6, where we discussed aver-
age and marginal products).

Production Functions and the Shape of Cost Curves
The production function determines the shape of a firm’s cost curves. It shows the 
amount of inputs needed to produce a given level of output. The firm calculates its 
cost by multiplying the quantity of each input by its price and then summing these 
products.

If a firm produces output using capital and labor and its capital is fixed in the 
short run, the firm’s variable cost is its cost of labor. Its labor cost is the wage per 
hour, w, times the number of hours of labor, L, so that its variable cost (labor cost) 
is VC = wL.

If input prices are constant, the production function determines the shape 
of the variable cost curve. We can write the short-run production function as 
q = f(L, K) = g(L) because capital does not vary. By inverting, we know that the 
amount of labor we need to produce any given amount of output is L = g-1(q). If the 
wage of labor is w, the variable cost function is VC(q) = wL = wg-1(q). Similarly, 
the cost function is C(q) = VC(q) + F = wg-1(q) + F.

In the short run, when the firm’s capital is fixed, the only way the firm can increase 
its output is to use more labor. If the firm increases its labor enough, it reaches the 
point of diminishing marginal returns to labor, where each extra worker increases 
output by a smaller amount. Because the variable cost function is the inverse of the 
short-run production function, its properties are determined by the short-run produc-
tion function. If the production function exhibits diminishing marginal returns, then 
the variable cost rises more than in proportion as output increases.

Because the production function determines the shape of the variable cost curve, it 
also determines the shape of the marginal, average variable, and average cost curves. 
We now examine the shape of each of these cost curves in detail, because firms rely 
more on these per-unit cost measures than on total variable cost to make decisions 
about labor and capital.

4To determine the output level q where the average cost curve, AC(q), reaches its minimum, we set 
the derivative of average cost with respect to q equal to zero:

dAC(q)

dq
=

d[C(q) / q]

dq
= c dC(q)

dq
-

C(q)

q
d 1
q

= 0.

This condition holds at the output q where dC(q)/dq = C(q)/q, or MC = AC. If the second-order 
condition holds at the same level for q, the average cost curve reaches its minimum at that quantity. 
The second-order condition requires that the average cost curve be falling to the left of this quantity 
and rising to the right. Similarly, dAVC/dq = d[VC(q)/q]/dq = [dVC/dq - VC(q)/q](1/q) = 0, so 
MC = AVC at the minimum of the average variable cost curve.
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Shape of the Marginal Cost Curve. The marginal cost is the change in variable 
cost as output increases by one unit: MC = dVC/dq. In the short run, capital is fixed, 
so the only way a firm can produce more output is to use extra labor. The extra labor 
required to produce one more unit of output is dL/dq = 1/MPL. The extra labor 
costs the firm w per unit, so the firm’s cost rises by w(dL/dq). As a result, the firm’s 
marginal cost is

MC =
dV(q)

dq
= w

dL
dq

.

The marginal cost equals the wage times the extra labor necessary to produce one 
more unit of output.

How do we know how much extra labor is needed to produce one more unit of 
output? This information comes from the production function. The marginal product 
of labor—the amount of extra output produced by another unit of labor, holding 
other inputs fixed—is MPL = dq/dL. Thus, the extra labor needed to produce one 
more unit of output, dL/dq, is 1/MPL, so the firm’s marginal cost is

 MC =
w

MPL
. (7.3)

According to Equation 7.3, the marginal cost equals the wage divided by the marginal 
product of labor. If it takes four extra hours of labor services to produce one more 
unit of output, the marginal product of an hour of labor is 14. If the wage is $10 an 
hour, the marginal cost of one more unit of output is w/MPL = $10/14 = $40.

Equation 7.3 shows that the marginal cost moves in the opposite direction to that 
of the marginal product of labor. At low levels of labor, the marginal product of 
labor commonly rises with additional workers who may help the original workers 
to collectively make better use of the firm’s equipment (Chapter 6). As the marginal 
product of labor rises, the marginal cost falls.

Eventually, however, as the number of workers increases, workers must share 
the fixed amount of equipment and may get in each other’s way. Consequently, the 
marginal cost curve slopes upward due to diminishing marginal returns to labor. As a 
result, the marginal cost first falls and then rises, as panel b of Figure 7.1 illustrates.

Shape of the Average Cost Curve. Because diminishing marginal returns to labor 
affect the shape of the variable cost curve, they also determine the shape of the aver-
age variable cost curve. The average variable cost is the variable cost divided by 
output: AVC = VC/q. For a firm that has labor as its only variable input, variable 
cost is wL, so average variable cost is

AVC =
VC
q

=
wL
q

.

Because the average product of labor is q/L, average variable cost is the wage divided 
by the average product of labor:

 AVC =
w

APL
. (7.4)

With a constant wage, the average variable cost moves in the opposite direction 
to that of the average product of labor in Equation 7.4. As we saw in Chapter 6, the 
average product of labor tends to rise and then fall, so the average cost tends to fall 
and then rise, as panel b of Figure 7.1 shows.
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The average cost curve is the vertical sum of the average variable cost curve and the 
average fixed cost curve, as in panel b. If the average variable cost curve is U-shaped, 
adding the strictly falling average fixed cost makes the average cost fall more steeply 
than the average variable cost curve at low output levels. At high output levels, the 
average cost and average variable cost curves differ by ever-smaller amounts, as 
the average fixed cost, F/q, approaches zero. Thus, the average cost curve is also 
U-shaped.

We can derive the various short-run cost curves for a typical Japanese beer 
manufacturer using its estimated Cobb-Douglas production function (based on 
Flath, 2011)

 q = 1.52L0.6K0.4. (7.5)

We assume that the firm’s capital is fixed at K = 100 units in the short run.
Given that the rental rate of a unit of capital is $8, the fixed cost, F, is $800, 

the average fixed cost is

AFC = F/q = 800/q.

An increase in output reduces the AFC, dAFC/dq = -800/q2 6 0, so the AFC 
slopes down and asymptotically approaches the horizontal axis in the figure.

We can use the production function to derive the variable cost. Because capital 
is fixed in the short run, the short-run production function is solely a function of 
labor:

q = 1.52L0.61000.4 ≈ 9.59L0.6.

Rearranging this expression, we can write the number of workers, L, needed to 
produce q units of output, as a function solely of output:

L(q) = a q
9.59

b
1

0.6

= a 1
9.59

b
1.67

q1.67 ≈ 0.023q1.67.

Now that we know how labor and output are related, we can calculate vari-
able cost directly. The only variable input is labor, so if the wage is $24, the firm’s 
variable cost is

VC(q) = wL(q) = 24L(q).

Substituting for L(q) from the previous equation into this variable cost equation, 
we learn how variable cost varies with output:

VC(q) = 24L(q) = 24(0.023q1.67) ≈ 0.55q1.67.

Using this expression for variable cost, we can construct the other cost measures. 
Thus, to construct all the cost measures of the beer firm, we need only the produc-
tion function and the prices of the inputs.

The average variable cost is AVC = VC/q = 0.55q0.67. To obtain the equation 
for marginal cost as a function of output, we differentiate the variable cost, VC(q), 
with respect to output:

MC(q) =
dVC(q)

dq
≈

d(0.55q1.67)
dq

= 1.67 * 0.55q0.67 ≈ 0.92q0.67.

APPLICATION 

Short-Run Cost 
Curves for a 
Japanese Beer 
Manufacturer
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Effects of Taxes on Costs
Taxes applied to a firm shift some or all of the marginal and average cost curves. 
For example, suppose that the government collects a specific tax of $10 per unit of 
output. This specific tax, which varies with output, affects the firm’s variable cost 
but not its fixed cost. As a result, it affects the firm’s average cost, average variable 
cost, and marginal cost curves but not its average fixed cost curve.

At every quantity, the average variable cost and the average cost rise by the full 
amount of the tax. Thus, the firm’s after-tax average variable cost, AVCa, is its aver-
age variable cost of production—the before-tax average variable cost, AVCb—plus 
the tax per unit, $10: AVCa = AVCb + $10.

The average cost equals the average variable cost plus the average fixed cost. For 
example, in the last Application, the Japanese beer firm’s before-tax average cost is 
ACb = AVC + AFC = 0.55q0.67 + 800/q. Because the tax increases average vari-
able cost by $10 and does not affect the average fixed cost, average cost increases 
by $10: ACa = ACb + 10 = 0.55q0.67 + 800/q + 10. The tax also increases the 
firm’s marginal cost by $10 per unit. The beer manufacturer’s pre-tax marginal cost 
is MCb = 0.92q0.67, so its after-tax marginal cost is MCa = 0.92q0.67 + 10.

Figure 7.2 shows these shifts in the marginal and average cost curves. The new 
marginal cost curve and average cost curve are parallel to the old ones: $10 higher 
at each quantity. At first, it may not look like the shift of the average cost curve is 
parallel, but you can convince yourself that it is a parallel shift by using a ruler.

Similarly, we can analyze the effect of a franchise tax on costs. A franchise tax—
also called a business license fee—is a lump sum that a firm pays for the right to 
operate a business. For example, a tax of $800 per year is levied “for the privilege 
of doing business in California.” These taxes do not vary with output, so they affect 
firms’ fixed costs only—not their variable costs.

Short-Run Cost Summary
We have examined three cost-level curves—total cost, fixed cost, and variable cost—
and four cost-per-unit curves—average cost, average fixed cost, average variable cost, 
and marginal cost. Understanding the shapes of these curves and the relationships 

Total cost is C = FC + VC = 800 +
0.55q1.67. Average cost is AC = C/q =
AFC + AVC = 800/q + 0.55q0.67. As the 
figure shows, the short-run average cost 
curve for a Japanese beer manufacturer is 
U-shaped, because the AC is the vertical sum 
of the strictly falling AFC and the strictly 
increasing AVC. The firm’s marginal cost 
curve lies above the rising average variable 
cost curve for all positive quantities of out-
put and cuts the average cost curve at its 
minimum at q = 100.
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among them is crucial to understanding the analysis of a firm’s behavior in the rest 
of this book. The following basic concepts capture most of what you need to know 
about the relationships among the curves and their shapes:

 ■ In the short run, the cost associated with inputs that cannot be adjusted is fixed, 
while the cost from inputs that can be adjusted is variable.

 ■ Given constant input prices, the shapes of the cost, variable cost, marginal cost, 
and average cost curves are determined by the production function.

 ■ Where a variable input has diminishing marginal returns, the variable cost and 
cost curves become relatively steep as output increases, so the average cost, 
average variable cost, and marginal cost curves rise with output.

 ■ Both the average cost curve and the average variable cost curve fall at quantities 
where the marginal cost curve is below them and rise where the marginal cost 
is above them, so the marginal cost curve cuts both of these average cost curves 
at their minimum points.

 7.3 Long-Run Costs
In the long run, a firm adjusts all its inputs to keep its cost of production as low as 
possible. The firm can change its plant size, design and build new equipment, and 
otherwise adjust inputs that were fixed in the short run.

Although firms may incur fixed costs in the long run, these fixed costs are avoid-
able rather than sunk costs, as in the short run. The rent of F per month paid by a 
restaurant is a fixed cost because it does not vary with the number of meals (output) 
served. In the short run, this fixed cost is also a sunk cost: The firm must pay F even 

Figure 7.2 Effect of a Specific Tax on a Japanese Beer Manufacturer’s Cost Curves

A specific tax of $10 per unit shifts 
both the marginal cost and average 
cost curves upward by $10. Because 
of the parallel upward shift of the 
average cost curve, the minimum 
of both the before-tax average 
cost curve, ACb, and the after-tax 
average cost curve, ACa, occurs at 
the same output, 100 units.
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if the restaurant does not operate. In the long run, this fixed cost is avoidable: The 
firm does not have to pay the rent if it shuts down. The long run is determined by 
the length of the rental contract, during which time the firm is obligated to pay rent.

The examples throughout this chapter assume that all inputs can be varied in the 
long run, so long-run fixed costs are zero (F = 0). As a result, the long-run total cost 
equals the long-run variable cost: C = VC. Thus, our firm concentrates on only three 
cost concepts in the long run—total cost, average cost, and marginal cost—rather 
than the seven cost concepts that it uses in the short run.

To produce a given quantity of output at minimum cost, our firm uses informa-
tion about the production function and the price of labor and capital. In the long 
run, the firm chooses how much labor and capital to use, whereas in the short run, 
when capital is fixed, it chooses only how much labor to use. Consequently, the 
firm’s long-run cost is lower than its short-run cost of production if it has to use the 
“wrong” level of capital in the short run. This section shows how a firm determines 
which combinations of inputs are cost minimizing in the long run.

Input Choice
A firm can produce a given level of output using many different technologically 
efficient combinations of inputs, as summarized by an isoquant (Chapter 6). From 
among the technologically efficient combinations of inputs, a firm wants to choose 
the particular bundle with the lowest cost of production, which is the cost-efficient 
combination of inputs. To do so, the firm combines information about technology 
from the isoquant with information about the cost of labor and capital.

We now show how information about cost can be summarized in an isocost line. 
Then we show how a firm can combine the information in isoquant and isocost lines 
to determine the cost-efficient combination of inputs.

Isocost Line. The cost of producing a given level of output depends on the price of 
labor and capital. The firm hires L hours of labor services at a wage of w per hour, 
so its labor cost is wL. The firm rents K hours of machine services at a rental rate of 
r per hour, so its capital cost is rK. (If the firm owns the capital, r is the implicit rental 
rate.) The firm’s total cost is the sum of its labor and capital costs:

 C = wL + rK. (7.6)

The firm can hire as much labor and capital as it wants at these constant input prices.
The firm can use many combinations of labor and capital that cost the same 

amount. These combinations of labor and capital are plotted on an isocost line, which 
indicates all the combinations of inputs that require the same (iso) total expenditure 
(cost). Along an isocost line, cost is fixed at a particular level, C, so by setting cost at 
C in Equation 7.6, we can write the equation for the C isocost line as

 C = wL + rK. (7.7)

Figure 7.3 shows three isocost lines for the Japanese beer manufacturer where the fixed 
cost is C = $1,000, $2,000, or $3,000; w = $24 per hour; and r = $8 per hour.

Using algebra, we can rewrite Equation 7.7 to show how much capital the firm 
can buy if it spends a total of C and purchases L units of labor:

 K =
C
r

-
w
r

L. (7.8)

The equation for the isocost lines in the figure is K = C/8 - (24/8)L = C/8 - 3L. 
We can use Equation 7.8 to derive three properties of isocost lines.



224 CHAPTER 7   Costs

First, the point where the isocost lines hit the capital and labor axes depends on 
the firm’s cost, C, and the input prices. The C isocost line intersects the capital axis 
where the firm uses only capital. Setting L = 0 in Equation 7.8, we find that the firm 
buys K = C/r units of capital. Similarly, the intersection of the isocost line with the 
labor axis is at C/w, which is the amount of labor the firm hires if it uses only labor.

Second, isocost lines that are farther from the origin have higher costs than those 
closer to the origin. Because the isocost lines intersect the capital axis at C/r and 
the labor axis at C/w, an increase in the cost shifts these intersections with the axes 
proportionately outward.

Third, the slope of each isocost line is the same. By differentiating Equation 7.8, 
we find that the slope of any isocost line is

dK
dL

= -
w
r

.

Thus, the slope of the isocost line depends on the relative prices of the inputs. Because 
all isocost lines are based on the same relative prices, they all have the same slope, 
so they are parallel.

The role of the isocost line in the firm’s decision making is similar to the role of 
the budget line in a consumer’s decision making. Both an isocost line and a budget 
line are straight lines with slopes that depend on relative prices. However, they differ 
in an important way. The single budget line is determined by the consumer’s income. 

Figure 7.3 Cost Minimization

The beer manufacturer minimizes its cost of producing 100 
units of output by producing at x (L = 50 and K = 100). 
This cost-minimizing combination of inputs is determined 
by the tangency between the q = 100 isoquant and the 
lowest isocost line, $2,000, that touches that isoquant. 
At x, the isocost line is tangent to the isoquant, so the 

slope of the isocost line, -w/r = -3, equals the slope of 
the isoquant, which is the negative of the marginal rate of 
technical substitution. That is, the rate at which the firm 
can trade capital for labor in the input markets equals 
the rate at which it can substitute capital for labor in the 
production process.
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The firm faces many isocost lines, each of which corresponds to a different level of 
expenditures the firm might make. A firm may incur a relatively low cost by produc-
ing relatively little output with few inputs, or it may incur a relatively high cost by 
producing a relatively large quantity.

Minimizing Cost. By combining the information about costs contained in the isocost 
lines with information about efficient production that is summarized by an isoquant, 
a firm determines how to produce a given level of output at the lowest cost. We 
examine how our beer manufacturer picks the combination of labor and capital that 
minimizes its cost of producing 100 units of output. Figure 7.3 shows the isoquant 
for 100 units of output and the isocost lines where the rental rate of a unit of capital 
is $8 per hour and the wage rate is $24 per hour.

The firm can choose any of three equivalent approaches to minimize its cost:

1. Lowest-isocost rule. Pick the bundle of inputs where the lowest isocost line 
touches the isoquant.

2. Tangency rule. Pick the bundle of inputs where the isoquant is tangent to the 
isocost line.

3. Last-dollar rule. Pick the bundle of inputs where the last dollar spent on 
one input gives as much extra output as the last dollar spent on any other 
input.

Using the lowest-isocost rule, the firm minimizes its cost by using the combina-
tion of inputs on the isoquant that lies on the lowest isocost line to touch the iso-
quant. The lowest possible isoquant that will allow the beer manufacturer to produce 
100 units of output is tangent to the $2,000 isocost line. This isocost line touches 
the isoquant at the bundle of inputs x, where the firm uses L = 50 workers and 
K = 100 units of capital.

How do we know that x is the least costly way to produce 100 units of output? 
We need to demonstrate that other practical combinations of inputs produce fewer 
than 100 units or produce 100 units at greater cost.

If the firm spent less than $2,000, it could not produce 100 units of output. Each 
combination of inputs on the $1,000 isocost line lies below the isoquant, so the firm 
cannot produce 100 units of output for $1,000.

The firm can produce 100 units of output using other combinations of inputs 
besides x, but using these other bundles of inputs is more expensive. For example, the 
firm can produce 100 units of output using the combinations y (L = 24, K = 303) 
or z (L = 116, K = 28). Both these combinations, however, cost the firm $3,000.

If an isocost line crosses the isoquant twice, as the $3,000 isocost line does, another 
lower isocost line also touches the isoquant. The lowest possible isocost line to touch 
the isoquant, the $2,000 isocost line, is tangent to the isoquant at a single bundle, x. 
Thus, the firm may use the tangency rule: The firm chooses the input bundle where 
the relevant isoquant is tangent to an isocost line to produce a given level of output 
at the lowest cost.

We can interpret this tangency or cost minimization condition in two ways. At 
the point of tangency, the slope of the isoquant equals the slope of the isocost line. 
As we saw in Chapter 6, the slope of the isoquant is the marginal rate of technical 
substitution (MRTS). The slope of the isocost line is the negative of the ratio of the 
wage to the cost of capital, -w/r. Thus, to minimize its cost of producing a given level 
of output, a firm chooses its inputs so that the marginal rate of technical substitution 
equals the negative of the relative input prices:

 MRTS = -
w
r

. (7.9)
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The firm chooses inputs so that the rate at which it can substitute capital for labor 
in the production process, the MRTS, exactly equals the rate at which it can trade 
capital for labor in input markets, -w/r.

Equation 6.9 shows that, for a Cobb-Douglas production function, MRTS =
-(a/b)(K/L). Because the beer manufacturer’s Cobb-Douglas production function, 
Equation 7.5, is q = 1.52L0.6K0.4, its marginal rate of technical substitution is 
-(0.6/0.4)K/L = -1.5K/L. At K = 100 and L = 50, its MRTS is -3, which equals 
the negative of the ratio of its input prices, -w/r = -24/8 = -3. In contrast, at y, 
the isocost line cuts the isoquant so that the slopes are not equal. At y, the MRTS 
is -18.9375, so the isoquant is steeper than the isocost line, -3. Because the slopes 
are not equal at y, the firm can produce the same output at lower cost. As Figure 7.3 
shows, the cost of producing at y is $3,000, whereas the cost of producing at x is 
only $2,000.

We can interpret the condition in Equation 7.9 in another way. The marginal rate 
of technical substitution equals the negative of the ratio of the marginal product 
of labor to that of capital: MRTS = -MPL/MPK (Equation 6.8). Thus, the cost- 
minimizing condition in Equation 7.9 is (taking the absolute value of both sides)

 
MPL

MPK
=

w
r

. (7.10)

Equation 7.10 may be rewritten as

 
MPL

w
=

MPK

r
. (7.11)

Equation 7.11 is the last-dollar rule: Cost is minimized if inputs are chosen so that 
the last dollar spent on labor adds as much extra output as the last dollar spent on 
capital.

To summarize, the firm can use three equivalent rules to determine the lowest-cost 
combination of inputs that will produce a given level of output when isoquants are 
smooth: the lowest-isocost rule; the tangency rule, Equations 7.9 and 7.10; and the 
last-dollar rule, Equation 7.11. If the isoquant is not smooth, the lowest-cost method 
of production cannot be determined by using the tangency rule or the last-dollar rule. 
The lowest-isocost rule always works, even when isoquants are not smooth.

Using the estimated Japanese beer manufacturer’s production function, Equation 7.5, 
q = 1.52L0.6K0.4, calculate the extra output produced by spending the last dollar 
on either labor or capital at points x and y in Figure 7.3. Show whether the last-
dollar rule, Equation 7.11, holds at either of these points.

Answer

1. Determine the general formula for the extra output from the last dol-
lar spent on labor or capital. The marginal product of labor is MPL = 0.6 *
1.52L0.6 - 1K0.4 = 0.6 * 1.52L0.6K0.4/L = 0.6q/L, and the marginal product 
of capital is MPK = 0.4q/K.

2. Calculate the extra output from the last-dollar expenditures at point x and 
check whether the last-dollar rule holds. At point x (L = 50, K = 100), the 
beer firm’s marginal product of labor is 1.2 (= 0.6 * 100/50) and its marginal 
product of capital is 0.4 (= 0.4 * 100/100). The last dollar spent on labor 
results in MP/w = 1.2/24 = 0.05 more units of output. Spending its last dollar 

SOLVED PROBLEM 
7.3

MyLab Economics
Solved Problem
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Using Calculus to Minimize Cost. Formally, the firm minimizes its cost, Equa-
tion 7.6, subject to the information about the production function that is contained 
in the isoquant formula, q = f(L, K), Equation 6.6. The corresponding Lagrangian 
problem is
 min

L, K, λ
ℒ = wL + rK + λ[q - f(L, K)]. (7.12)

Assuming that we have an interior solution where both L and K are positive, the 
first-order conditions are

  
0ℒ
0L

= w - λ
0f
0L

= 0,  (7.13)

  
0ℒ
0K

= r - λ
0f
0K

= 0,  (7.14)

  
0ℒ
0λ

= q - f(L, K) = 0. (7.15)

Equating the middle terms of Equation 7.13 and Equation 7.14 and dividing the 
resulting expression, we obtain the same expression as in Equation 7.10:

 
w
r

=

0f
0L
0f
0K

=
MPL

MPK
. (7.16)

That is, the firm minimizes cost where the factor-price ratio equals the ratio of the 
marginal products.5

5Using Equations 7.13, 7.14, and 7.16, we find that λ = w/MPL = r/MPK. That is, the Lagrangian 
multiplier, λ, equals the ratio of the input price to the marginal product for each factor. As we already 
know, the input price divided by the factor’s marginal product equals the marginal cost. Thus, the 
Lagrangian multiplier equals the marginal cost of production: It measures how much the cost increases 
if we produce one more unit of output.

on capital, the firm produces MPK/r = 0.4/8 = 0.05 extra output. Therefore, 
the last-dollar rule, Equation 7.11, holds at x: spending one more dollar on 
labor results in as much extra output as spending the same amount on capital. 
Thus, the firm is minimizing its cost of producing 100 units of output by pro-
ducing at x.

3. Repeat the analysis at point y. If the firm produces at y (L = 24, K = 303), 
where it uses more capital and less labor, its MPL is 2.5 (= 0.6 * 100/24) and 
its MPK is approximately 0.13 (≈  0.4 * 100/303). As a result, the last dol-
lar spent on labor produces MPL/w = 2.5/24 ≈ 0.1 more units of output, 
whereas the last dollar spent on capital produces substantially less extra output, 
MPK/r ≈ 0.13/303 ≈ 0.017, so the last-dollar rule does not hold.

Comment: At y, if the firm shifts $1 from capital to labor, output falls by 0.017 
due to the reduction in capital, but output increases by 0.1 due to the additional 
labor, for a net gain of 0.083 more output at the same cost. The firm should shift 
even more resources from capital to labor—thereby increasing the marginal prod-
uct of capital and decreasing the marginal product of labor—until Equation 7.11 
holds with equality at point x.
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Maximizing Output. An equivalent or dual problem to minimizing the cost of pro-
ducing a given quantity of output is maximizing output for a given level of cost. (In 
a similar pair of problems in Chapter 3, we examined how firms maximize utility 
for a given budget constraint and minimize expenditure for a given level of utility.) 
Here, the Lagrangian problem is

 max
L, K, λ

 ℒ = f(L, K) + λ(C - wL - rK). (7.21)

Assuming that we have an interior solution where both L and K are positive, the 
first-order conditions are

 
0ℒ
0L

=
0f
0L

- λw = 0, (7.22)

Use calculus to derive the cost-minimizing capital-labor ratio for a constant elastic-
ity of substitution (CES) isoquant, q = (Lρ + Kρ)1/ρ. Then, if ρ = 0.5, w = r = 1, 
and q = 4, solve for the cost-minimizing L and K.

Answer

1. Write the Lagrangian expression for this cost-minimization problem.

ℒ = wL + rK + λ (q - [Lρ + Kρ]
1
ρ).

2. Set the derivatives of the Lagrangian with respect to L, K, and λ equal to zero to 
obtain the first-order conditions. The first-order conditions, which correspond 
to Equations 7.13–7.15, are

 
0ℒ
0L

= w - λ
1
ρ(Lρ + Kρ)

1 - ρ
ρ ρ Lρ - 1 = w - λ(Lρ + Kρ)

1 - ρ
ρ Lρ - 1 = 0, (7.17)

 
0ℒ
0K

= r - λ(Lρ + Kρ)
1 - ρ

ρ Kρ - 1 = 0, (7.18)

 
0ℒ
0λ

= q - (Lρ + Kρ)
1
ρ = 0. (7.19)

3. Divide Equation 7.17 by Equation 7.18. This ratio of first-order conditions, 
which corresponds to Equation 7.16, is

 
w
r

=
MPL

MPK
=

Lρ - 1

Kρ - 1 = aL
K
b

ρ - 1

. (7.20)

The elasticity of substitution, Equation 6.15, is σ = 1/(1 - ρ). Thus, if ρ S 0, 
σ S 1, so that the production function is Cobb-Douglas (Chapter 6), this con-
dition is w/r = K/L. That is, a change in the factor-price ratio, w/r, has a pro-
portional effect on the capital-labor ratio, K/L. The capital-labor ratio change 
is less than proportional if σ 6 1, and more than proportional if σ 7 1.

4. Given that ρ = 0.5, w = r = 1, and q = 4, solve Equations 7.19 and 7.20 for 
the cost-minimizing L and K. Substituting w = r = 1, into Equation 7.20, we 
find that 1 = (K/L)0.5, or K/L = 1, or K = L. Substituting K = L and q = 4 
into Equation 7.19, we discover that 4 = (2L0.5)2 = 4L, so L = 1 = K.

SOLVED PROBLEM 
7.4

MyLab Economics 
Solved Problem
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0ℒ
0K

=
0f
0K

- λr = 0, (7.23)

 
0ℒ
0λ

= C - wL - rK = 0. (7.24)

By dividing Equation 7.22 by Equation 7.23, we obtain the same condition as when 
we minimized cost by holding output constant: MPL/MPK = (0f/0L)/(0f/0K) = w/r. 
That is, at the output maximum, the slope of the isoquant equals the slope of the 
isocost line. Figure 7.4 shows that the firm maximizes its output for a given level 
of cost by operating where the highest feasible isoquant, q = 100, is tangent to the 
$2,000 isocost line.

Shortcuts for Minimizing Cost and Maximizing Output. Rather than going through 
all the effort of using the Lagrangian method to solve for the optimal choice of inputs, 
we can use shortcuts to determine the two optimality conditions. We obtain these 
conditions using either the graphical or the Lagrangian approach for the general case.

We know that two conditions must hold to either minimize cost or maximize 
output (given smooth curves). The first condition is that the marginal rate of techni-
cal substitution (the slope of the isoquant) equals the rate at which a firm trades one 
input for the other (the slope of the isocost line), MPL/MPK = w/r, Equation 7.10. 
That is, the isoquant is tangent to the isocost line.

The second condition is the relevant constraint. To minimize cost, the constraint is 
the isoquant formula, q = f(L, K), Equation 6.6. The constraint when we maximize 
output is the isocost formula, C = wL + rK (Equation 7.7).

For example, in Solved Problem 7.4, in which we want to find the cost-minimizing 
choice of inputs for a CES production function, we use the two optimality conditions 
Equation 7.20 (the special case of the general tangency condition, Equation 7.10, for 
the CES) and Equation 7.19 (the special case of the general isoquant formula for the 
CES). We then solve these two equations for the two unknowns, L and K.

Figure 7.4 Output Maximization

The beer manufacturer maximizes its 
production at a cost of $2,000 by producing 
100 units of output at x using L = 50 and 
K = 100. The q = 100 isoquant is the 
highest one that touches the $2,000 isocost 
line. The firm operates where the q = 100 
isoquant is tangent to the $2,000 isocost 
line.
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Factor Price Changes. Once the beer manufacturer determines the lowest-cost 
combination of inputs to produce a given level of output, it uses that method as long 
as the input prices remain constant. How should the firm change its behavior if the 
cost of one of the factors changes?

Suppose that the wage falls from $24 to $8 but the rental rate of capital stays con-
stant at $8. Because of the wage decrease, the new isocost line in Figure 7.5 has a flat-
ter slope, -w/r = -8/8 = -1, than the original isocost line, -w/r = -24/8 = -3. 
The change in the wage does not affect technological efficiency, so it does not affect 
the isoquant. The relatively steep original isocost line is tangent to the 100-unit iso-
quant at point x (L = 50, K = 100), while the new, flatter isocost line is tangent to 
the isoquant at v (L = 77, K = 52). Because labor is now relatively less expensive, 
the firm uses more labor and less capital. Moreover, the firm’s cost of producing  
100 units falls from $2,000 to $1,032 as a result of the decrease in the wage. This 
example illustrates that a change in the relative prices of inputs affects the combina-
tion of inputs that a firm selects and its cost of production.

Formally, we know from Equation 7.10 that the ratio of the factor prices equals 
the ratio of the marginal products: w/r = MPL/MPK. As we have already determined, 
this expression is w/r = 1.5K/L for the beer manufacturer. Holding r fixed for a 
small change in w, the change in the factor ratio is d(K/L)/dw = 1/(1.5r). For the 
beer manufacturer, where r = 8, d(K/L)/dw = 1/12 ≈ 0.083. Because this deriva-
tive is positive, a small change in the wage leads to a higher capital-labor ratio 
because the firm substitutes some relatively less expensive capital for labor.

How Long-Run Cost Varies with Output
We now know how a firm determines the cost-minimizing combination of inputs for 
any given level of output. By repeating this analysis for different output levels, the 
firm determines how its cost varies with output.

Figure 7.5 Change in Factor Price

Originally the wage was $24 and 
the rental rate of capital was $8, so 
the lowest isocost line ($2,000) was 
tangent to the q = 100 isoquant at x 
(L = 50, K = 100). When the wage 
fell to $8, the isocost lines became flatter: 
Labor became relatively less expensive 
than capital. The slope of the isocost 
lines falls from -w/r = -24/8 = -3 
to -8/8 = -1. The new lowest 
isocost line ($1,032) is tangent at v 
(L = 77, K = 52). Thus, when the 
wage falls, the firm uses more labor and 
less capital to produce a given level of 
output, and the cost of production falls 
from $2,000 to $1,032.
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Expansion Path. Panel a of Figure 7.6 shows the relationship between the lowest-
cost factor combinations and various levels of output for the beer manufacturer when 
input prices are held constant at w = $24 and r = $8. The curve through the tangency 
points is the long-run expansion path: the cost-minimizing combination of labor and 
capital for each output level. The lowest-cost method of producing 100 units of output 
is to use the labor and capital combination x (L = 50 and K = 100), which lies on 
the $2,000 isocost line. Similarly, the lowest-cost way to produce 200 units is to use z, 
which lies on the $4,000 isocost line. The expansion path for the beer manufacturer is 
a straight line through the origin and x, y, and z, which has a slope of 2: At any given 
output level, the firm uses twice as much capital as labor. (In general, the expansion 
path need not be a straight line but can curve up or down as input use increases.)

Figure 7.6 Expansion Path and Long-Run Cost Curve

(a) The curve through the tangency points between 
isocost lines and isoquants, such as x, y, and z, is called 
the expansion path. The points on the expansion path are 
the cost-minimizing combinations of labor and capital for 

each output level. (b) The beer manufacturer’s expansion 
path shows the same relationship between long-run cost 
and output as the long-run cost curve.

K
, U

ni
ts

 o
f c

ap
ita

l p
er

 h
ou

r

x

y

z

10075500 L, Workers per hour

150

200

100

Expansion path

(a) Expansion Path

$3,000
isocost

$2,000
isocost

$4,000 isocost

100 isoquant
150 isoquant

200 isoquant

C
, C

os
t, 

$
X

Y

Z

0 q, Units per hour

4,000

3,000

2,000

Long-run cost curve

(b) Long-Run Cost Curve

200100 150

What is the expansion path function for a constant-returns-to-scale Cobb-Douglas 
production function q = ALaK1 - a? What is the path for the estimated beer manu-
facturer, which has a production function of q = 1.52L0.6K0.4?

Answer

Use the tangency condition between the isocost line and the isoquant that deter-
mines the cost-minimizing factor ratio to derive the expansion path. Because the 

SOLVED PROBLEM 
7.5

MyLab Economics
Solved Problem
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Long-Run Cost Function. The beer manufacturer’s expansion path contains the 
same information as its long-run cost function, C(q), which shows the relationship 
between the cost of production and output. As the expansion path plot in Figure 7.6 
shows, to produce q units of output requires K = q units of capital and L = q/2 
units of labor. Thus, the long-run cost of producing q units of output is

C(q) = wL + rK = wq/2 + rq = (w/2 + r)q = (24/2 + 8)q = 20q.

That is, the long-run cost function corresponding to this expansion path is C(q) = 20q. 
This cost function is consistent with the expansion path in panel a: C(100) = $2,000 
at x on the expansion path, C(150) = $3,000 at y, and C(200) = $4,000 at z.

Panel b of Figure 7.6 plots this long-run cost curve. Points X, Y, and Z on the 
cost curve correspond to points x, y, and z on the expansion path. For example, the 
$2,000 isocost line hits the q = 100 isoquant at x, which is the lowest-cost combina-
tion of labor and capital that can produce 100 units of output. Similarly, X on the 
long-run cost curve is at $2,000 and 100 units of output. Consistent with the expan-
sion path, the cost curve shows that as output doubles, cost doubles.

Solving for the cost function from the production function is not always 
easy. However, a cost function is relatively simple to derive from the produc-
tion function if the production function is homogeneous of degree g so that 
q = f(xL*, xK*) = xgf(L*, K*), where x is a positive constant and L* and K* are 
particular values of labor and capital. That is, the production function has the same 
returns to scale for any given combination of inputs. Important examples of such pro-
duction functions include the Cobb-Douglas (q = ALaKb, g = a + b), constant elas-
ticity of substitution (CES), linear, and fixed-proportions production functions (see 
Chapter 6).

Because a firm’s cost equation is C = wL + rK (Equation 7.6), were we to 
double the inputs, we would double the cost. More generally, if we multiplied 
each output by x, the new cost would be C = (wL* + rK*)x = θx, where 
θ = wL* + rK*. Solving the production function for x, we know that x = q1/g. 
Substituting that expression in the cost equation, we find that the cost function 
for any homogeneous production function of degree g is C = θq1/g. The constant 
in this cost function depends on factor prices and two constants, L* and K*. We 
would prefer to express the constant in terms of only the factor prices and param-
eters. We can do so by noting that the firm chooses the cost-minimizing combina-
tion of labor and capital, as summarized in the expansion path equation, as we 
illustrate in Solved Problem 7.6.

marginal product of labor is MPL = aq/L and the marginal product of capital is 
MPK = (1 - a)q/K, the tangency condition is

w
r

=
aq  /L

(1 - a)q  /K
=

a
1 - a

 
K
L

.

Using algebra to rearrange this expression, we obtain the expansion path formula:

 K =
(1 - a)

a
 
w
r

L. (7.25)

For the beer manufacturer in panel a of Figure 7.6, the expansion path, Equation 7.25, 
is K = (0.4/0.6)(24/8)L = 2L.
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The Shape of Long-Run Cost Curves
The shapes of the average cost and marginal cost curves depend on the shape of the 
long-run cost curve. The relationships among total, marginal, and average costs are 
the same for both the long-run and short-run cost functions. For example, if the 
long-run average cost curve is U-shaped, the long-run marginal cost curve cuts it at 
its minimum.

The long-run average cost curve may be U-shaped, but the reason for this shape 
differs from those given for the short-run average cost curve. A key explanation 
for why the short-run average cost initially slopes downward is that the average 
fixed cost curve is downward sloping: Spreading the fixed cost over more units of 
output lowers the average fixed cost per unit. Because fixed costs are zero in the 
long run, fixed costs cannot explain the initial downward slope of the long-run 
average cost curve.

A major reason why the short-run average cost curve slopes upward at higher 
levels of output is diminishing marginal returns. In the long run, however, all factors 
can be varied, so diminishing marginal returns do not explain the upward slope of a 
long-run average cost curve.

As with the short-run curves, the shape of the long-run curves is determined by the 
production function relationship between output and inputs. In the long run, returns 
to scale play a major role in determining the shape of the average cost curve and the 
other cost curves. As we discussed in Chapter 6, increasing all inputs in proportion 

A firm has a Cobb-Douglas production function that is homogeneous of degree 
one: q = ALaK1 - a. Derive the firm’s long-run cost function as a function of only 
output and factor prices. What is the cost function that corresponds to the estimated 
beer manufacturer’s production function q = 1.52L0.6K0.4?

Answer

1. Combine the cost identity, Equation 7.6, with the expansion path, Equation 7.25, 
which shows how the cost-minimizing factor ratio varies with factor prices, to 
derive expressions for the inputs as a function of cost and factor prices. From 
the expansion path, we know that rK = wL(1 - a)/a. Substituting for rK in the 
cost identity gives C = wL + wL(1 - a)/a. Simplifying shows that L = aC/w. 
Repeating this process to solve for K, we find that K = (1 - a)C/r.

2. To derive the cost function, substitute these expressions of labor and capital into 
the production function. By combining this information with the production 
function, we can obtain a relationship between cost and output. By substitut-
ing, we find that

q = Aa aC
w

b
a

c 11 - a2C
r

d
1 - a

.

We can rewrite this equation as

 C = θq, (7.26)

where θ = war1 - a/[Aaa(1 - a)1 - a].

3. To derive the long-run cost function for the beer firm, substitute the parameter val-
ues into C = θq. For the beer firm, C = [240.680.4/(1.52 * 0.60.60.40.4)]q ≈ 20q.

SOLVED PROBLEM 
7.6

MyLab Economics
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may cause output to increase more than in proportion (increasing returns to scale) at 
low levels of output, in proportion (constant returns to scale) at intermediate levels 
of output, and less than in proportion (decreasing returns to scale) at high levels of 
output. If a production function has this returns-to-scale pattern and the prices of 
inputs are constant, the long-run average cost curve must be U-shaped.

A cost function exhibits economies of scale if the average cost of production 
falls as output expands. Returns to scale is a sufficient condition for economies 
of scale. If a production function has increasing returns to scale, then the corre-
sponding cost function has economies of scale: Doubling inputs more than doubles 
output, so average cost falls with higher output. However, if, for example, it is 
cost effective to switch to more capital-intensive production (such as using more 
robots and fewer workers) as the firm increases output, the cost function might 
exhibit economies of scale even if the production function does not have increas-
ing returns to scale.

If an increase in output has no effect on average cost, then the production process 
has no economies of scale. Finally, a firm suffers from diseconomies of scale if aver-
age cost rises when output increases.

Average cost curves can have many different shapes. Perfectly competitive firms 
typically show U-shaped average cost curves. Average cost curves in noncompetitive 
markets may be U-shaped, L-shaped (average cost at first falls rapidly and then levels 
off as output increases), everywhere downward sloping, everywhere upward sloping, 
or take other shapes altogether. The shape of the average cost curve indicates whether 
the production process results in economies or diseconomies of scale. Some L-shaped 
average cost curves may be part of a U-shaped curve with long, flat bottoms, where 
we don’t observe any firm producing enough to exhibit diseconomies of scale.

Over the years, the typical factory has grown in size to take advantage of economies 
of scale to keep costs down. However, three-dimensional (3D) printing may reverse 
this trend by making it as inexpensive to manufacture one item as it is a thousand.

With 3D printing, an employee gives instructions—essentially a blueprint—to 
the machine, presses Print, and the machine builds the object from the ground up, 
either by depositing material from a nozzle or by selectively solidifying a thin layer 
of plastic or metal dust using drops of glue or a tightly focused beam.

Until recently, firms primarily used 3D printers to create prototypes in the 
aerospace, medical, and automotive industries. Then, they manufactured the final 
products using conventional techniques. However, costs have fallen to the point 
where manufacturing using 3D printers is often cost effective. According to Tucci 
Hot Rods (a car-customizing company) a hood vent for a Ford Fiesta ST modi-
fication costs $500 to build using machines and takes about three to four weeks 
to be delivered, compared to $15 to $17 in cost and 12 to 24 hours to 3D print.

Biomedical and aerospace companies are using 3D printing for just-in-time 
manufacturing. Printing can be used to fabricate small, highly customized batches 
of products as end-users need them. By 2018, Boeing and Airbus were each 
using thousands of different printed parts in their aircraft. The printers produce 
lighter parts, which lower the weight of planes (saving fuel) and can be quickly 
redesigned. Perhaps more striking, Airbus introduced the world’s first entirely 
3D-printed aircraft, a drone, in 2016. Some scientists and firms believe that 3D 
printing eventually will eliminate the need for many factories and may eliminate 
the manufacturing advantage of low-wage countries. Eventually, as the cost of 
printing drops, these machines may be used to produce small, highly customized 
batches as end-users need them.

APPLICATION 

3D Printing
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Estimating Cost Curves Versus Introspection
Economists use statistical methods to estimate a cost function. However, we can 
sometimes infer the shape through casual observation and deductive reasoning.

For example, in the good old days, the Good Humor Company sent out herds of 
ice cream trucks to purvey its products. It seems likely that the company’s production 
process had fixed proportions and constant returns to scale: If it wanted to sell more, 
Good Humor dispatched another truck and another driver. Drivers and trucks are 
almost certainly nonsubstitutable inputs (the isoquants are right angles). If the cost 
of a driver is w per day, the rental cost is r per day, and q is the quantity of ice cream 
sold per day, then the cost function is C = (w + r)q.

Such deductive reasoning can lead one astray, as I once discovered. A water-heater 
manufacturing firm provided me with many years of data on the inputs it used and 
the amount of output it produced. I also talked to the company’s engineers about 
the production process and toured the plant (which resembled a scene from Dante’s 
Inferno, with deafening noise levels and flames).

A water heater consists of an outside cylinder of metal, a liner, an electronic con-
trol unit, hundreds of tiny parts, and a couple of rods that slow corrosion. Workers 
cut out the metal for the cylinder, weld it together, and add the other parts. “Okay,” 
I said to myself, “this production process must be one of fixed proportions because 
the firm needs one of each input to produce a water heater. How could you substitute 
a cylinder for an electronic control unit? Or substitute labor for metal?”

I then used statistical techniques to estimate the production and cost functions. Fol-
lowing the usual procedure, I did not assume that I knew the exact form of the func-
tions. Rather, I allowed the data to “tell” me the type of production and cost functions. 
To my surprise, the estimates indicated that the production process was not one of 
fixed proportions. Rather, the firm could readily substitute between labor and metal.

“Surely I’ve made a mistake,” I said to the plant manager after describing these results.
“No,” he said, “that’s correct. There’s a great deal of substitutability between 

labor and metal.”
“How can they be substitutes?”
“Easy,” he said. “We can use a lot of labor and waste very little metal by cutting 

out exactly what we want and being very careful. Or we can use relatively little labor, 
cut quickly, and waste more metal. When the cost of labor is relatively high, we waste 
more metal. When the cost of metal is relatively high, we cut more carefully.” This 
practice, as the manager explained, minimizes the firm’s cost.

 7.4 Lower Costs in the Long Run
In its long-term planning, a firm selects a plant size and makes other investments to 
minimize its long-run cost based on how many units it produces. Once it chooses 
its plant size and equipment, these inputs are fixed in the short run. Thus, the firm’s 
long-run decisions determine its short-run cost. Because the firm cannot vary its 
capital in the short run but can in the long run, its short-run cost is at least as high 
as long-run cost and is higher if the “wrong” level of capital is used in the short run.

Long-Run Average Cost as the Envelope of Short-Run 
Average Cost Curves
As a result, the long-run average cost is always equal to or less than the short-run 
average cost. Figure 7.7 shows a firm with a U-shaped long-run average cost curve. 
Suppose initially that the firm has only three possible plant sizes. The firm’s  short-run 
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The figure shows the relationship between short-run and long-run average cost 
curves for the beer manufacturer (based on the estimates of Flath, 2011). Because 
this production function has constant returns to scale, doubling both inputs doubles 
output, so the long-run average cost, LRAC, is constant at $20 (as Solved Prob-
lem 7.6 shows, the long-run cost function is C = 20q, so LRAC = C/q = 20). 
If capital is fixed at 200 units, the firm’s short-run average cost curve is SRAC1. 
If the firm produces 200 units of output, its short-run and long-run average costs 
are equal. At any other output, its short-run cost is higher than its long-run cost.

APPLICATION 

A Beer Manufacturer’s 
Long-Run Cost Curves

Figure 7.7 Long-Run Average Cost as the Envelope of Short-Run Average Cost Curves

(a) The firm can choose between only three possible plant 
sizes, with short-run average costs SRAC1, SRAC2, and 
SRAC3, and the long-run average cost curve is the solid, 
scalloped portion of the three short-run curves. If the 
firm can pick any possible plant size, LRAC is a smooth, 

U-shaped long-run average cost curve. (b) Because the 
beer firm’s production function has constant returns to 
scale, its long-run average cost and marginal cost curves 
are horizontal.

average cost curve is SRAC1 for the smallest possible plant. The average cost of pro-
ducing q1 units of output using this plant, point a on SRAC1, is $10. If instead the 
firm used the next larger plant size, its cost of producing q1 units of output, point b 
on SRAC2, would be $12. Thus, if the firm knows that it will produce only q1 units 
of output, it minimizes its average cost by using the smaller plant. Its average cost of 
producing q2 is lower on the SRAC2 curve, point e, than on the SRAC1 curve, point d.

In the long run, the firm chooses the plant size that minimizes its cost of production, so 
it selects the plant size with the lowest average cost for each possible output level. At q1, 
it opts for the small plant, whereas at q2, it uses the medium plant. Therefore, the long-
run average cost curve is the solid, scalloped section of the three short-run cost curves.

But if a firm can pick whatever plant size it wants, the long-run average curve, LRAC, 
is smooth and U-shaped. The LRAC includes one point from each possible short-run 
average cost curve. This point, however, is not necessarily the minimum point from a 
short-run curve. For example, the LRAC includes point a on SRAC1 and not the curve’s 
minimum point, c. A small plant operating at minimum average cost cannot produce at as 
low an average cost as a slightly larger plant that takes advantage of economies of scale.
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You can buy a personal laser printer for $90 or an inkjet printer for $30. If you 
buy the inkjet printer, you immediately save $60. However, the laser printer costs 
less per page to operate. The cost of paper and ink or toner is about 4¢ per page 
for a laser printer compared to about 7¢ per page for an inkjet.

Thus, the average cost per page of operating a 
laser printer is $90/q + 0.04, where q is the num-
ber of pages, while the average cost for an inkjet 
is $30/q + 0.07. The graph shows the short-run 
average cost curves for the laser and inkjet print-
ers. The average cost per page is lower with the 
inkjet printer until q reaches 2,000 pages, where 
the average cost of both is about 8.5¢ per page. 
For larger quantities, the laser is less expensive 
per page.

APPLICATION 

Choosing an Inkjet or 
Laser Printer

The short-run marginal cost curves, SRMC1 and SRMC2, are upward slop-
ing and equal the corresponding U-shaped short-run average cost curves, SRAC1 and 
SRAC2, only at their minimum points of $20. In contrast, because the long-run 
average cost is horizontal at $20, the long-run marginal cost curve, LRMC, is 
horizontal at $20. Thus, the long-run marginal cost curve is not the envelope of 
the short-run marginal cost curves.
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Short-Run and Long-Run Expansion Paths
Long-run cost is lower than short-run cost because a firm has more flexibility in the 
long run. To show the advantage of flexibility, we can compare the short-run and 
long-run expansion paths, which correspond to the short-run and long-run cost curves.

The beer manufacturer has greater flexibility in the long run. The tangency of the 
firm’s isoquants and isocost lines determines the long-run expansion path in Figure 7.8. 
The firm expands output by increasing both its labor and capital, so its long-run expan-
sion path is upward sloping. To increase its output from 100 to 200 units (that is, move 
from x to z), the firm doubles its capital from 100 to 200 units and its labor from 50 to 
100 workers. As a result, its cost increases from $2,000 to $4,000.

In the short run, the firm cannot increase its capital, which is fixed at 100 units. 
The firm can increase its output only by using more labor, so its short-run expansion 
path is horizontal at K = 100. To expand its output from 100 to 200 units (move 
from x to y), the firm must increase its labor from 50 to 159 workers, and its cost 
rises from $2,000 to $4,616. Doubling output increases long-run cost by a factor of 2 
and short-run cost by approximately 2.3.

How Learning by Doing Lowers Costs
Long-run cost is lower than short-run cost for three reasons. First, firms have more 
flexibility in the long run. Second, technological progress (Chapter 6) may lower cost 
over time. Third, the firm may benefit from learning by doing: the productive skills 

Figure 7.8 Long-Run and Short-Run Expansion Paths

In the long run, the beer manufacturer increases its output 
by using more of both inputs, so its long-run expansion path 
is upward sloping. In the short run, the firm cannot vary 
its capital, so its short-run expansion path is horizontal at 

the fixed level of output. That is, it increases its output by 
increasing the amount of labor it uses. Expanding output from 
100 to 200 raises the beer firm’s long-run cost from $2,000 
to $4,000 but raises its short-run cost from $2,000 to $4,616.
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and knowledge of better ways to produce that workers and managers gain from expe-
rience. Workers who are given a new task may perform it slowly the first few times, 
but their speed increases with practice. Over time, managers may learn how to orga-
nize production more efficiently, determine which workers to assign to which tasks, 
and discover where inventories need to be increased and where they can be reduced. 
Engineers may optimize product designs by experimenting with various production 
methods. For these and other reasons, the average cost of production tends to fall 
over time, and the effect is particularly strong with new products.

Learning by doing might be a function of the time elapsed since a particular product 
or production process is introduced. More commonly, learning is a function of cumula-
tive output: Workers become increasingly adept the more often they perform a task. We 
summarize the relationship between average costs and cumulative output with a learning 
curve. The learning curve for Intel central processing units (CPUs) in panel a of Figure 7.9 
shows that Intel’s average cost fell very rapidly with the first few million units of cumula-
tive output, but then dropped relatively slowly with additional units (Salgado, 2008).

If a firm operates in the economies-of-scale section of its average cost curve, 
expanding output lowers its cost for two reasons: Its average cost falls today due to 
economies of scale, and for any given level of output, its average cost will be lower 
in the next period because of learning by doing.

In panel b of Figure 7.9, the firm currently produces q1 units of output at point 
A on average cost curve AC1. If it expands its output to q2, its average cost falls 
in this period to point B due to economies of scale. Learning by doing in this period 
results in a lower average cost, AC2, in the next period. If the firm continues to pro-
duce q2 units of output in the next period, its average cost will fall to point b on AC2.

Figure 7.9 Learning by Doing

(a) As Intel produces more cumulative central processing 
units (CPUs), the average cost of production per unit 
falls (Salgado, 2008). The horizontal axis measures 
the cumulative production. (b) In the short run, extra 
production reduces a firm’s average cost owing to 
economies of scale: Because q1 6 q2 6 q3, A is higher 
than B, which is higher than C. In the long run, extra 
production reduces average cost as a result of learning 
by doing. To produce q2 this period costs B on AC1, but 

to produce that same output in the next period would 
cost only b on AC2. If the firm produces q3 instead of 
q2 in this period, its average cost in the next period is 
AC3 instead of AC2 due to additional learning by doing. 
Thus, extra output in this period lowers the firm’s cost 
in two ways: It lowers average cost in this period due 
to economies of scale and lowers average cost for any 
given output level in the next period due to learning 
by doing.
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If instead of expanding output to q2 in Period 1, the firm expands to q3, its 
average cost is even lower in Period 1 (C on AC1) due to even greater economies 
of scale. Moreover, its average cost curve, AC3, in Period 2 is even lower due to 
the extra experience gained from producing more output in Period 1. If the firm 
continues to produce q3 in Period 2, its average cost is c on AC3. Thus, all else 
being the same, if learning by doing depends on cumulative output, firms have an 
incentive to produce more in the short run than they otherwise would to lower 
their costs in the future.

Learning by doing substantially reduces the cost of installing solar photovoltaic 
systems, which makes installation much less expensive in some countries than 
in others. If you want solar power for your home, you need to buy the module, 
which converts sunlight to electricity, and install the system by paying for labor 
and components, such as cables, inverters, and mounts. Modules are sold globally. 
However, the installation costs vary by country due to labor and other differences 
as well as how many systems have been installed in the country.

Elshurafa et al. (2018) estimated learning curves for residential solar 
system installations, showing how the marginal cost varies with cumu-
lative residential and commercial installations. On average, the global 
learning curve is 89%, which means that every time cumulative quan-
tity doubles, the cost of installation falls to 89% of the previous level. 
The table shows these learning curve numbers for various countries or 
region.

Country or Region Learning Curve (%)

Sweden 74

United Kingdom 84

Japan 87

Europe 91

Australia 93

Canada 93

Mexico 93

United States 93

China 96

APPLICATION 

Solar Power Learning 
Curves

 7.5 Cost of Producing Multiple Goods
If a firm produces two or more goods, the cost of one good may depend on the 
output level of the other. Outputs are linked if a single input is used to produce 
both of them. For example, mutton and wool come from sheep, cattle provide beef 
and hides, and oil supplies heating fuel and gasoline. It is less expensive to produce 
beef and hides together than separately. If the goods are produced together, a single 
steer yields one unit of beef and one hide. If beef and hides are produced separately 
(throwing away the unused good), the same amount of output requires two steers 
and more labor.
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A production process has economies of scope if it is less expensive to produce goods 
jointly than separately (Panzar and Willig, 1977, 1981). A measure of the degree of 
scope economies (SC) is

SC =
C(q1, 0) + C(0, q2) - C(q1, q2)

C(q1, q2)
,

where C(q1, 0) is the cost of producing q1 units of the first good by itself, C(0, q2) is 
the cost of producing q2 units of the second good by itself, and C(q1, q2) is the cost 
of producing both goods together. If the cost of producing the two goods separately, 
C(q1, 0) + C(0, q2), is the same as the cost of producing them together, C(q1, q2), 
then SC is zero. If it is cheaper to produce the goods jointly, SC is positive. If it is less 
expensive to produce the two goods separately, SC is negative and the production 
process has diseconomies of scope.

For example, a university may provide face-to-face classes, online classes, or both. 
Based on 37 public universities in Australia, Zhang and Worthington (2017) estimated 
that producing both jointly provides positive economies of scope, reducing cost by 16%.

To illustrate this idea, suppose that Laura spends one day collecting mushrooms 
and wild strawberries in the woods. Her production possibility frontier—a graph that 
shows the maximum amount of one good (say, mushrooms) that can be produced 
for any quantity of the other good (strawberries) using the available inputs (Laura’s 
effort during one day) and technology—is PPF1 in Figure 7.10. The production pos-
sibility frontier summarizes the trade-off Laura faces: She picks fewer mushrooms if 
she collects more strawberries in a day.

If Laura spends all day collecting only mushrooms, she picks eight pints; if she 
spends all day picking strawberries, she collects six pints. If she picks some of each, 
however, she can harvest more total pints: six pints of mushrooms and four pints 
of strawberries. The product possibility frontier is concave (the middle of the curve 
is farther from the origin than it would be if it were a straight line) because of the 
diminishing marginal returns to collecting only one of the two goods. If she collects 
only mushrooms, she must walk past wild strawberries without picking them. As a 

Figure 7.10 Joint Production

With economies of scope, the production possibility frontier bows 
away from the origin, PPF1. If instead the production possibility 
frontier is a straight line, PPF2, the cost of producing both goods 
does not fall if they are produced together.
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result, she has to walk farther if she collects only mushrooms than if she picks both. 
Thus, she can take advantage of the economies of scope by collecting both mush-
rooms and strawberries.

If instead the production possibility frontier were a straight line, the cost of pro-
ducing the two goods jointly would not be lower. Suppose, for example, that mush-
rooms grow in one section of the woods and strawberries in another section. In that 
case, Laura can collect only mushrooms without passing any strawberries. That 
production possibility frontier is a straight line, PPF2 in Figure 7.10. By allocating 
her time between the two sections of the woods, Laura can collect any combination 
of mushrooms and strawberries by spending part of her day in one section of the 
woods and part in the other.

Technology Choice 
at Home Versus 
Abroad

CHALLENGE 
SOLUTION

If a U.S. semiconductor manufacturing firm shifts production from the firm’s home 
plant to one abroad, should it use the same mix of inputs as at home? The firm 
may choose to use a different technology because the firm’s cost of labor relative 
to capital is lower abroad than in the United States.

If the firm’s isoquant is smooth, the firm uses a different bundle of inputs abroad 
than at home given that the relative factor prices differ (as Figure 7.5 shows).

However, semiconductor manufacturers have kinked isoquants.6 Firms can use 
three different technologies to produce semiconductors. One technology is based 
on machines called aligners. This technology requires a relatively large amount 
of labor to reach any particular output level. The stepper technology uses more 
sophisticated machines and less labor, and advanced steppers called wafer- handling 
steppers represent an even larger capital input and correspondingly require less 
labor to reach any target output.

The figure shows a firm’s q = 200 semi-
conductor chips isoquant. In its U.S. plant, 
the semiconductor manufacturing firm uses a 
wafer-handling stepper technology because the 
C1 isocost line, which is the lowest isocost line 
that touches the isoquant, hits the isoquant at 
that technology.

The firm’s cost of both inputs is less abroad 
than in the United States, and its cost of labor is 
relatively less than the cost of capital at its foreign 
plant than at its U.S. plant. The slope of its isocost 
line is -w/r, where w is the wage and r is the 
rental cost of the manufacturing equipment. The 
smaller w is relative to r, the less steeply sloped is 
its isocost line. Thus, the firm’s foreign isocost line 
is flatter than its domestic C1 isocost line.

If the firm’s isoquant were smooth, the firm 
would certainly use a different technology at 
its foreign plant than in its home plant. How-
ever, its isoquant has kinks, so a small change 
in the relative input prices does not necessar-
ily lead to a change in production technology. 
The firm could face either the C2 or C3 isocost 

1 3 8

K
, U

ni
ts

 o
f c

ap
ita

l p
er

 d
ay

L, Workers per day

Wafer-handling stepper

q = 200 isoquant

Stepper

Aligner

C1 isocost C2 isocost C3 isocost

6See the Application “Self-Driving Trucks” in Chapter 6 for a discussion of a similar kinked isoquant.
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lines, both of which are flatter than the C1 isocost line. If the firm faces the C2 
isocost line, which is only slightly flatter than the C1 isocost, the firm still uses the 
capital-intensive wafer-handling stepper technology in its foreign plant. However, 
if the firm faces the much flatter C3 isocost line, which hits the isoquant at the stepper 
technology, it switches technologies. (If the isocost line were even flatter, it could 
hit the isoquant at the aligner technology.)

Even if the wage change is small so that the firm’s isocost line is C2 and the firm 
does not switch technologies abroad, the firm’s cost will be lower abroad with the 
same technology because C2 is less than C1. However, if the wage is low enough 
that it can shift to a more labor-intensive technology, its costs will be even lower: 
C3 is less than C2.

Thus, whether the firm uses a different technology in its foreign plant than in its 
domestic plant turns on the relative factor prices in the two locations and whether 
the firm’s isoquant is smooth. If the isoquant is smooth, even a slight difference 
in relative factor prices will induce the firm to shift along the isoquant and use a 
different technology with a different capital-labor ratio. However, if the isoquant 
has kinks, the firm will use a different technology only if the relative factor prices 
differ substantially.

From all available technologically efficient production pro-
cesses, a firm chooses the one that is cost efficient. The cost-
efficient production process is the technologically efficient 
process for which the cost of producing a given quantity of 
output is lowest, or the one that produces the most output 
for a given cost.

1. Measuring Costs. The economic or opportunity cost 
of a good is the value of its next best alternative use. 
Economic cost includes both explicit and implicit 
costs.

2. Short-Run Costs. In the short run, a firm can vary the 
costs of the factors that are adjustable, but the costs 
of other factors are fixed. The firm’s average fixed 
cost falls as its output rises. If a firm has a short-run 
average cost curve that is U-shaped, its marginal cost 
curve lies below the average cost curve when average 
cost is falling and above the average cost curve when 
it is rising, so the marginal cost curve cuts the average 
cost curve at its minimum.

3. Long-Run Costs. In the long run, all factors can be 
varied, so all costs are variable. As a result, aver-
age cost and average variable cost are identical. 
A firm chooses the best combination of inputs to 
minimize its cost. To produce a given output level, 
it chooses the lowest isocost line to touch the rel-
evant isoquant, which is tangent to the isoquant. 

Equivalently, to minimize cost, the firm adjusts 
inputs until the last dollar spent on any input 
increases output by as much as the last dollar spent 
on any other input. If the firm calculates the cost 
of producing every possible output level given cur-
rent input prices, it knows its cost function: Cost is 
a function of the input prices and the output level. 
If the firm’s average cost falls as output expands, 
its cost function exhibits economies of scale. If the 
firm’s average cost rises as output expands, it exhib-
its diseconomies of scale.

4. Lower Costs in the Long Run. The firm can always 
do in the long run what it does in the short run, so its 
long-run cost can never be greater than its short-run 
cost. Because some factors are fixed in the short run, 
the firm, to expand output, must greatly increase its 
use of other factors, a relatively costly choice. In the 
long run, the firm can adjust all factors, a process that 
keeps its cost down. Long-run cost may also be lower 
than short-run cost if technological progress or learn-
ing by doing occurs.

5. Cost of Producing Multiple Goods. If it is less expen-
sive for a firm to produce two goods jointly rather 
than separately, the production process has economies 
of scope. With diseconomies of scope, it is less expen-
sive to produce the goods separately.

SUMMARY
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EXERCISES
All exercises are available on MyLab Economics; * = answer appears at the back of this book; M = mathematical problem.

  Is he correct that the true opportunity cost of a ham-
burger is now $8? What is the explicit cost of the 
hamburger? What is the additional opportunity cost 
of eating the hamburger?

 2. Short-Run Costs

 *2.1 Nicolas has purchased a streaming audio service for 
$8.00 per month. As he now listens to more songs 
in a month, he spreads this fixed cost over a larger 
quantity, q. Derive an algebraic formula for his 
average fixed cost per song and draw it in a dia-
gram. One of his friends says to Nicolas: “The more 
music you listen to the less you pay per song, so you 
should spend all your time listening to music.” What 
is wrong with this reasoning?

 2.2 A firm’s short-run cost function is C(q) =
200q - 6q2 + 0.3q3 + 400. Determine the fixed 
cost, F; the average variable cost, AVC; the 
 average cost, AC; the marginal cost, MC; and  
the average fixed cost, AFC. (Hint: See Solved 
Problem 7.2.) M

 2.3 Give the formulas for and plot AFC, MC, AVC, and 
AC if the cost function is

a. C = 10 + 10q,

b. C = 10 + q2,

c. C = 10 + 10q - 4q2 + q3. (Hint: See Solved 
Problem 7.2.) M

 2.4 A firm’s cost curve is C = F + 10q - bq2 + q3, 
where b 7 0.

a. For what values of b are cost, average cost, and 
average variable cost positive? (From now on, 
assume that all these measures of cost are posi-
tive at every output level.)

b. What is the shape of the AC curve? At what 
 output level is the AC minimized?

c. At what output levels does the MC curve cross 
the AC and the AVC curves?

d. Use calculus to show that the MC curve must 
cross the AVC at its minimum point. M

 *2.5 A firm builds wooden shipping crates. How does 
the cost of producing a 1-cubic-foot crate (each side 
is 1 foot square) compare to the cost of building 
an 8-cubic-foot crate if wood costs $1 per square 
foot and the firm has no labor or other costs? More 
 generally, how does cost vary with volume?

 1. Measuring Costs

 1.1 You have a ticket to go to a concert by one of your 
favorite groups, the Hives, which you cannot resell. 
However, you can buy a ticket for $30 to attend a talk 
by Steven Colbert, at the same time as the concert. You 
are willing to pay up to $90 to hear Colbert. Given that 
you incur no other costs involved in attending either 
event, what is your opportunity cost of attending the 
Hives concert? (Hint: See Solved Problem 7.1 and the 
Application “The Opportunity Cost of an MBA.”)

 1.2 Many corporations allow CEOs to use their firm’s 
corporate jet for personal travel. The Internal Revenue 
Service (IRS) requires that the firm report personal 
use of its corporate jet as taxable executive income, 
and the Securities and Exchange Commission (SEC) 
requires that publicly traded corporations report the 
value of this benefit to shareholders. A firm may use 
any one of three valuation techniques. The IRS val-
ues a CEO’s personal flight at or below the price of 
a first-class ticket. The SEC values the flight at the 
“incremental” cost of the flight: the additional costs 
to the corporation of the flight. The third alternative 
is the market value of chartering an aircraft. Of the 
three methods, the first-class ticket is least expensive 
and the chartered flight is most expensive.

a. What factors (such as fuel) determine the mar-
ginal explicit cost to a corporation of an execu-
tive’s personal flight? Does any one of the three 
valuation methods correctly determine the 
 marginal explicit cost?

b. What is the marginal opportunity cost to the 
 corporation of an executive’s personal flight?

 *1.3 A firm purchased copper pipes a few years ago at $10 
per pipe and stored them, using them only as the need 
arises. The firm could sell its remaining pipes in the 
market at the current price of $9. For each pipe, what 
is the opportunity cost and what is the sunk cost?

 1.4 In 2015, the U.S. Supreme Court was hearing a case 
about a federal rule to promote reduced electricity 
use. In discussing this rule, Chief Justice John Roberts 
related the regulation to the pricing of hamburgers:7

“If FERC is basically standing outside McDon-
ald’s and saying, ‘We’ll give you $5 not to go 
in,’ and the price of the hamburger is $3 . . . the 
price of a hamburger is actually—I think most 
economists would say—$8, because if they give 
up the $5, they’ve still got to pay the $3.”

7Bravender, Robin, “McDonald’s helps Chief Justice Roberts Demystify FERC Rule,” eenews.net.
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a. At what output level does the average cost curve 
of each plant reach its minimum?

b. If the firm wants to produce four units of output, 
how much should it produce in each plant? M

 2.12 The estimated short-run cost function of a Japanese 
beer manufacturer is C(q) = 0.55q1.67 + 800/q (see 
the Application “Short-Run Cost Curves for a Japa-
nese Beer Manufacturer”). At what positive quantity 
does the average cost function reach its minimum? 
If a $400 lump-sum tax is applied to the firm, at 
what positive quantity is the after-tax average cost 
minimized? M

 *2.13 What is the effect of a lump-sum franchise tax ℒ 
on the quantity at which a firm’s after-tax average 
cost curve reaches its minimum, given that the firm’s 
before-tax average cost curve is U-shaped?

 2.14 Platinum Pipeline Inc. needs a Caterpillar D6T dozer 
to install water and sewer lines. How does its fixed 
cost change if it can rent a dozer rather than buy 
one? (Hint: See the Application “The Sharing Econ-
omy and the Short Run.”)

 3. Long-Run Costs

 *3.1 What is the long-run cost function if the production 
function is q = L + K? M

 *3.2 A bottling company uses two inputs to produce 
bottles of the soft drink Sludge: bottling machines, 
K, and workers, L. The isoquants have the usual 
smooth shape. The machine costs $1,000 per day 
to run, and the workers earn $200 per day. At the 
current level of production, the marginal product of 
the machine is an additional 200 bottles per day, and 
the marginal product of labor is 50 more bottles per 
day. Is this firm producing at minimum cost? If it is 
minimizing cost, explain why. If it is not minimizing 
cost, explain how the firm should change the ratio 
of inputs it uses to lower its cost. (Hint: See Solved 
Problem 7.3.) M

 *3.3 You have 60 minutes to complete an exam with two 
questions. You want to maximize your score. Toward 
the end of the exam, the more time you spend on 
either question, the fewer extra points per minute you 
get for that question. How should you allocate your 
time between the two questions? (Hint: Think about 
producing an output of a score on the exam using 
inputs of time spent on each of the problems. Then 
use an equation similar to Equation 7.11.)

 3.4 Suppose that the government subsidizes the cost of 
workers by paying for 25% of the wage (the rate 
offered by the U.S. government in the late 1970s 
under the New Jobs Tax Credit program). What 
effect does this subsidy have on the firm’s choice of 
labor and capital to produce a given level of output?

 2.6 The only variable input a janitorial service firm uses 
to clean offices is workers who are paid a wage, w, 
of $8 an hour. Each worker can clean four offices 
in an hour. Use math to determine the variable cost, 
the average variable cost, and the marginal cost of 
cleaning one more office. Draw a diagram similar to 
Figure 7.1 to show the variable cost, average vari-
able cost, and marginal cost curves.

 2.7 Gail works in a flower shop, where she produces 
10 floral arrangements per hour. She is paid $10 an 
hour for the first eight hours she works and $15 an 
hour for each additional hour. What is the firm’s cost 
function? What are its AC, AVC, and MC functions? 
Draw the AC, AVC, and MC curves. M

 2.8 In 1796, Gottfried Christoph Härtel, a German 
music publisher, calculated the cost of printing 
music using an engraved plate technology and 
used these estimated cost functions to make pro-
duction decisions. Härtel figured that the fixed cost 
of printing a musical page—the cost of engraving 
the plates—was 900 pfennigs. The marginal cost 
of each additional copy of the page was 5 pfennigs 
(Scherer, 2001).

a. Graph the total cost, average cost, average vari-
able cost, and marginal cost functions.

b. Would the cost be lower if only one music 
 publisher prints a given composition? Why?

c. Härtel used his data to do the following type of 
analysis: Suppose he expected to sell exactly 300 
copies of a composition at 15 pfennigs per page. 
What is the highest price the publisher would 
be willing to pay the composer per page of the 
 composition if he wants to at least break even? M

 2.9 A Chinese high technology firm has a production 
function of q = 10L0.28K0.66 (Zhang, Delgado, and 
Kumbhakar, 2012). It faces factor prices of w = 10 
and r = 20. What are its short-run marginal and 
average variable cost curves? M

 2.10 A Japanese synthetic rubber manufacturer’s produc-
tion function is q = 10L0.5K0.5 (Flath, 2011). Sup-
pose that its wage, w, is $1 per hour and the rental 
cost of capital, r, is $4.

a. Draw an accurate figure showing how the syn-
thetic rubber manufacturer minimizes its cost of 
production.

b. What is the equation of the (long-run) expansion 
path for the manufacturer? Illustrate it in a graph.

c. Derive the long-run total cost curve equation as 
a function of q.

 2.11 A firm has two plants that produce identical output. 
The cost functions are C1 = 10q - 4q2 + q3 and 
C2 = 10q - 2q2 + q3.
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 3.14 A water heater manufacturer produces q water heaters 
per day, q, using L workers and S square feet of sheet 
metal per day, using a constant elasticity of substitu-
tion production function, q = (L-2 + S-2/40)-0.5. 
The hourly wage rate is $20, and the price per square 
foot of sheet metal is 50¢.

a. What is the marginal product of labor? What is 
the marginal product of capital?

b. What is the expansion path equation? Draw the 
expansion path.

c. Derive the long-run cost function.

d. Suppose the price of sheet metal decreases to 25¢. 
Draw the new expansion path. Discuss the mag-
nitude of the shift in the expansion path due to 
this price decrease. M

 3.15 California’s State Board of Equalization imposed a 
higher tax on “alcopops,” flavored beers contain-
ing more than 0.5% alcohol-based flavorings, such 
as vanilla extract (Guy L. Smith, “On Regulation of 
‘Alcopops,’” San Francisco Chronicle, April 10, 2009). 
Until California banned alcopops in 2011, such beers 
were taxed as distilled spirits at $3.30 a gallon rather 
than as beer at 20¢ a gallon. In response, manu-
facturers reformulated their beverages to avoid the 
tax. By early 2009, instead of collecting a predicted 
$38 million a year in new taxes, the state collected 
only about $9,000. Use an isocost-isoquant diagram 
to explain the firms’ response. (Hint: Alcohol-based 
flavors and other flavors may be close to perfect 
substitutes.)

 3.16 See the Application “3D Printing.” When fully incor-
porated by firms, how will 3D printing affect the 
shape of short-run and long-run cost curves?

 3.17 Trader Joe’s sells very cheap and popular wine pro-
duced by Bronco Wine.8 When asked why the wine 
is so cheap, Bronco winemaker Ed Moody empha-
sizes the volume of output, stating that it is easier to 
make wine “in a 700,000-gallon tank than . . . in a 
700-gallon one because there is less exposure to air 
and oxygen is the enemy in winemaking.” Wine edu-
cator Keith Wallace emphasizes the role of machines: 
“The company uses machines to harvest the grapes, 
which helps keep labor costs low, but also increases 
the chances that bad grapes end up in the wine.” 
One of these reasons is based on choosing input pro-
portions to minimize cost and one is based on econo-
mies of scale. State which is which and explain.

 4. Lower Costs in the Long Run

 4.1 A U-shaped long-run average cost curve is the enve-
lope of U-shaped short-run average cost curves. On 

8Hayley Peterson, “The Real Reasons Trader Joe’s Wine Is So Cheap,” Business Insider, May 6, 2017.

 *3.5 The all-American baseball is made using cork from 
Portugal, rubber from Malaysia, yarn from Aus-
tralia, and leather from France, and it is stitched 
(108 stitches exactly) by workers in Costa Rica. To 
assemble a baseball takes one unit of each of these 
inputs. Ultimately, the finished product must be 
shipped to its final destination—say, Cooperstown, 
New York. The materials used cost the same in any 
location. Labor costs are lower in Costa Rica than 
in a possible alternative manufacturing site in Geor-
gia, but shipping costs from Costa Rica are higher. 
Would you expect the production function to exhibit 
decreasing, increasing, or constant returns to scale? 
What is the cost function? What can you conclude 
about shipping costs if it is less expensive to produce 
baseballs in Costa Rica than in Georgia?

 3.6 A firm has a Cobb-Douglas production function, 
Q = ALaKb, where a + b 6 1. What properties 
does its cost function have? (Hint: Compare this 
cost function to that of the Japanese beer manu-
facturer.) M

 3.7 Replace the production function in Solved  Problem 
7.4 with a Cobb-Douglas q = ALaKb, and use 
calculus to find the cost-minimizing capital-labor 
ratio. M

 3.8 Derive the long-run cost function for the con-
stant elasticity of substitution production function 
q = (Lρ + Kρ)d/ρ. (Hint: See Solved Problem 7.4.) M

 3.9 For a Cobb-Douglas production function, how does 
the expansion path change if the wage increases 
while the rental rate of capital stays the same? 
(Hint: See Solved Problem 7.5.) M

 3.10 The Bouncing Ball Ping Pong Company sells table 
tennis sets, which include two paddles and one net. 
What is the firm’s long-run expansion path if it 
incurs no costs other than what it pays for paddles 
and nets, which it buys at market prices? How does 
its expansion path depend on the relative prices of 
paddles and nets? (Hint: See Solved Problem 7.5.)

 3.11 Suppose that your firm’s production function has 
constant returns to scale. What is the long-run 
expansion path?

 3.12 A production function is homogeneous of degree 
g and involves three inputs, L, K, and M (materi-
als). The corresponding factor prices are w, r, and e. 
Derive the long-run cost function. M

 3.13 In Solved Problem 7.6, Equation 7.26 gives the long-
run cost function of a firm with a constant-returns-
to-scale Cobb-Douglas production function. Show 
how, for a given output level, cost changes as the 
wage, w, increases. Explain why. M
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in the early 1990s, and today the average size of a 
typical U.K. grocery store is roughly half the size 
of a typical U.S. store and two-thirds the size of a 
typical French store. What implications would such 
a restriction on size have on a store’s average costs? 
Discuss in terms of economies of scale and scope.

 6. Challenge

 *6.1 In the Challenge Solution, show that for some 
wage and rental cost of capital the firm is indiffer-
ent between using the wafer-handling stepper tech-
nology and the stepper technology. How does this 
wage/cost-of-capital ratio compare to those in the C2 
and C3 isocost lines?

 6.2 If it manufactures at home, a firm faces input prices 
for labor and capital of w and r and produces  
q units of output using L units of labor and K units 
of capital. Abroad, the wage and cost of capital 
are half as much as at home. If the firm manufac-
tures abroad, will it change the amount of labor 
and capital it uses to produce q? What happens to 
its cost of producing q? M

 *6.3 A U.S. synthetic rubber manufacturer is considering 
moving its production to a Japanese plant. Its esti-
mated production function is q = 10L0.5K0.5 (Flath, 
2011). In the United States, w = 10 = r. At its 
 Japanese plant, the firm will pay a 10% lower wage 
and a 10% higher cost of capital: w* = 10/1.1 and 
r* = 1.1 * 10 = 11. What are L and K, and what 
is the cost of producing q = 100 units in both coun-
tries? What would be the cost of production in Japan 
if the firm had to use the same factor quantities as in 
the United States? M

 6.4 A U.S. apparel manufacturer is considering moving 
its production abroad. Its production function is 
q = L0.7K0.3 (based on Hsieh, 1995). In the United 
States, w = 7 and r = 3. At its Asian plant, the 
firm will pay a 50% lower wage and a 50% higher 
cost of capital: w = 7/1.5 and r = 3 * 1.5. What 
are L and K, and what is the cost of producing 
q = 100 units in both countries? What would be 
the cost of production in Asia if the firm had to use 
the same factor quantities as in the United States? M

what part of the curve (downward sloping, flat, or 
upward sloping) does a short-run curve touch the 
long-run curve? (Hint: Your answer should depend 
on where the two curves touch on the long-run curve.)

 *4.2 A firm’s average cost is AC = aqb, where a 7 0. 
How can you interpret a? (Hint: Suppose that q = 1.) 
What sign must b have if this cost function reflects 
learning by doing? What happens to average cost as 
q increases? Draw the average cost curve as a function 
of output for particular values of a and b. M

 *4.3 A firm’s learning curve, which shows the relationship 
between average cost and cumulative output (the 
sum of its output since the firm started producing), 
is AC = a + bN-r, where AC is its average cost; 
N is its cumulative output; a, b, and r are positive 
constants; and 0 6 r 6 1.

a. What is the firm’s AC if r is nearly zero? What can 
you say about the firm’s ability to learn by doing?

b. If r exceeds zero, what can you say about the 
firm’s ability to learn by doing?

c. What happens to its AC as its cumulative output, 
N, gets extremely large? Given this result, what is 
your interpretation of a? M

 4.4 In the Application “Solar Power Learning 
Curves,” the cost of solar power installations fell 
as the installed base (cumulative experience) in 
a given country rose. If N represents cumulative 
national experience, would the average cost curve 
AC = a + bN-r, where a, b, and r are positive 
 constants, exhibit such learning by doing? Explain.

 5. Cost of Producing Multiple Goods

 5.1 What can you say about Laura’s economies of scope 
if her time is valued at $10 an hour and her produc-
tion possibility frontier is PPF1 in Figure 7.10?

 *5.2 A refiner produces heating fuel and gasoline from 
crude oil in virtually fixed proportions. What can 
you say about economies of scope for such a firm? 
What is the sign of its measure of economies of 
scope, SC?

 5.3 According to Haskel and Sadun (2012), the United 
Kingdom started regulating the size of grocery stores 

Exercises  
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8 Competitive Firms 
and Markets
The love of money is the root of all virtue. —George Bernard Shaw

The Rising Cost of 
Keeping On Truckin’

Businesses complain constantly about the costs and red tape that government regulations 
impose on them. U.S. truckers and trucking firms have a particular beef. In recent years, 
federal and state fees have increased substantially and truckers have had to adhere to many 
new regulations.

The Federal Motor Carrier Safety Administration (FMCSA), 
along with state transportation agencies in 41 states, administers 
interstate trucking licenses through the Unified Carrier Registra-
tion Agreement. As of 2018, the FMCSA’s website lists 40 different 
areas of regulation, each of which contains multiple specific areas, 
ranging from regulations on noise, drivers, hazardous materials, 
preserving records, and transporting migrant workers. A trucker 
must also maintain minimum insurance coverage, pay registra-
tion fees, and follow policies that differ across states before the 
FMCSA will issue the actual authorities (grant permission to oper-
ate). The registration process is so complex and time consuming 
that firms pay substantial amounts to brokers who expedite the 
application process and take care of state licensing requirements.

For a large truck, the annual federal interstate registration 
fee can exceed $8,000. To operate, truckers and firms must pay 
for many additional fees and costly regulations. These largely 
 lump-sum costs—which are not related to the number of miles 

driven—have increased substantially in recent years. In 2017, regulations took effect requiring 
each truck to have an electronic onboard recorder, which documents travel time and distance, 
at an annualized cost of several hundred dollars per truck.

What effect do these new fixed costs have on the trucking industry’s market price and 
quantity? Are individual firms providing more or fewer trucking services? Does the number 
of firms in the market rise or fall? (As we’ll discuss at the end of the chapter, the answer to 
one of these questions is surprising.)

CHALLENGE

To answer questions about industry price and quantity, we need to combine our 
understanding of demand curves with knowledge about firm and market supply 
curves to predict industry price. We start our analysis of firm behavior by address-
ing the fundamental question “How much should a firm produce?” To pick a level 
of output that maximizes its profit, a firm must consider its cost function and how 
much it can sell at a given price. The amount the firm thinks it can sell depends 
in turn on the market demand of consumers and the firm’s beliefs about how 
other firms in the market will behave. The behavior of firms depends on the 
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market structure: the number of firms in the market, the ease with which firms can 
enter and leave the market, and the ability of firms to differentiate their products 
from those of their rivals.

In this chapter, we look at perfect competition: a market structure in which buyers 
and sellers are price takers. That is, neither firms nor consumers can sell or buy except 
at the market price. If a firm were to try to charge more than the market price, it 
would be unable to sell any of its output because consumers would buy the good at 
a lower price from other firms in the market. The market price summarizes everything 
that a firm needs to know about the demand of consumers and the behavior of its 
rivals. Thus, a competitive firm can ignore the specific behavior of individual rivals 
when deciding how much to produce.1

 8.1 Perfect Competition
Perfect competition is a market structure with very desirable properties, so it is use-
ful to compare other market structures to competition. Many markets approximate 
perfect competition. In this section, we examine the properties of competitive firms 
and markets.

Price Taking
When most people talk about “competitive firms,” they mean firms that are rivals 
for the same customers. By this interpretation, any market with more than one firm 
is competitive. However, to an economist, only some of these multifirm markets are 
competitive.

Economists say that a market is perfectly competitive if each firm in the market is 
a price taker: It cannot significantly affect the market price for its output or the prices 
at which it buys inputs. Why would a competitive firm be a price taker? Because 
it has no choice. The firm has to be a price taker if it faces a demand curve that is 
horizontal at the market price. If the demand curve is horizontal at the market price, 
the firm can sell as much as it wants at that price, so it has no incentive to lower its 

1In contrast, in a market with a small number of firms, each firm must consider the behavior of each 
of its rivals, as we discuss in Chapters 13 and 14.

1. Perfect Competition. A perfectly competitive firm is a price taker, and as such, it faces a 
horizontal demand curve.

2. Profit Maximization. To maximize profit, any firm must make two decisions: what output 
level maximizes its profit (or minimizes its loss) and whether to produce at all.

3. Competition in the Short Run. In the short run, variable costs determine a profit- 
maximizing, competitive firm’s supply curve, the market supply curve, and, with the 
 market demand curve, the competitive equilibrium.

4. Competition in the Long Run. Firm supply, market supply, and competitive equilibrium 
are different in the long run than in the short run because firms can vary inputs that were 
fixed in the short run and new firms can enter the market.

In this chapter, we 
examine four  
main topics
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price. Similarly, the firm cannot increase the price at which it sells by restricting its 
output because it faces an infinitely elastic demand (see Chapter 2): A small increase 
in price results in its demand falling to zero.

Why a Firm’s Demand Curve Is Horizontal
Perfectly competitive markets have five characteristics that force firms to be price takers:

1. The market consists of many small buyers and sellers.
2. All firms produce identical products.
3. All market participants have full information about price and product 

characteristics.
4. Transaction costs are negligible.
5. Firms can easily enter and exit the market.

Large Number of Small Firms and Consumers. In a market with many small 
firms, no single firm can raise or lower the market price. The more firms in a market, 
the less any one firm’s output affects the market output and hence the market price.

For example, the 107,000 U.S. soybean farmers are price takers. If a typical grower 
drops out of the market, market supply falls by only 1/107,000 = 0.00093%, which 
would not noticeably affect the market price. A soybean farm can sell any feasible out-
put it produces at the prevailing market equilibrium price. In other words, the firm’s 
demand curve is effectively a horizontal line at the market price.

Similarly, perfect competition requires that buyers be price takers as well. For 
example, if firms sell to only a single buyer—such as producers of weapons that are 
allowed to sell to only the government—then the buyer can set the price and the 
market is not perfectly competitive.

Identical Products. Firms in a perfectly competitive market sell identical or homo-
geneous products. Consumers do not ask which farm grew a Granny Smith apple 
because they view all Granny Smith apples as essentially identical. If the products of 
all firms are identical, it is difficult for a single firm to raise its price above the going 
price charged by other firms.

In contrast, in the automobile market—which is not perfectly competitive—the 
characteristics of a BMW 5 Series and a Honda Civic differ substantially. These 
products are differentiated or heterogeneous. Competition from Civics would not be 
very effective in preventing BMW from raising its price.

Full Information. If buyers know that different firms are producing identical prod-
ucts and they know the prices charged by all firms, no single firm can unilaterally 
raise its price above the market equilibrium price. If it tried to do so, consumers 
would buy the identical product from another firm. However, if consumers are 
unaware that products are identical or they don’t know the prices charged by other 
firms, a single firm may be able to raise its price and still make sales.

Negligible Transaction Costs. Perfectly competitive markets have very low trans-
action costs. Buyers and sellers do not have to spend much time and money finding 
each other or hiring lawyers to write contracts to execute a trade.2 If transaction costs 
are low, it is easy for a customer to buy from a rival firm if the customer’s usual 
 supplier raises its price.

2Average number of hours per week that an American and a Chinese person, respectively, spend 
 shopping: 4, 10. —Harper’s Index, 2008.
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In contrast, if transaction costs are high, customers might absorb a price increase 
from a traditional supplier. For example, because some consumers prefer to buy milk 
at a local convenience store rather than travel several miles to a supermarket, the 
convenience store can charge slightly more than the supermarket without losing all 
its customers.

In some perfectly competitive markets, many buyers and sellers are brought 
together in a single room, so transaction costs are virtually zero. For example, trans-
action costs are very low at FloraHolland’s daily flower auctions in the Nether-
lands, which attract 7,000 suppliers and 4,500 buyers from around the world. It has 
125,000 auction transactions every day, with 12 billion cut flowers and 1.3 billion 
plants trading in a year.

Free Entry and Exit. The ability of firms to enter and exit a market freely leads to 
a large number of firms in a market and promotes price taking. Suppose a firm can 
raise its price and increase its profit. If other firms are not able to enter the market, 
the firm will not be a price taker. However, if other firms can enter the market, the 
higher profit encourages entry until the price is driven back to the original level. Free 
exit is also important: If firms can freely enter a market but cannot exit easily if prices 
decline, they might be reluctant to enter the market in response to a short-run profit 
opportunity in the first place.3 More generally, we assume perfect mobility of 
resources, which allows firms to alter their scale of production as well as to enter and 
exit an industry.

Perfect Competition in the Chicago Commodity Exchange
The Chicago Commodity Exchange, where buyers and sellers can trade wheat and 
other commodities, has the various characteristics of perfect competition, including 
thousands of buyers and sellers who are price takers. Anyone can be a buyer or seller. 
Indeed, a trader might buy wheat in the morning and sell it in the afternoon. They 
trade virtually identical products. Buyers and sellers have full information about 
products and prices, which is posted for everyone to see. Market participants waste 
no time finding someone who wants to trade and they can easily place buy or sell 
orders in person, over the telephone, or electronically without paperwork, so transac-
tion costs are negligible. Finally, buyers and sellers can easily enter this market and 
trade wheat. These characteristics lead to an abundance of buyers and sellers and to 
price-taking behavior by these market participants.

Deviations from Perfect Competition
Many markets possess some, but not all, the characteristics of perfect competition 
but are still highly competitive so that buyers and sellers are, for all practical pur-
poses, price takers. For example, a government may limit entry into a market, but 
if the market has many buyers and sellers, they may be price takers. Many cities use 
zoning laws to limit the number of certain types of stores or motels, yet these cities 
still have many such firms. Other cities impose moderately large transaction costs on 
entrants by requiring them to buy licenses, post bonds, and deal with a slow-moving 
city bureaucracy, yet a significant number of firms enter the market anyway. Simi-
larly, even if only some customers have full information, that may be sufficient to 

3Many national governments require that firms give workers a warning (for example, six months) 
before they exit a market.
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prevent firms from deviating significantly from price taking. For instance, tourists 
do not know the prices at various stores, but locals do and they use their knowledge 
to prevent one store from charging unusually high prices.

Economists use the terms competition and competitive more restrictively than do 
real people. To an economist, a competitive firm is a price taker. In contrast, when 
most people talk about competitive firms, they mean that firms are rivals for the same 
customers. Even in an oligopolistic market—one with only a few firms—the firms 
compete for the same customers so they are competitive in this broader sense. From 
now on, we will use the terms competition and competitive to refer to all markets 
in which no buyer or seller can significantly affect the market price—they are price 
takers—even if the market is not perfectly competitive.

Derivation of a Competitive Firm’s Demand Curve
Are the demand curves faced by individual competitive firms actually flat? To answer 
this question, we use a modified supply-and-demand diagram to derive the demand 
curve for an individual firm.

An individual firm faces a residual demand curve: the market demand that is not 
met by other sellers at any given price. The firm’s residual demand function, Dr(p), 
shows the quantity demanded from the firm at price p. A firm sells only to people 
who have not already purchased the good from another seller. We can determine the 
quantity that a particular firm can sell at each possible price using the market demand 
curve and the supply curve for all other firms in the market. The quantity the market 
demands is a function of the price: Q = D(p). The supply curve of the other firms 
is So(p). The residual demand function equals the market demand function, D(p), 
minus the supply function of all other firms:

 Dr(p) = D(p) - So(p). (8.1)

At prices so high that the amount supplied by other firms, So(p), is greater than the 
quantity demanded by the market, D(p), the residual quantity demanded, Dr(p), 
is zero.

In Figure 8.1, we derive the residual demand for a Canadian manufacturing firm 
that produces metal chairs. Panel b shows the market demand curve, D, and the supply 
curve of all but one manufacturing firm, So.4 At p = $66 per chair, the supply of the 
other firms, 500 units (where a unit is 1,000 metal chairs) per year, equals the market 
demand (panel b), so the residual quantity demanded of the remaining firm (panel a) 
is zero.

At prices below $66, the other chair firms are not willing to supply as much as 
the market demands. At p = $63, for example, the market demand is 527 units, 
but other firms want to supply only 434 units. As a result, the residual quantity 
demanded from the individual firm at p = $63 is 93 (= 527 - 434) units. Thus, 
the residual demand curve at any given price is the horizontal difference between the 
market demand curve and the supply curve of the other firms.

The residual demand curve that the firm faces in panel a is much flatter than the 
market demand curve in panel b. As a result, the elasticity of the residual demand 
curve is much higher than the market elasticity.

4The figure uses constant elasticity demand and supply curves (Chapter 2). The elasticity of supply is 
based on the estimated cost function from Robidoux and Lester (1988) for Canadian office furniture 
manufacturers. I estimated that the market elasticity of demand is ε = -1.1, using data from Statistics 
Canada, Office Furniture Manufacturers.
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In a market with n identical firms, the elasticity of demand, εi , facing Firm i is

 εi = nε - (n - 1)ηo, (8.2)

where ε is the market elasticity of demand (a negative number), ηo is the elasticity 
of supply of the other firms (typically a positive number), and n - 1 is the number 
of other firms.5

5To derive Equation 8.2, we start by differentiating the residual demand function, Equation 8.1, with 
respect to p:

dDr

dp
=

dD
dp

-
dSo

dp
.

Because the n firms in the market are identical, each firm produces q = Q/n, where Q is total output. 
The output produced by the other firms is Qo = (n - 1)q. Multiplying both sides of the previous 
expression by p/q and multiplying and dividing the first term on the right side by Q/Q and the second 
term by Qo/Qo, this expression may be rewritten as
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dp
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q
=
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dp
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Q
 
Q

q
-

dSo

dp
 

p

Qo
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q
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where q = Dr(p), Q = D(p), and Qo = So(p). This expression can be rewritten as Equation 
8.2 by noting that Q/q = n, Qo/q = (n - 1), (dDr/dp)(p/q) = εi , (dD/dp)(p/Q) = ε, and 
(dSo/dp)(p/Qo) = ηo.

Figure 8.1 Residual Demand Curve

The residual demand curve, Dr(p), faced by a single office 
furniture manufacturing firm is the market demand, D(p), 
minus the supply of the other firms in the market, So(p). 

The residual demand curve is much flatter than the market 
demand curve.
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Why Perfect Competition Is Important
Perfectly competitive markets are important for two reasons. First, many markets can be 
reasonably described as competitive. Many agricultural and other commodity markets, 
stock exchanges, retail and wholesale, building construction, and other types of markets 
have many or all of the properties of a perfectly competitive market. The competitive 
supply-and-demand model works well enough in these markets that it accurately predicts 
the effects of changes in taxes, costs, incomes, and other factors on market equilibrium.

Second, a perfectly competitive market has many desirable properties. Economists 
compare the real-world market to this ideal market. Throughout the rest of this book, 
we show that society as a whole suffers if the properties of the perfectly competitive 
market fail to hold. From this point on, for brevity, we use the phrase competitive mar-
ket to mean a perfectly competitive market unless we explicitly note an imperfection.

 8.2 Profit Maximization
“Too caustic?” To hell with the cost. If it’s a good picture, we’ll make it.  
—Samuel Goldwyn

Economists usually assume that all firms—not just competitive firms—want to maxi-
mize their profits. One reason is that many businesspeople say that their objective is 

The Canadian metal chair manufacturing market has n = 78 firms. The estimated 
elasticity of supply is η = 3.1, and the estimated elasticity of demand is ε = -1.1. 
Assuming that the firms are identical, calculate the elasticity of demand facing a 
single firm. Is its residual demand curve highly elastic?

Answer

1. Use Equation 8.2 and the estimated elasticities to calculate the residual demand 
elasticity facing a firm. If we assume that ηo ≈ η, and we substitute the elastici-
ties into Equation 8.2, we find that

 εi = nε - (n - 1)ηo

 = [78 * (-1.1)] - (77 * 3.1)

 = -85.8 - 238.7 = -324.5.

That is, a typical firm faces a residual demand elasticity of –324.5.

2. Discuss whether this elasticity is high. The estimated εi is nearly 300 times the 
market elasticity of -1.1. If a firm raises its price by one-tenth of a percent, the 
quantity it can sell falls by nearly one-third. Therefore, the competitive model 
assumption that this firm faces a horizontal demand curve with an infinite price 
elasticity is not much of an exaggeration.

Comment: As Equation 8.2 shows, if the supply curve slopes upward, the residual 
demand elasticity, εi , must be at least as elastic as nε because the second term makes 
the residual demand elasticity more elastic. Thus, if we do not know the supply 
elasticity, we can use nε as a conservative approximation of εi. For example, the 
soybean market has roughly 107,000 farms, so even though the market elasticity of 
demand for soybeans is very inelastic, -0.2, the residual demand facing a single farm 
must be at least nε = 107,000 * (-0.2) = -21,400, which is extremely elastic.

SOLVED PROBLEM 
8.1

MyLab Economics
Solved Problem
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to maximize profits. A second reason is that a firm—especially a competitive firm—
that does not maximize profit is likely to lose money and be driven out of business.

In this section, we examine how any type of firm—not just a competitive firm—
maximizes its profit. We then examine how a competitive firm in particular maxi-
mizes profit.

Profit
A firm’s profit, π, is the difference between its revenues, R, and its cost, C:

π = R - C.

If profit is negative, π 6 0, the firm suffers a loss.
Measuring a firm’s revenue is straightforward: Revenue is price times quantity. Mea-

suring cost is more challenging. From the economic point of view, the correct measure 
of cost is the opportunity cost or economic cost: the value of the best alternative use of 
any input the firm employs. As discussed in Chapter 7, the full opportunity cost of inputs 
used might exceed the explicit or out-of-pocket costs recorded in financial accounting 
statements. This distinction is important because a firm may make a serious mistake if it 
incorrectly measures profit by ignoring some relevant opportunity costs.

We always refer to profit or economic profit as revenue minus opportunity (eco-
nomic) cost. For tax or other reasons, business profit may differ. For example, if a 
firm uses only explicit cost, then its reported profit may be larger than its economic 
profit. A couple of examples illustrate the difference in the two profit measures and 
the importance of this distinction in dispelling a misconception:

Common Confusion It pays to run your own firm if you are making a 
 business profit.

That conclusion may not follow because business profit ignores opportunity cost 
(unlike economic profit).

Suppose you start your own firm.6 You have to pay explicit costs such as workers’ 
wages and the price of materials. Like many owners, you do not pay yourself a sal-
ary. Instead, you take home a business profit, which is based on only explicit costs, 
of $40,000 per year.

Economists (well-known spoilsports) argue that your profit is less than $40,000. 
Economic profit equals your business profit minus any additional opportunity cost. 
Suppose that instead of running your own business, you could have earned $50,000 
a year working for someone else. The opportunity cost of your time working for your 
business is $50,000—your forgone salary. So even though your firm made a business 
profit of $40,000, your economic loss (negative economic profit) is $10,000. Put 
another way, the price of being your own boss is $10,000.

By looking at only the explicit cost and ignoring opportunity cost, you conclude 
that running your business is profitable. However, if you consider economic profit, 
you realize that working for others maximizes your income.

Similarly, when a firm decides whether to invest in a new venture, it must consider 
the next best alternative use of its funds. A firm considering setting up a new branch 
in Tucson must evaluate all the alternatives: placing the branch in Santa Fe, depositing 

6For example, Michael Dell started a mail-order computer company while he was in college. Today, 
his company is one of the world’s largest personal computer companies. In 2018, Forbes estimated 
Mr. Dell’s wealth at $24.3 billion.
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the money it would otherwise spend on the new branch in the bank where it earns 
interest, and so on. If the best alternative use of the money is to put it in the bank and 
earn $10,000 per year in interest, the firm should build the new branch in Tucson only 
if it expects to make $10,000 or more per year in business profit. That is, the firm 
should create a Tucson branch only if the economic profit from the new branch is zero 
or greater. If the economic profit is zero, then the firm is earning the same return on its 
investment as it would from putting the money into its next best alternative, the bank.

Two Steps to Maximizing Profit
Any firm (not just a competitive firm) uses a two-step process to maximize profit. 
Because both revenue and cost vary with output, a firm’s profit varies with its output 
level. Its profit function is

 π(q) = R(q) - C(q), (8.3)

where q is the number of units it produces, R(q) is its revenue function, and C(q) is 
its cost function. To maximize its profit, a firm must answer two questions:

1. Output decision: If the firm produces, what output level, q*, maximizes its 
profit or minimizes its loss?

2. Shutdown decision: Is it more profitable to produce q* or to shut down and 
produce no output?

We use the profit curve in Figure 8.2 to illustrate these two basic decisions. This 
firm makes losses at very low and very high output levels and makes positive profits 
at moderate output levels. The profit curve first rises and then falls, reaching a maxi-
mum profit of π* when its output is q*. Because the firm makes a positive profit at 
that output, it chooses to produce q* units of output.

Output Rules. A firm can use one of three equivalent rules to choose how much 
output to produce. All types of firms maximize profit using the same rules. The most 
straightforward rule is:

Output Rule 1: The firm sets its output where its profit is maximized.
The profit curve in Figure 8.2 reaches its maximum, π*, at output q*. If the firm 
knows its entire profit curve, it can immediately set its output to maximize its profit.

Figure 8.2 Maximizing Profit

By setting its output at 
q*, the firm maximizes 
its profit at π*, where the 
profit curve is flat (has 
zero slope): dπ/dq = 0.

p
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Even if the firm does not know the exact shape of its profit curve, it may be able to 
find the maximum by experimenting. The firm starts by slightly increasing its output. 
If profit increases, the firm increases the output more. The firm keeps raising output 
until its profit does not change. At that output, the firm is at the peak of the profit 
curve. If profit falls when the firm first increases its output, the firm tries decreasing 
its output. It keeps decreasing its output until it reaches the peak of the profit curve.

What the firm is doing is experimentally determining the slope of the profit curve. 
The slope of the profit curve is the firm’s marginal profit: the change in the profit the 
firm gets from selling one more unit of output, dπ(q)/dq. In the figure, the marginal profit 
or slope is positive when output is less than q*, zero when output is q*, and negative 
when output is greater than q*. Thus,

Output Rule 2: A firm sets its output where its marginal profit is zero.
We obtain this result formally using the first-order condition for a profit maximum. 
We set the derivative of the profit function, Equation 8.3, with respect to quantity 
equal to zero:

 
dπ(q*)

dq
= 0. (8.4)

Equation 8.4 states that a necessary condition for profit to be maximized is that the 
quantity be set at q* where the firm’s marginal profit with respect to quantity equals 
zero.

Equation 8.4 is a necessary condition for profit maximization. Sufficiency requires, 
in addition, that the second-order condition hold:

 
d2π(q*)

dq2 6 0. (8.5)

That is, for profit to be maximized at q*, when we increase the output beyond q*, 
the marginal profit must decline.

Because profit is a function of revenue and cost, we can obtain another necessary 
condition for profit maximization by setting the derivative of π(q) = R(q) - C(q) 
with respect to output equal to zero:

 
dπ(q*)

dq
=

dR(q*)
dq

-
dC(q*)

dq
= MR(q*) - MC(q*) = 0. (8.6)

The derivative of cost with respect to output, dC(q)/dq = MC(q), is its marginal 
cost (Chapter 7). The firm’s marginal revenue, MR, is the change in revenue it gains 
from selling one more unit of output: dR/dq. Equation 8.6 shows that a necessary 
condition for profit to be maximized is that the firm set its quantity at q* where the 
difference between the firm’s marginal revenue and marginal cost is zero. Thus, a 
third, equivalent rule is

Output Rule 3: A firm sets its output where its marginal revenue equals its marginal cost,

 MR(q*) = MC(q*). (8.7)

The intuition for this result is that if the marginal revenue from this last unit 
of output exceeds its marginal cost, MR(q) 7 MC(q), the firm’s marginal profit 
is positive, MR(q) - MC(q) 7 0, so it pays to increase output. The firm keeps 
increasing its output until its marginal profit = MR(q) - MC(q) = 0. At that 
output, its marginal revenue equals its marginal cost: MR(q) = MC(q). If the 
firm produces more output where its marginal cost exceeds its marginal revenue, 
MR(q) 6 MC(q), the extra output reduces the firm’s profit, so the firm should 
reduce its output.
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For profit to be maximized at q*, the second-order condition must hold:

 
d2π(q*)

dq2 =
d2R(q*)

dq2 -
d2C(q*)

dq2 =
dMR(q*)

dq
-

dMC(q*)
dq

6 0. (8.8)

That is, for profit to be maximized at q*, the slope of the marginal revenue curve, 
dMR/dq, must be less than the slope of the marginal cost curve, dMC/dq.

Shutdown Rules. The firm chooses to produce q* if it can make a profit. But even 
if the firm maximizes its profit at q*, should it produce output if doing so makes a 
loss? “Common sense” suggests that it should not.

Common Confusion A firm should shut down if it is making a loss.

This intuition holds if the firm is making a loss in the long run, but it may be wrong 
in the short run. The general rule, which holds for all types of firms in both the short 
and long run, is

Shutdown Rule 1: The firm shuts down only if it can reduce its loss by doing so.
In the short run, the firm has variable costs, such as labor and materials, as well 
as fixed costs, such as plant and equipment (Chapter 7). If the fixed cost is a sunk 
cost, this expense cannot be avoided by stopping operations—the firm pays this cost 
whether it shuts down or not. By shutting down, the firm stops receiving revenue and 
stops paying avoidable costs, but it is still stuck with its fixed cost. Thus, it pays for 
the firm to shut down only if its revenue is less than its avoidable cost.

Suppose that the firm’s revenue is R = $2,000, its variable cost is VC = $1,000, 
and its fixed cost is F = $3,000, which is the price it paid for a machine that it cannot 
resell or use for any other purpose. This firm is making a short-run loss:

π = R - VC - F = $2,000 - $1,000 - $3,000 = - $2,000.

If the firm operates, its revenue more than covers its avoidable, variable cost and 
offsets some of the fixed cost, so its profit is - $2,000 (a loss of $2,000). In contrast, 
if it shuts down, it loses $3,000. Thus, the firm is better off operating.

However, if its revenue is only $500, its loss is $3,500, which is greater than the 
loss from the fixed cost alone of $3,000. Because its revenue is less than its avoidable, 
variable cost, the firm reduces its loss by shutting down.

In conclusion, the firm compares its revenue to its variable cost only when deciding 
whether to stop operating. Because the fixed cost is sunk, the firm pays this cost whether 
it shuts down or not. The sunk fixed cost is irrelevant to the shutdown decision.

We usually assume that fixed cost is sunk (Chapter 7). However, if a firm can sell 
its capital for as much as it paid, its fixed cost is avoidable, so that the firm should 
consider it when deciding whether to shut down. A firm with a fully avoidable fixed 
cost always shuts down if it makes a short-run loss. If a firm buys a specialized piece 
of machinery for $1,000 that can be used only for its business but can be sold for 
scrap metal for $100, then $100 of the fixed cost is avoidable and $900 is sunk. Only 
the avoidable portion of a fixed cost is relevant for the shutdown decision.

In the long run, all costs are avoidable because the firm can eliminate them all 
by shutting down. Thus, in the long run, where the firm can avoid all losses by not 
operating, it pays to shut down if the firm faces any loss at all. As a result, we can 
restate the shutdown rule, which holds for all types of firms in both the short run 
and the long run, as

Shutdown Rule 2: The firm shuts down only if its revenue is less than its avoidable cost.
Both versions of the shutdown rule hold for all types of firms in both the short run 
and the long run.
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 8.3 Competition in the Short Run
Having considered how firms maximize profit in general, we now examine the profit-
maximizing behavior of competitive firms, paying careful attention to firms’ shut-
down decisions. In this section, we focus on the short run, which is a period short 
enough that at least one input cannot be varied (Chapter 6).

Short-Run Competitive Profit Maximization
A competitive firm, like other firms, first determines the output at which it maximizes 
its profit (or minimizes its loss). Second, it decides whether to produce or to shut down.

Short-Run Output Decision. We’ve already seen that any firm maximizes its profit 
at the output where its marginal profit is zero or, equivalently, where its marginal cost 
equals its marginal revenue. Because it faces a horizontal demand curve, a competi-
tive firm can sell as many units of output as it wants at the market price, p. Thus, 
a competitive firm’s revenue, R(q) = pq, increases by p if it sells one more unit of 
output, so its marginal revenue equals the market price: MR(q) = d(pq)/dq = p. A 
competitive firm maximizes its profit by choosing its output such that

 
dπ(q*)

dq
=

d(pq*)
dq

-
dC(q*)

dq
= p - MC(q*) = 0. (8.9)

That is, because a competitive firm’s marginal revenue equals the market price, a 
profit-maximizing competitive firm produces the amount of output q* at which its 
marginal cost equals the market price: MC(q*) = p.

For the quantity determined by Equation 8.9 to maximize profit, the second-order 
condition must hold: d2π(q*)/dq2 = dp/dq - dMC(q*)/dq 6 0. Because the firm’s 
marginal revenue, p, does not vary with q, dp/dq = 0. Thus, the second-order con-
dition, which requires that the second derivative of the cost function with respect to 
quantity evaluated at the profit-maximizing quantity be negative, holds if the first 
derivative of the marginal cost function is positive:

 
dMC(q*)

dq
7 0. (8.10)

Equation 8.10 requires that the marginal cost curve be upward sloping at q*.
To illustrate how a competitive firm maximizes its profit, we examine a representa-

tive firm in the highly competitive Canadian lime manufacturing industry. Lime is a 
nonmetallic mineral used in mortars, plasters, cements, bleaching powders, steel, paper, 
glass, and other products. The lime plant’s estimated average cost curve, AC, first falls 
and then rises in panel a of Figure 8.3.7 As always, the marginal cost curve, MC, inter-
sects the average cost curve at its minimum point.

If the market price of lime is p = $8 per metric ton, the competitive firm faces a 
horizontal demand curve (marginal revenue curve) at $8. The MC curve crosses the 
firm’s demand curve (or price or marginal revenue curve) at point e, where the firm’s 
output is 284 units (where a unit is a thousand metric tons).

At a market price of $8, the competitive firm maximizes its profit by producing 
284 units. If the firm produced fewer than 284 units, the market price would be above 

7The figure is based on Robidoux and Lester’s (1988) estimated variable cost function. In the figure, 
we assume that the minimum of the average variable cost curve is $5 at 50,000 metric tons of output. 
Based on information from Statistics Canada, we set the fixed cost so that the average cost is $6 at 
140,000 tons.
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its marginal cost. The firm could increase its profit by expanding output because the 
firm earns more on the next ton, p = $8, than it costs to produce it, MC 6 $8. If 
the firm were to produce more than 284 units, the market price would be below its 
marginal cost, MC 7 $8, and the firm could increase its profit by reducing its output. 
Thus, the competitive firm maximizes its profit by producing that output at which its 
marginal cost equals its marginal revenue, which is the market price.

At 284 units, the firm’s profit is π = $426,000, which is the shaded rectangle in 
panel a. The length of the rectangle is the number of units sold, q = 284,000 (or 
284 units). The height of the rectangle is the firm’s average profit per unit. Because 
the firm’s profit is its revenue, R(q) = pq, minus its cost, π(q) = R(q) - C(q), its 

Figure 8.3 How a Competitive Firm Maximizes Profit

(a) A competitive lime manufacturing firm produces 284 units 
of lime where its marginal revenue, MR, which is the market 
price p = $8, equals its marginal cost, MC. It maximizes 

its profit at π = $426,000. (b) The corresponding profit 
curve reaches its peak at 284 units of lime. The estimated 
cost curves are based on Robidoux and Lester (1988).
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average profit per unit is the difference between the market price (or average  revenue), 
p = R(q)/q = pq/q, and its average cost, AC = C(q)/q:

 
π(q)

q
=

R(q)
q

-
C(q)

q
=

pq
q

-
C(q)

q
= p - AC(q). (8.11)

At 284 units, the lime firm’s average profit per unit is $1.50 = p - AC(284) =
$8 - $6.50, and the firm’s profit is π = $1.50 * 284,000 = $426,000. Panel b shows 
that this profit is the maximum possible profit because it is the peak of the profit curve.

If a competitive firm’s cost increases due to an increase in the price of a factor of 
production or a tax, the firm’s manager can quickly determine by how much to 
adjust output by calculating how the firm’s marginal cost has changed and apply-
ing the profit-maximization rule. Suppose that the Canadian province of Manitoba 
imposes a specific (per-unit) tax of t per ton of lime produced in the province. No 
other provincial government imposes such a tax. Manitoba has only one lime-
producing firm, so the tax affects only that firm and hence has virtually no effect 
on the market price. Solve for the output that maximizes the firm’s before-tax 
profit, and the output that maximizes its after-tax profit. Use comparative statics 
to show how the output changes. Show that the firm’s profit must fall.

Answer

1. Use calculus to find the firm’s profit-maximizing output before the tax is 
imposed. The firm’s before-tax profit function is π = pq - C(q). Its first-order 
condition for a profit maximum requires the firm to set its output, q1, where 
dπ(q1)/dq = p - dC(q1)/dq = 0, or p = MC(q1). As the figure shows, the 
firm maximizes its profit at e1, where its MC1 marginal cost curve crosses the market 
price line.
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Short-Run Shutdown Decision. Once a firm determines the output level that 
maximizes its profit or minimizes its loss, it must decide whether to produce that 
output level or to shut down and produce nothing. This decision is easy for the lime 
firm in Figure 8.3 because, at the output that maximizes its profit, it makes a positive 
economic profit. However, the question remains whether a firm should shut down if 
it is making a loss in the short run.

2. Use calculus to find the firm’s profit-maximizing output after the tax is imposed. 
The after-tax profit is π = pq - C(q) - tq. The firm maximizes its profit at 
q2 where

 
dπ(q2)

dq
= p -

dC(q2)

dq
- t = 0, (8.12)

or p = MC(q2) + t. (If t = 0, we obtain the same result as in our before-tax 
analysis.) The figure shows that the firm’s after-tax marginal cost curve 
shifts from MC1 to MC2 = MC1 + t. Because the firm is a price taker and the 
government applies this tax to only this one firm, its marginal revenue before and 
after the tax is the market price, p. In the figure, the firm’s new maximum is at e2.

3. Use comparative statics to determine how a change in the tax rate affects 
 output. Given the first-order condition, Equation 8.12, we can write the opti-
mal quantity as a function of the tax rate: q(t). Differentiating this first-order 
 condition with respect to t, we obtain

-
d2C
dq2  

dq
dt

- 1 = -  
dMC

dq
 
dq
dt

- 1 = 0.

The second-order condition for a profit maximum, Equation 8.10, requires that 
dMC/dq be positive, so

 
dq
dt

= -  
1

dMC  / dq
6 0. (8.13)

At t = 0, the firm chooses q1. As t increases, the firm reduces its output as 
Equation 8.13 shows. The figure shows that the tax shifts the firm’s after-tax 
marginal cost curve up by t, so it produces less, reducing its output from q1 to 
q2. (Note: The figure shows a relatively large change in tax, whereas the calculus 
analysis examines a marginal change.)

4. Show that the profit must fall using the definition of a maximum or by showing 
that profit falls at every output. Because the firm’s after-tax profit is maximized 
at q1, when the firm reduces its output in response to the tax, its before- 
tax profit falls: π(q2) 6 π(q1). Because its after-tax profit is lower than its before-
tax profit, π(q2) - tq2 6 π(q2), its profit must fall after the tax: π (q2) 6 π(q1).

We can also show this result by noting that the firm’s average cost curve 
shifts up by t from AC1 to AC2 = AC1 + t in the figure, so the firm’s profit 
at every output level falls because the market price remains constant. The 
firm sells fewer units (because of the increase in marginal cost) and makes less 
profit per unit (because of the increase in average cost). The after-tax profit 
is area A = π (q2) = [p - AC(q2) - t]q2, and the before-tax profit is area 
A + B = π(q1) = [p - AC(q1)]q1, so profit falls by area B due to the tax.
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All firms—not just competitive firms—use the same shutdown rule: The firm shuts 
down only if it can reduce its loss by doing so. The firm shuts down only if its revenue is 
less than its avoidable variable cost: R(q) 6 VC(q). For a competitive firm, this rule is

 pq 6  VC(q). (8.14)

By dividing both sides of Equation 8.14 by output, we can write this condition as

 p 6
VC(q)

q
= AVC. (8.15)

Thus, a competitive firm shuts down if the market price is less than the minimum of 
its short-run average variable cost curve.

We illustrate the logic behind this rule using our lime firm example. We look at three 
cases where the market price is (1) above the minimum average cost (AC), (2) less than 
the minimum average cost but at least equal to or above the minimum average variable 
cost, or (3) below the minimum average variable cost.

The Market Price Is Above the Minimum AC. If the market price is above the 
firm’s average cost at the quantity that it is producing, the firm makes a profit and 
so it operates. In panel a of Figure 8.3, the competitive lime firm’s average cost curve 
reaches its minimum of $6 per ton at 140 units. Thus, if the market price is above $6, 
the firm makes a profit of p - AC on each unit it sells and operates. In the figure, 
the market price is $8, and the firm makes a profit of $426,000.

The Market Price Is Between the Minimum AC and the Minimum AVC. The 
tricky case is when the market price is less than the minimum average cost but is at 
least as great as the minimum average variable cost. If the price is in this range, the 
firm makes a loss, but it reduces its loss by operating rather than shutting down.

Figure 8.4 reproduces the marginal and average cost curves for the lime firm from 
panel a of Figure 8.3 and adds the average variable cost curve. The lime firm’s aver-
age cost curve reaches a minimum of $6 at 140 units, while its average variable cost 
curve hits its minimum of $5 at 50 units. If the market price is between $5 and $6, 
the lime firm loses money (its profit is negative) because the price is less than its AC, 
but the firm does not shut down.

For example, if the market price is $5.50, the firm minimizes its loss by produc-
ing 100 units where the marginal cost curve crosses the price line. At 100 units, the 
average cost is $6.12, so the firm’s loss is -62¢ = p - AC(100) = $5.50 - $6.12 
on each unit that it sells.

Why does the firm produce given that it is making a loss? The reason is that the firm 
reduces its loss by operating rather than shutting down because its revenue exceeds 
its variable cost—or equivalently, the market price exceeds its average variable cost.

If the firm shuts down in the short run, it incurs a loss equal to its fixed cost of 
$98,000, which is the sum of rectangles A and B.8 If the firm operates and produces 
q = 100 units, its average variable cost is AVC = $5.14, which is less than the mar-
ket price of p = $5.50 per ton. It makes 36¢ = p - AVC = $5.50 - $5.14 more 
on each ton than its average variable cost. The difference between the firm’s revenue 
and its variable cost, R - VC, is the rectangle B = $36,000, which has a length 

8The average cost is the sum of the average variable cost and the average fixed cost, 
AC = AVC + F/q (Chapter 7). Thus, the gap between the average cost and the average variable 
cost curves at any given output is AC - AVC = F/q. Consequently, the height of the rectangle A + B 
is AC(100) - AVC(100) = F/100, and the length of the rectangle is 100 units, so the area of the 
rectangle is F, or $98,000 = $62,000 + $36,000.
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of 100 thousand tons and a height of 36¢. Thus, if the firm operates, it loses only 
$62,000 (rectangle A), which is less than its loss if it shuts down, $98,000. The firm 
makes a smaller loss by operating than by shutting down because its revenue more 
than covers its variable cost and hence helps to reduce the loss from the fixed cost.

The Market Price Is Less Than the Minimum AVC. If the market price dips below 
the minimum of the average variable cost, $5 in Figure 8.4, then the firm should shut 
down in the short run. At any price less than the minimum average variable cost, the 
firm’s revenue is less than its variable cost, so it makes a greater loss by operating 
than by shutting down because it loses money on each unit sold in addition to the 
fixed cost that it loses if it shuts down.9

In summary, a competitive firm uses a two-step decision-making process to maxi-
mize its profit. First, the competitive firm determines the output that maximizes its 
profit or minimizes its loss when its marginal cost equals the market price (which is 
its marginal revenue): p = MC. Second, the firm chooses to produce that quantity 
unless it would lose more by operating than by shutting down. The competitive firm 
shuts down in the short run only if the market price is less than the minimum of its 
average variable cost, p 6 AVC.

9A firm cannot “lose a little on every sale but make it up on volume.”

Figure 8.4 The Short-Run Shutdown Decision

The competit ive l ime 
manufacturing plant operates 
if price is above the minimum 
of the average variable cost 
curve, point a, at $5. With 
a market price of $5.50, 
the firm produces 100 units 
because that price is above 
AVC(100) = $5.14, so the 
firm more than covers its 
out-of-pocket, variable costs. 
At that price, the firm suffers 
a loss of area A = $62,000 
because the price is less than 
the average cost of $6.12. If it 
shuts down, its loss is its fixed 
cost, area A + B = $98,000. 
Therefore, the firm does not 
shut down.
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Oil production starts and stops in the short run as the market price fluctuates. In 1998–
1999, when oil prices were historically low, U.S. oil-producing firms shut down or 
abandoned 74,000 of the 136,000 oil wells. History repeats itself. From 2011 through 
the first half of 2014, oil prices were above $100 per barrel—nearly hitting $130 at 
one point—so virtually all wells could produce profitably. However, when oil prices 
fell below $50 a barrel in 2015 and below $30 a barrel in 2016, many U.S. wells shut 
down. From 2014 through 2016, 1,764 wells under development were left incomplete.

APPLICATION 

Fracking and 
Shutdowns
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Short-Run Firm Supply Curve
We just analyzed how a competitive firm chooses its output for a given market price 
to maximize its profit. By repeating this analysis at different possible market prices, 
we can derive the firm’s short-run supply curve, which shows how the quantity 
 supplied by the competitive firm varies with the market price.

As the market price increases from p1 = $5 to p2 = $6 to p3 = $7 to p4 = $8, 
the lime firm increases its output from 50 to 140 to 215 to 285 units per year, 
as Figure 8.5 shows. The relevant demand curve—market price line—and the 
firm’s marginal cost curve determine the equilibrium at each market price, e1 
through e4. That is, as the market price increases, the equilibria trace out the 
marginal cost curve.

If the price falls below the firm’s minimum average variable cost of $5, the firm 
shuts down. Thus, the competitive firm’s short-run supply curve is its marginal cost 
curve above its minimum average variable cost.

Conventional oil wells—
which essentially stick a pipe in 
the ground and pump oil—have 
low enough minimum average 
variable costs that most could 
profitably operate in 2014 and 
2015. Some Middle Eastern 
oil wells break even at a price 
as low as $10 a barrel. Older 
Texas wells often have a break-
even point at $20 to $30 per 
barrel.

Most new U.S. oil wells use 
hydraulic fracturing (fracking). 
Fracking uses pressurized liquid 
consisting of water, sand, and 
chemicals to fracture oil shale 
(rock containing oil), which 
releases natural gas and oil.10 
Current fracking operations 
break even at between $50 and 

$77 per barrel, with an average of about $65. Thus, fracking operations were 
more likely to shut down than were conventional wells during the recent period 
of low prices.

By mid-2018, the price of oil exceeded $65, and many fracking wells were 
operating again. In addition, oil companies that had almost 7,000 wells that had 
been drilled but not fracked started bringing some of these wells online.

10The first fracking experiment was in 1947. Initially, fracking wells had a minimum average vari-
able cost that was too high to operate profitably. However, in recent years, technological innovation 
substantially lowered this cost, and the global price of oil was often high enough for fracking to be 
widely used. Due to fracking, U.S. oil production rose from 5.6 million barrels a day in 2010 to 
9.3 million in 2015. Fracking is controversial because opponents fear it will create environmental 
problems and trigger earthquakes.
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At prices above $5, the firm’s short-run supply curve, S, is the same as the marginal 
cost curve. The supply is zero when price is less than the minimum of the AVC curve 
of $5. (From now on, for simplicity, the graphs will not show the supply curve at 
prices below the minimum AVC.)

Given that a competitive firm’s short-run cost function is C(q) = 100q -
4q2 + 0.2q3 + 450, what is the firm’s short-run supply curve? If the price is 
p = 115, how much output does the firm supply?

Answer

1. Determine the firm’s supply curve by calculating for which output levels the firm’s 
marginal cost is greater than its minimum average variable cost. The firm’s supply 
curve is its marginal cost curve above its minimum average variable cost. As 
we noted in Solved Problem 7.2, MC(q) = dC(q)/dq = 100 - 8q + 0.6q2 
and AVC(q) = VC(q)/q = 100 - 4q + 0.2q2. We also know that the marginal 
cost curve cuts the average variable cost curve at its minimum (Chapter 7), so we 
can determine the q where the AVC reaches its minimum by equating the AVC 
and MC functions: AVC = 100 - 4q + 0.2q2 = 100 - 8q + 0.6q2 = MC. 
Solving, the minimum is q = 10, as Figure 7.1 illustrates. Thus, the supply curve 
is the MC curve for output greater than or equal to 10.11

2. Determine the quantity where p = MC = 115. The firm operates where price 
equals marginal cost. At p = 115, the firm produces the quantity q such that 
115 = MC = 100 - 8q + 0.6q2, or q = 15.

11An alternative approach is to set the derivative of the AC function equal to zero, to find the output 
at which the AC curve is at its minimum: dAC/dq = 0 = -4 + 0.4q, so q = 10.

SOLVED PROBLEM 
8.3

Figure 8.5 How the Profit-Maximizing Quantity Varies with Price

As the market price increases, 
the lime manufacturing firm 
produces more output. The 
change in the price traces out 
the marginal cost (MC) curve 
of the firm. The firm’s short-
run supply (S) curve is the MC 
curve above the minimum of its 
AVC curve (at e1).
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Short-Run Market Supply Curve
The market supply curve is the horizontal sum of the supply curves of all the indi-
vidual firms in the market (see Chapter 2). In the short run, the maximum number 
of firms in a market, n, is fixed because new firms need time to enter the market. If 
all the firms in a competitive market are identical, each firm’s supply curve is iden-
tical, so the market supply at any price is n times the supply of an individual firm. 
Where firms have different shutdown prices, the market supply reflects a different 
number of firms at various prices even in the short run. We examine competitive 
markets first with firms that have identical costs and then with firms that have 
different costs.

Short-Run Market Supply with Identical Firms. To illustrate how to construct 
a short-run market supply curve, we suppose that the lime manufacturing market 
has n = 5 competitive firms with identical cost curves. Panel a of Figure 8.6 plots 
the short-run supply curve, S1, of a typical firm—the MC curve above the minimum 
AVC—where the horizontal axis shows the firm’s output, q, per year. Panel b illus-
trates the competitive market supply curve, the dark line S5, where the horizontal axis 
is market output, Q, per year. The price axis is the same in the two panels.

If the market price is less than $5 per ton, no firm supplies any output, so the 
market supply is zero. At $5, each firm is willing to supply q = 50 units, as in panel 
a. Consequently, the market supply is Q = 5q = 250 units in panel b. At $6 per ton, 
each firm supplies 140 units, so the market supply is 700 (= 5 * 140) units.

Suppose the market has fewer than five firms in the short run. The light-colored 
lines in panel b show the market supply curves for various other numbers of firms. 
The market supply curve is S1 with one price-taking firm, S2 with two firms, S3 
with three firms, and S4 with four firms. The market supply curve flattens as the 
number of firms in the market increases because the market supply curve is the 

Figure 8.6 Short-Run Market Supply with Five Identical Lime Firms

(a) The short-run supply curve, S1, for a typical lime 
manufacturing firm is its MC above the minimum of its 
AVC. (b) The market supply curve, S5, is the horizontal 

sum of the supply curves of each of the five identical firms. 
The curve S4 shows the market supply curve with four 
firms in the market.
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horizontal sum of more and more upward-sloping firm supply curves.12 Thus, the 
more identical firms producing at a given price, the flatter the short-run market 
supply curve at that price.

The flatter the supply curve is at a given quantity, the more elastic is the supply 
curve. As a result, the more firms in the market, the less the price has to increase for 
the short-run market supply to increase substantially. Consumers pay $6 per ton to 
obtain 700 units of lime if the market has five firms, but they must pay $6.47 per ton 
to obtain that much with only four firms. As the number of firms grows very large, 
the market supply curve approaches a horizontal line at $5.

Short-Run Market Supply with Firms That Differ. If the firms in a competitive 
market have different minimum average variable costs, then not all firms produce at 
every price, a situation that affects the shape of the short-run market supply curve. 
Suppose that the only two firms in the lime market are our typical lime firm with a 
supply curve of S1 and a second firm with a higher marginal and minimum average 
cost with the supply curve of S2 in Figure 8.7. The first firm produces if the market 
price is at least $5, whereas the second firm does not produce unless the price is $6 
or more. At $5, the first firm produces 50 units, so the quantity on the market supply 
curve, S, is 50 units. Between $5 and $6, only the first firm produces, so the market 
supply, S, is the same as the first firm’s supply, S1. If the price is $6 or more, both 
firms produce, so the market supply curve is the horizontal summation of their two 
individual supply curves. For example, at $7, the first firm produces 215 units, and 
the second firm supplies 100 units, so the market supply is 315 units.

12In the figure, if the price rises by ∆p = 47¢ from $6 to $6.47 per ton, each firm increases its out-
put by ∆q = 35 tons, so the slope (measured in cents per ton) of its supply curve over that range is 
∆p/∆q = 47/35 ≈ 1.34. With two firms, ∆q = 70, so the slope is 47/70 ≈ 0.67. Similarly, the 
slope is 47/105 ≈ 0.45 with three firms, 0.34 with four firms, and 0.27 with five firms. Although 
not shown in the figure, the slope is 0.13 with 10 firms and 0.013 with 100 firms.

Figure 8.7 Short-Run Market Supply with Two Different Lime Firms

The supply curve S1 is the same 
as for the typical lime firm in 
Figure 8.6. A second firm has 
an MC that lies to the left of the 
original firm’s cost curve and a 
higher minimum AVC. Thus, its 
supply curve, S2, lies above and 
to the left of the original firm’s 
supply curve, S1. The market 
supply curve, S, is the horizontal 
sum of the two supply curves. 
When the price is $6 or higher, 
both firms produce, and the 
market supply curve is flatter 
than the supply curve of either 
individual firm.
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As in a market with identical firms, where both firms produce, the market supply 
curve is flatter than that of either firm. Because the second firm does not produce at 
as low a price as the first firm, the short-run market supply curve has a steeper slope 
(less elastic supply) at relatively low prices than it would if the firms were identical.

Where firms differ, only the low-cost firm supplies goods at relatively low prices. 
As the price rises, the other, higher-cost firm starts supplying, creating a stair-like 
market supply curve. The more suppliers with differing costs, the more steps in the 
market supply curve. As price rises and more firms supply goods, the market supply 
curve flattens, so it takes a smaller increase in price to increase supply by a given 
amount. Stated another way, the more firms differ in costs, the steeper the market 
supply curve is at low prices. Differences in costs are one explanation for why some 
market supply curves are upward sloping.

Short-Run Competitive Equilibrium
By combining the short-run market supply curve and the market demand curve, we 
can determine the short-run competitive equilibrium. We examine first how to deter-
mine the equilibrium in the lime market and then how taxes change the equilibrium.

Suppose that the lime manufacturing market has five identical firms in the short run. 
Panel a of Figure 8.8 shows the short-run cost curves and the supply curve, S1, for a typical 
firm, and panel b shows the corresponding short-run competitive market supply curve, S.

In panel b, the initial demand curve D1 intersects the market supply curve at E1, 
the market equilibrium. The equilibrium quantity is Q1 = 1,075 units of lime per 
year, and the equilibrium market price is $7.

Figure 8.8 Short-Run Competitive Equilibrium in the Lime Market

(a) The short-run supply curve is the marginal cost above 
the minimum average variable cost of $5. At a price 
of $5, each firm makes a short-run loss of $98,500, 
(p - AC)q = ($5 - $6.97) * 50,000, area A + C. At 
a price of $7, the short-run profit of a typical lime firm 
is (p - AC)q = ($7 - $6.20) * 215,000 = $172,000, 

area A + B. (b) If the lime market has only five firms 
in the short run, the market supply is S, and the market 
demand curve is D1, then the short-run equilibrium is E1, 
the market price is $7, and market output is Q1 = 1,075 
units. If the demand curve shifts to D2, the market 
equilibrium is p = $5 and Q2 = 250 units.
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In panel a, each competitive firm faces a horizontal demand curve at the equilib-
rium price of $7. Each price-taking firm chooses its output where its marginal cost 
curve intersects the horizontal demand curve at e1. Because each firm maximizes its 
profit at e1, no firm wants to change its behavior, so e1 is each firm’s equilibrium. 
In panel a, each firm makes a short-run profit of area A + B = $172,000, which 
is the average profit per ton, p - AC = $7 - $6.20 = 80¢, times the firm’s out-
put, q1 = 215 units. The equilibrium market output, Q1, is the number of firms, 
n, times the equilibrium output of each firm: Q1 = nq1 = 5 * 215 units = 1,075 
units (panel b).

Now suppose that the demand curve shifts to D2. The new market equilibrium is 
E2, where the price is only $5. At that price, each firm produces q = 50 units, and 
market output is Q = 250 units. In panel a, each firm loses $98,500, area A + C, 
because it makes an average profit per ton of (p - AC) = ($5 - $6.97) = - $1.97 
and it sells q2 = 50 units. However, such a firm does not necessarily shut down 
because the price equals the firm’s average variable cost, so the firm is able to cover 
its out-of-pocket expenses.

What is the effect on the short-run equilibrium of a specific tax of t per unit that 
is collected from all n identical firms in a market? Does the consumer bear the full 
incidence of the tax (the share of the tax that falls on consumers)?

Answer

1. Show how the tax shifts a typical firm’s marginal cost and average cost curves 
and hence its supply curve. In Solved Problem 8.2, we showed that such a tax 
causes the marginal cost curve, the average cost curve, and (hence) the mini-
mum average cost of the firm to shift up by t, as illustrated in panel a of the 
figure. As a result, the short-run supply curve of the firm, labeled S1 + t, shifts 
up by t from the pre-tax supply curve, S1.

SOLVED PROBLEM 
8.4
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 8.4 Competition in the Long Run
Originally one thought that if there were a half dozen large computers in this country, 
hidden away in research laboratories, this would take care of all requirements we had 
throughout the country. —Howard H. Aiken, Harvard, 1952

In the long run, competitive firms can vary inputs that were fixed in the short run, so 
the long-run firm and market supply curves differ from the short-run curves. After 
briefly looking at how a firm determines its long-run supply curve that maximizes its 
profit, we examine the relationship between short-run and long-run market supply 
curves and competitive equilibria.

Long-Run Competitive Profit Maximization
A firm’s two profit-maximizing decisions—how much to produce and whether to 
produce at all—are simpler in the long run than in the short run. In the long run, 
typically all costs are variable, so the firm does not have to consider whether fixed 
costs are sunk or avoidable costs.

The firm chooses the quantity that maximizes its profit using the same rules as in the 
short run. The company will pick the quantity that maximizes long-run profit, which is 
the difference between revenue and long-run cost. Equivalently, it operates where long-
run marginal profit is zero and where marginal revenue equals long-run marginal cost.

After determining the output level, q*, that maximizes its profit or minimizes its 
loss, the firm decides whether to produce or shut down. The firm shuts down if its 
revenue is less than its avoidable or variable cost. In the long run, however, all costs 
are variable. As a result, in the long run, the firm shuts down if it would suffer an 
economic loss by continuing to operate.

Long-Run Firm Supply Curve
A firm’s long-run supply curve is its long-run marginal cost curve above the minimum 
of its long-run average cost curve (because all costs are variable in the long run). The 
firm is free to choose its capital in the long run, so the firm’s long-run supply curve 
may differ substantially from its short-run supply curve.

2. Show how the market supply curve shifts. The market supply curve is the sum 
of all the individual firm’s supply curves, so it also shifts up by t, from S to S + t 
in panel b of the figure.

3. Determine how the short-run market equilibrium changes. The pre-tax short-
run market equilibrium is E1, where the downward-sloping market demand 
curve D intersects S in panel b. In that equilibrium, price is p1 and quantity is 
Q1, which equals n (the number of firms) times the quantity q1 that a typical 
firm produces at p1. The after-tax short-run market equilibrium, E2, determined 
by the intersection of D and the after-tax supply curve, S + t, occurs at p2 and 
Q2. Because the after-tax price p2 is above the after-tax minimum average variable 
cost, all the firms continue to produce, but they produce less than before: q2 6 q1. 
Consequently, the equilibrium quantity falls from Q1 = nq1 to Q2 = nq2.

4. Discuss the incidence of the tax. The equilibrium price increases, but by less 
than the full amount of the tax: p2 6 p1 + t. Because the supply curve slopes 
up and the demand curve slopes down, consumers and producers share the 
incidence of the tax (Chapter 2).
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The firm chooses a plant size to maximize its long-run economic profit in light of 
its beliefs about the future. If its forecast is wrong, it may be stuck with a plant that 
is too small or too large for its chosen level of production in the short run. The firm 
corrects this mistake in plant size in the long run.

The firm in Figure 8.9 has different short- and long-run cost curves. In the short 
run, the firm uses a plant that is smaller than the optimal long-run size if the price is 
$35. The firm produces 50 units of output per year in the short run, where its short-
run marginal cost, SRMC, equals the price, and makes a short-run profit equal to 
area A. The firm’s short-run supply curve, SSR, is its short-run marginal cost above 
the minimum, $20, of its short-run average variable cost, SRAVC.

If the firm expects the price to remain at $35, it builds a larger plant in the long 
run. Using the larger plant, the firm produces 110 units per year, where its long-run 
marginal cost, LRMC, equals the market price. It expects to make a long-run profit, 
area A + B, which is greater than its short-run profit by area B because it sells 60 
more units, and its equilibrium long-run average cost, LRAC = $25, is lower than 
its short-run average cost in equilibrium, $28.

The firm does not operate at a loss in the long run when all inputs are variable. It 
shuts down if the market price falls below the firm’s minimum long-run average cost 
of $24. Thus, the competitive firm’s long-run supply curve is its long-run marginal 
cost curve above $24.

Figure 8.9 The Short-Run and Long-Run Supply Curves

The firm’s long-run supply curve, 
SLR, is zero below its minimum 
average cost of $24 and equals the 
long-run marginal cost, LRMC, at 
higher prices. At a price of $35, the 
firm produces more in the long run 
than in the short run, 110 units 
instead of 50 units, and earns a 
higher profit, area A + B, instead 
of just area A.
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When a large number of firms initially built ethanol processing plants, they built 
relatively small ones. When the ethanol market took off in the first half decade  
of the twenty-first century, with the price reaching a peak of $4.23 a gallon in 
June 2006, many firms built larger plants or greatly increased their plant size. From 
1999 to 2006, the number of plants nearly doubled and the average plant capacity 
nearly tripled (36 to 106 million gallons per year).

APPLICATION 

The Size of Ethanol 
Processing Plants
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Long-Run Market Supply Curve
The competitive market supply curve is the horizontal sum of the supply curves of 
the individual firms in both the short run and the long run. Because new firms cannot 
enter the market in the short run (it takes time to build a new plant, buy equipment, 
and hire workers), we add the supply curves of a known number of firms to obtain 
the short-run market supply curve. The only way for the market to supply more 
output in the short run is for existing firms to produce more.

However, in the long run, firms can enter the market. Thus, before we can add all 
the relevant firm supply curves to obtain the long-run market supply curve, we need 
to determine how many firms are in the market at each possible market price. We now 
look in detail at how market entry and exit affect the long-run market supply curve.

To construct the long-run market supply curve properly, we also have to determine 
how input prices vary with output. As the market expands or contracts substantially, 
changes in factor prices may shift firms’ cost and supply curves. If so, we need to 
determine how such shifts in factor prices affect firm supply curves so that we can 
properly construct the market supply curve. The effect of changes in input prices is 
greater in the long run than in the short run because market output can change more 
dramatically in the long run.

Entry and Exit. Entry and exit by firms determines the long-run number of firms in 
a market. In the long run, each firm decides whether to enter or exit depending on 
whether it can make a long-run profit:

■■ A firm enters the market if it can make a long-run profit, π 7 0.
■■ A firm exits the market to avoid a long-run loss, π 6 0.

If firms in a market are making zero long-run profit, they are indifferent between 
staying in the market and exiting. We presume that if they are already in the market, 
they stay in the market when they are making zero long-run profit.

In December 2016, 239,000 private firms entered the U.S. market and 217,000 
exited.13 The annual rates of entry and exit are both about 10% of the total number 
of firms in most years.

Even in the long run, entry is limited in many markets, such as manufacturing, 
because firms face significant costs to enter, such as large start-up costs. In other 
markets, government restrictions create a barrier to entry. For instance, many city 
governments limit the number of liquor stores, creating an insurmountable barrier 
that prevents new ones from entering. Similarly, patent protection prevents new firms 
from producing the patented product until the patent expires.

However, in many unregulated, perfectly competitive markets, firms can enter 
and exit freely in the long run. Entry or exit is typically easy in many agriculture, 
construction, wholesale and retail trade, transportation, and service industries, unless 
governments regulate them. For example, many construction firms, which have no 
capital and provide only labor services, engage in hit-and-run entry and exit: They 
enter the market whenever they can make a profit and exit whenever they can’t. These 
firms may enter and exit markets several times a year.

13www.bls.gov/web/cewbd/table9_1.txt (viewed July 11, 2018).

However, since then, the ethanol market price has collapsed. The price was 
generally below $3 and often below $1.50 from 2007 through 2018, hitting a low 
of $1.26 in January 2016. As a result, many firms closed plants or reduced their 
size. The average plant capacity fell by a third from 2006 to 2017 (106 to 78 mil-
lion gallons per year).

www.bls.gov/web/cewbd/table9_1.txt
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In markets with free entry, when the demand curve shifts to the right so that the 
market price and profit rise, entry occurs until the last firm to enter—the marginal 
firm—makes zero long-run profit. Similarly, in markets with free exit, if the demand 
curve shifts to the left so that the market price drops, firms with minimum average 
costs above the new, lower market price exit the market. Firms continue to leave the 
market until the next firm that considers leaving, the marginal firm, is again earning 
a zero long-run profit.

In many competitive industries, firms frequently enter and exit. Firms can eas-
ily enter or exit most transportation markets unless governments regulate them. 
Trucking and shipping firms may serve a particular route, but entry is easy. Other 
firms quickly enter and serve a route as soon as a profit opportunity appears. 
Entrants shift their highly mobile equipment—trucks or ships—from less profitable 
routes to more profitable ones.

The annual entry and exit rates in construction were 10% in 2015. However, 
many construction firms enter and exit the market repeatedly over the year. When 
home construction booms during the spring and summer, the number of home 

construction firms in a market is large. During the slow winter 
months, many of these firms shut down, only to reenter the 
market as soon as the market picks up again.

In agriculture, even though farms may take substantial time 
to enter the market, about 7.5% of U.S. agricultural firms enter 
every year and about 8.5% exit. As a result, the number of 
farms fell in recent years.

Solar energy installation firms rapidly enter and exit the 
market. In California, which has half of all U.S. solar energy 
systems, the number of firms increased from 603 firms in 2008 
to 1,057 in 2010 and 1,499 in 2018.

APPLICATION 

Industries with High 
Entry and Exit Rates

Long-Run Market Supply with Identical Firms and Free Entry. The long-run 
market supply curve is flat at the minimum long-run average cost if firms can freely 
enter and exit the market, an unlimited number of firms have identical costs, and 
input prices are constant. This result follows from our reasoning about the short-
run supply curve, in which we showed that the more firms in the market, the flatter 
the market supply curve. With many firms in the market in the long run, the market 
 supply curve is effectively flat. (“Many” is 10 firms in the vegetable oil market.)

The long-run supply curve of a typical vegetable oil mill, S1 in panel a of Figure 8.10, 
is the long-run marginal cost curve above a minimum long-run average cost of $10. 
Because each firm shuts down if the market price is below $10, the long-run market 
supply curve is zero at a price below $10. If the price rises above $10, firms are making 
positive profits, so new firms enter, expanding market output until profits are driven to 
zero, where price is again $10. The long-run market supply curve in panel b is a hori-
zontal line at the minimum long-run average cost of the typical firm, $10. At a price of 
$10, each firm produces q = 150 units (where one unit equals 100 metric tons). Thus, 
the total output produced by n firms in the market is Q = nq = n * 150 units. Extra 
market output is obtained by new firms entering the market.

In summary, the long-run market supply curve is horizontal if the market has free 
entry and exit, an unlimited number of firms have identical costs, and input prices are 
constant. When these strong assumptions do not hold, the long-run market supply 
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curve has a slope, as we now show. In particular, the market supply curve has an 
upward slope if the number of firms in a market is limited in the long run, firms’ cost 
functions differ, input prices increase as output rises, or a country demands a large 
share of a good sold on a world market. It may slope downward if input prices fall 
as output increases.

Long-Run Market Supply When Entry Is Limited. If the number of firms in a 
market is limited in the long run, the market supply curve slopes upward. The num-
ber of firms is limited if the government restricts that number, if firms need a scarce 
resource, or if entry is costly. An example of a scarce resource is the limited number 
of lots on which a luxury beachfront hotel can be built in Miami Beach. High entry 
costs restrict the number of firms in a market because firms enter only if the long-run 
economic profit is greater than the cost of entering.

The only way to increase output if the number of firms is limited is for existing 
firms to produce more. Because individual firms’ supply curves slope upward, the 
long-run market supply curve is also upward sloping. The reasoning is the same as 
in the short run, as panel b of Figure 8.6 illustrates, given that no more than five 
firms can enter. The market supply curve is the upward-sloping S5 curve, which is 
the horizontal sum of the five firms’ upward-sloping marginal cost curves above 
minimum average cost.

Long-Run Market Supply When Firms Differ. A second reason why some long-
run market supply curves slope upward is that firms’ cost functions differ. Because 
firms with relatively low minimum long-run average costs enter the market at lower 
prices than do others, the long-run market supply curve slopes upward (similar to 
the short-run example in Figure 8.7).

Figure 8.10 Long-Run Firm and Market Supply with Identical Vegetable Oil Firms

(a) The long-run supply curve of a typical vegetable oil mill, 
S1, is the long-run marginal cost curve above the minimum 
average cost of $10. (b) The long-run market supply curve 

is horizontal at the minimum of the long-run minimum 
average cost of a typical firm. Each firm produces 150 units, 
so market output is 150n, where n is the number of firms.
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Many markets have a number of low-cost firms and other higher-cost firms.14 If 
lower-cost firms can supply as much output as the market wants, only low-cost firms 
produce, and the long-run market supply curve is horizontal at the minimum of the 
low-cost firm’s average cost curve. The long-run supply curve is upward sloping only 
if lower-cost firms cannot produce as much output as the market demands because 
each of these firms has a limited capacity and the number of these firms is limited.

14Syverson (2004) estimated that, in the typical 4-digit (narrowly defined) U.S. manufacturing industry, 
the 90th percentile plant produces 90% more output from the same input as the 10th percentile plant.

Many countries produce cotton. Production costs differ among countries because 
of differences in the quality of land, the amount of rainfall, irrigation and labor 
costs, and other factors.

The length of each step-like segment of the long-run supply curve of cotton in 
the graph is the quantity produced by the named country. The amount that the 
low-cost countries can produce must be limited, or we would not observe produc-
tion by the higher-cost countries.

The height of each segment of the supply curve is the typical minimum average 
cost of production in that country. The average cost of production in Pakistan is 
less than half that in Iran. The supply curve has a step-like appearance because 
we are using an average of the estimated average cost in each country, which is 
a single number. If we knew the individual firms’ supply curves in each of these 
countries, the market supply curve would have a smoother shape.

As the market price rises, the number of countries producing increases. At mar-
ket prices below $1.08 per kilogram, only Pakistan produces. If the market price 
is below $1.50, the United States and Iran do not produce. If the price increases 
to $1.56, the United States supplies a large amount of cotton. In this range of 
the supply curve, supply is very elastic. For Iran to produce, the price has to rise 
to $1.71. Price increases in that range result in only a relatively small increase in 
 supply. Thus, the supply curve is relatively inelastic at prices above $1.56.

APPLICATION 

Upward-Sloping 
Long-Run Supply 
Curve for Cotton
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Long-Run Market Supply When Input Prices Vary with Output. A third reason 
why market supply curves may slope upward is non-constant input prices. In mar-
kets where factor prices rise when output increases, the long-run supply curve slopes 
upward even if firms have identical costs and can freely enter and exit. (Similarly, 
the long-run supply slopes downward if factor prices fall when output increases.)

If a market’s product uses a relatively small share of the total quantity of a factor 
of production, as that market’s output expands, the price of the factor is not likely to 
change. For example, dentists do not hire enough receptionists to affect the market 
wage for receptionists.

In contrast, if the market’s product uses a very large share of a factor, the price of 
that input is more likely to vary with that market’s output. As jet plane manufactur-
ers expand and buy more jet engines, the price of these engines rises because the jet 
plane manufacturers are the sole purchasers of these engines.

To produce a larger quantity in a market, firms must use more inputs. If as the firms 
use more of some or all inputs, the prices of those inputs may rise, so that the cost of 
producing the final good also rises. We call a market in which input prices rise with out-
put an increasing-cost market. Few steelworkers lack a fear of heights and are willing to 
construct tall buildings, so their supply curve is steeply upward sloping. As the number 
of skyscrapers under construction skyrockets, the demand curve for these workers shifts 
to the right, the equilibrium moves up the supply curve, and their wage rises.

We now assume that all firms in a market have the same cost curves and that input 
prices rise as market output expands. We use the cost curves of a representative firm 
in panel a of Figure 8.11 to derive the upward-sloping market supply curve in panel b.

Figure 8.11 Long-Run Market Supply in an Increasing-Cost Market

With the initial demand curve D1 and the relatively low 
market output, Q1, in panel b, each firm’s long-run 
marginal and average cost curves are MC1 and AC1 in 
panel a. When the demand shifts rightward to D2, market 

quantity increases to Q2, and higher input prices shift the 
cost curves upward to MC2 and AC2. Each firm produces 
at minimum average cost, such as points e1 and e2. The 
long-run market supply, S, in panel b is upward sloping.
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The initial demand curve is D1 in panel b. The market price is p1 and the market 
produces relatively little output, Q1, so input prices are relatively low. In panel a, each 
firm has the same long-run marginal cost curve, MC1, and average cost curve, AC1. 
Each firm produces at minimum average cost, e1, and sells q1 units of output. The 
n1 firms collectively sell Q1 = n1q1 units of output, which is point E1 on the market 
supply curve in panel b.

If the market demand curve shifts outward to D2 (panel b), the market price rises 
to p2, new firms eventually enter, and market output rises to Q2. The higher output 
causes input prices to rise, which is reflected in the upward shift of the marginal cost 
curve from MC1 to MC2 and of the average cost curve from AC1 to AC2. The typical 
firm produces at a higher minimum average cost, e2. At this higher price, the market 
has n2 firms, so market output is Q2 = n2q2 at point E2 on the market supply curve.

Thus, in both an increasing-cost market and a constant-cost market—where input 
prices remain constant as output increases—firms produce at minimum average 
cost in the long run. The difference is that the minimum average cost rises as mar-
ket output increases in an increasing-cost market, whereas minimum average cost 
remains constant in a constant-cost market. In conclusion, the long-run supply curve 
is upward sloping in an increasing-cost market and flat in a constant-cost market.

In a decreasing-cost market, as market output rises, at least some factor prices 
fall. As a result, in a decreasing-cost market, the long-run market supply curve is 
downward sloping.

Increasing returns to scale may cause factor prices to fall. For example, when firms 
introduced Blu-ray drives, they manufactured and sold relatively few drives, and the cost 
of manufacturing was relatively high. Due to the high price of Blu-ray drives and the lack 
of Blu-ray disks, consumers demanded fewer Blu-ray drives than today. As demand for 
Blu-ray drives increased, it became practical to automate more of the production process 
so firms could produce drives at a lower average cost. The resulting decrease in the price 
of these drives lowered the cost of personal computers with these drives.

Long-Run Market Supply Curve with Trade. A fourth reason why a market sup-
ply curve may slope is that a country demands a large share of a good sold on a 
world market. Many goods, such as cotton and oil, are traded on world markets. The 
world equilibrium price and quantity for a good are determined by the intersection of 
the world supply curve—the horizontal sum of the supply curves of each producing 
country—and the world demand curve—the horizontal sum of the demand curves 
of each consuming country.

A country that imports a good has a supply curve that is the horizontal sum of its 
domestic industry’s long-run supply curve and the import supply curve. The domestic 
industry’s long-run supply curve is the competitive long-run supply curve that we 
have just derived. However, we need to determine the import supply curve.

A country’s import supply curve is the world’s residual supply curve: the quan-
tity that the market supplies that is not consumed by other demanders at any given 
price.15 The country’s import supply function is its residual supply function, Sr(p), 
which is the quantity supplied to this country at price p. Because the country buys 
only that part of the world supply, S(p), that is not consumed by any other demander 
elsewhere in the world, Do(p), its residual supply function is

 Sr(p) = S(p) - Do(p). (8.16)

At prices so low that Do(p) is greater than S(p), the residual supply, Sr(p), is zero.

15Jargon alert: It is traditional to use the expression excess supply when discussing international trade 
and residual supply otherwise, though the terms are equivalent.
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In Figure 8.12, we derive Japan’s residual supply curve for cotton in panel a using 
the world supply curve, S, and the demand curve of the rest of the world, Do, in 
panel b. The scales differ for the quantity axes in the two panels. At a price of $850 
per metric ton, the demand in other countries exhausts world supply (Do intersects S 
at 32 million metric tons per year), leaving no residual supply for Japan. At a much 
higher price, $935, Japan’s residual supply, 4 million metric tons, is the difference 
between the world supply, 34 million tons, and the quantity demanded elsewhere,  
30 million tons. As the figure illustrates, the residual supply curve facing Japan is 
much closer to horizontal than the world supply curve.

The elasticity of residual supply, ηr , facing a given country is16

 ηr =
η
θ

-
1 - θ

θ
 εo , (8.17)

where η is the market supply elasticity, εo is the demand elasticity of the other coun-
tries, and θ = Qr /Q is the importing country’s share of the world’s output.

If a country imports a small fraction of the world’s supply, we expect it to face an 
almost perfectly elastic, horizontal residual supply curve. On the other hand, a rela-
tively large consumer of the good might face an upward-sloping residual supply curve.

We can illustrate this difference for cotton, where η = 0.5 and εo = -0.7 (Green, 
Howitt, and Russo, 2005). The United States imports only θ = 0.1% of the world’s 
cotton, so its residual supply elasticity is

 ηr =
η

0.001
-

0.999
0.001

 εo

 = 1,000η - 999εo

 = (1,000 * 0.5) - [999 * (-0.7)] = 1,199.3,

16The derivation of this equation is similar to that of Equation 8.2.

Figure 8.12 Residual Supply Curve

Japan’s residual supply curve, Sr, for cotton is the 
horizontal difference between the world’s supply curve, 

S, and the demand curve of the other countries in the 
world, Do.
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which is 2,398.6 times more elastic than the world’s supply elasticity. Canada’s 
import share is 10 times larger, θ = 1%, so its residual supply elasticity is “only” 
119.3. Nonetheless, its residual supply curve is nearly horizontal: A 1% increase in 
the price would induce imports to more than double, rising by 119.3%. Even Japan’s 
θ = 2.5% leads to a relatively elastic ηr = 46.4. In contrast, China imports 18.5% 
of the world’s cotton, so its residual supply elasticity is 5.8. Even though its residual 
supply elasticity is more than 11 times larger than the world’s elasticity, it is still small 
enough for its residual supply curve to be upward sloping.

Thus, if a country is small—it imports a small share of the world’s output—then it 
faces a horizontal import supply curve at the world equilibrium price. If its domestic 
supply curve lies strictly above the world price, then the country only imports and 
faces a horizontal supply curve. If some portion of its upward-sloping domestic sup-
ply curve lies below the world price, then its total supply curve is the same as the 
upward-sloping domestic supply curve up to the world price and is horizontal at the 
world price (Chapter 9 shows this type of supply curve for oil).

This analysis of trade applies to trade within a country, too. The following Appli-
cation shows that it can be used to look at trade across geographical areas or juris-
dictions such as states.

You can’t buy the gasoline sold in Milwaukee in other parts of Wisconsin. Hous-
ton gas isn’t the same as western Texas gas. California, Minnesota, Nevada, and 
most of America’s biggest cities use one or more of at least 46 specialized blends 
(sometimes called boutique fuels), while much of the rest of the country uses regu-
lar gas. The U.S. Clean Air Act Amendments, state laws, and local ordinances in 
areas with serious pollution problems require special, more highly refined blends 
that cut air pollution. For example, the objective of the federal Reformulated Fuels 
Program (RFG) is to reduce ground-level ozone-forming pollutants. It specifies 
both content criteria (such as benzene content limits) and emissions-based perfor-
mance standards for refiners.

In states in which regular gasoline is used, wholesalers in one state ship gasoline 
to neighboring states with even slightly higher prices. Consequently, the residual 
supply curve for regular gasoline for a given state is close to horizontal.

In contrast, jurisdictions that require special blends rarely import gasoline. Few 
refiners produce any given special blend. Only one Wisconsin refinery produces 
Milwaukee’s special low-polluting blend of gasoline. Because refineries require 
expensive upgrades to produce a new kind of gas, they generally do not switch 
from producing one type of gas to another type. Thus, even if the price of gasoline 
rises in Milwaukee, wholesalers in other states do not send gasoline to Milwaukee, 
because they cannot legally sell regular gasoline there and it would cost too much 
to start producing the reformulated gasoline.

Consequently, unlike the nearly horizontal residual supply curve for regular 
gasoline, the reformulated gasoline residual supply curve is eventually upward 
sloping. At relatively small quantities, refineries can produce more gasoline with-
out incurring higher costs, so the supply curve in this region is relatively flat. 
However, to produce much larger quantities of gasoline, refiners have to run their 
plants around the clock and convert a larger fraction of each gallon of oil into 
gasoline, incurring higher costs of production. Because of this higher cost, they 
are willing to sell larger quantities in this range only at a higher price, so the sup-
ply curve slopes upward. When the refineries reach capacity, no matter how high 
the price gets, firms cannot produce more gasoline (at least until new refineries go 
online), so the supply curve becomes vertical.

APPLICATION 

Reformulated  
Gasoline Supply 
Curves
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Milwaukee and five other counties in southeastern Wisconsin use reformulated 
gasoline during warm months, while the rest of Wisconsin uses regular gasoline. 
At the beginning of spring, when the refinery starts switching to cleaner-burning 
reformulated gasoline and consumers drive more, Milwaukee operates in the 
steeply upward-sloping section of its supply curve. During March 2015, while 
reformulated gasoline was in particularly short supply, motorists in Milwaukee 
were paying 45¢ or one-fifth more for a gallon of regular than were motorists in 
Madison, Wisconsin, which uses regular gasoline. Nationally, in July 2018, refor-
mulated gasoline cost 9% more than did regular gasoline.

In the short run, what happens to the competitive market price of gasoline if the 
demand curve in a state shifts to the right as more people move to the state or 
start driving gas-guzzling SUVs? In your answer, distinguish between areas that 
use regular gasoline and jurisdictions that require special blends.

Answer

1. Show the effect of a shift of the demand curve in areas that use regular gaso-
line. In an area using regular gasoline, the supply curve is horizontal, as panel 
a of the figure shows. Thus, as the demand curve shifts to the right from D1 to 
D2, the equilibrium shifts along the supply curve from e1 to e2, and the price 
remains at p1.

2. Show the effects of both a small and large shift of the demand curve in a 
jurisdiction that uses a special blend. The supply curve in panel b is drawn as 
described in the Application “Reformulated Gasoline Supply Curves.” If the 
demand curve shifts to the right from D1 to D2, the price remains unchanged 
at p1 because the demand curve continues to intersect the supply curve in the 
flat region. However, if the demand curve shifts farther to the right to D3, then 
the new intersection is in the upward-sloping section of the supply curve and 
the price increases to p3. Consequently, unforeseen “jumps” in demand are 
more likely to cause a price spike—a large increase in price—in jurisdictions 
that use special blends.
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Long-Run Competitive Equilibrium
The intersection of the long-run market supply and demand curves determines the 
long-run competitive equilibrium. With identical firms, constant input prices, and 
free entry and exit, the long-run competitive market supply is horizontal at minimum 
long-run average cost, so the equilibrium price equals long-run average cost. A shift 
in the demand curve affects only the equilibrium quantity and not the equilibrium 
price, which remains constant at the minimum long-run average cost.

The market supply curve is different in the short run than in the long run, so the 
long-run competitive equilibrium differs from the short-run equilibrium. The rela-
tionship between the short- and long-run equilibria depends on where the market 
demand curve crosses the short- and long-run market supply curves. Figure 8.13 
illustrates this point using the short- and long-run supply curves for the vegetable 
oil mill market.

The short-run supply curve for a typical firm in panel a is its marginal cost curve 
above the minimum, $7, of its short-run average variable cost curve, AVCSR. At a 
price of $7, each firm produces 100 units, so the 20 firms in the market in the short 
run collectively supply 2,000 (=  20 * 100) units of oil in panel b. At higher prices, 
the short-run market supply curve slopes upward because it is the horizontal sum-
mation of the firm’s upward-sloping marginal cost curves.

We assume that the firms use the same size plant in the short run and the long 
run so that the average cost curve is the same in both the short run and the long run, 
ACSR,LR. The minimum average cost is $10 in both the short run and the long run. 
Because all firms have the same costs and can enter freely, the long-run market supply 

Figure 8.13 The Short-Run and Long-Run Equilibria for Vegetable Oil

(a) A typical vegetable oil mill is willing to produce 100 
units of oil at a price of $7,150 units at $10, or 165 units 
at $11. A firm’s short-run supply curve is its marginal cost 
curve above the minimum, $7, of its short-run average 
variable cost curve, AVCSR. (b) The short-run market 
supply curve, SSR, is the horizontal sum of each firm’s 
short-run supply curve. The long-run market supply curve, 

SLR, is horizontal at the minimum average cost, $10. If 
the demand curve is D1 in the short-run equilibrium, 
F1, 20 firms sell 2,000 units of oil at $7. In the long-run 
equilibrium, E1, 10 firms sell 1,500 units at $10. If demand 
is D2, the short-run equilibrium is F2 ($11; 3,300 units; 
20 firms) and the long-run equilibrium is E2 ($10; 3,600 
units; 24 firms).
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curve is flat at the minimum average cost, $10, in panel b. At prices between $7 and 
$10, firms supply goods at a loss in the short run but not in the long run.

If the market demand curve is D1, the short-run market equilibrium, F1, lies below 
and to the right of the long-run market equilibrium, E1. This relationship is reversed 
if the market demand curve is D2.17

In the short run, if the demand is as low as D1, the market price in the short-run 
equilibrium, F1, is $7. At that price, each of the 20 firms produces 100 units, at f1 in 
panel a. The firms lose money because the price of $7 is below the average cost at 
100 units. These losses drive some of the firms out of the market in the long run, so 
market output falls and the market price rises. In the long-run equilibrium, E1, the 
price is $10, and each firm produces 150 units, e, and breaks even. As the market 
demands only 1,500 units, only 10 (=  1,500/150) firms produce, so half the firms 
that produced in the short run exit the market.18 Thus, with the D1 demand curve, 
price rises and output falls in the long run.

If demand expands to D2 in the short run, each of the 20 firms expands its output 
to 165 units, f2, and the price rises to $11, where the firms make profits: The price 
of $11 is above the average cost at 165 units. These profits attract entry in the long 
run, and the price falls. In the long-run equilibrium, each firm produces 150 units, e, 
and 3,600 units are sold in the market, E2, by 24 1=  3,600/1502 firms. Thus, with 
the D2 demand curve, price falls and output rises in the long run.

Because firms may enter and exit in the long run, taxes can have a counterintui-
tive effect on the competitive equilibrium. For example, as the following Challenge 
Solution shows, a lump-sum franchise tax causes the competitive equilibrium output 
of a firm to increase even though market output falls.

17Using data from Statistics Canada, I estimated that the elasticity of demand for vegetable oil is 
-0.8. Both D1 and D2 are constant –0.8 elasticity demand curves, but the demand at any price on 
D2 is 2.4 times that on D1.
18Which firms leave? If the firms are identical, the theory says nothing about which ones leave and 
which ones stay. The firms that leave make zero economic profit, and those that stay make zero 
 economic profit, so firms are indifferent as to whether to stay or exit.

The Rising Cost of 
Keeping On Truckin’

CHALLENGE 
SOLUTION

We return to the Challenge questions about the effects of higher annual fees and 
other lump-sum costs on the trucking market price and quantity, the output of 
individual firms, and the number of trucking firms (assuming that the demand 
curve remains constant). Because firms may enter and exit this industry in the 
long run, such higher lump-sum costs can have a counterintuitive effect on the 
competitive equilibrium.

All trucks of a certain size are essentially identical, and trucks can easily enter 
and exit the industry (government regulations aside). Panel a of the figure shows 
a typical firm’s cost curves and panel b shows the market equilibrium.

The new, higher fees and other lump-sum costs raise the fixed cost of operating 
by ℒ. In panel a, a lump-sum, franchise tax shifts the typical firm’s average cost 
curve upward from AC1 to AC2 = AC1 + ℒ/q but does not affect the marginal cost. 
As a result, the minimum average cost rises from e1 to e2.

Given that an unlimited number of identical truckers are willing to operate in 
this market, the long-run market supply is horizontal at minimum average cost. 
Thus, the market supply curve shifts upward in panel b by the same amount as 
the minimum average cost increases. Given a downward-sloping market demand 
curve D, the new equilibrium, E2, has a lower quantity, Q2 6 Q1, and higher 
price, p2 7 p1, than the original equilibrium, E1.
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As the market price rises, the quantity that a firm produces rises from q1 to 
q2 in panel a. Because the marginal cost curve is upward sloping at the original 
equilibrium, when the average cost curve shifts up due to the higher fixed cost, the 
new minimum point on the average cost curve corresponds to a larger output than 
in the original equilibrium. Thus, any trucking firm still operating in the market 
produces at a larger volume.

Because the market quantity falls but each firm remaining in the market  produces 
more, the number of firms in the market must fall. At the initial equilibrium, the num-
ber of firms was n1 = Q1/q1. The new equilibrium number of firms, n2 = Q2/q2, 
must be smaller than n1 because Q2 6 Q1 and q2 7 q1.

Thus, these government policies have a number of negative effects:
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Unintended Consequences Government lump-sum taxes and regulations 
that raise a firm’s fixed cost cause the market price to rise, the market quantity 
to fall, and the number of trucking firms to fall.

1. Perfect Competition. Perfect competition is a market 
structure in which buyers and sellers are price takers. 
Each firm faces a horizontal demand curve. A firm’s 
demand curve is horizontal because perfectly com-
petitive markets have five characteristics: the market 
has a large number of small buyers and sellers, firms 
produce identical (homogeneous) products, buyers 

have full information about product prices and char-
acteristics, transaction costs are negligible, and firms 
can freely enter and exit in the long run. Many mar-
kets are highly competitive—firms are very close to 
being price takers—even if they do not strictly possess 
all five of the characteristics associated with perfect 
competition.

SUMMARY

Many people would expect these effects. However, these policies also have what 
most people would view as a surprising effect—that the policies cause the remain-
ing firms to increase the amount of services they provide.



285Exercises  

short-run market supply curve is the sum of the sup-
ply curves of the fixed number of firms producing in 
the short run. The intersection of the market demand 
curve and the short-run market supply curve deter-
mines the short-run competitive equilibrium.

4. Competition in the Long Run. In the long run, a com-
petitive firm sets its output where the market price 
equals its long-run marginal cost. It shuts down if the 
market price is less than the minimum of its long-run 
average cost, because all costs are variable in the long 
run. Consequently, the competitive firm’s supply curve 
is its long-run marginal cost above its minimum long-
run average cost. The long-run supply curve of a firm 
may have a different slope than the short-run curve 
because the firm can vary its fixed factors in the long 
run. The long-run market supply curve is the horizontal 
sum of the supply curves of all the firms in the market. 
If all firms are identical, entry and exit are easy, and 
input prices are constant, the long-run market supply 
curve is flat at minimum average cost. If firms differ, 
entry is difficult or costly, input prices vary with out-
put, or a country demands a large share of a good sold 
on a world market, the long-run market supply curve 
has an upward slope. The long-run market supply curve 
slopes upward if input prices increase with output and 
slopes downward if input prices decrease with output. 
The long-run market equilibrium price and quantity are 
different from the short-run price and quantity.

2. Profit Maximization. Most firms maximize economic 
profit, which is revenue minus economic cost (explicit 
and implicit cost). Because business profit, which is 
revenue minus only explicit cost, does not include 
implicit cost, economic profit tends to be less than 
business profit. A firm earning zero economic profit 
is making as much as it could if its resources were 
devoted to their best alternative uses. To maximize 
profit, all firms (not just competitive firms) must make 
two decisions. First, the firm determines the quantity 
at which its profit is highest. Profit is maximized when 
marginal profit is zero or, equivalently, when marginal 
revenue equals marginal cost. Second, the firm decides 
whether to produce at all.

3. Competition in the Short Run. To maximize its profit, 
a competitive firm (like a firm in any other market 
structure) chooses its output level where marginal 
revenue equals marginal cost. Because a competitive 
firm is a price taker, its marginal revenue equals the 
market price, so it sets its output so that price equals 
marginal cost. New firms cannot enter in the short 
run. In addition, firms have some sunk fixed inputs. In 
this sense, firms cannot exit the industry in the short 
run. However, a profit-maximizing firm shuts down 
and produces no output if the market price is less than 
its minimum average variable cost. Thus, a competi-
tive firm’s short-run supply curve is its marginal cost 
curve above its minimum average variable cost. The 

EXERCISES
All exercises are available on MyLab Economics; * = answer appears at the back of this book; M = mathematical problem.

number of firms increases by one firm? (Hint: See 
Solved Problem 8.1.) M

 2. Profit Maximization

 2.1 Should a competitive firm ever produce when it is 
losing money (making a negative economic profit)? 
Why or why not?

 2.2. Should a firm shut down (and why) if its revenue is 
R = $1,000 per week and

a. its variable cost is VC = $500, and its sunk fixed 
cost is F = $600?

b. its variable cost is VC = $1,001, and its sunk 
fixed cost is F = $500?

c. its variable cost is VC = $500, its fixed cost is 
$800, of which $600 is avoidable if it shuts down?

 *2.3 A competitive firm’s bookkeeper, upon reviewing the 
firm’s books, finds that the company spent twice as 
much on its plant, a fixed cost, as the firm’s manager 

 1. Perfect Competition

 1.1 A large city has nearly 500 restaurants, with new 
ones entering regularly as the population grows. The 
city decides to limit the number of restaurant licenses 
to 500. Which characteristics of this market are con-
sistent with perfect competition and which are not? 
Is this restaurant market likely to be nearly perfectly 
competitive? Explain your answer.

 1.2 Why would high transaction costs or imperfect 
information tend to prevent price-taking behavior?

 1.3 Based on Roberts and Schlenker (2013), the corn 
demand elasticity is ε = -0.3, and the supply elas-
ticity is η = 0.15. According to the 2007 Census 
of Agriculture, the United States has 347,760 corn 
farms. Assuming that the farms are of roughly equal 
size, what is the elasticity of demand facing a single 
farm? (Hint: See Solved Problem 8.1.) M

 1.4 Based on Equation 8.2, by how much does the resid-
ual elasticity of demand facing a firm increase as the 
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its profit if the market price is p? How much does it 
produce if p = 50? M

 3.3 If the cost function for John’s Shoe Repair is 
C(q) = 100 + 10q - q2 + 1

3 q3, what is the firm’s 
marginal cost function? What is its profit-maximizing 
condition if the market price is p? What is its supply 
curve? M

 3.4 The government imposes a specific tax of t = 2 
on laundry. Acme Laundry’s pre-tax cost func-
tion is C(q) = 10 + 10q + q2. How much should 
the firm produce to maximize its after-tax profit 
if the market price is p? How much does it pro-
duce if p = 50? (Hint: See Exercise 3.2 and Solved 
 Problem 8.2.) M

 3.5 If the pre-tax cost function for John’s Shoe Repair is 
C(q) = 100 + 10q - q2 + 1

3q3, and it faces a spe-
cific tax of t = 10, what is its profit-maximizing 
condition if the market price is p? Can you solve for 
a single, profit-maximizing q in terms of p? (Hint: 
See Exercise 3.3 and Solved Problem 8.2.) M

 3.6 If only one competitive firm receives a specific sub-
sidy (negative tax) of s, how should that firm change 
its output level to maximize its profit, and how does 
its maximum profit change? Use a graph to illustrate 
your answer. (Hint: See Solved Problem 8.2.)

 3.7 What is the effect of an ad valorem tax of v (the 
share of the price that goes to the government) on 
a competitive firm’s profit-maximizing output given 
that the market price is unaffected? (Hint: See Solved 
Problem 8.2.)

 3.8 According to the Application “Fracking and Shut-
downs,” conventional oil wells have lower shut-
down points than those that use fracking. Use 
figures to compare the supply curves of firms with 
conventional wells and those that use fracking. On 
your figures, show the shutdown points and label the 
relevant costs on the vertical axes.

 *3.9 In the summer of 2012, due to plentiful lobsters, 
the price of lobster in Maine fell to $1.25 a pound, 
which was 70% below normal and nearly a 30-year 
low. According to Bill Adler, head of the Massachu-
setts Lobstermen’s Association, “Anything under 
$4 [a pound], lobstermen can’t make any money” 
(Jerry A. Dicolo and Nicole Friedman, “Lobster Glut 
Slams Prices,” Wall Street Journal, July 16, 2012). 
At least 30 boats announced that they would stay 
in port until the price rose. However, Canadian 
and other U.S. fishers continued to harvest lobsters. 
Why did some lobster boats stop fishing while others 
continued?

 3.10 The last of California’s operating gold mines closed 
after World War II because mining had become 
unprofitable when the price of gold was $34.71 an 

had previously thought. Should the manager change 
the output level because of this new information? 
How does this new information affect profit?

 2.4 The producers of Spider-Man: Turn Off the Dark 
spent $75 million bringing their musical to Broad-
way (Kevin Flynn and Patrick Healy, “How the 
 Numbers Add Up [Way Up] for ‘Spider-Man,’” 
New York Times, June 23, 2011). They spent  
$9 million alone on sets, costumes, and shoes. Their 
operating expenses were $1.2 million a week as of 
 January 2011. Since then, they revamped the show 
and lowered their operating costs to about $1 million a 
week. The show is selling out but bringing in between 
$1.2 million and $1.3 million a week. The producers 
acknowledge that at the show’s current earning level, 
Spider-Man would need to run more than seven years 
to pay back the investors. Only 18 Broadway shows 
have run for seven or more years. Should Spider-Man 
shut down or keep operating? Why?

 2.5 Mercedes-Benz of San Francisco advertised on the 
radio that the same family had owned and operated 
the firm in the same location for half a century. It 
then made two claims: first, that it had lower over-
head than other nearby auto dealers because it has 
owned this land for so long, and second, it charged a 
lower price for its cars because of its lower overhead. 
Discuss the logic of these claims.

 *2.6 A firm’s profit function is π(q) = R(q) - C(q) =
120q - (200 + 40q + 10q2). What is the positive 
output level that maximizes the firm’s profit (or 
minimizes its loss)? What is the firm’s revenue, vari-
able cost, and profit? Should it operate or shut down 
in the short run?

 2.7 A firm’s profit function is π(q) = R(q) - C(q) =
300q - (300 + 60q + 20q2). What is the positive 
output level that maximizes the firm’s profit (or 
minimizes its loss)? What is the firm’s revenue, vari-
able cost, and profit? Should it operate or shut down 
in the short run?

 2.8 A firm decided to make decisions based on an alter-
native measure of profit = revenue - variable cost. 
Would it pick the output that maximizes the usual 
measure of profit? Would it make the correct shut-
down decision?

 3. Competition in the Short Run

 *3.1 A marginal cost curve may be U-shaped. As a result, 
the MC curve may hit the firm’s demand curve or 
price line at two output levels. Which is the profit-
maximizing output? Why? M

 3.2 The cost function for Acme Laundry is 
C(q) = 10 + 10q + q2, where q is tons of laundry 
cleaned. What q should the firm choose to maximize 
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 4. Competition in the Long Run

 4.1 In June 2005, Eastman Kodak announced that it 
no longer would produce black-and-white photo-
graphic paper—the type used to develop photo-
graphs by a traditional darkroom process. Kodak 
based its decision on the substitution of digital pho-
tography for traditional photography. In making its 
exit decision, did Kodak compare the price of its 
paper and average variable cost (at its optimal out-
put)? Alternatively, did Kodak compare the price of 
its paper and average total cost (again at its optimal 
output)?

 *4.2 What is the effect on firm and market equilibrium 
of the U.S. law requiring a firm to give its work-
ers six months’ notice before it can shut down its 
plant?

 4.3 Redraw Figure 8.9 to show the situation where the 
short-run plant size is too large, relative to the opti-
mal long-run plant size.

 4.4 Each firm in a competitive market has a cost function 
of C = q + q2 + q3. The market has an unlimited 
number of potential firms. The market demand func-
tion is Q = 24 - p. Determine the long-run equi-
librium price, quantity per firm, market quantity, 
and number of firms. How do these values change 
if a tax of $1 per unit is collected from each firm? 
(Hint: See Solved Problem 8.4.) M

 4.5 The major oil spill in the Gulf of Mexico in 2010 
caused the oil firm BP and the U.S. government to 
greatly increase purchases of boat services, vari-
ous oil-absorbing materials, and other goods and 
services to minimize damage from the spill. Use 
side-by-side firm and market diagrams to show the 
effects (number of firms, price, output, profits) of 
such a shift in demand in one such industry in both 
the short run and the long run. Explain how your 
answer depends on whether the shift in demand is 
expected to be temporary or permanent.

 *4.6 Derive the residual supply elasticity in Equation 8.17 
using the definition of the residual demand function 
in Equation 8.16. What is the formula with n identi-
cal countries? M

 *4.7 The federal specific tax on gasoline is 18.4¢ per gal-
lon, and the average state specific tax is 20.2¢, ranging 
from 7.5¢ in Georgia to 25¢ in Connecticut. A statis-
tical study (Chouinard and Perloff, 2004) found that 
the incidence (Chapter 2) of the federal specific tax on 
consumers is substantially lower than that from state 
specific taxes. When the federal specific tax increases 
by 1¢, the retail price rises by about 0.5¢, so that retail 
consumers bear half the tax incidence. In contrast, 
when a state that uses regular gasoline increases its 
specific tax by 1¢, the retail price rises by nearly 1¢, 

ounce (about $446 in current dollars). However, in 
2012, the price of gold approached historic highs, 
hovering around $1,700 an ounce. Consequently, 
in 2012 and 2013, several large-scale hard rock 
gold mining operations reopened for the first time 
in more than half a century.

a. Show in a figure what this information implies 
about the shape of the gold extraction cost 
function.

b. Use the cost function you drew in part a to show 
how an increase in the market price of gold 
affects the amount of gold that a competitive firm 
extracts. Show the change in the firm’s equilib-
rium profit.

* 3.11 If a competitive firm’s cost function is 
C(q) = a + bq + cq2 + dq3, where a, b, c, and d 
are constants, what is the firm’s marginal cost func-
tion? What is the firm’s profit-maximizing condi-
tion? (Hint: See Solved Problem 8.3.) M

 3.12 A Christmas tree seller has a cost function 
C = 6,860 + (pT + t + 7/12)q + 37/27,000,000q3, 
where pT = $11.50 is the wholesale price of 
each tree and t = $2.00 is the shipping price per 
tree. What is the seller’s marginal cost function? 
What is the shutdown price? What is the seller’s 
short-run supply function? If the seller’s supply 
curve is S(q, t), what is 0(q, t)/0t? Evaluate it at 
pT = $11.50 and t = $2.00. (Hint: See Solved 
Problem 8.3.) M

* 3.13 Many marginal cost curves are U-shaped. Conse-
quently, the MC curve can equal price at two output 
levels. Which is the profit-maximizing output? Why?

 3.14 Each of the 10 firms in a competitive market has a 
cost function of C = 25 + q2. The market demand 
function is Q = 120 - p. Determine the equilibrium 
price, quantity per firm, and market quantity. M

 3.15 Given the information in the previous exercise, what 
effect does a specific tax of $2.40 per unit have on 
the equilibrium price and quantities? (Hint: See 
Solved Problem 8.4.) M

 3.16 Since 2013, most customers at California grocery 
and drug stores must pay an extra 10¢ for each 
paper bag that the store provides (the store keeps 
this fee). Does such a charge affect the marginal cost 
of any particular good? If so, by how much? Is this 
fee likely to affect the overall amount that consumers 
pay for groceries?

 3.17 A f irm has a  cost  funct ion C =
q3 - 36q2 + 490q + 1,000. The firm is a price 
taker and faces a market price of 250. What is its 
profit function? What quantity maximizes its profit? 
What is its profit? Should the firm operate or shut 
down?

Exercises  
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curve crosses this supply curve in either (a) a flat 
section labeled “Brazil” or (b) the vertical section to 
its right. What do farms in the United States do?

 4.13 In late 2004 and early 2005, the price of raw coffee 
beans jumped as much as 50% from the previous 
year. In response, the price of roasted coffee rose 
about 14%. Similarly, in 2012, the price of raw 
beans fell by a third, yet the price of roasted coffee 
fell by only a few percentage points. Why would the 
roasted coffee price change less than in proportion 
to the rise in the cost of raw beans?

 4.14 Before the late 1990s, people bought air tickets from 
a travel agent. When airline deregulation in the late 
1970s led U.S. air travel to more than triple between 
1975 and 2000, the number of travel agents grew 
from 45,000 to 124,000. In the late 1990s, internet 
travel sites such as Travelocity, Expedia, Priceline, 
and Orbitz entered the market. As a result, travel 
agents began to disappear. Of those travel agents 
working in 2000, 10% left in 2001, another 6% 
in 2002, and 43% by 2010 (Waldfogel, 2012). Use 
figures to explain what happened in the market for 
travel agents.

 4.15 The long-run cost function of one of the identical 
carrot-producing firms is C = 40q - q2 + 0.01q3. 
The market demand curve is Q = 5,000 - 200p. 
What are the long-run equilibrium price, market 
quantity, and number of firms?

 4.16 Now, the government starts collecting a specific 
tax t on the carrot market described in the previous 
problem.

a. What are the long-run equilibrium price, market 
quantity, and number of firms as functions of t?

b. How does the equilibrium market quantity 
change as t changes?

 5. Challenge

 5.1 In the Challenge Solution, would it make a differ-
ence to the analysis whether the government col-
lects the lump-sum costs such as registration fees 
annually or only once when the firm starts opera-
tion? How would each of these franchise taxes 
affect the firm’s long-run supply curve? Explain 
your answer.

 5.2 Answer the Challenge for the short run rather than 
for the long run. (Hint: The answer depends on 
where the demand curve intersects the original short-
run supply curve.)

 5.3 The North American Free Trade Agreement pro-
vided for two-way, long-haul trucking across the 
U.S.–Mexican border. U.S. truckers objected, argu-
ing that the Mexican trucks didn’t have to meet the 
same environmental and safety standards as U.S. 

so that the incidence of the tax falls almost entirely on 
consumers. (Hint: See Chapter 2 on tax incidence.)

a. What are the incidences of the federal and state 
specific gasoline taxes on firms?

b. Explain why the incidence on consumers differs 
between a federal and a state specific gasoline 
tax, assuming that the market is competitive. 
(Hint: Consider the residual supply curve facing 
a state compared to the supply curve facing the 
nation.)

c. Using the residual supply elasticity in Equation 
8.17, estimate how much more elastic is the 
residual supply elasticity to one state than is the 
national supply elasticity. (For simplicity, assume 
that all 50 states are identical.) M

 4.8 To reduce pollution, the California Air Resources 
Board requires the reformulation of gasoline sold in 
California. Since then, every few years, occasional 
disasters at California refineries have substan-
tially cut the supply of gasoline and contributed 
to temporary large price increases. Environmental-
ists and California refiners (who had sunk large 
investments to produce the reformulated gasoline) 
opposed imports from other states, which would 
have kept prices down. To minimize fluctuations in 
prices in California, Severin Borenstein and Steven 
Stoft suggested setting a 15¢ surcharge on sellers 
of standard gasoline. In normal times, none of this 
gasoline would be sold, because it costs only 8¢ to 
12¢ more to produce the California version. How-
ever, when disasters trigger a large shift in the sup-
ply curve of gasoline, firms could profitably import 
standard gasoline and keep the price in California 
from rising more than about 15¢ above prices in 
the rest of the United States. Use figures to evaluate 
Borenstein and Stoft’s proposal. (Hint: See Solved 
Problem 8.5.)

 4.9 Is the long-run supply curve for a good horizontal 
only if the long-run supply curves of all factors are 
horizontal? Explain.

 4.10 Navel oranges are grown in California and Arizona. 
If Arizona starts collecting a specific tax per orange 
from its firms, what happens to the long-run mar-
ket supply curve? (Hint: You may assume that all 
firms initially have the same costs. Your answer may 
depend on whether unlimited entry occurs.)

 4.11 Draw a figure to illustrate why the size of ethanol 
processing plants has fallen in recent years (see 
the Application “The Size of Ethanol Processing 
Plants”).

 4.12 The Application “Upward-Sloping Long-Run Supply 
Curve for Cotton” shows a supply curve for cot-
ton. Discuss the equilibrium if the world demand 
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 *5.5 The finding that the average real price of abor-
tions has remained relatively constant over the past  
25 years suggests that the supply curve is horizontal. 
Medoff (1997) estimated that the price elasticity of 
demand for abortions ranges from -0.70 to -0.99. 
By how much would the market price of abortions 
and the number of abortions change if a lump-sum 
tax is assessed on abortion clinics that raises their 
minimum average cost by 10%? Use a figure to illus-
trate your answer. M

 *5.6 Answer the Challenge problem using calculus. (Note: 
This comparative statics problem is difficult because 
you will need to solve two or three equations simul-
taneously, and hence you may need to use matrix 
techniques.) M

trucks. They were concerned that the combination 
of these lower fixed costs and lower Mexican wages 
would cause them to lose business to Mexican driv-
ers. Their complaints delayed implementation of this 
agreement (except for a small pilot program dur-
ing the Bush administration, which was ended during 
the Obama administration). What would have been the 
short-run and long-run effects of allowing entry of 
Mexican drivers on market price and quantity and 
the number of U.S. truckers?

 5.4 A perfectly competitive market has identical firms, 
free entry and exit, and an unlimited number of 
potential entrants. The government starts collecting 
a specific tax t; how do the long-run market and firm 
equilibria change?

Exercises  
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No more good must be attempted than the public can bear. —Thomas Jefferson

Liquor Licenses

After you graduate, do you want to open a restaurant that serves drinks? If so, you’ll need a 
liquor license, which, in some states, costs a lot of money.

Seventeen states and Washington, D.C., limit the number of liquor licenses.1 Massa-
chusetts issues one license per 2,000 residents; New Jersey, one per 3,000; and Utah, one 

per 4,925. In these limit or quota states, buying a liquor 
license from the state only costs a few hundred dollars. 
However, you probably can’t get one from the state. You’ll 
have to buy one from someone who already has one. 
Buying a license will cost you as much as $200,000 in 
the Philadelphia suburbs; $450,000 in Massachusetts; 
$1 million in Montana, New Mexico, or Utah; and $1.6 
million in parts of New Jersey.

What effect does setting a limit on the number of liquor 
licenses have on the price of meals (including liquor)? 
What determines the value of a license? How much profit 
beyond the cost of the license can a restaurant earn? 
Who benefits and who loses from limiting the number of 
liquor licenses?

CHALLENGE

Properties and 
Applications of the 
Competitive Model

9 

1Alaska, Arizona, California, Florida, Idaho, Kentucky, Massachusetts, Michigan, Minnesota, 
 Montana, New Jersey, New Mexico, Ohio, Pennsylvania, South Dakota, Utah, and Washington.

In this chapter, we illustrate how to use the competitive market model to answer these 
types of questions. One of the major strengths of the competitive market model is that 
it can predict how government policies, such as licensing, trade tariffs and quotas, 
global warming, and major cost-saving discoveries, will affect consumers and produc-
ers. We start by examining the properties of a competitive market and then consider 
how government actions and other shocks affect the market and its properties.

We concentrate on two main properties of a competitive market. First, firms in a 
competitive equilibrium make zero (economic) profit in the long run. Second, com-
petition maximizes a measure of societal welfare.

To many people, the term welfare refers to the government’s payments to the poor. 
In contrast, economists use welfare to refer to the well-being of various groups such 
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as consumers and producers. They call an analysis of the impact of a change on vari-
ous groups’ well-being a study of welfare economics.

We introduced a measure of consumer well-being, consumer surplus, in Chapter 5. 
Here, we examine a similar concept for firms, producer surplus, which is closely 
related to profit and is used by economists to determine whether firms gain or lose 
when the equilibrium of a competitive market changes. The sum of producer surplus 
and consumer surplus equals the measure of welfare that we use in this chapter.

By predicting the effects of a proposed policy on consumer surplus, producer sur-
plus, and welfare, economists can advise policymakers as to who will benefit, who 
will lose, and what the net effect of this policy will likely be. To decide whether to 
adopt a particular policy, policymakers may combine these predictions with their 
normative views (values), such as whether they are more interested in helping the 
group that gains or the group that loses.

1. Zero Profit for Competitive Firms in the Long Run. In the long-run competitive market 
equilibrium, profit-maximizing firms break even, so firms that do not try to maximize profits 
lose money and leave the market.

2. Producer Surplus. How much producers gain or lose from a change in the equilibrium 
price is measured by producer surplus, which uses information from the marginal cost 
curve or the change in profit.

3. Competition Maximizes Welfare. Competition maximizes a measure of social welfare 
based on consumer surplus and producer surplus.

4. Policies That Shift Supply or Demand Curves. Government policies that shift supply or 
demand curves in perfectly competitive markets harm consumers and lower welfare.

5. Policies That Create a Wedge Between Supply and Demand Curves. Government 
policies such as taxes, price floors, and tariffs that create a wedge between the supply 
and demand curves reduce the equilibrium quantity, raise the equilibrium price to con-
sumers, and therefore lower welfare.

6. Comparing Both Types of Policies: Trade. Policies that limit supply (such as quotas or 
bans on imports) or create a wedge between supply and demand (such as tariffs, which 
are taxes on imports) have different welfare effects when both policies reduce imports by 
equal amounts.

In this chapter, we 
examine six  
main topics

 9.1 Zero Profit for Competitive Firms  
in the Long Run
Competitive firms earn zero profit in the long run whether or not entry is completely 
free. Consequently, competitive firms must maximize profit.

Zero Long-Run Profit with Free Entry
The long-run supply curve is horizontal if firms are free to enter the market, have 
identical costs, and face constant input prices. All firms in the market operate at 
minimum long-run average cost. That is, they are indifferent about whether or not 
to shut down because they are earning zero profit.
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One implication of the shutdown rule is that firms are willing to operate in the 
long run even if they are making zero profit. This conclusion may seem strange unless 
you remember that we are talking about economic profit, which is revenue minus 
opportunity cost. Because opportunity cost includes the value of the next best invest-
ment, at a zero long-run economic profit, firms earn the normal business profit that 
they could gain by investing elsewhere in the economy.

For example, if a firm’s owner had not built the plant the firm uses to produce, the 
owner could have spent that money on another business or put the money in a bank. 
The opportunity cost of the current plant, then, is the forgone profit from what the 
owner could have earned by investing the money elsewhere.

Because business cost does not include all opportunity costs, business profit is 
larger than economic profit. Thus, a profit-maximizing firm may stay in business if 
it earns zero long-run economic profit, but it shuts down if it earns zero long-run 
business profit.

Zero Long-Run Profit When Entry Is Limited
In some markets, firms cannot enter in response to long-run profit opportunities. The 
number of firms in these markets may be limited because the supply of an input is 
limited. For example, only so much land is suitable for mining uranium.

One might think that firms make positive long-run economic profits in such mar-
kets; however, that’s not true. The reason firms earn zero economic profits is that 
firms bidding for the scarce input drive up its price until their profits are zero.

Suppose that the number of acres suitable for growing tomatoes is limited. Figure 9.1 
shows a typical farm’s average cost curve if the rental cost of land is zero (the average 
cost curve includes only the farm’s costs of labor, capital, materials, and energy—not 
land). At the market price p*, the firm produces q* bushels of tomatoes and makes 
a profit of π*, the shaded rectangle in the figure.

Figure 9.1 Rent

If farmers did not have to pay rent for their 
farms, a farmer with relatively high-quality 
land would earn a positive long-run profit 
of π*. Due to competitive bidding for 
this land, however, the rent equals π*, so 
the landlord reaps all the benefits of the 
superior land, and the farmer earns a zero 
long-run economic profit.

p,
 $

 p
er

 b
us

he
l

q*

p* = Rent

q, Bushels of tomatoes per year

AC (including rent)

AC (excluding rent)

MC

p*



2939.1 Zero Profit for Competitive Firms in the Long Run 

Thus, if the owner of the land does not charge rent, the farmer makes a profit. 
Unfortunately for the farmer, the landowner rents the land for π*, so the farmer 
actually earns zero profit. Why does the landowner charge that much? The reason is 
that π* is the opportunity cost of the land: The land is worth π* to other potential 
farmers. These farmers will bid against each other to rent this land until the rent 
reaches π*.

This rent is a fixed cost to the farmer because it does not vary with the amount 
of output. Thus, the rent affects the farm’s average cost curve but not its marginal 
cost curve.

As a result, if the farm produces at all, it produces q* where its marginal cost 
equals the market price, no matter what rent is charged. The higher average cost 
curve in the figure includes a rent equal to π*. The minimum point of this aver-
age cost curve is p* at q* bushels of tomatoes, so the farmer earns zero economic 
profit.

If the demand curve shifts to the left so that the market price falls, the farmer suf-
fers short-run losses. In the long run, the rental price of the land will fall enough that 
once again each farm earns zero economic profit.

Does it make a difference whether farmers own or rent the land? Not really. The 
opportunity cost to a farmer who owns superior land is the amount at which the 
farmer could rent the land in a competitive market. Thus, the economic profit of both 
owned and rented land is zero at the long-run equilibrium.

Good-quality land is not the only scarce resource. The 
price of any fixed factor will be bid up in a similar fashion 
until economic profit for the firm is zero in the long run. Simi-
larly, the government may require that a firm have a license to 
operate and then limit the number of licenses available. The 
price of the license gets bid up by potential entrants, driving 
profit to zero. For example, the license fee is more than half a 
million dollars a year for a hot dog stand next to the steps of 
the Metropolitan Museum of Art in New York City.2

A scarce input—whether its fixed factor is a person with 
high ability or land—earns an extra opportunity value. This 
extra opportunity value is called a rent: a payment to the 
owner of an input beyond the minimum necessary for the 
factor to be supplied.

Bonnie manages a store for the salary of $40,000, the 
amount paid to a typical manager. Because she’s a superior 
manager, however, the firm earns an economic profit of 
$50,000 a year. Other firms, seeing what a good job Bonnie 
is doing, offer her a higher salary. The bidding for her services 

drives her salary up to $90,000: her $40,000 base salary plus the $50,000 rent. After 
paying this rent to Bonnie, the store makes zero economic profit.

To summarize, if some firms in a market make short-run economic profits due 
to a scarce input, the other firms in the market bid for that input. This bidding 
drives up the price of the factor until all firms earn zero long-run profits. In such 
a market, the supply curve is flat because all firms have the same minimum long-
run average cost.

2The auction value for this license hit $643,000 in 2009, but has fallen since then. (In the hot dog 
stand photo, I’m the fellow in the blue shirt with the dopey expression.) In 2013, the highest fee in 
New York City was $1.39 million a year to operate a hot dog cart outside the former Tavern on the 
Green restaurant in Central Park.
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The Need to Maximize Profit
The worst crime against working people is a company which fails to operate at a 
profit. —Samuel Gompers, first president of the American Federation of Labor

In a competitive market with identical firms and free entry, if most firms are profit-
maximizing, profits are driven to zero at the long-run equilibrium. Any firm that does not 
maximize profit—that is, any firm that sets its output so that its marginal cost exceeds 
the market price or that fails to use the most cost-efficient methods of production—will 
lose money. Thus, to survive in a competitive market, a firm must maximize its profit.

 9.2 Producer Surplus
Economists measure a firm’s gain from participating in the market by its producer 
surplus (PS), which is the excess of the revenue from selling a good over the minimum 
amount necessary for the seller to be willing to produce the good. The minimum 
amount that a seller must receive to be willing to produce is the firm’s avoidable 
production cost, which is usually its variable cost (Chapter 8). Producer surplus is 
analogous to the consumer surplus measure that we analyzed in Chapter 5.

Measuring Producer Surplus Using a Supply Curve
To determine a competitive firm’s producer surplus, we use its supply curve: its  marginal 
cost curve above its minimum average variable cost (Chapter 8). The firm’s supply 
curve in panel a of Figure 9.2 looks like a staircase. The marginal cost of producing 
the first unit is MC1 = $1, which is the area below the marginal cost curve between 
0 and 1. The marginal cost of producing the second unit is MC2 = $2, and so on. The 
variable cost, VC, of producing 4 units is the sum of the marginal costs for the first 4 units: 
VC = MC1 + MC2 + MC3 + MC4 = $1 + $2 + $3 + $4 = $10.

If the market price, p, is $4, the firm’s revenue from the sale of the first unit 
exceeds its cost by PS1 = p - MC1 = $4 - $1 = $3, which is its producer sur-
plus on the first unit. The firm’s producer surplus is $2 on the second unit and 
$1 on the third unit. On the fourth unit, the price equals marginal cost, so the 
firm just breaks even. As a result, the firm’s total producer surplus, PS, from 
selling 4 units at $4 each is the sum of its producer surplus on these 4 units: 
PS = PS1 + PS2 + PS3 + PS4 = $3 + $2 + $1 + $0 = $6.3

People with unusual abilities can earn staggering incomes, which are rents for 
their abilities. Though no law stops anyone from trying to become a professional 
entertainer or athlete, most of us do not have so much talent that others will pay 
to watch us perform.

According to Forbes.com, Floyd Mayweather earned $285 million in 2017, 
George Clooney $239 million, and Dwayne “the Rock” Johnson $124 million. 
Indeed, the estates of major celebrities continue to collect rents even after they die. 
People will still pay to listen to their music, view their cartoons, or use their image. In 
2017, the estates of Michael Jackson earned $75 million, Charles Schulz $38 million, 
Elvis Presley $35 million, Dr. Seuss $16 million, and Albert Einstein $10 million.

To put these receipts in perspective, these amounts can exceed some small 
nations’ gross domestic product (the value of the country’s total output), such as 
the $42 million in 2017 for Tuvalu, with a population of 11,052 people.

APPLICATION 

What’s a Name 
Worth?

3The firm is indifferent between producing the fourth unit or not. Its producer surplus would be the 
same if it produced only three units, because its marginal producer surplus from the fourth unit is zero.
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Graphically, the total producer surplus is the area above the supply curve and 
below the market price up to the quantity actually produced. This same reasoning 
holds when the firm’s supply curve is smooth.

The producer surplus is found by integrating the difference between the firm’s 
demand function—the straight line at p—and its marginal cost function, MC(q), up 
to the quantity produced, q* (here q* = 4 units):4

 PS = L
q*

0
[p - MC(q)]dq = pq* - VC(q*) = R(q*) - VC(q*), (9.1)

where R = pq* is revenue. In panel a of Figure 9.2, revenue is R = $4 * 4 = $16 
and variable cost is VC = $10, so producer surplus is PS = $6.

Producer surplus is closely related to profit. Profit is revenue minus total cost, C, 
which equals variable cost plus fixed cost, F:

 π = R - C = R - (VC + F). (9.2)

Figure 9.2 Producer Surplus

(a) The firm’s producer surplus, $6, is the area below the 
market price, $4, and above the marginal cost (supply 
curve) up to the quantity sold, 4. The area under the 
marginal cost curve up to the number of units actually 
produced is the variable cost of production. (b) The 

market producer surplus is the area above the supply 
curve and below the line at the market price, p*, up to the 
quantity produced, Q*. The area below the supply curve 
and to the left of the quantity produced by the market, 
Q*, is the variable cost of producing that level of output.
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4The marginal cost can be obtained by differentiating with respect to output either the variable cost 
function, VC(q), or the total cost function, C(q) = VC(q) + F, because F is a constant (Chapter 7). 
When we integrate under the marginal cost function, we obtain the variable cost function—that is, we 
cannot recover the constant fixed cost.
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Thus, the difference between producer surplus, Equation 9.1, and profit, Equation 9.2, 
is fixed cost, PS - π = F. If the fixed cost is zero (as often occurs in the long run), 
producer surplus equals profit.5

Another interpretation is that the producer surplus is the gain from trading. In the 
short run, if the firm produces and sells a good—that is, if the firm trades—it earns 
a profit of π = R - VC - F. If the firm shuts down—does not trade—it loses its 
fixed cost of -F. Thus, producer surplus equals the profit from trading minus the 
loss (fixed costs) it incurs from not trading:

PS = (R - VC - F) - (-F) = R - VC.

Using Producer Surplus
Even in the short run, we can use producer surplus to study the effects of any shock 
that does not affect the fixed cost of firms, such as a change in the price of a substitute 
or an input. Such shocks change profit by exactly the same amount as they change 
producer surplus, ∆π = ∆PS, because fixed costs do not change.

A major advantage of producer surplus is that we can use it to measure the effect of 
a shock on all the firms in a market without having to measure the profit of each firm 
separately. We can calculate market producer surplus using the market supply curve in 
the same way that we calculate a firm’s producer surplus using its supply curve. The 
market producer surplus in panel b of Figure 9.2 is the area above the supply curve and 
below the market price line at p* up to the quantity sold, Q*. The market supply curve 
is the horizontal sum of the firms’ supply curves (marginal cost curves) (Chapter 8).

6Even though each competitive firm makes zero profit in the long run, owners of scarce resources used 
in that market may earn rents, as we discussed in Section 9.1. Thus, owners of scarce resources may 
receive positive producer surplus in the long run.

Green, Howitt, and Russo (2005) estimated the inverse supply curve for Califor-
nia processed tomatoes as p = 0.693Q1.82, where Q is the quantity of processing 
tomatoes in millions of tons per year and p is the price in dollars per ton. If the 
price falls from $60 (where the quantity supplied is about 11.6) to $50 (where 
the quantity supplied is approximately 10.5), how does producer surplus change? 
Illustrate in a figure. Show that you can obtain a good approximation using rect-
angles and triangles. (Round results to the nearest tenth.)

Answer

1. Calculate the producer surplus at each price (or corresponding quantity) and 
take the difference to determine how producer surplus changes. When the price 
is $60, the producer surplus is

PS1 = L
 

11.6

0 

 (60 - 0.693Q1.82)dQ = 60Q -
0.693
2.82

 Q2.82 2
0

11.6

≈ 449.3.

The producer surplus at the new price is

PS2 = L
10.5

0
(50 - 0.693Q1.82)dQ ≈ 338.7.

Thus, the change in producer surplus is ∆PS = PS2 - PS1 ≈ 338.7 - 449.3 =
-110.6.

SOLVED PROBLEM 
9.1

5Even though each competitive firm makes zero profit in the long run, owners of scarce resources used 
in that market may earn rents, as we discussed in Section 9.1. Thus, owners of scarce resources may 
receive positive producer surplus in the long run.

MyLab Economics
Solved Problem
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 9.3 Competition Maximizes Welfare
All is for the best in the best of all possible worlds. —Voltaire (Candide)

Perfect competition serves as an ideal or benchmark for other industries. This bench-
mark is widely used by economists and widely misused by politicians.

Most U.S. politicians have at one point or another in their careers stated (with a 
hand over their heart), “I believe in the free market.” While I’m not about to bash 
free markets, I find this statement to be, at best, mysterious. What do the politicians 
mean by “believe in” and “free market?” It is hoped they realize that whether a free 
market is desirable is a scientific question rather than one of belief. Possibly, when 
they say they “believe in,” they are making some claim that free markets are desirable 
for some unspecified reason. By “free market,” they might mean a market without 
government regulation or intervention. This statement is a bad summary of what is 
probably the most important theoretical result in economics: A perfectly competi-
tive market maximizes an important measure of economic well-being.6

2. At each price, the producer 
surplus is the area above 
the supply curve and below 
the price up to the quantity 
sold. In the figure, area A 
corresponds to PS2 because 
it is the area above the sup-
ply curve, below the price 
of $50, up to the quantity 
10.5. Similarly, PS1 is the 
sum of areas A and B, so 
the loss in producer surplus, 
∆PS, is area B.

3. Approximate area B as the 
sum of a rectangle and a 
triangle. Area B consists of 
a rectangle with a height 
of 10 (=  60 - 50) and a 
length of 10.5 and a shape 
that’s nearly a triangle with 
a height of 10 and a base  
of 1.1 (=  11.6 - 10.5). The  
sum of the areas of the rect-
angle and the triangle is  
(10 * 10.5) +  (1

2 * 10 *  1.1)
=  110.5, which is close to 
the value, 110.6, that we 
obtained by integrating.
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Producer Surplus A+B=449.3 A=338.7 −B≈−110.6

6In 1776, Adam Smith, the father of modern economics, in his book An Inquiry into the Nature 
and Causes of the Wealth of Nations, was the first to observe that firms and consumers acting inde-
pendently in their self-interest generate a socially desirable outcome. Economists call this insight the 
invisible hand theorem based on a phrase Smith used.
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Measuring Welfare
How should we measure society’s welfare? One commonly used measure of the wel-
fare of society, W, is the sum of consumer surplus (Chapter 5) plus producer surplus:

W = CS + PS.

This measure implicitly weights the well-being of consumers and producers 
equally. By using this measure, we are making a value judgment that the well-being 
of consumers and that of producers are equally important.

Not everyone agrees that society should try to maximize this measure of welfare. 
Groups of producers argue for legislation that benefits them even if it hurts consum-
ers by more than the producers gain—as though only producer surplus matters. 
Similarly, some consumer advocates argue that we should care only about consumers, 
so social welfare should include only consumer surplus.

In this chapter, we use consumer surplus plus producer surplus to measure wel-
fare (and postpone a discussion of other welfare concepts until Chapter 10). One of the 
most striking results in economics is that competitive markets maximize this measure of 
welfare. If either less or more output than the competitive level is produced, welfare falls.

Why Producing Less Than the Competitive  
Output Lowers Welfare
Producing less than the competitive output lowers welfare. At the competitive 
 equilibrium in Figure 9.3, e1, where output is Q1 and price is p1, consumer 
surplus equals area CS1 = A + B + C, producer surplus is PS1 = D + E, and 
total  welfare is W1 = A + B + C + D + E. If output is reduced to Q2 so that price 
rises to p2 at e2, consumer surplus is CS2 = A, producer surplus is PS2 = B + D, and 
 welfare is W2 = A + B + D.

The change in consumer surplus is

∆CS = CS2 - CS1 = A - (A + B + C) = -B - C.

Consumers lose B because they have to pay p2 - p1 more than they would at the 
competitive price for the Q2 units they buy. Consumers lose C because they buy only 
Q2 rather than Q1 at the higher price.

The change in producer surplus is

∆PS = PS2 - PS1 = (B + D) - (D + E) = B - E.

Producers gain B because they now sell Q2 units at p2 rather than at p1. They lose E 
because they sell Q2 - Q1 fewer units.

The change in welfare is

 ∆W = W2 - W1

 = (CS2 + PS2) - (CS1 + PS1)

 = (CS2 - CS1) + (PS2 - PS1) = ∆CS + ∆PS

 = (-B - C) + (B - E)

 = -C - E.

Area B is a transfer from consumers to producers—the extra amount consumers 
pay for the Q2 units goes to the sellers—so it does not affect welfare. Welfare drops 
because consumers’ loss of C and producers’ loss of E benefit no one. This reduction 
in welfare by C + E is a deadweight loss (DWL): the net reduction in welfare from 
a loss of surplus by one group that is not offset by a gain to another group.

The deadweight loss results because consumers value extra output by more than 
the marginal cost of producing it. In the competitive equilibrium, allocative efficiency 



2999.3 Competition Maximizes Welfare

occurs: Every good or service is produced up to the point where no consumer is 
willing to pay more for it than the price at which someone else is willing to supply 
it. In Figure 9.3, where the output is less than the competitive equilibrium quantity, 
society suffers from allocative inefficiency because at each output between Q2 and Q1, 
consumers’ marginal willingness to pay for another unit—the height of the demand 
curve—is greater than the marginal cost of producing the next unit—the height of 
the supply curve. For example, at e2, consumers value the next unit of output at p2, 
which is much greater than the marginal cost, MC2, of producing it. Increasing output 
from Q2 to Q1 raises firms’ variable cost by area F, the area under the marginal cost 
(supply) curve between Q2 and Q1. Consumers value this extra output by the area 
under the demand curve between Q2 and Q1, area C + E + F. Thus, consumers value 
the extra output by C + E more than it costs to produce it.

Society would be better off producing and consuming extra units of this good 
than spending the deadweight loss on other goods. In short, the deadweight loss is 
the opportunity cost of giving up some of this good to buy more of another good.

A deadweight loss reflects a market failure: cost inefficiency or allocative inef-
ficiency. It is often the result of the price not equaling the marginal cost. At the 
competitive equilibrium, demand equals supply, which ensures that price equals mar-
ginal cost. In other situations where consumers value the last unit by more than the 
marginal cost of production, increasing output would increase welfare.

Figure 9.3 Why Reducing Output from the Competitive Level Lowers Welfare

Reducing output from the competitive level Q1 to Q2 causes 
price to increase from p1 to p2. Consumers suffer: Consumer 
surplus is now A, a fall of ∆CS = -B - C. Producers may 

gain or lose: Producer surplus is now B + D, a change of 
∆PS = B - E. Overall, welfare falls by ∆W = -C - E, 
so the deadweight loss (DWL) to society is C + E.
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SOLVED PROBLEM 
9.2

Show that increasing output beyond the competitive level decreases welfare because 
the cost of producing this extra output exceeds the value consumers place on it.

Answer

1. Illustrate that setting output above the competitive level requires the price to fall 
for consumers to buy the extra output. The figure shows the effect of increasing 
output from the competitive level, Q1, to Q2. At the competitive equilibrium, 
e1, the price is p1. For consumers to buy the extra output at Q2, the price must 
fall to p2 at e2 on the demand curve.

Competitive Output, Larger Output,
Q1 Q2 Change

Consumer Surplus, CS A A+C+D +E C+D +E = ΔCS

Producer Surplus, PS C+F F−B−D −E −B−C−D −E = ΔPS

Welfare, W = CS+PS A+C+F A+C+F −B −B = ΔW = −DWL
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2. Show how the consumer surplus and producer surplus change when the 
output level increases. Because the price falls from p1 to p2, consumer  
surplus rises by ∆CS = C + D + E, which is the area between p2 and p1 to 
the left of the demand curve. At the original price, p1, producer surplus was 
C + F. The cost of producing the larger output is the area under the supply 
curve up to Q2, B + D + E + G + H. The firms sell this quantity for only 
p2Q2, area F + G + H. Thus, the new producer surplus is F - B - D - E. 
As a result, the increase in output causes producer surplus to fall by 
∆PS = -B - C - D - E.

MyLab Economics
Solved Problem
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3. Determine how welfare changes by adding the change in consumer surplus 
and producer surplus. Because producers lose more than consumers gain, the 
change in welfare is

∆W = ∆CS + ∆PS = (C + D + E) + (-B - C - D - E) = -B.

Thus, the deadweight loss to society is B.

4. Explain why welfare changes due to setting the price different than the marginal 
cost. The new price, p2, is less than the marginal cost, MC2, of producing Q2. Too 
much is being produced. A net loss occurs because consumers value the Q2 - Q1 
extra output by only E + H, which is less than the extra cost, B + E + H,  
of producing it. The reason that competition maximizes welfare is that price 
equals marginal cost at the competitive equilibrium. At the competitive equilib-
rium, price equals marginal cost, so consumers value the last unit of output by 
exactly the amount that it costs to produce it. If consumers value the last unit by 
less than its marginal cost, welfare is higher at a lower level of production.

Just how much did you enjoy the expensive woolen socks with the dancing purple 
teddy bears that your Aunt Fern gave you last Christmas? Often the cost of a gift 
exceeds the value that the recipient places on it.

Until the advent of gift cards, only 10% to 15% 
of holiday gifts were monetary. A gift of cash typi-
cally gives at least as much pleasure to the recipient 
as a gift that costs the same but can’t be exchanged 
for cash. (So what if giving cash is tacky?) Of course, 
it’s possible that a gift can give more pleasure to the 
recipient than it cost the giver—but how often does 
that happen to you?

An efficient gift is one that the recipient values 
as much or more than as the gift costs the giver. If 
the price of the gift exceeds its value to the recipient, 
the difference is a deadweight loss to society. Based 
on surveys of Yale undergraduates, Waldfogel (1993, 
2009) estimated that the deadweight loss is between 
10% and 33% of the value of gifts. Waldfogel (2005) 
found that consumers value their own purchases at 
10% to 18% more, per dollar spent, than items 
received as gifts.7

Waldfogel found that gifts from friends and “sig-
nificant others” are most efficient, while noncash 
gifts from members of the extended family are least 

APPLICATION 

The Deadweight Loss 
of Christmas Presents

7Gift recipients may exhibit an endowment effect (Chapter 3) in which their willingness to pay (WTP) 
for the gift is less than what they would have to be offered to give up the gift, their willingness to accept 
(WTA). Bauer and Schmidt (2008) asked students at the Ruhr University in Germany their WTP and 
WTA for three recently received Christmas gifts. On average over all students and gifts, the average 
WTP was 11% below the market price and the WTA was 18% above the market price.
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 9.4 Policies That Shift Supply or Demand 
Curves
One of the main reasons that economists developed welfare tools was to predict 
the impact of government programs that alter a competitive equilibrium. Virtually 
all government actions affect a competitive equilibrium in one of two ways. Some 
government policies shift the demand curve or the supply curve, such as a limit on 
the number of firms in a market. Others, such as sales taxes, create a wedge or gap 
between price and marginal cost so that they are not equal, even though they were 
in the original competitive equilibrium.

These government interventions move us from an unconstrained competitive equi-
librium to a new, constrained competitive equilibrium. Because welfare was maximized 
at the initial competitive equilibrium, the examples of government-induced changes 
that we consider here lower welfare. In later chapters, we show that  government inter-
vention may raise welfare in markets in which welfare was not maximized initially.

Although government policies may cause either the supply curve or the demand 
curve to shift, we concentrate on policies that limit supply because they are used 
frequently and have clear-cut effects. If a government policy causes the supply curve 
to shift to the left, consumers make fewer purchases at a higher price and welfare 
falls. For example, if the supply curve in Figure 9.3 shifts to the left so that it hits the 
demand curve at e2, then output falls from Q1 to Q2, the price rises from p1 to p2, 

efficient (one-third of the value is lost).8 Luckily, 
grandparents, aunts, and uncles are most likely 
to give cash.

Waldfogel concluded that a conservative esti-
mate of the deadweight loss of Christmas, Hanuk-
kah, and other holidays with gift-giving rituals is 
about $12 billion. (And that’s not counting about 
2.8 billion hours spent shopping.) However, if the 
reason others don’t give cash or gift cards is that 
they get pleasure from picking the “perfect” gift, 
the deadweight loss that adjusts for the pleasure of 
the giver is lower than these calculations suggest.

The question remains why people don’t give 
cash instead of presents. Indeed, 77% of all Amer-
icans and 85% of those 25 to 34 years old give 
gift cards. (A gift card is similar to cash, though 
recipients can use some cards only in a particu-
lar store.) By one estimate, gift card sales will hit 
$180 billion in 2018. Indeed, 93% of consumers 
say that they would prefer receiving a $25 gift 
card to a gift that cost $25. Bah, humbug!

8Some people return an unwanted gift to a store. For the 2014 holiday season, gift recipients returned 
11% of holiday presents, valued at $65 billion. Other people may deal with a disappointing present by 
“regifting” it. Some families have been passing the same fruitcake among family members for decades. 
According to one survey, 33% of women and 19% of men admitted that they pass on an unwanted 
gift (and 28% of respondents said that they would not admit it if asked whether they had done so).
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and the drop in welfare is -C - E. The only “trick” in this analysis is that we use 
the original supply curve to evaluate the effects on producer surplus and welfare.9

During World War II, most of the nations involved limited the sales of consumer 
goods so that the nations’ resources could be used for the war effort. Similarly, a 
government may cause a supply curve to shift to the left by restricting the number of 
firms in a market, such as by licensing taxicabs, psychiatric hospitals, or restaurants 
to serve drinks. We examine the effect of such policies in the Challenge Solution at 
the end of this chapter.

Entry Barrier. A government may also cause the supply curve to shift to the left by 
raising the cost of entry. If its cost will be greater than that of firms already in the 
market, a potential firm might not enter a market even if existing firms are mak-
ing a profit. Any cost that falls only on potential entrants and not on current firms 
discourages entry. A long-run barrier to entry is an explicit restriction or a cost that 
applies only to potential new firms—existing firms are not subject to the restriction 
or do not bear the cost.

At the time they entered, incumbent firms had to pay many of the costs of entering 
a market that new entrants incur, such as the fixed costs of building plants, buying 
equipment, and advertising a new product. For example, the fixed cost to McDonald’s 
and other fast-food chains of opening a new fast-food restaurant is about $2 million. 
These fixed costs are costs of entry but are not barriers to entry because they apply 
equally to incumbents and entrants. Costs incurred by both incumbents and entrants 
do not discourage potential firms from entering a market if existing firms are making 
money. Potential entrants know that they will do as well as existing firms once they 
begin operations, so they are willing to enter as long as profit opportunities exist.

Large sunk costs can be barriers to entry under two conditions. First, if capital 
markets do not work efficiently so that new firms have difficulty raising money, new 
firms may be unable to enter profitable markets. Second, if a firm must incur a large 
sunk cost, which would increase the loss if it exits, the firm may be reluctant to enter 
a market in which it is uncertain of success.

9 Welfare falls when governments restrict the consumption of competitive products that we all agree 
are goods, such as food and medical services. In contrast, if most of society wants to discourage the 
use of certain products, such as hallucinogenic drugs and poisons, policies that restrict consumption 
may increase some measures of society’s welfare.

Technological advances have made hydraulic fracturing—fracking—a practical 
means to extract natural gas as well as oil from shale formations that previously 
could not be exploited (see the Application “Fracking and Shutdowns” in Chapter 8). 
Opponents of fracking fear that it pollutes air and water and triggers earthquakes. 
Due to their opposition, governments limit or prohibit fracking in parts of the 
United States and Europe.

Hausman and Kellogg (2015) used estimated natural gas supply and demand 
curves to calculate the welfare effects of permitting fracking firms to enter the gas 
market. They found that the rightward shift of the supply curve reduced the U.S. 
natural gas price by 47% in 2013. As a result, consumer surplus increased sub-
stantially, particularly in the south central and midwestern United States, where 
the industrial and electric power industries use large quantities of gas. This drop in 
price was sufficient to reduce producer surplus. Hausman and Kellogg concluded 
that the total surplus increased by $48 billion, but noted that this calculation 
ignores any possible harmful environmental effects.

APPLICATION 

Welfare Effects of 
Allowing Fracking
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Exit Restriction. U.S., European, and other governments have laws that delay how 
quickly some (typically large) firms may go out of business so that workers can 
receive advance warning that they will be laid off. Although these restrictions keep 
the number of firms in a market relatively large in the short run, they may reduce the 
number of firms in a market in the long run.

Why do exit restrictions reduce the number of firms in a market in the long run? 
Suppose that you are considering starting a construction firm with no capital or other 
fixed factors. Your firm’s only input is labor. You know that the demand for construc-
tion services is low during business downturns and in the winter. To avoid paying 
workers when business is slack, you plan to shut down during those periods. Because 
you can avoid losses by shutting down during low-demand periods, you enter this 
market if your expected economic profits during good periods are zero or positive.

A law that requires you to give your workers six months’ warning before laying 
them off prevents your firm from shutting down quickly. You know that you’ll regu-
larly suffer losses during business downturns because you’ll have to pay your workers 
for up to six months during periods when you have nothing for them to do. Knowing 
that you’ll incur these regular losses, you are less inclined to enter the market. Unless 
the economic profits during good periods are much higher than zero—high enough to 
offset your losses—you will not choose to enter the market. If exit barriers limit the 
number of firms, the same analysis that we used to examine entry barriers applies. 
Thus, a government’s attempt to help workers may hurt consumers:

Unintended Consequences Exit barriers may raise prices, lower consumer 
surplus, and reduce welfare.

 9.5 Policies That Create a Wedge Between 
Supply and Demand Curves
Never try to kill a government program—you’ll only make it mad.

The most common government policies that create a wedge between supply and 
demand curves are sales taxes (or subsidies) and price controls. Because these poli-
cies create a gap between marginal cost and price, either too little or too much is 
produced. For example, a tax causes price to exceed marginal cost—that is, consum-
ers value the good more than it costs to produce it—with the result that consumer 
surplus, producer surplus, and welfare fall (although tax revenue rises).

Welfare Effects of a Sales Tax
A new sales tax causes a rise in the price that consumers pay (Chapter 2), resulting in 
a loss of consumer surplus, ∆CS 6 0, and a fall in the price that firms receive, result-
ing in a drop in producer surplus, ∆PS 6 0. However, this tax provides the govern-
ment with new tax revenue, ∆T = T 7 0, if tax revenue was zero before the new tax.

Assuming that the government does something useful with the tax revenue, we 
should include tax revenue in our definition of welfare:

W = CS + PS + T.

As a result, the change in welfare is

∆W = ∆CS + ∆PS + ∆T.
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Even when we include tax revenue in our welfare measure, a specific tax must 
lower welfare in, for example, the competitive market for tea roses. We show the 
welfare loss from a specific tax of t = 11¢ per rose stem in Figure 9.4, which is based 
on estimated demand and supply curves.

Without the tax, the intersection of the demand curve, D, and the supply curve, S, 
determines the competitive equilibrium, e1, at a price of 30¢ per stem and a quantity 
of 1.25 billion rose stems per year. Consumer surplus is A + B + C, producer surplus 
is D + E + F, tax revenue is zero, and society faces no deadweight loss.

The specific tax shifts the effective supply curve up by 11¢, creating an 11¢ wedge 
or differential between the price consumers pay, 32¢, and the price producers receive, 
32¢ - t = 21¢. Equilibrium output falls from 1.25 to 1.16 billion stems per year.

The extra 2¢ per stem that buyers pay causes consumer surplus to fall by 
B + C = $24.1 million per year (as the table under the figure shows). Due to the 9¢ 
drop in the price firms receive, they lose producer surplus of D + E = $108.45 million 

Figure 9.4 Welfare Effects of a Specific Tax on Roses

The t = 11¢ specific tax on roses creates an 11¢ per stem 
wedge between the price customers pay, 32¢, and the price 
producers receive, 21¢. Tax revenue is T = tQ = $127.6 

million per year. The deadweight loss to society is C + E =
$4.95 million per year.
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per year. The government gains tax revenue of tQ = 11¢ per stem * 1.16 billion 
stems per year = $127.6 million per year, area B + D.

The combined loss of consumer surplus and producer surplus is only partially 
offset by the government’s gain in tax revenue, so welfare drops by

∆W = ∆CS + ∆PS + ∆T = - $24.1 - $108.45 + $127.6
= - $4.95 million per year.

This deadweight loss is C + E.
Why does society suffer a deadweight loss? The reason is that the tax lowers out-

put from the competitive level where welfare is maximized. An equivalent explana-
tion for this loss to society is that the tax puts a wedge between price and marginal 
cost, which is an allocative inefficiency. At the new equilibrium, buyers are willing 
to pay p = 32¢ for one more rose stem, while the marginal cost to firms is only  
21¢ (=  p - t). Shouldn’t more roses be produced and sold if consumers are willing 
to pay nearly a third more than the cost of producing it? That’s what our welfare 
study indicates.

The social cost of collecting tax revenue is the deadweight loss that the tax causes. 
Blundell, Horowitz, and Parey (2012) found that the deadweight loss per dollar 
of gasoline tax revenue raised is 4.3% for high-income, 9.2% for middle-income, 
and 3.9% for low-income U.S. consumers.10

Why is a gasoline tax more distorting for middle-income consumers? Part of 
the explanation is that middle-income U.S. and Canadian consumers are much 
more responsive to changes in gasoline prices than low-income and high-income 
consumers. That is, middle-income consumers have a more elastic demand curve. 
Typically, the more the quantity demanded falls in response to the tax, the wider 
is the deadweight loss triangle and the larger is the ratio of deadweight loss to tax 
revenue, as the next Solved Problem illustrates.

APPLICATION 

The Deadweight 
Loss from Gas Taxes

10The U.S. low-income group consists of the 25% lowest earners and has a median income of $42,500 
per year. The middle-income group has a median income of $57,500. The median income of the 
high-income group is $72,500. These calculations ignore the environmental effects from reduced 
consumption of gasoline.

Welfare Effects of a Price Floor
No matter what your religion, you should try to become a government  
program, for then you will have everlasting life. —Lynn Martin (former U.S. 
Representative)

In some markets, the government sets a price floor, or minimum price, which is 
the lowest price a consumer can legally pay for the good. For example, in most 
countries, the government sets price floors for at least some agricultural products, 
which guarantee producers that they will receive at least a price of p for their 
good. If the market price is above p, the support program is irrelevant. If the 
market price is below p, however, the government buys as much output as neces-
sary to drive the price up to p. Since 1929 (the start of the Great Depression), the 
U.S. government has used price floors or similar programs to keep the prices of 
many agricultural products above the price that competition would determine in 
unregulated markets.
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Agricultural Price Support. Traditionally, the U.S. government supported agricul-
tural prices by buying some of the crop and storing it.11 We show the effect of such 
a price support using estimated supply and demand curves for the soybean market 
(Holt, 1992). The intersection of the market demand curve and the market supply 
curve in Figure 9.5 determines the competitive equilibrium, e, in the absence of a 
price support program, where the equilibrium price is p1 = $4.59 per bushel and the 
equilibrium quantity is Q1 = 2.1 billion bushels per year.12

With a price support on soybeans of p = $5.00 per bushel and the govern-
ment’s pledge to buy as much output as farmers want to sell, quantity sold  
is Qs = 2.2 billion bushels. At p, consumers buy less output, Qd = 1.9 billion bush-
els, than the Q1 they would have bought at the market-determined price p1.  
As a result, consumer surplus falls by B + C = $864 million. The government buys 
Qg = Qs - Qd ≈ 0.3 billion bushels per year, which is the excess supply, at a cost of 
T = p * Qg = C + D + F + G = $1.283 billion.

The government cannot resell the output domestically, because if it tried to do so, 
it would succeed only in driving down the price consumers pay. Instead, the govern-
ment stores the output or sends it abroad.

Although farmers gain producer surplus of B + C + D = $921 million, 
this program is an inefficient way to transfer money to them. Assuming that 
the government’s purchases have no alternative use, the change in welfare is 
∆W = ∆CS + ∆PS - T = -C - F - G = - $1.226 billion per year.13 The dead-
weight loss, C + F + G, reflects two distortions in this market:

1. Excess production: More output is produced than is consumed, so Qg is stored, 
destroyed, or shipped abroad.

2. Allocative inefficiency: At the quantity they actually buy, Qd , consumers are will-
ing to pay $5 for the last bushel of soybeans, which is more than the marginal 
cost, MC = $3.60, of producing that bushel.

Thus, traditional government agricultural price support programs designed to help 
farmers hurt others.

11The wool and mohair price support program is my favorite. The U.S. government instituted wool 
price supports after the Korean War to ensure “strategic supplies” for uniforms. Later, Congress added 
mohair to the program, even though mohair has no military use. In some years, the extra amount that 
the government paid for mohair exceeded the amount consumers paid for mohair, and the govern-
ment payments on wool and mohair reached a fifth of a billion dollars over the first half-century of 
the program. No doubt the Clinton-era end of these subsidies in 1995 endangered national security. 
Thanks to Senator Phil Gramm, a well-known fiscal conservative, and other patriots (primarily from 
Texas, where much mohair is produced), Congress resurrected the program in 2000. Representative 
Lamar Smith took vehement exception to people who questioned the need for the mohair program: 
“Mohair is popular! I have a mohair sweater! It’s my favorite one!” The 2006 budget called for  
$11 million for wool and mohair with a loan rate of $4.20 per pound. Again in 2011, the program 
was ended as a cost-cutting measure. However, Congress restored the wool and mohair program in 
2012, and the 2014 agricultural bill extended it at least through 2018. The House version of the 2018 
farm bill extends it beyond 2018.
12The support or target price has increased slowly over time. It was $5.02 in 1985 and $6.00 in 
2010–2012. The 2014 Farm Bill set the rate at $8.40 for 2014–2018.
13This measure of deadweight loss underestimates the true loss. The government also pays storage and 
administration costs. In 2018, the USDA had roughly 100,000 employees, or about 1 employee for 
every 8.2 farms that received assistance, although many of these employees had other job responsibili-
ties (www.downsizinggovernment.org/agriculture/subsidies; www.usda.gov/our-agency).

www.downsizinggovernment.org/agriculture/subsidies
www.usda.gov/our-agency
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Figure 9.5 Effect of Price Supports in Soybeans

Without government price supports, the equilibrium is 
e, where p1 = $4.59 per bushel and Q1 = 2.1 billion 
bushels of soybeans per year (based on estimates in Holt, 
1992). With the price support at p = $5.00 per bushel, 
output sold increases to Qs and consumer purchases 

fall to Qd , so the government must buy Qg = Qs - Qd 
at a cost of $1.283 billion per year. The deadweight loss 
is C + F + G = $1.226 billion per year, not counting 
storage and administrative costs.
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Unintended Consequences The traditional agricultural price support program 
caused excess production, raised the price, and reduced consumer surplus and 
welfare.

Alternative Price Support. Because of price supports, the government was buying 
and storing large quantities of food, much of which was allowed to spoil. Conse-
quently, the government started limiting the amount farmers could produce. Because 
the government is uncertain about how much farmers will produce, it sets quotas or 
limits on the amount of land farmers may use, so as to restrict their output. Today, 
the government uses an alternative price support program. The government sets a 
support price, p. Farmers decide how much to grow and sell all of their produce to 
consumers at the price, p, that clears the market. The government then gives the 
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farmers a deficiency payment equal to the difference between the support and 
actual prices, p - p, for every unit sold, so that farmers receive the support price 
on their entire crop.14

14The 2014 and 2018 Farm Bills expand the government’s crop insurance programs, providing farm-
ers with protection against low prices and low revenue. Farmers have a choice between three support 
programs.

SOLVED PROBLEM 
9.3

What are the effects in the soybean market of a $5-per-bushel deficiency-payment 
price support on the equilibrium price and quantity, consumer surplus, producer 
surplus, and deadweight loss?

Answer

1. Describe how the program affects the equilibrium price and quantity. Without a 
price support, the equilibrium is e

1
 in the figure, where the price is p1 = $4.59 

and the quantity is 2.1 billion bushels per year. With a support price of $5 
per bushel, the new equilibrium is e2. Farmers produce at the quantity where the 
price support line hits their supply curve at 2.2 billion bushels. The equilibrium 
price is the height of the demand curve at 2.2 billion bushels, or approximately 
$4.39 per bushel. Thus, the equilibrium price falls and the quantity increases.
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MyLab Economics
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2. Show the welfare effects. Because the price consumers pay drops from p1 to p2,  
consumer surplus rises by area D + E. Producers now receive p instead  
of p1, so their producer surplus rises by B + C. Government payments are the 
difference between the support price, p = $5, and the price consumers pay, 
p2 = $4.39, times the number of units sold, 2.2 billion bushels per year, or the 
rectangle B + C + D + E + F. Because government expenditures exceed the 
gains to consumers and producers, welfare falls by the deadweight loss triangle 
F. Compared to the equivalent “buy-and-store” soybean price support program 
in Figure 9.5, the deficiency payment approach results in a smaller deadweight 
loss (less than a tenth of the original one) and lower government expenditures 
(though the expenditures need not be smaller in general).

Amount the EU paid to businessmen in Serbia–Montenegro for sugar subsidies 
before realizing that there was no sugar industry there: $1.2 million.  
—Harper’s Index, 2004

Virtually every country in the world showers its farmers with subsidies. Although 
government support to farmers has fallen in developed countries over the past 
decade, support remains high. Farmers in developed countries received $317 bil-
lion in agricultural producer support payments (subsidies) in 2015–2017.

These payments were 18% of actual farm sales in developed countries in 2017. 
The percentage of subsidies ranged from 53% in Norway, 51% in Switzerland, 
49% in Japan, 18% in the European Union, 10% in Canada and the United States, 
1.7% in Australia, 0.7% in New Zealand, to 2.3% in Vietnam.

In 2017, total U.S. agricultural support payments were $97 billion, or 0.5% of 
the U.S. gross domestic product. Each adult in the United States pays $387 a year 
to support agriculture. Did you get full value for your money? The 2018 Farm Bill 
is forecast to lower these outlays slightly.

The lion’s share of U.S. farm subsidies goes to large agricultural corporations, 
not to poor farmers. According to the Environmental Working Group, 77% of the 
payments go to the largest and wealthiest 10% of farm operations and landlords, 
while nearly two-thirds of farmers receive no direct payments. Indeed, 33 members 
of Congress received payments of at least $15.3 million between 1995 and 2016.15

APPLICATION 

How Big Are Farm 
Subsidies and Who 
Gets Them?

15A farm owned in part by Representative Doug LaMalfa, a member of the House Agriculture Com-
mittee, received at least $5.3 million in farm subsidies between 1995 and 2016.

Welfare Effects of a Price Ceiling
In some markets, the government sets a price ceiling: the highest price that a firm can 
legally charge. If the government sets the ceiling below the unregulated competitive 
price, consumers demand more than the unregulated equilibrium quantity and firms 
supply less than that quantity (Chapter 2). Producer surplus must fall because firms 
receive a lower price and sell fewer units.

As a result of the price ceiling, consumers buy the good at a lower price but are 
limited in how much they can buy by sellers. Because less is sold than at the pre-
control equilibrium, society suffers a deadweight loss: Consumers value the good 
more than the marginal cost of producing extra units.

This measure of the deadweight loss may underestimate the true loss for two rea-
sons. First, because consumers want to buy more units than are sold, they may spend 
additional time searching for a store with units for sale. This (often unsuccessful) search 
activity is wasteful and thus an additional deadweight loss to society. Deacon and 
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16This type of wasteful search does not occur if the good is efficiently but inequitably distributed to 
people according to a discriminatory criterion such as race, gender, or attractiveness because people 
who are suffering discrimination know it is pointless to search.

Sonstelie (1989) calculated that for every $1 consumers saved from lower prices due to 
U.S. gasoline price controls in 1973, they lost $1.16 in waiting time and other factors.16

Second, when a price ceiling creates excess demand, the customers who are lucky 
enough to buy the good may not be the consumers who value it most. In a market 
without a price ceiling, all consumers who value the good more than the market 
price buy it, and those who value it less do not, so that those consumers who value 
it most buy the good. In contrast with a price control whereby the good is sold on 
a first-come, first-served basis, the consumers who reach the store first may not be 
the consumers with the highest willingness to pay. With a price control, if a lucky 
customer who buys a unit of the good has a willingness to pay of p0, while someone 
who cannot buy it has a willingness to pay of p1 7 p0, then the allocative inefficiency 
of this unit being sold to the “wrong” consumer is p1 - p0.

17

17 This allocative cost will be reduced or eliminated with a resale market where consumers who place 
a high value on the good can buy it from consumers who place a lower value on the good but were 
lucky enough to be able to buy it initially.

SOLVED PROBLEM 
9.4

What is the effect on the equilibrium, consumer surplus, producer surplus, and 
welfare if the government sets a price ceiling, p, below the unregulated competi-
tive equilibrium price?

Answer

1. Show the initial unregulated equilibrium. The intersection of the demand curve 
and the supply curve determines the unregulated, competitive equilibrium e1, 
where the equilibrium quantity is Q1.
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 9.6 Comparing Both Types of Policies: Trade
Traditionally, most of the United States’ imports come from overseas.

We have examined examples of government policies that shift supply curves and poli-
cies that create a wedge between supply and demand. Governments use both types 
of policies to control international trade.

Allowing imports of foreign goods benefits the importing country. If a government 
reduces imports of a good, the domestic price rises; the profits increase for domestic 

2. Show how the equilibrium changes with the price ceiling. Because the price ceil-
ing, p, is set below the equilibrium price of p1, the ceiling binds. At this lower 
price, consumer demand increases to Qd while the quantity that firms are will-
ing to supply falls to Qs, so only Qs = Q2 units are sold at the new equilibrium, 
e2. Thus, the price control causes the equilibrium quantity and price to fall, 
but consumers have excess demand of Qd - Qs.

3. Describe the welfare effects. Because consumers are able to buy Qs units at a 
lower price than before the controls, they gain area D. Consumers lose con-
sumer surplus of C, however, because they can purchase only Qs instead of Q1 
units of output. Thus, consumers gain net consumer surplus of D - C. Because 
they sell fewer units at a lower price, firms lose producer surplus -D - E. 
Part of this loss, D, is transferred to consumers in the form of lower prices, 
but the rest, E, is a loss to society. The change in our usual welfare measure is 
∆W = ∆CS + ∆PS = -C - E. The total deadweight loss to society is C + E 
plus any additional allocation cost to consumers.

From 1954 through 1989, U.S. federal law imposed a price ceiling on interstate 
sales of natural gas. The law did not apply to sales within states in the Southwest 
that produced the gas—primarily Louisiana, Oklahoma, New Mexico, and Texas. 
Consequently, consumers in the Midwest and Northeast, where most of the gas 
was used, were less likely to be able to buy as much natural gas as they wanted, 
unlike consumers in the Southwest. Because they could not buy natural gas, some 
consumers who would have otherwise done so did not install natural gas heating. 
As heating systems last for years, even today, many homes use dirtier fuels such 
as heating oil due to this decades-old price control.

By comparing consumer behavior before and after the regulated period, Davis 
and Kilian (2011) estimated that demand for natural gas exceeded observed sales 
of natural gas by an average of 19.4% from 1950 through 2000. They calcu-
lated that the allocative cost averaged $3.6 billion annually during this half cen-
tury. This additional loss was a third of the estimated annual deadweight loss 
from the price control of $10.5 billion (MacAvoy, 2000). The total loss was 
$14.1 (=  $10.5 + $3.6) billion.18

APPLICATION 

The Social Cost of 
a Natural Gas Price 
Ceiling

18Consumers’ share of the deadweight loss, area C in the figure in Solved Problem 9.4, is $9.3 billion 
annually; the sellers’ share, area E, is $1.2 billion; so the entire deadweight loss is $10.5 billion. Consum-
ers who are lucky enough to buy the gas gain area D = $6.9 billion from paying a lower price, which 
represents a transfer from sellers. Thus, altogether consumers lose $7.0 (=  $9.3 + $4.6 - $6.9) 
billion and firms lose $8.1 (=  $1.2 + $6.9) billion.
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19These constant-elasticity supply and demand equations for crude oil are based on Baumeister and 
Peersman (2013), with rounding and updating using 2015 production and import data.

firms that produce the good but domestic consumers are hurt. Our analysis will show 
that the loss to consumers exceeds the gain to producers.

The government of the (potentially) importing country can use one of four trade 
policies:

1. Allow free trade: Any firm can sell in the importing country without restrictions.
2. Ban all imports: The government sets a quota of zero on imports.
3. Set a tariff: The government imposes a tax called a tariff (or a duty) only on 

imported goods.
4. Set a positive quota: The government limits imports to Q.

We compare welfare under free trade to welfare under bans and quotas, which 
change the supply curve, and to welfare under tariffs, which create a wedge between 
supply and demand.

To illustrate the differences in welfare under these various policies, we examine 
the U.S. market for crude oil. We also assume, for the sake of simplicity, that trans-
portation costs are zero and that the supply curve of the potentially imported good is 
horizontal at the world price. Given these two assumptions, the importing country, 
the United States, can buy as much of this good as it wants at the world price: It is 
a price taker in the world market because its demand is too small to influence the 
world price.

Free Trade Versus a Ban on Imports
No nation was ever ruined by trade. —Benjamin Franklin

Preventing imports raises the domestic market price. We now compare the equilib-
rium with and without free trade in the U.S. crude oil market.

The estimated U.S. daily demand function for oil is19

 Q = D(p) = 48.71p-0.25, (9.3)

and the U.S. daily domestic supply function is

 Q = S(p) = 3.45p0.25. (9.4)

Although the estimated U.S. domestic supply curve, Sa, in Figure 9.6 is upward 
sloping, the foreign supply curve is horizontal at the world price of $60. The total 
U.S. supply curve, S1, is the horizontal sum of the domestic supply curve and the 
foreign supply curve. Thus, S1 is the same as the upward-sloping domestic supply 
curve for prices below $60 and is horizontal at $60. Under free trade, the United 
States imports crude oil if its domestic price in the absence of imports would exceed 
the world price, $60 per barrel.

The intersection of S1 and the demand curve determines the free-trade equilibrium, 
e1, where the U.S. price equals the world price, $60. U.S. consumers demand 17.5 
million barrels per day at that price. Because domestic firms produce only 9.6 million 
barrels, imports are 17.5 - 9.6 = 7.9 million barrels per day.20 U.S. consumer sur-
plus is A + B + C, U.S. producer surplus is D, and U.S. welfare is A + B + C + D. 
Throughout our discussion of trade, we ignore welfare effects in other countries.

20 Substituting p = $60 into demand function in Equation 9.3, we find that the equilibrium quantity 
is 48.71(60-0.25) ≈ 17.5 million barrels per day. At the equilibrium price of $60, domestic supply 
is 3.45(600.25) ≈ 9.6 million barrels per day.
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If the U.S. government were to ban imports, the total U.S. supply curve, S2, is the 
American domestic supply curve, Sa. The intersection of S2 and the demand curve 
determines the no-trade equilibrium at e2, where the equilibrium price is $199.34 
and the quantity is 13.0.21 Consumer surplus is only A, producer surplus is B + D, 
and welfare is A + B + D.

Thus, the ban helps producers but harms consumers. Because of the higher price, 
domestic firms gain producer surplus of ∆PS = B. The change in consumer surplus 
is ∆CS = -B - C. The change in total welfare, ∆W, is the difference between the 
gain to producers and the loss to consumers, ∆W = ∆PS + ∆CS = -C, so the ban 
hurts society.

Figure 9.6 Loss from Eliminating Free Trade

Because the supply curve that foreigners face is horizontal 
at the world price of $60, the total U.S. supply curve of 
crude oil is S1 with free trade. The free-trade equilibrium 
is e1. With a ban on imports, the equilibrium e2 occurs 
where the domestic supply curve, Sa = S2, intersects 

the demand curve. The ban increases producer surplus 
by B = $1,606 million per day and decreases consumer 
surplus by B + C = $2,045 million per day, so the 
deadweight loss is C = $439 million per day or about 
$160 billion per year.

p,
 $

 p
er

 b
ar

re
l

13.09.6 17.5

Q, Million barrels of oil per day
Imports = 7.9

60.00

0

199.34

Sa = S2

S1, World price

e2

e1

D

B

A

C

Demand

U.S. Free Trade U.S. Import Ban Change ($ millions)

Consumer Surplus, CS A B C A −B−C= −2,045=
Producer Surplus, PS D B D B=1,606=

Welfare,W CS PS A+

+ +

+ +

+

+= + +B C D A B D −C=−439=ΔW =−DWL

ΔPS
ΔCS

21Setting the right sides of Equations 9.3 and 9.4 equal, 48.71p-0.25 = 3.45p0.25, and solving for p, 
we find that the no-trade equilibrium price is about $199.34. Substituting $199.34 into Equation 9.3, 
we find that Q = 48.71(199.34-0.25) ≈ 13.0.
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Based on the estimates of the U.S. daily oil demand function in Equation 9.3 and 
the supply function in Equation 9.4, use calculus to determine the changes in pro-
ducer surplus, consumer surplus, and welfare from eliminating free trade. (Round 
to the nearest million dollar.)

Answer

1. Integrate the supply function with respect to price between the free-trade and 
no-trade prices to obtain the change in producer surplus. If imports are banned, 
the gain in domestic producer surplus is the area to the left of the domestic sup-
ply curve between the free-trade price, $60, and the price with the ban in effect, 
$199.34, which is area B in Figure 9.6.22 Integrating, we find that

  ∆PS = L
199.34

60
S(p)dp = L

199.34

60
3.45p0.25dp =

3.45
1.25

p1.25 2
60

199.34

  = 2.76(199.341.25 - 601.25) ≈ 1,606.

2. Integrate with respect to price between the free-trade and no-trade prices to 
obtain the change in consumer surplus. To determine the lost consumer surplus, 
we integrate to the left of the demand curve between the relevant prices:

 ∆CS = - L
199.34

60
D(p)dp = - L

199.34

60
48.71p-0.25 = -

48.71
0.75

p0.75 2
60

199.34

 ≈ 64.95(199.340.75 - 600.75) ≈ -2,045.

3. To determine the change in welfare, sum the changes in consumer sur-
plus and producer surplus. The change in welfare is ∆W = ∆CS + ∆PS =
-2,045 + 1,606 =  - $439 million per day or about –$160 billion per year. 
This deadweight loss is 27% of the gain to producers: Consumers lose $1.27 
for every $1 that producers gain from a ban.

SOLVED PROBLEM 
9.5

22In Section 9.2, we noted that we can also calculate the producer surplus by integrating below the 
price, above the supply (or marginal cost) function, up to the relevant quantity.

Starting in 2014, many Western nations imposed a variety of sanctions on Russia 
because of its military activities in Ukraine. In retaliation, Russia banned imports 

of many agricultural products from the United 
States, the European Union, Canada, and other 
countries.

Russians, particularly in prosperous cities 
such as Moscow, depend heavily on imported 
foods from the West. The previous year, 2013,  
Russian agricultural imports were about $1 bil-
lion from the United States and 11.8 billion euros  
($15.7 billion) from the European Union.

The ban imposes substantial costs on Russian 
consumers. In 2014, food prices soared 11.5%, 
which was 5.8% higher than the overall inflation 
rate. Prices for some types of food shot up by 
even more. Meat and poultry prices rose 18% 

APPLICATION 

Russian Food Ban

MyLab Economics 
Solved Problem
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Free Trade Versus a Tariff
TARIFF, n. A scale of taxes on imports, designed to protect the domestic producer 
against the greed of his customers. —Ambrose Bierce

Governments use specific tariffs (t dollars per unit) and ad valorem tariffs (α per-
cent of the sales price). Governments around the world use tariffs, particularly on 
agricultural products.23 American policymakers have frequently debated the optimal 
tariff on crude oil as a way to raise revenue or to reduce dependence on foreign oil.

You may be asking yourself, “Why should we study tariffs if we’ve already looked 
at taxes? Isn’t a tariff just another tax?” Good point! Tariffs are just taxes. If the 
only goods sold in the market were imported, the effect of a tariff in the importing 
country would be the same as for a sales tax. We study tariffs separately because a 
government applies a tariff to only imported goods, so it affects domestic and foreign 
producers differently. Because tariffs apply to only imported goods, all else the same, 
they do not raise as much tax revenue or affect equilibrium quantities as much as 
taxes applied to all goods in a market.

To illustrate the effect of a tariff clearly in our figures, we suppose that the U.S. 
government imposes a large specific tariff of t = $40 per barrel of crude oil. Con-
sequently, firms import oil into the United States only if the U.S. price is at least  
$40 above the world price. The tariff creates a wedge between the world price, $60, 
and the U.S. price, $100. The tariff shifts the U.S. total supply curve upward from S1 
to S3 in Figure 9.7 so that S3 equals the domestic supply curve for prices below $100 
and is horizontal at $100.

In the new equilibrium, e3, where S3 intersects the demand curve, the equilibrium 
price is $100 and the quantity is 15.4 million barrels of oil per day. Domestic firms 
supply 10.9 million barrels, so imports are 4.5.

The tariff protects American producers from foreign competition. The larger the 
tariff, the fewer the imports, and hence the higher the price that domestic firms can 
charge. (With a large enough tariff, firms import nothing and the price rises to the no-
trade level, $199.34.) With a tariff of $40, domestic firms’ producer surplus increases 
by area B = $412 million per day.

over the previous year, while the price of butter shot up by 17%. In early 2015, 
the  Russian finance minister said that Russia’s losses from the Western sanction 
were $50 billion. The ban had less of an effect on firms in exporting nations, which 
could sell their products elsewhere.

Of course, Russian food-producing firms benefited. For example, in the first 
quarter after the ban went into effect, the profit of Cherkizovo, a Russian pro-
ducer of meat, rose eight-fold from the previous year. In 2017, the Agriculture 
Ministry said that during the past three years, food imports fell from $42 billion to  
$25 billion, while Russian agricultural production rose by 11%. The ban is sched-
uled to stay in effect at least until the end of 2019.

23After World War II, most trading nations signed the General Agreement on Tariffs and Trade 
(GATT), which limited their ability to subsidize exports or limit imports using quotas and tariffs. The 
rules prohibited most export subsidies and import quotas, except when imports threatened “market 
disruption” (a term that unfortunately was not defined). The GATT also required that any new tariff 
be offset by a reduction in other tariffs to compensate the exporting country. Modifications of the 
GATT and agreements negotiated by its successor, the World Trade Organization, have reduced or 
eliminated many tariffs.
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Because the U.S. price rises from $60 to $100, consumer surplus falls by 
B + C + D + E = $654 million per day. The government receives tariff revenues, 
T, equal to area D = $180 million per day, which is t = $40 times the quantity 
imported, 4.5 million.

Figure 9.7 Effect of a Tariff (or Quota)

A tariff of t = $40 per barrel of oil imported or a quota 
of Q = 3.4 million barrels per day drives the U.S. price 
of crude oil to $100, which is $40 more than the world 
price of $60. Under the tariff, the intersection of the S3 
total U.S. supply curve and the demand curve determines 
the equilibrium, e3. Under the quota, e3 is determined by a 
quantity wedge of 4.5 million barrels per day between the 
quantity demanded, 15.4 million barrels per day, and the 

quantity supplied, 10.9 million barrels per day. Compared 
to free trade, producers gain B = $412 million per day 
and consumers lose B + C + D + E = $654 million 
per day from the tariff or quota. The deadweight loss 
under the quota is C + D + E = $242 million per day. 
With a tariff, the government’s tariff revenue increases by 
D = $180 million a day, so the deadweight loss is “only” 
C + E = $62 million per day.
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The deadweight loss is the loss of consumer surplus, B + C + D + E, minus the 
tax revenue, D, minus the producer surplus gain, B. That is, the deadweight loss is 
C + E = $62 million per day, or $22.6 billion per year. This deadweight loss is 15% 
of the gain to producers. Consumers lose $1.59 for each $1 that domestic producers 
gain. Because the tariff does not eliminate all imports, the welfare loss is smaller than 
from an import ban.

This deadweight loss has two components. First, C is a loss due to cost inefficiency: 
U.S. firms produce 10.9 million barrels per day instead of 9.6 million barrels per day 
at greater cost than this extra output could be purchased at the world price. Domestic 
firms produce this extra output because the tariff drives up the price from $60 to 
$100. The cost of producing these extra 1.3 million barrels of oil per day domesti-
cally is C + G, the area under the domestic supply curve, Sa, between 9.6 and 10.9. 
Had Americans bought this oil at the world price, the cost would have been only G. 
Thus, C is the additional cost of producing the extra 1.3 million barrels of oil per 
day domestically instead of importing it.

Second, E is a loss due to allocative inefficiency from U.S. consumers’ buying too 
little oil, 15.4 instead of 17.5 million barrels, because the tariff increases the price 
from $60 to $100.24 U.S. consumers place a value on this extra output of E + H, 
the area under their demand curve between 15.4 and 17.5. The cost of buying this 
extra oil from the world market is only H, the area below the line at $60 between 
15.4 and 17.5. Thus, E is the difference between the value at the world price and the 
value U.S. consumers place on this extra 2.1 million barrels per day.

Thus, a government’s use of a tariff to protect domestic producers harms consum-
ers and the economy:

24This analysis ignores the effect of oil consumption on the environment. We address that issue in 
Chapter 17.

Unintended Consequences Tariffs cause cost and allocative inefficiencies, 
raising the price and reducing consumer surplus and welfare.

Based on the estimates of the U.S. daily oil demand function in Equation 9.3, the 
supply function in Equation 9.4, and the preceding discussion, use calculus to 
determine the change in equilibrium quantity, the amount supplied by domestic 
firms, and their producer surplus from a marginal increase in a tariff, evaluated 
where the tariff is initially zero.

Answer

1. Discuss the effect of the tariff on the U.S. equilibrium quantity and on the 
domestic supply of oil at the free-trade equilibrium. Without the tariff, the U.S. 
supply curve of oil is horizontal at a price of $60 (S1 in Figure 9.7), and the 
equilibrium is determined by the intersection of this horizontal supply curve 
with the demand curve. With a new, small tariff of t, the U.S. supply curve 
is horizontal at $60 + t, and the new equilibrium quantity is determined 
by substituting p = 60 + t into the demand function in Equation 9.3, 
Q = 48.71(60 + t)-0.25. The domestic supply is determined by substituting 
$60 + t into the U.S. supply function in Equation 9.4, Q = 3.45($60 + t)0.25. 
Evaluated at t = 0, the equilibrium quantity remains at the free-trade level, 
17.5, and the domestic supply is 9.6 million barrels of oil per day.

SOLVED PROBLEM 
9.6

MyLab Economics
Solved Problem
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A Tariff Versus a Quota
Many countries use quotas instead of tariffs, which may lead to a false belief:

2. Differentiate the expression for producer surplus with respect to t and evalu-
ate at t = 0. The producer surplus is the area below $60 and to the left of the 
supply curve (area B + F in Figure 9.7):

PS = L
60 + t

0
S(p)dp = L

60 + t

0
3.45p0.25dp.

To see how a change in t affects producer surplus, we differentiate PS with 
respect to t:25

 
dPS
dt

=
d
dt L

60 + t

0
S(p)dp = S(60 + t)

 =
d
dt L

60 + t

0
3.45p0.25dp = 3.45(60 + t)0.25.

If we evaluate this expression at t = 0, we find that dPS>dt = S(60) =
3.45(60)0.25 ≈ $9.6 million per day. Equivalently, dPS = S(60 + t)dt. If 
dt = 1¢, then the change in producer surplus is about $96,000 per day.

25We are using Leibniz’s rule for differentiating a definite integral. According to Leibniz’s rule,

d
dt L

b(t)

a(t)
f(t, p)dp = L

b(t)

a(t)

0f(t, p)

0t
dp + f [t, b(t)]

db(t)
dt

- f [t, a(t)]
da(t)

dt
.

In our problem, neither a nor f is a function of t and db(t)/dt = d(60 + t)dt = 1.

Common Confusion Quotas are preferable to tariffs.

Although politicians have a variety of reasons to prefer quotas, countries usually 
benefit from employing a tariff rather than an equivalent quota—that reduces imports 
by the same amount—because only the tariff produces revenue for the government. 
Of course, countries would generally be better off using neither.

The market effects of a quota are similar to those of a tariff. In Figure 9.7, if the 
government limits imports to Q = 4.5 million barrels per day, the quota is binding 
because firms import 7.9 million barrels per day under free trade. This quota on 
imports of 4.5 million barrels leads to the same equilibrium, e3 in Figure 9.7, as a 
tariff of $40. Given this binding quota, the equilibrium price is $100, and the quantity 
demanded, 15.4 million barrels per day, minus the quantity supplied by domestic 
producers, 10.9 million barrels per day, equals the quantity imported, 4.5 million 
barrels per day.

The gain to domestic producers, B, and the loss to consumers, B + C + D + E, are 
the same as those with a tariff. However, unlike with a tariff, the government does not 
receive any revenue when it uses a quota (unless the government sells import licenses). 
Thus, the deadweight loss with this quota, C + D + E = $242 million per day, is 
greater than the deadweight loss with the equivalent $40 tariff, C + E = $62 million 
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per day. The extra deadweight loss from using the quota instead of a tariff is the forgone 
government tariff revenues, D = $180 million per day. Under the quota, D may go to 
foreign exporters.

Thus, the importing country fares better using a tariff than setting a quota that 
reduces imports by the same amount. Consumers and domestic firms do as well 
under the two policies, but the government gains tariff revenues, D, only when the 
tariff is used.

However, if the government gives the quota licenses to domestic importing firms, 
then the United States does not lose D. Similarly, if the government sells the quota 
licenses to firms at a price equal to the tariff, then the government gets D.

Rent Seeking
Given that tariffs and quotas hurt the importing country, why do the Japanese, U.S., 
and other governments impose tariffs, quotas, or other trade barriers? The reason is 
that domestic producers stand to make large gains from such government actions, 
so the producers lobby the government to enact these trade policies. Although con-
sumers as a whole suffer large losses, the loss to any one consumer is usually small. 
Moreover, consumers rarely organize to lobby the government about trade issues. 
Thus, in most countries, producers are often able to convince (cajole, influence, or 
bribe) legislators or government officials to aid them, even though the loss to consum-
ers exceeds the gain to domestic producers.

If domestic producers can talk the government into a tariff, quota, or other 
policy that reduces imports, they gain extra producer surplus (rents), such as 
area B in Figure 9.7. Economists call efforts and expenditures to gain a rent or 
a profit from government actions rent seeking. If producers or other interest 
groups bribe legislators to influence policy, the bribe is a transfer of income and 
hence does not increase deadweight loss (except to the degree that a harmful 
policy is chosen). However, if this rent-seeking behavior—such as hiring lobby-
ists and engaging in advertising to influence legislators—uses up resources, the 
deadweight loss from tariffs and quotas understates the true loss to society. The 
domestic producers may spend an amount up to the gain in producer surplus to 
influence the government.26

Indeed, some economists contend that the government revenues from tariffs are 
completely offset by administrative costs and rent-seeking behavior. If so—and if the 
tariffs and quotas do not affect world prices—the loss to society from tariffs and 
quotas equals the entire change in consumer surplus, such as area B + C + D + E 
in Figure 9.7.

Lopez and Pagoulatos (1994) estimated the deadweight loss and the additional 
losses due to rent-seeking activities in the United States in food and tobacco products. 
They estimated that the deadweight loss was $18.3 billion (in 2015 dollars), which 
was 2.6% of the domestic consumption of these products. The largest deadweight 
losses were in milk products and sugar manufacturing, which primarily use import 
quotas to raise domestic prices. The gain in producer surplus is $66.2 billion, or 
9.5% of domestic consumption. The government obtained $2.7 billion in tariff rev-
enues, or 0.4% of consumption. If all of producer surplus and government revenues 
were expended in rent-seeking behavior and other wasteful activities, the total loss 
would be $68.9 billion, or 12.5% of consumption, which is 4.75 times larger than 
the deadweight loss alone. In other words, the loss to society is somewhere between 
the deadweight loss of $18.3 billion and $87.2 billion.

26This argument was made in Tullock (1967) and Posner (1975). Fisher (1985) and Varian (1989) 
argued that the expenditure is typically less than the producer surplus.
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Liquor Licenses
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Q, Meals per month

No Limit Limit Change

Consumer Surplus, CS A+B+C A −

−

B−C=ΔCS
Producer Surplus, PS 0 B B=ΔPS

Welfare, W=CS+PS A+B+C A+B C=ΔW=−DWL

We can now answer the Challenge questions from the beginning of the chapter: 
What effect does setting a quota on the number of liquor licenses have on the price 
of meals (including liquor)? What determines the value of a license? How much 
profit beyond the cost of the license can a restaurant earn? Who benefits and who 
loses from limiting the number of liquor licenses?

By limiting the number of liquor licenses, the government causes the supply 
curve of restaurant meals to shift to the left, or become steeper. As a result, the 
equilibrium price of a meal rises and the equilibrium quantity falls. The quota 
harms consumers: They do not buy as much as they would at lower prices. Restau-
rants that are in the market when the government first imposes the limits benefit 
from higher profits.

For simplicity, we’ll assume that all restaurants have identical costs and pro-
duce identical meals. Without a quota on the number of liquor licenses, a virtually 
unlimited number of potential restaurants could enter the market freely. Panel a 
of the figure shows a typical restaurant owner’s marginal cost curve, MC, and 
average cost curve, AC1. An increase in demand—a rightward shift of the demand 
curve—is met by new restaurants entering the market, so the long-run supply curve 
of restaurant meals, S1 in panel b, is horizontal at the minimum of AC1 (Chapter 8).

Given the market demand curve in the figure, the equilibrium is E1, where the 
equilibrium price, p1, equals the minimum of AC1 of a typical restaurant. The total 
number of meals is Q1 = n1q1, where n1 is the equilibrium number of restaurants and 
q1 is the number of meals per month provided by a restaurant.
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Consumer surplus, A + B + C, is the area under the market demand curve above 
p1 up to Q1. Restaurants receive no producer surplus because the supply curve is 
horizontal at the market price, which equals marginal and average cost. Thus, 
welfare is the same as consumer surplus.

The licensing quota limits the number of restaurants to n2 6 n1. The market 
supply curve, S2, is the horizontal sum of the marginal cost curves above the 
corresponding minimum average cost curves of the n2 restaurants in the market. 
For the market to produce more than n2q1 meals, the price must rise to induce the 
n2 restaurants to supply more.

With the same demand curve as before, the equilibrium market price rises to p2. 
At this higher price, each restaurant produces more meals, q2 7 q1, but the total 
number of meals, Q2 = n2q2, falls because the number of restaurants, n2, drops. 
Consumer surplus is A, producer surplus is B, and welfare is A + B.

Thus, because of the higher prices under a quota system, consumer surplus 
falls: ∆CS = -B - C. The producer surplus of the lucky license holders rises by 
∆PS = B. As a result, total welfare falls,

∆W = ∆CS + ∆PS = (-B - C) + B = -C,

so the deadweight loss is C.
If a state prevents other restaurants from entering the market by limiting liquor 

licenses, it creates economic profit, the area labeled π in panel a, for each license 
holder. A license holder may sell the license, so the owner of the scarce resource—
the license—can capture this unusual profit. The license sells at a price that cap-
tures the current value of all future profits. The government causes the license to 
have this value by creating an artificial scarcity of licenses.

The new owner’s average cost rises to AC2. Because the fee is a fixed cost that is 
unrelated to output, it does not affect the marginal cost. The new owner earns zero eco-
nomic profits because the market price, p2, equals the minimum of AC2. The producer 
surplus, B, created by the limits on entry goes to the original owners of the licenses 
rather than to the current owners. Thus, the original license holders are the only ones 
who benefit from the restrictions, and their gains are less than the losses to others.

1. Zero Profit for Competitive Firms in the Long 
Run. Although firms may make profits or losses in the 
short run, they earn zero economic profit in the long 
run. If necessary, the prices of scarce inputs adjust 
to ensure that competitive firms make zero long-run 
profit. Because profit-maximizing firms just break 
even in the long run, firms that do not try to maxi-
mize profits will lose money. Competitive firms must 
maximize profit to survive.

2. Producer Surplus. A firm’s gain from trading is mea-
sured by its producer surplus. Producer surplus is the 
largest amount of money that could be taken from a 
firm’s revenue and still leave the firm willing to pro-
duce. That is, the producer surplus is the amount that 
the firm is paid minus its variable cost of production, 
which is profit in the long run. It is the area below the 

price and above the supply curve up to the quantity 
that the firm sells. The effect of a change in price on 
a supplier is measured by the change in producer sur-
plus, which equals the change in profit.

3. Competition Maximizes Welfare. A standard measure 
of welfare is the sum of consumer surplus and pro-
ducer surplus. The more price exceeds marginal cost, 
the lower is this measure of welfare. In the competi-
tive equilibrium, in which price equals marginal cost, 
welfare is maximized.

4. Policies That Shift Supply or Demand Curves. Gov-
ernment policies that shift supply or demand curves 
in perfectly competitive markets harm consumers and 
lower welfare. For example, governments frequently 
limit the number of firms in a market directly, by 
licensing them, or indirectly, by raising the costs of 

SUMMARY
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entry to new firms or raising the cost of exiting. A 
reduction in the number of firms in a competitive 
market raises price, hurts consumers, helps produc-
ing firms, and lowers the standard measure of welfare. 
This reduction in welfare is a deadweight loss: The 
gain to producers is less than the loss to consumers.

5. Policies That Create a Wedge Between Supply and 
Demand Curves. Taxes and price floors create a gap 
between the price consumers pay and the price firms 
receive. These policies force price above marginal cost, 
which raises the price to consumers and lowers the 
amount sold. Price ceilings lower both the price and 
the amount sold. Each of these policies causes a dead-
weight loss: The reduction in total surplus that is not 
offset by increased taxes or by benefits to other groups.

6. Comparing Both Types of Policies: Trade. A gov-
ernment may use either a quantity restriction such 

as a quota, which shifts the supply curve, or a tariff, 
which creates a wedge, to reduce imports or achieve 
other goals. These policies may have different wel-
fare implications. A tariff that reduces imports by the 
same amount as a quota has the same harms—a larger 
loss of consumer surplus than increased domestic 
producer surplus—but has a partially offsetting ben-
efit—increased tariff revenues for the government. 
Rent-seeking activities are attempts by firms or indi-
viduals to influence a government to adopt a policy 
that favors them. By using up resources, rent seeking 
exacerbates the welfare loss beyond the deadweight 
loss caused by the policy itself. In a perfectly com-
petitive market, government policies frequently lower 
welfare. As later chapters show, however, in markets 
that are not perfectly competitive, government policies 
may increase welfare.

EXERCISES
All exercises are available on MyLab Economics;*= answer appears at the back of this book; M = mathematical problem.

prices negatively. I think we could put an end to the 
new supply, and work comfortably with what we 
have.”27

a. What would be the effect of the ban on the cur-
rent stock of antiquities for sale in the United 
States and Europe?

b. Would such a ban differentially affect established 
dealers and new dealers?

c. Why would established dealers back such a ban?

d. Discuss the implications of a ban using the con-
cept of an economic rent.

 2. Producer Surplus

 2.1 For a firm, how does the concept of producer surplus 
differ from that of profit?

 2.2 If the supply curve is q = 2 + 2p, what is the pro-
ducer surplus if the price is 10? M

 2.3 If the supply function is q = apη, what is the producer 
surplus if price is p*? (Hint: See Solved Problem 9.1.) M

 3. Competition Maximizes Welfare

 3.1 If society cared only about the well-being of consum-
ers so that it wanted to maximize consumer surplus, 
would a competitive market achieve that goal given 
that the government cannot force or bribe firms to 
produce more than the competitive level of output? 
How would your answer change if society cared only 
about maximizing producer surplus?

 1. Zero Profit for Competitive Firms in the Long Run

 1.1 Only a limited amount of high-quality, grape- 
growing land is available. The firms that farm the 
land are identical. Because the demand curve hits the 
market supply curve in its upward-sloping section, 
the firms initially earn positive profit.

a. The owners of the land raise their rents to capture 
the profit. Show how the market supply curve 
changes (if at all).

b. Suppose some firms own the land and some rent. 
Do these firms behave differently in terms of their 
shutdown decision or in any other way?

 1.2 The reputations of some of the world’s most presti-
gious museums have been damaged by accusations 
that they obtained antiquities that were looted or 
stolen in violation of international laws and treaties 
aimed at halting illicit trade in art and antiquities. 
A new wariness among private and public collec-
tors to buy works whose provenance has not been 
rigorously established jeopardizes the business of 
even the most established dealers. Conversely, this 
fear has increased the value of antiquities that have 
a solid ownership history. The Aboutaam brothers, 
who are among the world’s most powerful dealers 
of antiquities, back an international ban on trade in 
excavated antiquities. As Hicham Aboutaam said, 
“The more questionable works entering the antiq-
uities market, the less their value and the larger the 
dark cloud that hangs over the field. That affects 

27 Ron Stodghill, “Do You Know Where That Art Has Been?” New York Times, March 18, 2007.
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 3.2 Suppose that the market demand function for 32-oz. 
wide-mouth Nalgene bottles is Q = 50,000p-1.076, 
where Q is the quantity of bottles per week and p is 
the price per bottle. The market supply function is 
Q = 0.01p7.208. What are the equilibrium price and 
quantity? What is the consumer surplus? What is the 
producer surplus? M

 3.3 Suppose that the inverse market demand function 
for silicone replacement tips for Sony earbud head-
phones is p = pN - 0.1Q, where p is the price per 
pair of replacement tips, pN is the price of a new 
pair of headphones, and Q is the number of tips per 
week. Suppose that the inverse supply function of 
the replacement tips is p = 2 + 0.012Q.
a. Find the effect of a change in the price of a new 

pair of headphones on the equilibrium price of 
replacement tips at the equilibrium, dp/dpN.

b. If pN = $30, what are the equilibrium p and Q? 
What is the consumer surplus? What is the pro-
ducer surplus? M

 3.4 Until recently, the U.S. Department of Agriculture’s 
(USDA) minimum general recommendation has been 
to eat five servings of fruits and vegetables a day. 
Jetter, Chalfant, and Sumner (2004) estimated that 
if consumers followed that guideline, the equilibrium 
price and quantity of most fruits and vegetables 
would increase substantially. For example, the price 
of salad would rise 7.2%, output would increase 
3.5%, and growers’ revenues would jump 7.3% 
(presumably, health benefits would occur as well). 
Use a diagram to illustrate as many of these effects 
as possible and to show how consumer surplus and 
producer surplus change. Discuss how to calculate 
the consumer surplus (given that the USDA’s recom-
mendation shifts consumers’ tastes or behavior).

 3.5 Use an indifference curve diagram (gift goods on one 
axis and all other goods on the other) to illustrate 
that one is better off receiving cash than a gift. (Hint: 
See the discussion of gifts in this chapter and the 
discussion of food stamps in Chapter 5.) Relate your 
analysis to the Application “The Deadweight Loss of 
Christmas Presents.”

 3.6 The Application “Welfare Effects of Allowing Frack-
ing” says that allowing fracking resulted in a loss in 
producer surplus and an increase in consumer sur-
plus and welfare in the natural gas market. Illustrate 
these results in a figure.

 4. Policies That Shift Supply or Demand Curves

 4.1 The government imposes a restriction on firms that 
shifts the supply curve in Figure 9.3 so that it inter-
sects the demand curve at e

2
. Discuss the effects on 

CS, PS, welfare, and DWL.
 4.2 The government forces firms to provide more output 

at each price so that the new supply curve in the 

figure in Solved Problem 9.2 intersects the demand 
curve at e

2
. Discuss the effects on CS, PS, welfare, 

and DWL. (Hint: See Solved Problem 9.4.)

 4.3 The park service wants to restrict the number of visitors 
to Yellowstone National Park to Q*, which is fewer 
than the current volume. It considers two policies: (a) 
raising the price of admissions and (b) setting a quota. 
Compare the effects of these two policies on consumer 
surplus and welfare. Use a graph to show which policy 
is superior according to the welfare criterion.

 5. Policies That Create a Wedge Between Supply 
and Demand Curves

 5.1 If the inverse demand function for books is 
p = 60 - q and the supply function is q = p, what 
is the initial equilibrium? What is the welfare effect 
of a specific tax of t = $2 per unit on the equilib-
rium, CS, PS, welfare, and DWL? M

 5.2 Suppose that the demand curve for wheat is 
Q = 100 - 10p and that the supply curve is 
Q = 10p. What are the effects of a specific tax of 
t = 1 per unit on the equilibrium, government tax 
revenue, CS, PS, welfare, and DWL? M

 5.3 The initial equilibrium is e, where the linear sup-
ply curve intersects the linear demand curve. Show 
the welfare effects of imposing a specific tax t. Now 
suppose the demand curve becomes flatter, but still 
goes through point e, so that it is more elastic at 
e than originally. Discuss how the tax affects the 
equilibrium, CS, PS, welfare, and DWL differently 
than with the original demand curve.

 5.4 Suppose that the demand curve for wheat is 
Q = 100 - 10p and that the supply curve is 
Q = 10p. What are the effects of a subsidy (negative 
tax) of s = 1 per unit on the equilibrium, govern-
ment subsidy cost, CS, PS, welfare, and DWL? M

 *5.5 Suppose that the government gives rose producers 
a specific subsidy of s = 11¢ per stem. (Figure 9.4 
shows the original demand and supply curves.) What 
is the effect of the subsidy on the equilibrium prices and 
quantity, consumer surplus, producer surplus, govern-
ment expenditures, welfare, and deadweight loss?

 5.6 Suppose that the market demand function for cows 
is Q = 1,000,000p-2, where Q is the number of 
cows per month and p is the price per cow. The mar-
ket supply function is Q = p.

a. What are the equilibrium price and quantity of 
cows? What is the consumer surplus, the pro-
ducer surplus, and welfare?

b. Now suppose that the government provides a 
subsidy of $100 per cow. What are the new equi-
librium price and quantity, the consumer surplus, 
the producer surplus, and welfare? Round your 
answers to whole numbers.
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 5.7 What is the welfare effect of an ad valorem sales tax, 
v, assessed on each competitive firm in a market?

 *5.8 What is the long-run welfare effect of a profit tax (the 
government collects a specified percentage of a firm’s 
profit) assessed on each competitive firm in a market?

 *5.9 What is the welfare effect of a lump-sum tax, ℒ, 
assessed on each competitive firm in a market? (Hint: 
See the Challenge Solution in Chapter 8.)

 5.10 The United States not only subsidizes producers of 
cotton (in several ways, including a water subsidy 
and a price support) but also pays $1.7 billion to 
U.S. agribusiness and manufacturers to buy Ameri-
can cotton. It has paid $100 million each to Allen-
berg Cotton and Dunavant Enterprises and large 
amounts to more than 300 other firms.28 Assume for 
simplicity that specific subsidies (dollars per unit) are 
used. Use a diagram to show how applying both sub-
sidies changes the equilibrium from the no-subsidy 
case. Show who gains and who loses.

 *5.11 Suppose that the demand curve for wheat is 
q = 100 - 10p and the supply curve is q = 10p. 
The government imposes a price support at p = 6 
using a deficiency payment program.

a. What is the quantity supplied, the price that 
clears the market, and the deficiency payment?

b. What effect does this program have on consumer 
surplus, producer surplus, welfare, and dead-
weight loss? (Hint: See Solved Problem 9.3.) M

 5.12 Suppose that the demand curve for wheat is 
Q = 100 - 10p and the supply curve is Q = 10p. 
The government imposes a price ceiling of p = 3.

a. Describe how the equilibrium changes.

b. What effect does this ceiling have on consumer 
surplus, producer surplus, and deadweight loss? M

 5.13 The government wants to drive the price of soybeans 
above the equilibrium price, p1, to p2. It offers grow-
ers a payment of x to reduce their output from Q1 
(the equilibrium level) to Q2, which is the quantity 
demanded by consumers at p2. Show in a figure 
how large x must be for growers to reduce output 
to this level. What are the effects of this program 
on consumers, farmers, and total welfare? Compare 
this approach to (a) offering a price support of p2,  
(b) offering a price support and a quota set at Q1, 
and (c) offering a price support and a quota set at Q2.

 5.14 What were the welfare effects (who gained, who 
lost, what was the deadweight loss) of the gasoline 
price ceiling described in Chapter 2? Add the rel-
evant areas to a drawing like Figure 2.14.  (Hint: See 
Solved Problem 9.4.)

 5.15 What are the welfare effects of a binding minimum 
wage? Use a graphical approach to show what hap-
pens if all workers are identical. Then describe in 
writing what is likely to happen to workers who dif-
fer by experience, education, age, gender, and race.

 5.16 A mayor wants to help renters in her city. She con-
siders two policies that will benefit renters equally. 
One policy is rent control, which places a price ceil-
ing, p, on rents. The other is a government hous-
ing subsidy of s dollars per month that lowers the 
amount renters pay (to p). Who benefits and who 
loses from these policies? Compare the effects of the 
two policies on the quantity of housing consumed, 
consumer surplus, producer surplus, government 
expenditure, and deadweight loss. Does the com-
parison of deadweight loss depend on the elastici-
ties of supply and demand? (Hint: Consider extreme 
cases and see Solved Problem 9.4.) If so, how?

 5.17 Draw and label a figure (including the dollar amount 
of the deadweight loss area) to illustrate the effects of 
a price control in the natural gas market as described 
in the Application “The Social Cost of a Natural Gas 
Price Ceiling.”

 6. Comparing Both Types of Policies: Trade

 6.1 Although 23 states barred the sale of self-service 
gasoline in 1968, most removed the bans by the 
mid-1970s. By 1992, self-service outlets sold nearly 
80% of all U.S. gas, and only New Jersey and Oregon 
continued to ban self-service sales (which Oregon 
stopped doing in 2018). Johnson and Romeo (2000) 
estimated that the ban in those two states raised the 
price of gasoline by approximately 3¢ to 5¢ per gal-
lon. Why did the ban affect the price? Illustrate using 
a figure and explain. Show the welfare effects in your 
figure. Use a table to show who gains and who loses.

 6.2 The U.S. Supreme Court ruled in May 2005 that 
people can buy wine directly from out-of-state 
vineyards. The Court held that state laws requiring 
people to buy directly from wine retailers within the 
state violate the Constitution’s commerce clause.

a. Suppose the market for wine in New York is 
perfectly competitive both before and after the 
Supreme Court decision. Use the analysis of Sec-
tion 9.6 to evaluate the effect of the Court’s deci-
sion on the price of wine in New York.

b. Evaluate the increase in New York consumer sur-
plus, producer surplus, and welfare.

 6.3 Canada has 20% of the world’s known freshwater 
resources, yet many Canadians believe that the 
country has little or none to spare. Over the years, 

28Elizabeth Becker, “U.S. Subsidizes Companies to Buy Subsidized Cotton,” New York Times, November 4, 2003, C1, C2.
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U.S. and Canadian firms have struck deals to export 
bulk shipments of water to drought-afflicted U.S. 
cities and towns. Provincial leaders have blocked 
these deals in British Columbia and Ontario. Use 
graphs to show the likely outcome of such barriers 
to exports on the price and quantity of water used in 
Canada and in the United States if markets for water 
are competitive. Show the effects on consumer and 
producer surplus in both countries.

 6.4 In Solved Problem 9.5, if the domestic demand 
curve is Q = 20p-0.5, the domestic supply curve is 
Q = 5p0.5, and the world price is 5, use calculus to 
determine the changes in producer surplus, consumer 
surplus, and welfare from eliminating free trade. M

 *6.5 Based on the estimates of the U.S. daily oil demand 
function in Equation 9.3 and supply function in 
Equation 9.4, use calculus to determine the change 
in deadweight loss from a marginal increase in a tar-
iff, evaluated where the tariff is initially zero. (Hint: 
You are being asked to determine how an area similar 
to that of C + E in Figure 9.7 changes when a small 
tariff is initially applied. See Solved Problem 9.6.) M

 6.6 In 2013, the U.S. government claimed that China and 
Vietnam were dumping shrimp in the United States at a 
price below cost, and proposed duties as high as 112%. 
Suppose that China and Vietnam were subsidizing their 
shrimp fisheries. In a diagram, show who gains and 
who loses in the United States (compared to the equi-
librium in which those nations do not subsidize their 
shrimp fisheries). The United States imposed a 10.17% 
antidumping duty (essentially a tariff) on shrimp from 
these and several other countries. Use your diagram 
to show how the large tariff would affect government 
revenues and the welfare of consumers and producers.

 6.7 Show that if the importing country faces an upward-
sloping foreign supply curve (excess supply curve), a 
tariff may raise welfare in the importing country.

 6.8 Given that the world supply curve is horizontal at 
the world price for a given good, can a subsidy on 
imports raise welfare in the importing country? 
Explain your answer.

 6.9 After Mexico signed the North American Free Trade 
Agreement (NAFTA) with the United States in 1994, 
corn imports from the United States doubled within 
a year, and today U.S. imports make up nearly one-
third of the corn consumed in Mexico. According to 
Oxfam (2003), the price of Mexican corn fell more 
than 70% since NAFTA took effect. Part of the rea-
son for this flow south of our border is that the U.S. 
government subsidizes corn production to the tune 
of $10 billion a year. According to Oxfam, the 2002 
U.S. cost of production was $3.08 per bushel, but the 
export price was $2.69 per bushel, with the difference 
reflecting an export subsidy of 39¢ per bushel. The 
United States exported 5.3 metric tons. Use graphs 

to show the effect of such a subsidy on the welfare of 
various groups and on government expenditures in 
the United States and Mexico.

 6.10 In the first quarter of 2013, the world price for raw 
sugar, 24¢ per pound, was about 79% of the domes-
tic price, 29¢ per pound, because of quotas and tar-
iffs on sugar imports. Consequently, American-made 
corn sweeteners can be profitably sold domestically. A 
decade ago, the U.S. Commerce Department estimated 
that the quotas and price support reduce American wel-
fare by about $3 billion a year, so each dollar of Archer 
Daniels Midland’s profit from selling U.S. sugar costs 
Americans about $10. Model the effects of a quota on 
sugar in both the sugar and corn sweetener markets.

 6.11 During the Napoleonic Wars, Britain blockaded 
North America, seizing U.S. vessels and cargo and 
impressing sailors. At President Thomas Jefferson’s 
request, Congress imposed a nearly complete— 
perhaps 80%—embargo on international commerce 
from December 1807 to March 1809. Just before the 
embargo, exports were about 13% of the U.S. gross 
national product (GNP). Due to the embargo, U.S. 
consumers could not find acceptable substitutes for 
manufactured goods from Europe, and producers 
could not sell farm produce and other goods for as 
much as in Europe. According to Irwin (2005), the wel-
fare cost of the embargo was at least 8% of the GNP in 
1807. Use graphs to show the effects of the embargo on 
a market for an exported good and one for an imported 
good. Show the change in equilibria and the welfare 
effects on consumers and firms.

 6.12 A government is considering a quota and a tariff, 
both of which will reduce imports by the same 
amount. Why might the government prefer one of 
these policies to the other?

 7. Challenge

 7.1 In 2002, Los Angeles imposed a ban on new bill-
boards. Owners of existing billboards did not 
oppose the ban. Why? What are the implications of 
the ban for producer surplus, consumer surplus, and 
welfare? Who are the producers and consumers in 
your analysis? How else does the ban affect welfare 
in Los Angeles? (Hint: The demand curve for bill-
boards shifts to the right over time.)

 7.2 As the Challenge mentions, several state governments 
issue a fixed number of liquor licenses that are good 
forever, but allow the holder of a license to resell 
them. Alternatively, the government could charge a 
high enough license fee that firms buy the same num-
ber of licenses currently issued. Use figures to com-
pare and contrast the equilibrium under each of these 
approaches. Discuss who wins and who loses under 
each plan, considering consumers, restaurant owners, 
the original holders of a license (if relevant), and society.
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After a disaster strikes, prices tend to rise. The average U.S. gasoline price increased by 46¢ 
per gallon after Hurricane Katrina in 2005 damaged most Gulf Coast oil refineries. Many state 
governments enforce anti–price gouging laws to prevent prices from rising, while prices may be 
free to adjust in neighboring states. For example, Louisiana’s anti–price gouging law went into 
effect when Governor Bobby Jindal declared a state of emergency in response to the 2010 BP 
oil spill that endangered Louisiana’s coast. 
In 2018, California Governor Jerry Brown 
imposed price gouging protection for lodging, 
food, medical products, and building supplies, 
limiting price increases to 10%, in the wake of 
devastating wildfires in three counties.

On average, gasoline prices rose by a few 
cents immediately after Superstorm Sandy in 
2012; however, some stations increased the 
retail markup over the wholesale prices by up to 
135%. The New York Attorney General’s office 
received over 500 consumer complaints about 
price gouging within a week of the storm. The 
attorney general pursued price gouging cases 
against 25 gas stations. Virginia in 2014 and 
Kentucky, New York, Pennsylvania, and West 
Virginia in 2015 declared storm emergencies 
that triggered anti–price gouging laws.

The District of Columbia and 34 states 
have anti–price gouging laws. Arkansas, California, Maine, New Jersey, Oklahoma, Oregon, 
and West Virginia set a “percentage increase cap limit” on how much price may be increased 
after a disaster, ranging from 10% to 25% of the price before the emergency. Sixteen states 
prohibit “unconscionable” price increases. Connecticut, Georgia, Hawaii, Kentucky, Louisiana, 
Mississippi, and Utah have outright bans on price increases during an emergency.

Generally, legislatures pass these laws after a major natural disaster.1 California passed 
its law in 1994 after the Northridge earthquake. Georgia enacted its anti–price gouging 

Anti–Price  
Gouging Laws

General Equilibrium 
and Economic 
Welfare
Capitalism is the astounding belief that the most wickedest of men will do the most 
wickedest of things for the greatest good of everyone. —John Maynard Keynes

CHALLENGE

10 

1Governments pass anti–price gouging laws because they are popular. After the post-Katrina gas price 
increases, an ABC News/Washington Post poll found that only 16% of respondents thought that the 
price increase was “justified,” 72.7% thought that “oil companies and gas dealers are taking unfair 
advantage,” 7.4% said both views were true, and the rest held another or no opinion.
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In addition to natural disasters, a change in government policies or other shocks often 
affect equilibrium price and quantity in more than one market. To determine the effects 
of such a change, we must examine the interrelationships among markets. In this chapter, 
we extend our analysis of equilibrium in a single market to equilibrium in all markets.

We also examine how a society decides whether a particular equilibrium (or 
change in equilibrium) in all markets is desirable. To do so, society must answer two 
questions: “Is the equilibrium efficient?” and “Is the equilibrium equitable?”

For an equilibrium to be efficient, both consumption and production must be effi-
cient. Production is efficient only if it is impossible to produce more output at current 
cost given current knowledge (Chapter 6). Consumption is efficient only if goods 
cannot be reallocated among people so that at least someone is better off and no one 
is harmed. This chapter shows how we determine whether consumption is efficient.

Whether an equilibrium is efficient is a scientific question. It is possible that all mem-
bers of society could agree on how to answer scientific questions concerning efficiency.

Deciding whether an equilibrium is equitable, however, involves making a value 
judgment as to whether each member of society receives one’s fair or just share of all 
the goods and services. A common view in individualistic cultures is that each person 
is the best—and possibly, the only legitimate—judge of one’s own welfare. Nonethe-
less, to make social choices about events that affect more than one person, we must 
make interpersonal comparisons, through which we decide whether one person’s 
gain is more or less important than another person’s loss. For example, we showed 
that a price ceiling lowers a measure of total welfare when the value judgment that 
the well-being of consumers, consumer surplus, and the well-being of the owners of 
firms, producer surplus, are weighted equally (Chapter 9). People of goodwill—and 
others—may disagree greatly about questions of equity.

As a first step in studying welfare issues, many economists use a narrow value 
criterion due to the Italian economist Vilfredo Pareto to rank different allocations 
of goods and services for which no interpersonal comparisons need to be made. 
According to the Pareto principle, society should favor a change that benefits some 
people without harming others. Thus, according to this principle, if everyone shares 
in the extra surplus when a government policy eliminates a market failure, then the 
government should make this change.

A Pareto improvement is a change, such as a reallocation of goods between people, 
that helps at least one person without harming anyone else. An example of a Pareto 
improvement is an exchange when a baseball card collector trades cards with another 
collector. Both are better off and no one else is harmed by the exchange. Once all 
possible Pareto improvements have occurred, the outcome is Pareto efficient because 
any possible reallocation of goods and services would harm at least one person.2

2Pareto efficiency is a more general concept than economic efficiency, which is based on maximization 
of welfare. If a market exhibits Pareto efficiency, the market is efficient: It maximizes welfare. Unlike 
the surplus concept, the Pareto concept can also be used in non-market situations. For example, if 
two people are happier after they marry, then that marriage is a Pareto improvement, even though we 
cannot reasonably define a related price or measure of consumer and producer surplus.

statute after a 500-year flood in 1994. Consequently, often a state hit by a recent disaster has 
such a law, while a neighboring state does not.

In Chapter 2, we showed that a national price control causes shortages. However, does 
a binding price control that affects one state, but not a neighboring state, cause shortages? 
How does it affect prices and quantities sold in the two states? Which consumers benefit 
from these laws?
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Presumably, you agree that a government policy that makes all members of society 
better off is desirable. Do you also agree that a policy that makes some members 
better off without harming others is desirable? What about a policy that helps one 
group more than it hurts another? Or how about a policy that hurts another group 
more than it helps your group? It is unlikely that all members of society will agree 
on how to answer these questions—much less agree on the answers.

Efficiency and equity questions arise even in small social units such as a family. Sup-
pose that your family has gathered for the Thanksgiving holiday and everyone wants 
pumpkin pie. How much pie you bake will depend on the answer to efficiency and 
equity questions such as “How can we make the pie as large as possible with available 
resources?” and “How should we divide the pie?” It will probably be easier to agree 
about how to make the largest pie possible than about how to divide it equitably.

So far in this book (aside from Chapter 9’s welfare analysis), we have used eco-
nomic theory to answer the scientific efficiency question. We have concentrated on 
that question because the equity question requires a value judgment. (Strangely, most 
members of society seem to believe that economists are no better at making value 
judgments than anyone else.)

1. General Equilibrium. A shift in government policy or other shock in one market often 
affects other markets.

2. Trading Between Two People. When two people have goods but cannot produce more 
goods, both parties benefit from mutually agreeable trades.

3. Competitive Exchange. The competitive equilibrium has two desirable properties: Any 
competitive equilibrium is Pareto efficient, and competition can result in any Pareto- 
efficient allocation given an appropriate income distribution.

4. Production and Trading. The benefits from trade continue to hold when production is 
possible.

5. Efficiency and Equity. Because many Pareto-efficient allocations are possible, a society 
may use its views about equity to choose among them.

In this chapter, we 
examine various 
views on equity, 
focusing on five 
main topics

 10.1 General Equilibrium
So far, we have used equalize partial-equilibrium analysis: an examination of equilib-
rium and changes in equilibrium in one market in isolation. In a partial-equilibrium 
analysis in which we hold the prices and quantities of other goods fixed, we implicitly 
ignore the possibility that events in this market affect other markets’ equilibrium 
prices and quantities.

When stated this baldly, partial-equilibrium analysis sounds foolish, but it need not 
be. Suppose that the government puts a specific tax on the price of hula hoops. If the 
tax is sizable, it will dramatically affect hula hoop sales. However, even a very large tax 
on hula hoops is unlikely to affect the markets for automobiles, doctors’ services, or 
orange juice. It is even unlikely to affect the demand for other toys much. Thus, a partial-
equilibrium analysis of the effect of such a tax should serve us well. Studying all markets 
simultaneously to analyze this tax would be unnecessary at best and confusing at worst.

Sometimes, however, we need to use a general-equilibrium analysis: the study of 
how equilibrium is determined in all markets simultaneously. For example, the dis-
covery of a major oil deposit in a small country raises the income of its citizens, and 
the increased income affects all of that country’s markets.
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Frequently, economists look at equilibrium in several—but not all—markets 
simultaneously. We would expect a tax on comic books to affect the price of comic 
books, which in turn would affect the price of video games because video games 
are substitutes for comics. But we would not expect a tax on comics to have a 
measurable effect on the demand for washing machines. Therefore, it is reasonable 
to conduct a multimarket analysis of the effects of a tax on comics by looking only 
at the markets for comics, video games, and a few other closely related markets, 
such as those for movies and trading cards. That is, a multimarket-equilibrium 
analysis covers the relevant markets, but not all markets, as a general-equilibrium 
analysis would.

Markets are closely related if an increase in the price in one market causes the 
demand or supply curve in another market to shift measurably. Suppose that a 
tax on coffee causes the price of coffee to increase. The rise in the price of coffee 
causes the demand curve for tea to shift outward (more tea is demanded at any 
given price of tea) because tea and coffee are substitutes. The price increase for 
coffee also causes the demand curve for cream to shift inward because coffee and 
cream are complements.

Similarly, supply curves in different markets may be related. If a farmer produces 
corn and soybeans, an increase in the price of corn will affect the relative amounts 
of both crops that the farmer chooses to produce.

Markets may also be linked if the output of one market is an input in another 
market. A shock that raises the price of computer chips will also raise the price of 
computers.

Thus, an event in one market may have a spillover effect on other, related markets 
for various reasons. Indeed, a single event may initiate a chain reaction of spillover 
effects that reverberates between markets.

Competitive Equilibrium in Two Interrelated Markets
Suppose that the demand functions for Good 1, Q1, and Good 2, Q2, depend on both 
prices, p1 and p2,

 Q1 = D1 (p1, p2),

 Q2 = D2 (p1, p2),

but that the supply function for each good depends only on the good’s own price,

 Q1 = S1 (p1),

 Q2 = S2 (p2).

To determine the equilibrium p1, p2, Q1, and Q2, we solve these four equations in four 
unknowns simultaneously.

Doing so is straightforward with linear equations. Suppose that the demand func-
tions are linear,

 Q1 = a1 - b1p1 + c1p2, (10.1)

 Q2 = a2 - b2p2 + c2p1, (10.2)

as are the supply functions,

 Q1 = d1 + e1p1, (10.3)

 Q2 = d2 + e2p2, (10.4)

where all the coefficients are positive numbers.
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Equating the quantity demanded and supplied in both markets—setting the 
right-hand side of Equation 10.1 equal to the right-hand side of Equation 10.3, and 
 similarly for Equations 10.2 and 10.4—we obtain

 a1 - b1p1 + c1p2 = d1 + e1p1, (10.5)

 a2 - b2p2 + c2p1 = d2 + e2p2. (10.6)

We now have two equations, 10.5 and 10.6, in two unknowns, p1 and p2, to solve. 
The solutions of these two equations are

 p1 =
(b2 + e2)(a1 - d1) + c1(a2 - d2)

(b1 + e1)(b2 + e2) - c1c2
, (10.7)

 p2 =
(b1 + e1)(a2 - d2) + c2(a1 - d1)

(b1 + e1)(b2 + e2) - c1c2
. (10.8)

Substituting these values for p1 and p2 in the demand functions 10.1 and 10.2 or 
in the supply functions 10.3 and 10.4, we obtain expressions for Q1 and Q2. Thus, 
by simultaneously solving the demand and supply curves for related markets, we can 
determine the equilibrium prices and quantities in both markets.

Consumers and producers substitute between corn and soybeans, so the 
demand and supply curves in these markets are related according to the esti-
mates of Holt (1992). The quantity of corn demanded and the quantity of 
soybeans demanded depend on the price of corn, the price of soybeans, and 
other variables. Similarly, the quantities of corn and soybeans supplied depend 
on their relative prices.

A shock in one market affects both markets. Given actual supply and 
demand curves for corn and soybeans, the original equilibrium price of corn 
is $2.15 per bushel, and the quantity is 8.44 billion bushels per year; and the 
equilibrium price of soybeans is $4.12 per bushel, and the quantity is  
2.07 billion bushels per year (see the first row of the table).3 Now suppose that 
a scare about the safety of corn causes a parallel shift to the left of the foreign 
demand curve for American corn so that at the original price, the export of 
corn falls by 10%.

If we were conducting a partial-equilibrium analysis, we would examine the 
new corn equilibrium, where the new U.S. corn demand curve intersects the corn 
supply curve. The second row of the table shows the partial equilibrium effects 
on the corn equilibrium, holding other prices (such as the price of soybeans) 
constant.

In a multimarket-equilibrium analysis, we consider how this shock to the corn 
market affects the soybean market, and how the changed soybean price in turn 
affects the corn market. The third row of the table shows the new multimarket 
equilibrium in both markets.

3Until recently, the corn and soybean markets were subject to price controls (Chapter 9). However, 
we use the estimated demand and supply curves to determine what would happen in these markets 
without price controls.

APPLICATION

Partial-Equilibrium 
Versus Multimarket-
Equilibrium Analysis 
in Corn and Soybean 
Markets
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Minimum Wages with Incomplete Coverage
We used a partial-equilibrium analysis in Chapter 2 to examine the effects of a mini-
mum wage law that holds throughout the entire labor market. The minimum wage 
causes the quantity of labor demanded to be less than the quantity of labor supplied. 
Workers who lose their jobs cannot find work elsewhere and are unemployed.

Many people are familiar with that reasoning and over generalize:

Corn Soybeans

Equilibria Price Quantity Price Quantity

Original equilibria 2.15 8.44 4.12 2.07

New partial equilibrium 1.917 8.227

New multimarket equilibria 1.905 8.263 3.82 2.05

Suppose that we were interested only in the effect of the shift in the foreign 
corn demand curve on the corn market. Could we rely on a partial-equilibrium 
analysis? According to a partial-equilibrium analysis, the price of corn falls 10.8% 
to $1.917. In contrast, in the multimarket-equilibrium analysis, the price falls 
11.4% to $1.905, which is 1.2¢ less per bushel. That is, the partial-equilibrium 
analysis underestimates the price effect by 0.6 percentage points. Similarly, the fall 
in quantity is 2.5% according to the partial-equilibrium analysis and only 2.1% 
according to the multimarket-equilibrium analysis. Thus, in this market, the biases 
from using a partial-equilibrium analysis are small.4

4For an example of where the bias from using a partial-equilibrium analysis instead of a multimarket- 
or general-equilibrium analysis is large, see “Sin Taxes” in MyLab Economics, Chapter Resources, 
Chapter 10.

Common Confusion A minimum wage must cause unemployment.

This result follows logically if the minimum wage applies to and is binding on the 
entire work force. However, the minimum wage may not cause unemployment if the 
minimum wage law covers workers in only some sectors of the economy, as we show 
using a general-equilibrium analysis.5

When a minimum wage is applied to a covered sector of the economy, the increase in 
the wage causes the quantity of labor demanded in that sector to fall. Workers who are 
displaced from jobs in the covered sector move to the uncovered sector, driving down 
the wage in that sector. When the U.S. minimum wage law was first passed in 1938, 
only 56% of workers were employed in covered sectors, so some economists joked that 
its purpose was to maintain family farms: The law drove workers out of manufacturing 
and other covered industries into the uncovered agricultural sector. Even today, a few 
small sectors are not covered by federal and state minimum wage laws.

Figure 10.1 shows the effect of a minimum wage when coverage is incomplete. The 
total demand curve, D in panel c, is the horizontal sum of the demand curve for labor 
services in the covered sector, Dc in panel a, and the demand curve in the uncovered 
sector, Du in panel b. In the absence of a minimum wage law, the wage in both sectors 

5Also, in a market with a single employer, a monopsony, a minimum wage increases employment and 
does not cause unemployment (see Solved Problem 11.8).
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is w1, which is determined by the intersection of the total demand curve, D, and  
the total supply curve, S. At that wage, L1

c annual hours of work are hired in the 
covered sector, L1

u annual hours are hired in the uncovered sector, and L1 = L1
c + L1

u 
total annual hours of work are performed.

If a minimum wage of w is set in the covered sector only, employment in that 
sector falls to L2

c. To determine the wage and level of employment in the uncovered 
sector, we first need to determine how much labor service is available to that sector.

Anyone unable to find work in the covered sector goes to the uncovered sector. The 
supply curve of labor to the uncovered sector in panel b is a residual supply curve: 
the quantity the market supplies that is not met by demanders in other sectors at any 
given wage (Chapter 8). With a binding minimum wage w in the covered sector, the 
residual supply function for the uncovered sector is

Su(w) = S(w) - Dc(w).

That is, the residual supply to the uncovered sector, Su(w), is the total supply, S(w),  
at any given wage w minus the amount of labor used in the covered sector, 
L2

c = Dc(w).
The intersection of Du and Su determines w2, the new wage in the uncovered sector, 

and L2
u, the new level of employment.6 This general-equilibrium analysis shows that 

a minimum wage causes employment to drop in the covered sector, employment to 
rise (by a smaller amount) in the uncovered sector, and the wage in the uncovered 
sector to fall below the original competitive level. Thus, a minimum wage law with 

Figure 10.1 Minimum Wage with Incomplete Coverage

In the absence of a minimum wage, the equilibrium 
wage is w1. Applying a minimum wage, w, to only one 
sector causes the quantity of labor services demanded in 

the covered sector to fall. The extra labor moves to the 
uncovered sector, driving the wage in that sector down 
to w2.
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6This analysis is incomplete if the minimum wage causes the price of goods in the covered sector to 
rise relative to those in the uncovered sector, which in turn causes the demands for labor in those two 
sectors, Dc and Du, to shift. Ignoring that possibility is reasonable if labor costs are a small fraction 
of total costs (hence the effect of the minimum wage is minimal on total costs) or if the demands for 
the final goods are relatively price insensitive.
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only partial coverage affects wage levels and employment levels in various sectors 
but need not create unemployment.

More than 140 U.S. cities and counties have enacted living-wage laws, a new type 
of minimum wage legislation where the minimum is high enough to allow a fully 
employed person to live above the poverty level in a given locale. Living-wage laws 
provide incomplete coverage, typically extending only to the employees of a govern-
ment or to firms that contract with that government.

Initially, all workers are paid a wage of w1 per hour. The government taxes the 
cost of labor by t per hour only in the covered sector of the economy. That is, if 
workers receive a wage of w2 per hour, firms in the covered sector pay w2 + t per 
hour. Show how the wages in the covered and uncovered sectors are determined in 
the post-tax equilibrium. What effect does the tax have on total employment, L, 
employment in the covered sector, Lc, and employment in the uncovered sector, Lu?

Answer

1. Determine the original equilibrium. In the diagram, the intersection of the 
total demand curve, D1, and the total supply curve of labor, S, determines 
the original equilibrium, e1, where the wage is w1, employment in the covered 
 sector is L1

c , employment in the uncovered sector is L1
u, and total employ-

ment is L1 = L1
c + L1

u. The total demand curve is the horizontal sum of the 
demand curves in the covered, Dc

1, and uncovered, Du, sectors.

2. Show the shift in the demand for labor in the covered sector and the resulting 
shift in the total demand curve. The tax causes the demand curve for labor 
in the covered sector to shift downward from Dc

1 to Dc
2. As a result, the total 

demand curve shifts inward to D2.

3. Determine the equilibrium wage using the total supply and demand curves, and 
then determine employment in the two sectors. Workers shift between sectors 

SOLVED PROBLEM 
10.1
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 10.2 Trading Between Two People
In Chapter 9, we showed that tariffs, quotas, and other trade restrictions usually 
harm both importing and exporting nations because people who voluntarily trade 
benefit from that trade—otherwise, they would not have traded. In this section, we 
use a general-equilibrium model to show that free trade is Pareto efficient: After all 
voluntary trades occur, no reallocation of goods is possible that makes one person 
better off without harming another. Our analysis demonstrates that trade between 
two people is Pareto efficient and that the same property holds when many people 
trade in a competitive market.

Endowments
Suppose that Jane and Denise are neighbors in the wilds of Massachusetts. A nasty 
snowstorm hits, isolating them. They must trade with each other or consume only 
what they have at hand.

Collectively, they have 50 piles of firewood and 80 candy bars and no way of 
producing more of either good. Jane’s endowment—her initial allocation of goods—is 
30 piles of firewood and 20 candy bars. Denise’s endowment is 20 (=  50 - 30) piles 
of firewood and 60 (=  80 - 20) candy bars. So Jane has relatively more wood, and 
Denise has relatively more candy.

We show these endowments in Figure 10.2. Panels a and b are typical indifference 
curve diagrams (Chapter 3) in which we measure piles of firewood on the vertical 
axis and candy bars on the horizontal axis. Jane’s endowment is ej (30 piles of wood 
and 20 candy bars) in panel a, and Denise’s endowment is ed in panel b. Both panels 
show the indifference curve through the endowment.

If we take Denise’s diagram, rotate it, and put it on Jane’s diagram, we obtain 
the box in panel c. This type of figure, called an Edgeworth box (after the English 
economist Francis Ysidro Edgeworth), illustrates trade between two people with 

until the new wage is equal in both sectors at w2, which is determined by the inter-
section of the new total demand curve, D2, and the total supply curve, S. Employ-
ment in the covered sector is L2

c, and employment in the uncovered sector is L2
u.

4. Compare the equilibria. The tax causes the wage, total employment, and employ-
ment in the covered sector to fall and employment in the uncovered sector to rise.

Philadelphia and some other cities tax wages, while suburban areas do not (or they 
set much lower rates). Philadelphia collects a wage tax from residents whether or not 
they work in the city and from nonresidents who work in the city. Unfortunately, 
this situation drives people and jobs from Philadelphia to the suburbs. To offset such 
job losses, the city has gradually reduced the wage tax from a high of 4.96% from 
1983–1995 to 3.88% for Philadelphia residents and 3.46% for nonresidents in 2018.

A study conducted for Philadelphia estimated that if the city were to lower the wage 
tax by 0.4175 percentage points, 30,500 more people would work in the city. Local 
wage tax cuts have greater effects than a federal income tax cut. Workers rarely leave 
the country to avoid taxes, but many will move to the suburbs to avoid a city tax. 
Indeed, growth over many years has been greater on the suburban side of City Line 
Avenue, which runs along Philadelphia’s border, than on the side within city limits.

APPLICATION

Urban Flight
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fixed endowments of two goods. We use this Edgeworth box to illustrate a general- 
equilibrium model in which we examine simultaneous trade in firewood and in candy.

The height of the Edgeworth box represents 50 piles of firewood, and the length rep-
resents 80 candy bars, which are the combined endowments of Jane and Denise. Bundle 
e shows both endowments. Measuring from Jane’s origin, 0j, at the lower-left corner of 
the diagram, we see that Jane has 30 piles of wood and 20 candy bars at endowment e. 
Similarly, measuring from Denise’s origin, 0d, at the upper-right corner, we see that Denise 
has 60 candy bars and 20 piles of wood at e.

Figure 10.2 Endowments in an Edgeworth Box

(a) Jane’s endowment is ej. She has 20 candy bars and 
30 piles of firewood. She is indifferent between that 
bundle and the others that lie on her indifference curve 
I1

j . (b) Denise is indifferent between her endowment, 
ed (60 candy bars and 20 piles of firewood), and the 

other bundles on I1
d. (c) Their endowments are at e in  

the Edgeworth box formed by combining panels a and b. 
Jane prefers bundles in A and B to e. Denise prefers 
bundles in B and C to e. Thus, both prefer any bundle 
in area B to e.
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Mutually Beneficial Trades
Should Jane and Denise trade? The answer depends on their tastes, which are summarized 
by their indifference curves. We make four assumptions about their tastes and behavior:

1. Utility maximization: Each person maximizes her utility.
2. Non-satiation: Each person has strictly positive marginal utility for each good, 

so each person wants as much of the good as possible (that is, neither person 
is ever satiated).

3. Usual-shaped indifference curves: Each person’s indifference curves have the 
usual convex shape, which reflects a diminishing marginal rate of substitution.

4. No interdependence: Neither person’s utility depends on the other’s consump-
tion (that is, neither person derives pleasure or displeasure from the other’s 
consumption), and neither person’s consumption harms the other person (that 
is, one person’s consumption of firewood does not cause smoke pollution that 
bothers the other person).

Figure 10.2 reflects these assumptions. In panel a, Jane’s indifference curve, I1
j , through 

her endowment point, ej, is convex to her origin, 0j. Jane is indifferent between ej 
and any other bundle on I1

j . She prefers bundles that lie above I1
j  to ej and prefers  

ej to points that lie below I1
j . Panel c also shows her indifference curve I1

j . The 
bundles that Jane prefers to her endowment are in the shaded areas A and B, 
which lie above her indifference curve I1

j .
Similarly, Denise’s indifference curve, I1

d , through her endowment is convex to 
her origin, 0d, in the lower-left corner of panel b. This indifference curve, I1

d , is still 
convex to 0d in panel c, but 0d is in the upper-right corner of the Edgeworth box. 
(It may help to rotate this book 180° when viewing Denise’s indifference curves in 
an Edgeworth box. Then again, possibly many points will be clearer if you hold this 
book upside down.) The bundles Denise prefers to her endowment are in shaded 
areas B and C, which lie on the other side of her indifference curve I1

d from her origin 
0d (above I1

d if you turn this book upside down).
At endowment e in panel c, Jane and Denise can both benefit from a trade. Jane 

prefers bundles in A and B to e, and Denise prefers bundles in B and C to e, so both 
prefer bundles in area B to their endowment at e.

Suppose that they trade, reallocating goods from Bundle e to Bundle f. Jane gives 
up 10 piles of wood for 20 more candy bars, and Denise gives up 20 candy bars for 
10 more piles of wood. As Figure 10.3 illustrates, both gain from such a trade. Jane’s 
indifference curve I2

j  through allocation f lies above her indifference curve I1
j  through 

allocation e, so she is better off at f than at e. Similarly, Denise’s indifference curve 
I2

d through f lies above (if you hold the book upside down) her indifference curve I1
d 

through e, so she also benefits from the trade.
Now that they’ve traded to Bundle f, do Jane and Denise want to make addi-

tional trades? To answer this question, we can repeat our analysis. Jane prefers 
all bundles above I2

j , her indifference curve through f. Denise prefers all bundles 
above (when the book is held upside down) I2

d to f. However, no bundle exists that 
both prefer because I2

j  and I2
d are tangent at f. Neither Jane nor Denise wants to trade 

from f to a bundle such as e, which is below both of their indifference curves. Jane 
would love to trade from f to c, which is on her higher indifference curve I3

j , but such 
a trade would make Denise worse off because this bundle is on a lower indifference 
curve, I1

d. Similarly, Denise prefers b to f, but Jane does not. Thus, any move from f 
harms at least one of them.

The reason no further trade is possible at a bundle like f is that Jane’s marginal 
rate of substitution (the slope of her indifference curve), MRSj, between wood and 
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candy equals Denise’s marginal rate of substitution, MRSd. Jane’s MRSj is -
1
2: She is 

willing to trade one pile of wood for two candy bars. Because Denise’s indifference 
curve is tangent to Jane’s, Denise’s MRSd must also be -1

2. When they both want  
to trade wood for candy at the same rate, they can’t agree on additional trades.

In contrast, at a bundle such as e where their indifference curves are not tangent, 
MRSj does not equal MRSd. Denise’s MRSd is -1

3, and Jane’s MRSj is -2. Denise is 
willing to give up one pile of wood for three more candy bars or to sacrifice three 
candy bars for one more pile of wood. If Denise offers Jane three candy bars for one 
pile of wood, Jane will accept because she is willing to give up two piles of wood for 
one candy bar. This example illustrates that trades are possible where indifference 
curves intersect, because marginal rates of substitution are unequal.

To summarize, we can make four equivalent statements about allocation f:

1. The indifference curves of the two parties are tangent at f.
2. The parties’ marginal rates of substitution are equal at f.
3. No further mutually beneficial trades are possible at f.
4. The allocation at f is Pareto efficient: One party cannot be made better off 

without harming the other.

Indifference curves are also tangent at Bundles b, c, and d, so these allocations, 
like f, are Pareto efficient. By connecting all such bundles, we draw the contract 
curve: the set of all Pareto-efficient bundles. The reason for this name is that only at 
these points are the parties unwilling to engage in further trades, or contracts—these 
allocations are the final contracts. A move from any bundle on the contract curve 
must harm at least one person.

Figure 10.3 Contract Curve

The contract curve contains all the 
Pareto-efficient allocations. Any bundle 
for which Jane’s indifference curve is 
tangent to Denise’s indifference curve 
lies on the contract curve, because no 
further trade is possible, so we can’t 
reallocate goods to make one of them 
better off without harming the other. 
Starting at an endowment of e, Jane 
and Denise will trade to a bundle on 
the contract curve in area B: bundles 
between b and c. The table shows how 
they would trade to Bundle f.
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Deriving the Contract Curve
We can use calculus to derive the contract curve. We want to specify conditions where 
we make one individual as well off as possible without harming the other person.

Let Denise’s utility function be Ud(qd1, qd2), where qd1 is the amount of candy 
and qd2 is the amount of wood belonging to Denise. Similarly, Jane’s utility function 
is Uj(qj1, qj2). We want to determine the bundle that maximizes Jane’s well-being, 
Uj(qj1, qj2), given that we hold Denise’s utility constant at Ud = Ud(qd1, qd2).

For example, in Figure 10.3, we take Denise’s indifference curve I2
d, along 

which her utility is Ud, and ask what bundle places Jane on her highest indifference 
curve subject to Denise’s being on I2

d. That is, I2
d is the constraint (analogous to 

the budget line in earlier chapters) that Jane faces, and we pick a bundle on the high-
est one of Jane’s indifference curves that touches I2

d. As we already know, at Bundle f, 
Denise is on I2

d and Jane is on her highest feasible indifference curve, I2
j .

Using a Lagrangian multiplier, λ, we can write the Lagrangian corresponding to 
the maximum problem as

 ℒ = Uj(qj1, qj2) + λ[Ud(q1 - qj1, q2 - qj2) - Ud], (10.9)

where q1 = qd1 + qj1 is the total amount of candy available and q2 is the total amount of 
wood. The first-order conditions are

 
0ℒ
0qj1

=
0Uj

0qj1
- λ

0Ud

0qj1
= 0, (10.10)

 
0ℒ
0qj2

=
0Uj

0qj2
- λ

0Ud

0qj2
= 0, (10.11)

 
0ℒ
0λ

= Ud(q1 - qj1, q2 - qj2) - Ud = 0. (10.12)

If we equate the right-hand sides of Equations 10.10 and 10.11, we find that

 MRSj =
0Uj /0qj1

0Uj /0qj2
=

0Ud /0qd1

0Ud /0qd2
= MRSd. (10.13)

That is, Jane’s marginal rate of substitution equals Denise’s marginal rate of sub-
stitution at an optimal bundle. In geometric terms, this condition says that Jane’s 
indifference curve is tangent to Denise’s indifference curve along the contract curve.

Are allocations a and g in Figure 10.3, where one person owns everything, part 
of the contract curve?

Answer

By showing that no mutually beneficial trades are possible at those points, dem-
onstrate that those bundles are Pareto efficient. The allocation at which Jane has 
everything, g, is on the contract curve because no mutually beneficial trade is 
possible: Denise has no goods to trade with Jane. As a consequence, we cannot 
make Denise better off without taking goods from Jane. Similarly, when Denise 
has everything, a, we can make Jane better off only by taking wood or candy from 
Denise and giving it to Jane.

SOLVED PROBLEM 
10.2

MyLab Economics
Solved Problem
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Bargaining Ability
Corresponding to any allocation off the contract curve are allocations on the contract 
curve that benefit at least one person. If they start at endowment e, Jane and Denise 
should trade until they reach a point on the contract curve between Bundles b and c in 
Figure 10.3. All the allocations in area B are better for one or both of them. However, 
if they trade to any allocation in B that is not on the contract curve, further beneficial 
trades are possible because their indifference curves intersect at that allocation.

Where will they end up on the contract curve between b and c? That depends on 
who is the better negotiator. Suppose Jane is. She knows that the more she gets, the 
worse off Denise will be and that Denise will not agree to any trade that makes her 
worse off than she is at e. Thus, the best trade Jane can make is one that leaves Denise 
only as well off as at e, which are the bundles on I1

d. If Jane could pick any point she 
wanted along I1

d, she would choose the bundle on her highest possible indifference 
curve, Bundle c, where I3

j  is just tangent to I1
d. After this trade, Denise is no better 

off than before, but Jane is much happier. By similar reasoning, if Denise is better at 
bargaining, the final allocation will be at b.

 10.3 Competitive Exchange
Most trading throughout the world occurs without one-on-one bargaining between 
people. When you go to the store for a bottle of shampoo, you check its price and 
decide whether to buy it. You’ve probably never tried to bargain with the store clerk 
over the price of shampoo: You’re a price taker in the shampoo market.

In a pure exchange economy with two goods, G and H, the two traders, Amos and 
Elise, have Cobb-Douglas utility functions. Amos’s utility is Ua = (Ga)

α(Ha)
1 - α, 

and Elise’s is Ue = (Ge)
β(He)

1 - β. Between them, Amos and Elise own 100 units of 
G and 50 units of H. Thus, if Amos has Ga and Ha, Elise owns Ge = 100 - Ga 
and He = 50 - Ha. Solve for their contract curve. Solve for the contract curve if 
α = β.

Answer

1. Use Equation 10.13 and the information about their endowments to deter-
mine the necessary condition for Amos’s and Elise’s contract curve. From 
Solved Problem 3.2, we know that Amos’s marginal rate of substitution is 
MRSa = [α/(1 - α)]Ha/Ga and that Elise’s is MRSe = [β/(1 - β)]He/Ge. From 
Equation 10.13, we know that these marginal rates of substitution are equal 
along the contract curve: MRSa = MRSe. Equating the right-hand sides of the 
expressions for MRSa and MRSe and using the information about the endow-
ments and some algebra, we can write the (quadratic) formula for the contract 
curve in terms of Amos’s goods as

(β - α)GaHa + β(α - 1)50Ga + α(1 - β)100 Ha = 0.

2. Substitute in α = β and solve. If we set α = β, then the contract curve 
is (β2 - β)50Ga + (β - β2)100Ha = 0. Dividing by (β2 - β) to obtain 
50Ga - 100Ha = 0, and using algebra, we conclude that the contract curve 
is a straight line: Ga = 2Ha.

SOLVED PROBLEM 
10.3

MyLab Economics
Solved Problem
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If we don’t know much about how Jane and Denise bargain, all we can say is 
that they will trade to some allocation on the contract curve. However, if we know 
the exact trading process they use, we can apply that process to determine the final 
allocation. In particular, we can examine the competitive trading process to determine 
the competitive equilibrium in a pure exchange economy.

In Chapter 9, we used a partial-equilibrium approach to show that one measure 
of welfare, W, is maximized in a competitive market in which many voluntary trades 
occur. We now use a general-equilibrium model to show that a competitive market 
has two desirable properties:

1. The competitive equilibrium is efficient: Competition results in a Pareto-efficient 
allocation—no one can be made better off without making someone worse 
off—in all markets.

2. Any efficient allocations can be achieved by competition: Any possible efficient 
allocations can be obtained by competitive exchange given an appropriate ini-
tial allocation of goods.

Economists call these results the First Theorem of Welfare Economics and the 
Second Theorem of Welfare Economics, respectively. These results hold under fairly 
weak conditions.

Competitive Equilibrium
When two people trade, they are unlikely to view themselves as price takers. However, if 
many people with tastes and endowments like Jane’s and many with tastes and endow-
ments like Denise’s trade, each person would be a price taker in the markets for the two 
goods. We can use an Edgeworth box to examine how such price takers would trade.

Because they can trade only two goods, each person needs to consider only the 
relative price of the two goods when deciding whether to trade. If the price of a pile 
of wood, pw, is $2, and the price of a candy bar, pc, is $1, then a candy bar costs half 
as much as a pile of wood: pc/pw = 1

2. An individual can sell one pile of wood and 
use that money to buy two candy bars.

At the initial allocation, e, Jane has goods worth $80 = ($2 per pile * 30
piles of firewood) + ($1 per candy bar * 20 candy bars). At these prices, Jane could 
keep her endowment or trade to an allocation with 40 piles of wood and no candy, 
80 candy bars and no firewood, or any combination in between, as the price line 
(budget line) in panel a of Figure 10.4 shows. The price line is all the combinations 
of goods that Jane could get by trading, given her endowment. The price line goes 
through point e and has a slope of -pc/pw = -1

2.
Given the price line, what bundle of goods will Jane choose? She wants to maxi-

mize her utility by picking the bundle where one of her indifference curves, I2
j , is 

tangent to her budget or price line. Denise wants to maximize her utility by choosing 
a bundle in the same way.

In a competitive market, prices adjust until the quantity supplied equals the quan-
tity demanded. An auctioneer could help determine the equilibrium price by calling 
out a price and asking how much is demanded and how much is offered for sale. If 
the quantity demanded does not equal the quantity supplied, the auctioneer calls out 
another price. When the quantity demanded equals the quantity supplied, the transac-
tions occur at that price, and the auction stops. At some ports, fishers sell their catch 
to fish wholesalers at daily auctions run in this manner.

Panel a of Figure 10.4 shows that, when candy costs half as much as wood, the 
quantity demanded of each good equals the quantity supplied. Jane (and every simi-
lar person) wants to sell 10 piles of wood and use that money to buy 20 additional 
candy bars. Similarly, Denise (and everyone like her) wants to sell 20 candy bars and 
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buy 10 piles of wood. Thus, the quantity of wood sold equals the quantity of wood 
bought, and the quantity of candy demanded equals the quantity of candy supplied. 
We can see in the figure that the quantities demanded equal the quantities supplied 
because the optimal bundle for both types of consumers is the same, Bundle f.

At any other price ratio, the quantity demanded of each good would not equal the 
quantity supplied. For example, if the price of candy remained constant at pc = $1 
per bar but the price of wood fell to pw = $1.33 per pile, the price line would be 
steeper, with a slope of -pc/pw = -1/1.33 = -3/4 in panel b. At these prices, Jane 
wants to trade to Bundle j and Denise wants to trade to Bundle d. Because Jane wants 
to buy 10 extra candy bars but Denise wants to sell 17 extra candy bars, the quantity 
supplied does not equal the quantity demanded, so this price ratio does not result in 
a competitive equilibrium when the endowment is e.

Figure 10.4 Competitive Equilibrium

The initial endowment is e. (a) If, 
along the price line facing Jane 
and Denise, pw = $2 and pc = $1, 
they trade to point f, where Jane’s 
indifference curve, I2

j , is tangent 
to the price line and to Denise’s 
indifference curve, I2

d. (b) No other 
price line results in an equilibrium. 
If pw = $1.33 and pc = $1, Denise 
wants to buy 12 (=  32 - 20) piles 
of firewood at these prices, but Jane 
wants to sell only 8 (=  30 - 22) 
piles. Similarly, Jane wants to buy 
10 (=  30 - 20) candy bars, but 
Denise wants to sell 17 (=  60 - 43). 
Thus, these prices are not consistent 
with a competitive equilibrium.
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The Efficiency of Competition
In a competitive equilibrium, the indifference curves of both types of consumers are 
tangent at the same bundle on the price line. As a result, the slope (MRS) of each 
person’s indifference curve equals the slope of the price line, so the slopes of the 
indifference curves are equal:

 MRSj = -
pc

pw
= MRSd. (10.14)

The marginal rates of substitution are equal among consumers in the competitive 
equilibrium, so the competitive equilibrium must lie on the contract curve. Thus, we 
have demonstrated the First Theorem of Welfare Economics:

Any competitive equilibrium is Pareto efficient.

The intuition for this result is that people (who face the same prices) make all the 
voluntary trades they want in a competitive market. Because no additional voluntary 
trades can occur in a competitive equilibrium, no reallocation of goods would make 
someone better off without harming someone else. (If an involuntary trade occurs, it 
harms someone. For example, a person who steals goods from another person—an 
involuntary exchange—gains at the expense of the victim.)

Obtaining Any Efficient Allocation Using Competition
Of the many possible Pareto-efficient allocations, the government may want to 
choose one. Can it achieve that allocation using the competitive market mechanism?

Our previous example illustrates that the competitive equilibrium depends on the 
endowment: the initial distribution of wealth. For example, if the endowment were a 
in panel a of Figure 10.4—where Denise has everything and Jane has nothing—the 
competitive equilibrium would be a because no trades would be possible.

Continuing with the example in Solved Problem 10.3—a pure exchange econ-
omy with two goods, G = 100 and H = 50, and two traders, Amos and Elise, 
with Cobb-Douglas utility functions Ua = (Ga)

α(Ha)
1 - α and Ue =  (Ge)

β(He)
1 - β, 

respectively—what are the competitive equilibrium prices? (Note: We can solve 
only for the relative prices. We normalize the price of H to equal 1 and solve for 
p, the price of G.)

Answer

1. Determine their demand curves. If Amos’s endowment is Ga and Ha, then his 
income is Ya = pGa + Ha. Similarly, Elise’s endowment is Ge = 100 - Ga and  
He = 50 - Ha, so her income is Ye = p(100 - Ga) + (50 - Ha). Using Equa-
tions 3.29 and 3.30 for a Cobb-Douglas utility function, we know that Amos’s 
demand functions are Ga = αYa/p and Ha = (1 - α)Ya/1. Similarly, Elise’s 
demand functions are Ge = βYe/p and He = (1 - β)Ye/1.

2. To determine the competitive equilibrium price, equate the demand and supply 
curves. The sum of their demands for G equals the fixed supply: Ga + Ge = 100. 
Rearranging the terms in this expression and then substituting for Ge and He, 
we find that the equilibrium price of G is

p =
αHa + βHe

100 - αGa + βGe
=

50β + (α - β)Ha

100(1 - β) + (β - α)Ga
.

SOLVED PROBLEM 
10.4

MyLab Economics
Solved Problem
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Thus, for competition to lead to a particular allocation—say, f—the trading must 
start at an appropriate endowment. If the consumers’ endowment is f, a Pareto-
efficient point, their indifference curves are tangent at f, so no further trades occur. 
That is, f is a competitive equilibrium.

Many other endowments will also result in a competitive equilibrium at f. Panel a 
of Figure 10.4 shows that the resulting competitive equilibrium is f if the endowment 
is e. In that figure, a price line goes through both e and f. If the endowment is any 
bundle along this price line—not just e or f—then the competitive equilibrium is f, 
because only at f are the indifference curves tangent.

To summarize, any Pareto-efficient bundle x can be obtained as a competitive 
equilibrium if the initial endowment is x. Moreover, competition results in that allo-
cation if the endowment lies on a price line through x, where the slope of the price 
line equals the marginal rate of substitution of the indifference curves that are tangent 
at x. Thus, we have demonstrated the Second Theorem of Welfare Economics:

Competition can produce any Pareto-efficient equilibrium given an appropriate 
endowment.

The first welfare theorem tells us that society can achieve efficiency by allowing 
competition. The second welfare theorem adds that society can obtain the particular 
efficient allocation it prefers, based on its value judgments about equity, by appro-
priately redistributing endowments (income).

 10.4 Production and Trading
So far our discussion has been based on a pure exchange economy with no produc-
tion. We now examine an economy in which a fixed amount of a single input can 
produce two different goods.

Comparative Advantage
Jane and Denise can produce candy or chop wood using their own labor. However, 
they differ as to how much of each good they can produce in a day.

Production Possibility Frontier. Jane can produce either three candy bars or six 
piles of firewood in a day. By splitting her time between the two activities, she can 
produce various combinations of the two goods. If t is the fraction of a day she spends 
making candy and 1 - t is the fraction she spends cutting wood, she produces 3t 
candy bars and 6(1 - t) piles of wood.

By varying t between 0 and 1, we trace out the line in panel a of Figure 10.5. 
This line is Jane’s production possibility frontier (PPFj ; Chapter 7), which shows 
the maximum combinations of candy and wood that she can produce from a given 
amount of input. If Jane works all day using the best technology (such as a sharp ax), 
she achieves efficiency in production and produces combinations of goods on PPFj. 
If she relaxes part of the day or does not use the best technology, she produces an 
inefficient combination of candy and wood that lies inside PPFj.

Marginal Rate of Transformation. The slope of the production possibility frontier 
is the marginal rate of transformation (MRT).7 The marginal rate of transformation 

7In Chapter 3, we called the slope of a consumer’s budget line the marginal rate of transformation. 
For a price-taking consumer who obtains goods by buying them, the budget line plays the same role 
as the production possibility frontier for someone who produces the two goods.
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tells us how much more wood can be produced if the production of candy is reduced 
by one bar. Because Jane’s PPFj is a straight line with a slope of -2, her MRT is -2 
at every allocation.

Denise can produce up to three piles of wood or six candy bars each day. Panel 
b shows her production possibility function, PPFd, with an MRT = -1

2. Thus, with 
a day’s work, Denise can produce relatively more candy, and Jane can produce rela-
tively more wood, as reflected by their differing marginal rates of transformation.

The marginal rate of transformation shows how much it costs to produce one 
good in terms of the forgone production of the other good. Someone with the ability 
to produce a good at a lower opportunity cost than someone else has a comparative 
advantage in producing that good. Denise has a comparative advantage in producing 
candy (she forgoes less in wood production to produce a given amount of candy), 
and Jane has a comparative advantage in producing wood.

By combining their outputs, they have the joint production possibility frontier PPF 
in panel c. If Denise and Jane spend all their time producing wood, Denise produces 
three piles and Jane produces six piles for a total of nine piles, which is where the 
joint PPF hits the wood axis. Similarly, if they both produce candy, together they 
can produce nine bars. If Denise specializes in making candy and Jane specializes in 
cutting wood, they produce six candy bars and six piles of wood, a combination that 
appears at the kink in the PPF.

If they choose to produce a relatively large quantity of candy and a relatively small 
amount of wood, Denise produces only candy and Jane produces some candy and 
some wood. Jane chops the wood because that is her comparative advantage. The 
marginal rate of transformation in the lower portion of the PPF is Jane’s, -2, because 
only she produces both candy and wood.

Similarly, if they produce little candy, Jane produces only wood and Denise pro-
duces some wood and some candy, so the marginal rate of transformation in the 
higher portion of the PPF is Denise’s, -1

2. In short, the PPF has a kink at six piles of 
wood and six candy bars and is concave (bowed away from the origin).

Figure 10.5 Comparative Advantage and Production Possibility Frontiers

(a) Jane’s production possibility frontier, PPFj, shows that 
in a day, she can produce 6 piles of firewood or 3 candy 
bars or any combination of the two. Her marginal rate 
of transformation (MRT) is -2. (b) Denise’s production 

possibility frontier, PPFd, has an MRT of 12. (c) Their joint 
production possibility frontier, PPF, has a kink at 6 piles 
of wood (produced by Jane) and 6 candy bars (produced 
by Denise) and is concave to the origin.
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Benefits of Trade. Because of the difference in their marginal rates of transforma-
tion, Jane and Denise can benefit from a trade. Suppose that Jane and Denise like to 
consume wood and candy in equal proportions. If they do not trade, each produces 
two candy bars and two piles of wood each day. If they agree to trade, Denise, who 
excels at making candy, spends all day producing six candy bars. Similarly, Jane, who 
has a comparative advantage at chopping wood, produces six piles of wood. If they 
split this production equally, they can each have three piles of wood and three candy 
bars—50% more than without trade.

They do better if they trade because each person uses her comparative advantage. 
Without trade, if Denise wants an extra pile of wood, she must give up two candy 
bars. Producing an extra pile of wood costs Jane only half a candy bar in forgone 
production. Denise is willing to trade up to two candy bars for a pile of wood, and 
Jane is willing to trade the wood as long as she gets at least half a candy bar. Thus, 
a mutually beneficial trade is possible.

How does the joint production possibility frontier in panel c of Figure 10.5 change 
if Jane and Denise can also trade with Harvey, who can produce five piles of wood, 
five candy bars, or any linear combination of wood and candy in a day?

Answer

1. Describe each person’s individual production possibility frontier. Panels a and b 
of Figure 10.5 show the production possibility frontiers of Jane and Denise. 
Harvey’s production possibility frontier is a straight line that hits the firewood 
axis at five piles and the candy axis at five candy bars.

2. Draw the joint PPF by starting at the quantity on the horizontal axis that is 
produced if everyone specializes in candy and then connecting the individual 

production possibility frontiers in 
order of comparative advantage in 
chopping wood. If all three produce 
candy, they make 14 candy bars (on 
the horizontal axis of the accompa-
nying graph). Jane has a comparative 
advantage at chopping wood over 
Harvey and Denise, and Harvey has a 
comparative advantage over Denise. 
Thus, Jane’s production possibility 
frontier is the first frontier (start-
ing at the lower right), then comes 
 Harvey’s, and then Denise’s. The 
resulting PPF is concave to the origin. 
(If we change the order of the indi-
vidual frontiers, the resulting kinked 
line lies inside the PPF. Thus, the new 
line cannot be the joint production 
possibility frontier, which shows the 
maximum possible production from 
the available labor inputs.)

SOLVED PROBLEM 
10.5
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The Number of Producers. With only two ways of producing wood and candy—
Denise’s and Jane’s methods with different marginal rates of transformation—the joint 
production possibility frontier has a single kink (panel c of Figure 10.5). If another 
method of production with a different marginal rate of transformation—Harvey’s—is 
added, the joint production possibility frontier has two kinks (as in Solved Problem 10.5).

If many people can produce candy and firewood with different marginal rates 
of transformation, the joint production possibility frontier has even more kinks. As 
the number of people becomes very large, the PPF becomes a smooth curve that is 
concave to the origin, as in Figure 10.6.

Because the PPF is concave, the marginal rate of transformation decreases (in absolute 
value) as we move up the PPF. The PPF has a flatter slope at a, where the MRT = -1

2, 
than at b, where the MRT = -1. At a, giving up a candy bar leads to half a pile more 
wood production. In contrast, at b, which has relatively more candy, giving up producing 
a candy bar frees enough resources that they can produce an additional pile of wood.

The marginal rate of transformation along this smooth PPF tells us about the 
marginal cost of producing one good relative to the marginal cost of producing the 
other good. The marginal rate of transformation equals the negative of the ratio of 
the marginal cost of producing candy, MCc, and wood, MCw:

 MRT = -
MCc

MCw
. (10.15)

Suppose that at point a in Figure 10.6, a person’s marginal cost of producing an 
extra candy bar is $1, and the marginal cost of producing an additional pile of fire-
wood is $2. As a result, the person can produce one extra candy bar or half a pile 
of wood at a cost of $1. The marginal rate of transformation is the negative of the 

Figure 10.6 Optimal Product Mix

The optimal product mix, a,  
could be determined by 
maximizing an individual’s 
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ratio of the marginal costs, - 1$1/$22 = -1
2. To produce one more candy bar, the 

person must give up producing half a pile of wood.

Efficient Product Mix
Which combination of products along the PPF does society choose? If a single person 
were to decide on the product mix, that person would pick the allocation of wood 
and candy along the PPF that maximized his or her utility. A person with the indif-
ference curves in Figure 10.6 would pick Allocation a, which is the point where the 
PPF touches indifference curve I2.

Because I2 is tangent to the PPF at a, that person’s marginal rate of substitu-
tion (the slope of indifference curve I2) equals the marginal rate of transformation 
(the slope of the PPF). The marginal rate of substitution, MRS, tells us how much 
a consumer is willing to give up of one good to get another. The marginal rate of 
transformation, MRT, tells us how much of one good we need to give up to produce 
more of another good.

If the MRS does not equal the MRT, the consumer will be happier with a differ-
ent product mix. At Allocation b, the indifference curve I1 intersects the PPF, so the 
MRS does not equal the MRT. At b, the consumer is willing to give up one candy 
bar to get a third of a pile of wood (MRS = -1

3). But firms can produce one pile of 
wood for every candy bar not produced (MRT = -1). Thus at b, too little wood 
is being produced. If the firms increase wood production, the MRS will fall and the 
MRT will rise until they are equal at a, where MRS = MRT = -1

2.
We can extend this reasoning to look at the product mix choice of all consumers 

simultaneously. Each consumer’s marginal rate of substitution must equal the econ-
omy’s marginal rate of transformation, MRS = MRT, if the economy is to produce 
the optimal mix of goods for each consumer. How can we ensure that this condition 
holds for all consumers? One way is to use the competitive market.

Competition
Each price-taking consumer picks a bundle of goods so that the consumer’s marginal 
rate of substitution equals the slope of the consumer’s price line (the negative of the 
relative prices):

 MRS = -
pc

pw
. (10.16)

Thus, if all consumers face the same relative prices in the competitive equilibrium, 
all consumers will buy a bundle where their marginal rates of substitution are equal 
(Equation 10.14). Because all consumers have the same marginal rates of substitu-
tion, no further trades can occur. Thus, the competitive equilibrium achieves con-
sumption efficiency: It is impossible to redistribute goods among consumers to make 
one consumer better off without harming another consumer. That is, the competitive 
equilibrium lies on the contract curve.

If competitive firms sell candy and wood, each firm sells a quantity of candy for 
which its price equals its marginal cost,

 pc = MCc, (10.17)

and a quantity of wood for which its price and marginal cost are equal,

 pw = MCw. (10.18)
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Taking the ratio of Equations 10.17 and 10.18, we find that in competition, 
pc/pw = MCc/MCw. From Equation 10.15, we know that the marginal rate of trans-
formation equals -MCc/MCw, so

 MRT = -
MCc

MCw
= -

pc

pw
. (10.19)

We can illustrate why firms want to produce where Equation 10.19 holds. Sup-
pose that a firm were producing at b in Figure 10.6, where its MRT is -1, and that 
pc = $1 and pw = $2, so -pc/pw = 1

2. If the firm reduces its output by one candy bar, 
it loses $1 in candy sales but makes $2 more from selling the extra pile of wood, for 
a net gain of $1. Thus at b, where the MRT 6 - pc/pw, the firm should reduce its 
output of candy and increase its output of wood. In contrast, if the firm is produc-
ing at a, where the MRT = -pc/pw = 1

2, it has no incentive to change its behavior: 
The gain from producing a little more wood exactly offsets the loss from producing 
a little less candy.

Combining Equations 10.16 and 10.19, we find that in the competitive equilib-
rium, the MRS equals the ratio of relative prices, which equal the MRT:

MRS = -
pc

pw
= MRT.

Because competition ensures that the MRS equals the MRT, a competitive equi-
librium achieves an efficient product mix: The rate at which firms can transform 
one good into another equals the rate at which consumers are willing to substitute 
between the goods, as reflected by their willingness to pay for the two goods.

By combining the production possibility frontier and an Edgeworth box, we can 
show the competitive equilibrium in both production and consumption. Suppose 
that firms produce 50 piles of firewood and 80 candy bars at a in Figure 10.7. The 
size of the Edgeworth box—the maximum amount of wood and candy available to 
consumers—is determined by point a on the PPF.

The prices consumers pay must equal the prices producers receive, so the price 
lines that consumers and producers face must have the same slope of -pc/pw. In 
equilibrium, the price lines are tangent to each consumer’s indifference curve at f 
and to the PPF at a.

In this competitive equilibrium, supply equals demand in all markets. Consumers 
buy the mix of goods at f. Consumers like Jane, whose origin, 0j, is at the lower-left 
corner, consume 20 piles of firewood and 40 candy bars. Consumers like Denise, 
whose origin is a at the upper right of the Edgeworth box, consume 30 (=  50 - 20) 
piles of firewood and 40 (=  80 - 40) candy bars.

The two key results concerning competition still hold in an economy with produc-
tion. First, a competitive equilibrium is Pareto efficient, achieving efficiency in con-
sumption and in output mix.8 Second, any particular Pareto-efficient allocation 
between consumers can be obtained through competition, given that the government 
chooses an appropriate endowment.

8Competitive firms choose factor combinations so that their marginal rates of technical substitution 
between inputs equal the negative of the ratios of the relative factor prices (see Chapter 7). That is, 
competition also results in efficiency in production: Firms could not produce more of one good with-
out producing less of another good.
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 10.5 Efficiency and Equity
The welfare of a society’s citizens depends on how society deals with efficiency (the 
size of the pie) and equity (the division of the pie between people). The outcome 
depends on individual choices and on government actions.

Role of the Government
By altering how efficiently society produces and distributes goods and the endowment 
of resources, governments help determine how much is produced and how goods are 
allocated. By redistributing endowments or by refusing to do so, governments, at least 
implicitly, are making value judgments about which members of society should get 
relatively more of society’s goodies.

Virtually every government program, tax, or action redistributes wealth. Proceeds 
from a British lottery, played mostly by lower-income people, subsidize the Royal 
Opera House at Covent Garden, thereby transferring funds to the “rich toffs” who 
attend operas. Agricultural price support programs (Chapter 9) redistribute wealth to 
farmers from other taxpayers. Income taxes and food stamp programs (Chapter 5) 
redistribute income from better-off taxpayers to those less well off.

Figure 10.7 Competitive Equilibrium
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Efficiency
Many economists and political leaders make the value judgment that governments 
should use the Pareto principle, preferring reallocations of resources that make some-
one better off while harming no one else. Consequently, they believe that govern-
ments should allow voluntary trades, encourage competition, and otherwise try to 
prevent problems that reduce efficiency.

We can use the Pareto principle to rank allocations or government policies that 
alter allocations. The Pareto criterion ranks allocation x over allocation y if some 
people are better off at x and no one else is worse off. If so, we say that x is Pareto 
superior to y.

However, we cannot always use the Pareto principle to compare allocations. If 
both allocation x and allocation y are Pareto efficient, we cannot use this criterion to 
rank them. For example, if Denise has all the goods in x and Jane has all the goods 
in y, then we cannot rank these allocations using the Pareto rule.

To choose between two Pareto-efficient allocations, we have to make a value judg-
ment based on interpersonal comparisons. Society must make interpersonal compari-
sons to evaluate most government policies.

Suppose that, when a country ends a ban on imports and allows free trade, 
domestic consumers benefit by many times more than domestic producers suffer. 
This policy change does not meet the Pareto efficiency criterion that someone may 
benefit without anyone else suffering. Of course, the government could adopt a 
more complex policy that meets the Pareto criterion. Because consumers benefit 
by more than producers suffer, the government could take enough of the free-trade 
gains from consumers to compensate the producers so that no one is harmed and 
some people benefit.

The government rarely uses policies that require winners to subsidize losers. If a 
policy does not require such subsidization, society must make additional value judg-
ments involving interpersonal comparisons to decide whether to adopt that policy.

We have been using a welfare measure, W = consumer surplus + producer surplus, 
that equally weights benefits and losses to consumers and producers. This measure is 
making an implicit interpersonal comparison by weighting consumers and producers 
equally. By this criterion, if a policy results in gains to consumers that outweigh the 
losses to producers, society should adopt that policy.

Thus, calling for policy changes that lead to Pareto-superior allocations is a weaker 
rule than calling for policy changes that increase the welfare measure W. We can rank 
more allocations using the welfare measure than using the Pareto rule. Any policy 
change that leads to a Pareto-superior allocation must increase W; however, some 
policy changes that increase W are not Pareto superior, because they produce both 
winners and losers.

Equity
If we are unwilling to use the Pareto principle or if that criterion does not allow 
us to rank the relevant allocations, we must make additional value judgments to 
rank these allocations. We can summarize these value judgments using a social 
welfare function that combines various consumers’ utilities to provide a collec-
tive ranking of allocations. Loosely speaking, a social welfare function is a utility 
function for society.

We illustrate the use of a social welfare function using the pure exchange economy 
in which Jane and Denise trade wood and candy. The contract curve in Figure 10.3 
consists of many possible Pareto-efficient allocations. Jane and Denise’s utility levels 
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APPLICATION

Extremely Unequal 
Wealth

Money is better than poverty, if only for financial reasons. —Woody Allen

Wealth is unequally distributed, and the wealthiest are becoming wealthier over 
time. The six heirs to the Walmart fortune have as much wealth as the least 
wealthy 42% of U.S. families—49 million households. The Institute for Policy 
Studies calculates that the three wealthiest Americans—Jeff Bezos, Bill Gates, and 
Warren Buffet—have as much wealth as the entire bottom half of the U.S. popula-
tion combined.

According to the charity Oxfam, the 42 richest people in the world—most of 
whom live in Europe or the United States—had as much wealth as did the poorest 
half of the world’s population in 2017. That is, on average, each of these extremely 
wealthy people has as much wealth as about 88 million of the world’s poorest 
people—about twice the number of people who live in Argentina. The world’s 
richest man, Jeff Bezos, had $112 billion in wealth in 2018, which is the same as 
the 156 million poorest people. The wealthiest 1% had roughly the same amount 
of global wealth (50.1%) as did the poorest 99% (49.9%). The bottom four-fifths 
of people had only 5.5% of the wealth.

1770s

14.9%

29
27

1780s 1790s 1800s 1810s 1820s 1830s 1840s 1850s 1870s

Colonial era to 1820. Land on frontiers is essentially free for
the taking, and the population is small. Labor is expensive,
compared to Europe, and industry negligible. Wealth is
distributed fairly widely. Most of the rich are
Southern planters and coastal
merchants.

1787 Under the
Northwest Ordinance
new land is
distributed as small
plots, not huge fiefs.

1862 Homestead Act
opens rest of public
lands to settlers

1863 Emancipation.
Vast “wealth”—in the
form of slaves—is lost
to Southern landowners
and “transferred” to the
poor—the freedmen
themselves.AGRARIAN SOCIETY

1820–1850. Rise of railroads and textiles
creates fortunes, concentrating wealth.

EARLY INDUSTRIAL REVOLUTION

1860s

Share of Wealth of the Richest 1 Percent
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North America and Europe have 64% of the world’s wealth, China and other 
Asian-Pacific nations have 30%, while Latin America, India, and Africa combined 
have only 6%.

The United States has less equally distributed wealth than do other developed 
countries. According to Credit Suisse, as of 2017, the top 10% of U.S. households 
have 75% of U.S. wealth. The corresponding shares are 50% in France, 48% in 
Canada and in the United Kingdom, and 34% in Japan.

Since the founding of the United States, changes in its economy have altered 
the share of the nation’s wealth held by the richest 1% of Americans (see the fig-
ure). An array of social changes—sometimes occurring during or after wars and 
often codified into new laws—have greatly redistributed wealth. For example, the 
emancipation of slaves in 1863 transferred vast wealth—the labor of the former 
slaves—from rich Southern landowners to the poor freed slaves.

The share of wealth—the total assets owned—held by the richest 1% generally 
increased until the Great Depression, declined through the mid-1970s, and has 
increased substantially since then. The greatest wealth concentration occurred 
in 1929 during the Great Depression and today, following the Great Recession.

1880s 1890s 1900s

1901 U.S. Steel
formed, the largest
company relative to the
size of the economy in
U.S. history. 1913 Income tax

created. Minor effect
on the middle class
until the 1940s.

1903 First
assembly line
at Ford.

1929 Stock Market Crash.
The resulting Great Depression
wipes out many fortunes.

1933 The New Deal. Creation of
Social Security and pension plans.
Government stops hindering unions.

1938 Fair Labor
Standards Act creates a
minimum wage.

1973–1975 Stock market
declines by 42%

1976 Richest 1%
have close to the
smallest share of
wealth they’ve had
in U.S. history.

1981–1982
Deep
recession.

1895–1905. Rise of 
dynasties in oil, steel,
automobiles, banking, 
meat packing.

1900–1914. Inequality of wealth
becomes a national political issue.
Child labor laws, wage and hour
laws, railroad rate controls created.

PROGRESSIVE ERA

1941–1945. The draft dries up the
labor supply, putting upward
pressure on wages.

WORLD WAR II

1950–1970. Helped by G.I. bill, many
Americans get college educations, raising
earning power. Strong unions and higher
pay let the middle class buy homes and
cars as never before, putting more wealth
in their hands even as rising stock markets
make the rich richer.

RAPID GROWTH

1923–1929. Stock market
boom expands richest
people’s fortunes.

ROARING TWENTIES

Top tax rate slashed from
70% to less than 30%,
shifting tax burden to the
middle class.

REAGAN YEARS

2007–2009

GREAT RECESSION

1915–1930. Expansion of high schools.
Education raises earning power.

EDUCATION1870s–1920s. The ranks of labor are
swelled by millions, holding down wage
growth. Laws restricting immigration
are passed in 1921, 1924, and 1929.

WAVES OF IMMIGRANTS
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vary along the contract curve. Figure 10.8 shows the utility possibility frontier (UPF): 
the set of utility levels corresponding to the Pareto-efficient allocations along the 
contract curve. Point a in Figure 10.8 corresponds to the end of the contract curve 
at which Denise has all the goods, and c corresponds to the allocation at which Jane 
has all the goods.

The curves labeled W1, W2, and W3 in panel a are isowelfare curves based on the 
social welfare function. These curves are similar to indifference curves for individuals. 
They summarize all the allocations with identical levels of welfare. Society maximizes 
its welfare at point b.

Who decides on the welfare function? In most countries, government leaders make 
decisions about which allocations are most desirable. These officials may believe 
that transferring money from wealthy people to poorer people raises welfare, or vice 
versa. When government officials choose a particular allocation, they are implicitly or 
explicitly judging which consumers are relatively deserving and hence should receive 
more goods than others.

Voting. In a democracy, society votes on important government policies that deter-
mine the allocation of goods. Such democratic decision making is often difficult 
because people fundamentally disagree on how issues should be resolved and which 
groups the government should favor.

A major cause of the recent increased concentration of wealth is the change in 
the tax law. The top U.S. marginal income tax rate fell from 91% at the end of 
World War II to 70% under the Kennedy and Johnson Administrations, to less 
than 30% at the beginning of the Reagan administration, and to 37% today, 
shifting more of the tax burden to the middle class. Between 1989 and 2016, the 
wealth share of the top 1% of U.S. households rose from three-tenths to four-
tenths. The top 5% of households own one-half of all U.S. wealth, and the top 
20% have nine-tenths. The share of the lowest half of households dropped from 
a tiny 3% to an almost nonexistent 1%. Indeed, the poorest 20% of households 
have negative wealth because they owe more than the value of their assets. The 
major revision of the tax law that took effect in 2018 favors the wealthy, so it is 
likely to make the wealth distribution even more unequal.

Figure 10.8 Welfare Maximization

Society maximizes welfare by choosing the allocation for which 
the highest possible isowelfare curve touches the utility possibility 
frontier, UPF. The isowelfare curves have the shape of a typical 
indifference curve. Society maximizes its welfare at point b.
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We assume (Chapter 3) that consumers can rank-order all bundles of goods in 
terms of their preferences (completeness) and that their rank over goods is transitive.9 
Suppose now that people have preferences over the allocations of goods among con-
sumers. One possibility, as we assumed earlier, is that individuals care only about 
how many goods they receive—they do not care about how much others have. 
Another possibility is that because of envy, charity, pity, love, and other interpersonal 
feelings, individuals do care about how much everyone has.10

Let a be a particular allocation of goods that describes how much of each good 
an individual has. Each person can rank this allocation relative to Allocation b. 
For instance, individuals know whether they prefer an allocation in which everyone 
has equal amounts of all goods to another allocation in which people who work 
hard—or those of a particular skin color or religion—have relatively more goods 
than others.

Through voting, individuals express their rankings. One possible voting system 
requires that before the vote is taken, everyone agrees to be bound by the outcome 
in the sense that if a majority of people prefer Allocation a to Allocation b, then a is 
socially preferred to b.

Using majority voting to determine which allocations society prefers sounds rea-
sonable, doesn’t it? Such a system might work well. For example, if all individuals 
have the same transitive preferences, the social ordering has the same transitive rank-
ing as that of each individual.

Unfortunately, sometimes voting does not work well, and the resulting social 
ordering of allocations is not transitive. To illustrate this possibility, suppose that 
three people have the transitive preferences. Individual 1 prefers Allocation a to 
Allocation b to Allocation c. Table 10.1 shows that the other two individuals have 
different transitive preferred orderings.

Two out of three of these individuals prefer a to b; two out of three prefer b to c; 
and two out of three prefer c to a. Thus, voting leads to nontransitive societal prefer-
ences, even though the preferences of each individual are transitive. As a result, no 
output is clearly socially preferred. A majority of people prefers some other alloca-
tion to any particular allocation. Compared to Allocation a, a majority prefers c. 
Similarly, a majority prefers b over c, and a majority prefers a over b.

If people have this type of ranking of allocations, the chosen allocation will depend 
crucially on the order of pairwise-comparison votes. Suppose that these three people 
first vote on whether they prefer a or b and then compare the winner to c. The major-
ity prefers a to b in the first vote and c to a in the second vote, so they choose c. If 
instead they first compare c to a and the winner to b, then b is chosen. Thus, the 

9The transitivity (or rationality) assumption is that a consumer’s preference over bundles is consistent 
in the sense that if the consumer weakly prefers Bundle a to Bundle b and weakly prefers Bundle b to 
Bundle c, then the consumer weakly prefers Bundle a to Bundle c.
10To an economist, love is nothing more than interdependent utility functions. Thus, it’s a mystery 
how each successive generation of economists is produced.

Table 10.1 Preferences over Allocations of Three People

Individual 1 Individual 2 Individual 3

First choice a b c

Second choice b c a

Third choice c a b
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outcome depends on the political skill of various factions in determining the order 
of voting.

Similar problems arise with other types of voting schemes. Kenneth Arrow (1951), 
who received a Nobel Prize in economics in part for his work on social decision making, 
proved a startling and depressing result about democratic voting, which is now called 
Arrow’s Impossibility Theorem. Arrow suggested that a socially desirable decision-
making system, or social welfare function, should satisfy the following criteria:

 7 Social preferences should be complete and transitive, like individual prefer-
ences (Chapter 3).

 7 If everyone prefers Allocation a to Allocation b, a should be socially preferred 
to b.

 7 Society’s ranking of a and b should depend only on individuals’ ordering of 
these two allocations, not on how they rank other alternatives.

 7 Dictatorship is forbidden: Social preferences must not reflect the preferences of 
only a single individual.

Although each of these criteria seems reasonable—indeed, innocuous—Arrow 
proved that it is impossible to find a social decision-making rule that always satis-
fies all of these criteria. His result indicates that democratic decision making may 
fail—not that democracy must fail. After all, if everyone agrees on a ranking, these 
four criteria are satisfied.

If society is willing to give up one of these criteria, a democratic decision-making 
rule can guarantee that the other three criteria are met. For example, if we give up 
the third criterion, often referred to as the independence of irrelevant alternatives, 
certain complicated voting schemes in which individuals rank their preferences can 
meet the other criteria.

Social Welfare Functions. Philosophers, economists, newspaper columnists, politi-
cians, radio talk-show hosts, and other deep thinkers have suggested various rules 
by which society might decide among various possible allocations. All these systems 
answer the question of which individuals’ preferences should be given more weight 
in society’s decision making. Determining how much weight to give to the prefer-
ences of various members of society is usually the key step in determining a social 
welfare function.

Probably the simplest and most egalitarian rule is that every member of society 
should receive exactly the same bundle of goods. If society forbids trading, this rule 
results in complete equality in the allocation of goods.

Jeremy Bentham (1748–1832) and his followers (including John Stuart Mill), the 
utilitarian philosophers, suggested that society should maximize the sum of the utili-
ties of all members of society. Their social welfare function is the sum of the utilities 
of every member of society. The utilities of all people in society receive equal weight.11 
If Ui is the utility of Individual i and the society has n people, the utilitarian welfare 
function is

W = U1 + U2 + g + Un.

However, this social welfare function may not lead to an egalitarian distribution 
of goods. Indeed, under this system, society judges an allocation to be superior, all 

11It is difficult to compare utilities across individuals because the scaling of utilities across individuals is 
arbitrary (Chapter 3). The welfare rule that we have been using avoids this utility comparison problem 
because it equally weights consumer surplus and producer surplus, which are denominated in dollars.
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else the same, if people who get the most pleasure from consuming certain goods are 
given more of those goods.

A generalization of the utilitarian approach assigns different weights to various 
individuals’ utilities. If the weight assigned to Individual i is αi ,  this generalized 
utilitarian welfare function is

W = α1U1 + α2U2 + g + αnUn.

Society could give greater weight to adults, hardworking people, or those who meet 
other criteria. Under South Africa’s former apartheid system, the utilities of people 
with white skin were given more weight than those with other skin colors.

John Rawls (1971), a Harvard University philosopher, believed that society should 
maximize the well-being of the worst-off member of society, the person with the 
lowest level of utility. In the social welfare function, the utility of the person with the 
lowest utility level should receive all the weight. The Rawlsian welfare function is

W = min (U1, U2, c , Un).

Rawls’s rule leads to a relatively egalitarian distribution of goods.
One final rule, frequently espoused by various members of Congress and by 

wealthy landowners in less-developed countries, is to maintain the status quo. Pro-
ponents of this rule believe that the current allocation is the best possible allocation, 
and they argue against any reallocation of resources from one individual to another. 
Under this rule, the final allocation is likely to be very unequal. Why else would the 
wealthy want it?

All of these rules or social welfare functions reflect value judgments involving 
interpersonal comparisons. Because each reflects value judgments, we cannot com-
pare them on scientific grounds.

Efficiency Versus Equity
Given a particular social welfare function, society might prefer an inefficient alloca-
tion to an efficient one. We can show this result by comparing two allocations. In 
Allocation a, you have everything and everyone else has nothing. This allocation is 
Pareto efficient: It is impossible to make others better off without harming you. In 
Allocation b, everyone has an equal amount of all goods. Allocation b is not Pareto 
efficient: I would be willing to trade all my zucchini for just about anything else. 
Despite Allocation b’s inefficiency, most people probably prefer b to a.

Although society might prefer an inefficient Allocation b to an efficient Allocation 
a, according to most social welfare functions, society would prefer some efficient 
allocation to b. Suppose that Allocation c is the competitive equilibrium that would 
be obtained if people were allowed to trade starting from Endowment b, in which 
everyone has an equal share of all goods. By the utilitarian social welfare functions, 
Allocation b might be socially preferred to Allocation a, but Allocation c is certainly 
socially preferred to b (ruling out envy and similar interpersonal feelings). After all, 
if everyone is as well off or better off in Allocation c than in b, c must be better than 
b regardless of weights on individuals’ utilities. According to the egalitarian rule, 
however, b is preferred to c because only strict equality matters. Thus by most, but 
not all, of the well-known social welfare functions, an efficient allocation is socially 
preferred to an inefficient allocation.

A competitive equilibrium may not be very equitable even though it is Pareto 
efficient. Consequently, societies that believe in equity may tax the rich to give to the 
poor. If society transfers money from the rich to the poor, society moves from one 
Pareto-efficient allocation to another.
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Sometimes, however, in an attempt to achieve greater equity, consumption effi-
ciency is reduced. For example, advocates for the poor argue that providing public 
housing to the destitute leads to an allocation that is superior to the original competi-
tive equilibrium. This reallocation is not efficient: The poor view themselves as better 
off receiving an amount of money equal to what the government spends on public 
housing. They could spend the money on the type of housing they like—rather than 
the type the government provides—or they could spend some of the money on food 
or other goods.12

Unfortunately, frequently society’s goal of production efficiency and its goal 
of an equitable allocation conflict. When the government redistributes money 
from one group to another, it incurs significant costs from this redistribution. 
If tax collectors and other government bureaucrats produced goods rather than 
redistributing them, total output would increase. Similarly, income taxes discour-
age some people from working as hard as they otherwise would (Chapter 5). 
Nonetheless, probably few people believe that the status quo is optimal and that 
the government should engage in no redistribution at all (although some legisla-
tors vote for tax laws as though they believe that we should redistribute from the 
poor to the rich).

Theory of the Second Best
Many politicians and media pundits—influenced by the basic logic of the argument 
that competition maximizes efficiency and our usual welfare measure—argue that we 
should eliminate any distortion (such as tariffs and quotas). However, care must be 
taken in making this argument. The argument holds if we eliminate all distortions, 
but it does not necessarily hold if we eliminate only some of them.

Consider a competitive economy with no distortions. It is a first-best equilibrium 
in which any distortion will reduce efficiency. If a single distortion arises—such as 
one caused by a ban on trade—and that distortion is eliminated, efficiency must rise 
as the economy reverts to the first-best equilibrium (see Chapter 9). Everyone can 
gain—welfare rises—if losers (such as producers who lose the benefits of a ban on 
trade) are compensated.

However, according to the Theory of the Second Best (Lipsey and Lancaster, 1956), 
if an economy has at least two market distortions, correcting one of them may either 
increase or decrease welfare. For example, if a small country has a ban on trade and 
a subsidy on one good, permitting free trade may not raise efficiency.

Suppose that a wheat-producing country is a price taker on the world wheat 
market, where the world price is pw. As we saw in Chapter 9, the country’s total 
welfare is greater if it permits rather than bans free trade. Panel a of Figure 10.9 
shows the gain to trade in the usual case. The domestic supply curve, S, is upward 
sloping, but the home country can import as much as it wants at the world price, pw.  
In the free-trade equilibrium, e1, the equilibrium quantity is Q1 and the equilibrium 
price is the world price, pw. With a ban on imports, the equilibrium is e2, quantity falls 
to Q2, and price rises to p2. Consequently, the deadweight loss from the ban is 
area D.

Now suppose that the home government subsidizes its agricultural sector 
with a payment of s per unit of output. The subsidy creates a distortion: excess 

12Letting the poor decide how to spend their income is efficient by our definition, even if they spend 
it on “sin goods” such as cigarettes, liquor, or illicit drugs. A similar argument was made regarding 
food stamps in Chapter 5.
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production (Chapter 9). The per-unit subsidy s causes the supply curve to shift down 
from S to S* in panel b of Figure 10.9. With a trade ban, the equilibrium is at e3, 
with a larger quantity, Q3, than in the original free-trade equilibrium and a lower 
consumer price, p3. Because the true marginal cost (the height of the S curve at Q3) 
is above the consumer price, society suffers a deadweight loss.

With free trade, the Theory of the Second Best tells us that welfare does not 
necessarily rise, because the country still has the subsidy distortion. The free-trade 
equilibrium is e4. Firms sell all their quantity, Q4, at the world price, with Q1 going 
to domestic consumers and Q4 - Q1 to consumers elsewhere. The private gain to 
trade—ignoring the government’s cost of providing the subsidy—is area A + B. 
However, the expansion of domestic output increases the government’s cost of the 
subsidy by area B + C (the height of this area is the distance between the two sup-
ply curves, which is the subsidy, s, and the length is the extra output sold). Thus, if 
area C is greater than area A, a net welfare loss results from permitting trade. As the 
diagram is drawn, C is greater than A, so allowing trade lowers welfare, given that 
the subsidy is provided.

Does it follow from this argument that the country should prohibit free trade? No: 
To maximize efficiency, the country should allow free trade and eliminate the subsidy. 
However, unless winners compensate losers, not everyone will benefit.

Figure 10.9 Welfare Effect of Trade with and Without a Subsidy

Whether permitting trade raises welfare (consumer 
surplus plus producer surplus) depends on whether the 
economy has distortions. (a) If the only distortion is a 
trade ban, eliminating it must raise welfare. With free 
trade, the supply curve is the sum of the domestic supply 
curve and the world supply curve, which is horizontal 
at the world price, pw. The equilibrium is e1 where the 
supply curve intersects the domestic demand curve. In 
contrast, without trade, the equilibrium is e2, where the 

domestic supply curve intersects the domestic demand 
curve. The deadweight loss from the ban is area D. (b) 
With a subsidy, the domestic supply curve shifts to S*. 
The equilibrium with a trade ban is e3 and the free-
trade equilibrium is e4. The gain to trade (ignoring the 
government’s subsidy cost) is area A + B. The expansion 
of domestic output increases the government’s subsidy 
cost by area B + C. Welfare falls because area C is 
greater than area A.
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Anti–Price  
Gouging Laws

CHALLENGE 
SOLUTION

We can use a multimarket model to analyze the Challenge questions about the 
effects of a binding price ceiling that applies to some states but not to others. The 
figure shows what happens if a binding price ceiling is imposed in the covered 
sector—those states that have anti–price gouging laws—and not in the uncovered 
sector—the other states.

We first consider what happens in the absence of the anti–price gouging laws. 
The demand curve for the entire market, D1 in panel c, is the horizontal sum 
of the demand curve in the covered sector, Dc in panel a, and the demand curve 
in the uncovered sector, Du in panel b. In panel c, the national supply curve S 
intersects the national demand curve D1 at e1, where the equilibrium price is p 
and the quantity is Q1.

When the covered sector imposes a price ceiling at p, which is less than p, it 
chops off the top part of the Dc above p. Consequently, the new national demand 
curve, D2, equals the uncovered sector’s demand curve Du above p, is horizontal 
at p, and is the same as D1 below p. The supply curve S intersects the new demand 
curve in the horizontal section at e2, where the quantity is Q2.

13 However, at a price 
of p, national demand is Q, so the shortage is Q - Q2.

How the available supply Q2 is allocated between customers in the covered 
and uncovered sectors determines in which sector the shortage occurs. If some 
of the customers in the uncovered sector cannot buy as much as they want at p, 
they can offer to pay a slightly higher price to obtain extra supplies. Because of 
the price control, customers in the covered sector cannot match a higher price. 

13If p were low enough that the supply curve hit D2 in the downward-sloping section, suppliers would 
sell in only the uncovered sector. For example, in 2009, when West Virginia imposed anti–price goug-
ing laws after flooding occurred in some parts of the state, Marathon Oil halted sales to independent 
gasoline retailers there and sold its gasoline in other states. Similarly, some Venezuelan firms avoid 
price controls by selling in neighboring Colombia (see the Chapter 2 Application “Venezuelan Price 
Ceilings and Shortages”).
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361Exercises

EXERCISES
All exercises are available on MyLab Economics; * = answer appears at the back of this book; M = mathematical problem.

 1.2 The demand functions for each of two goods 
depend on the prices of the goods, p1 and 
p2: Q1 = 15 - 3p1 + p2 and Q2 = 6 - 2p2 + p1. 
However, each supply curve depends only on its own 
price: Q1 = 2 + p1 and Q2 = 1 + p2. Solve for the 
equilibrium: p1, p2, Q1, and Q2. M

 1. General Equilibrium
 1.1 The demand functions for the only two goods 

in the economy are Q1 = 10 - 2p1 + p2 and 
Q2 = 10 - 2p2 + p1. Society has five units of each 
good. Solve for the equilibrium: p1, p2, Q1, and 
Q2. M

1. General Equilibrium. A shock to one market may 
have a spillover effect in another market. In a general-
equilibrium analysis, we consider the direct effects 
of a shock in one market and the spillover effects in 
other markets. In contrast, in a partial-equilibrium 
analysis, we look at one market only and ignore 
spillover effects. The partial-equilibrium and general-
equilibrium effects can differ substantially.

2. Trading Between Two People. If people make all 
the trades they want, the resulting equilibrium will 
be Pareto efficient: That is, by moving from this 
equilibrium, we cannot make one person better off 
without harming another. At a Pareto-efficient equi-
librium, the marginal rates of substitution between 
people are equal because their indifference curves 
are tangent.

3. Competitive Exchange. Competition, in which all 
traders are price takers, leads to an allocation in which 
the ratio of relative prices equals the marginal rates of 
substitution of each person. Thus, every competitive 
equilibrium is Pareto efficient. Moreover, competition 

can result in any Pareto-efficient equilibrium given an 
appropriate initial endowment.

4. Production and Trading. When one person can produce 
more of one good and another person can produce more 
of another good at lower opportunity cost, specialization 
and trading can result in greater combined production.

5. Efficiency and Equity. The Pareto efficiency criterion 
reflects a value judgment that a change from one alloca-
tion to another is desirable if it makes someone better 
off without harming anyone else. This criterion does 
not allow all allocations to be ranked, because some 
people may be better off with one efficient allocation 
and others may be better off with another. Nor does 
majority voting necessarily allow society to produce a 
consensus, transitive ordering of allocations. Econo-
mists, philosophers, and others have proposed many 
criteria for ranking allocations, as summarized in wel-
fare functions. Society may use a welfare function to 
choose among Pareto-efficient (or other) allocations. If 
an economy suffers from multiple distortions, correct-
ing only one of them may not raise welfare.

SUMMARY

Consequently, customers in the uncovered sector can buy as much as they want, 
Qd

u, at p, as panel b shows.
For convenience, panel b also shows the national supply curve. At p, the gap 

between the quantity demanded in the uncovered sector, Qd
u, and the quantity that 

firms are willing to sell, Q2, is Q. Firms sell this extra amount, Q, in the covered 
sector. That quantity is less than the amount demanded, Qd

c , so the shortage in 
the covered sector is Qd

c - Q (=  Q - Q2).
In conclusion, the anti–price gouging law lowers the price in both sectors to p, 

which is less than the price p that would otherwise be charged. The consumers in 
the uncovered states do not suffer from a shortage in contrast to consumers in the 
covered sector. Thus, anti-gouging laws benefit residents of neighboring jurisdic-
tions who can buy as much as they want at a lower price. Residents of jurisdictions 
with anti-gouging laws who can buy the good at a lower price benefit, but those 
who cannot buy the good are harmed.
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 1.7 Suppose that the government gives a fixed subsidy of 
T per firm in one sector of the economy to encourage 
firms to hire more workers. What is the effect on the 
equilibrium wage, total employment, and employ-
ment in the covered and uncovered sectors?

 1.8 Competitive firms in Africa sell their output only in 
Europe and the United States (which do not produce 
the good themselves). The industry’s supply curve is 
upward sloping. Europe puts a tariff of t per unit on 
the good, but the United States does not. What is the 
effect of the tariff on the total quantity of the good 
sold, the quantity sold in Europe, the quantity sold 
in the United States, and equilibrium price(s)?

 2. Trading Between Two People

 2.1 Initially, Michael has 10 candy bars and 5 cookies, 
and Tony has 5 candy bars and 10 cookies. After 
trading, Michael has 12 candy bars and 3 cookies. In 
an Edgeworth box, label the initial allocation A and 
the new allocation B. Draw some indifference curves 
that are consistent with this trade being optimal for 
both Michael and Tony.

 2.2 Explain why point e in Figure 10.3 is not on the 
contract curve. (Hint: See Solved Problem 10.2.)

 2.3 The two people in a pure exchange economy have 
identical utility functions. Will they ever want to 
trade? Why or why not?

 2.4 Two people trade two goods that they cannot pro-
duce. Suppose that one consumer’s indifference 
curves are bowed away from the origin—the usual 
type of curves—but the other’s are concave to the 
origin. In an Edgeworth box, show that a point of 
tangency between the two consumers’ indifference 
curves is not a Pareto-efficient bundle. (Identify 
another allocation that Pareto dominates.)

 2.5 Adrienne and Stephen consume pizza, Z, and cola, 
C. Adrienne’s utility function is UA = ZACA, and 
Stephen’s is UA = Z0.5

s C0.5
s . Their endowments are 

ZA = 10, CA = 20, ZS = 20, and CS = 10.

a. What are the marginal rates of substitution for 
each person?

b. What is the formula for the contract curve? Draw 
an Edgeworth box and indicate the contract 
curve. (Hint: See Solved Problem 10.3.) M

 2.6 Continuing with Exercise 2.5, what are the com-
petitive equilibrium prices, where one price is nor-
malized to equal one? (Hint: See Solved Problem 
10.4.) M

 2.7 In a pure exchange economy with two goods, G 
and H, the two traders have Cobb-Douglas util-
ity functions. Suppose that Tony’s utility function 
is Ut = GtHt and Margaret’s utility function is 

 1.3 The market demand for medical checkups per day 
is QF = 25(198 + nC/20,000 - pF), where nC is 
the number of patients per day who are at least 
40 years old, and pF is the price of a checkup. The 
market demand for the number of dental check-
ups per day, QT , is QT = 100(150 - pT)/3, where 
pT represents the price of a dental checkup. The 
long-run market supply of medical checkups is 
QF = 50pF - 10pT. The long-run market supply 
of dentists is QT = 50pT - 10pF. The supplies are 
linked because people decide on a medical and den-
tal career based in part on relative earnings.

a. If nC = 40,000, what is the equilibrium number 
of medical and dental checkups? What are the 
equilibrium prices? How would an increase in nC 
affect the equilibrium prices? Determine dpF /dnC 
and dpT /dnC.

b. Suppose that, instead of determining the price 
of medical checkups by a market process, large 
health insurance companies set their reimburse-
ment rates, effectively determining all medical 
prices. A medical doctor receives $35 per checkup 
from an insurance company, and a patient pays 
only $10. How many checkups do doctors offer 
collectively? What is the equilibrium quantity and 
price of dental checkups?

c. What is the effect of a shift from a competitive 
medical checkup market to insurance-company-
dictated medical-doctor payments on the equilib-
rium salaries of dentists? M

 1.4 The demand curve in Sector 1 of the labor mar-
ket is L1 = a - bw. The demand curve in Sector 
2 is L2 = c - dw. The supply curve of labor for 
the entire market is L = e + fw. In equilibrium, 
L1 + L2 = L.

a. Solve for the equilibrium with no minimum wage.

b. Solve for the equilibrium at which the minimum 
wage is w in Sector 1 (“the covered sector”) only.

c. Solve for the equilibrium at which the minimum 
wage w applies to the entire labor market. M

 1.5 Philadelphia collects an ad valorem tax of 3.928% 
on its residents’ earnings (see the Application 
“Urban Flight”), unlike the surrounding areas. 
Show the effect of this tax on the equilibrium wage, 
total employment, employment in Philadelphia, and 
employment in the surrounding areas. (Hint: See 
Solved Problem 10.1.)

 *1.6 What is the effect of a subsidy of s per hour on labor 
in only one sector of the economy on the equilib-
rium wage, total employment, and employment in 
the covered and uncovered sectors? (Hint: See Solved 
Problem 10.1.)
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 4.6 Mexico and the United States can both produce food 
and toys. Mexico has 100 workers and the United 
States has 300 workers. If they do not trade, the 
United States consumes 10 units of food and 10 toys, 
and Mexico consumes 5 units of food and 1 toy. The 
following table shows how many workers are neces-
sary to produce each good:

Mexico United States

Workers per pound  
 of food

10 10

Workers per toy 50 20

a. In the absence of trade, how many units of food 
and toys can the United States produce? How 
many can Mexico produce?

b. Which country has a comparative advantage in 
producing food? In producing toys?

c. Draw the production possibility for each country 
and show where the two produce without trade. 
Label the axes accurately.

d. Draw the production possibility frontier with trade.

e. Show that both countries can benefit from trade. 
(Hint: See Solved Problem 10.5.) M

 5. Efficiency and Equity

 5.1 Give an example of a social welfare function that 
leads to the egalitarian allocation in which everyone 
receives exactly the same bundle of goods.

 5.2 Suppose that society uses the “opposite” of a Rawlsian 
welfare function: It maximizes the well-being of the 
best-off member of society. Write this welfare function. 
What allocation maximizes welfare in this society?

 5.3 Suppose that society cared only about the welfare of 
consumers so that it wanted to maximize consumer 
surplus. The government cannot force firms to pro-
duce more than the competitive level. Does competi-
tion maximize consumer surplus? Why? If not, what 
kind of policy would maximize consumer surplus?

 6. Challenge

 6.1 Modify the figure in the Challenge Solution to show 
how much is sold in both sectors in the absence of 
anti–price gouging laws. Discuss how these quanti-
ties differ from those that result from implementing 
such laws.

 6.2 The market for peaches is competitive. The market 
has two types of demanders: consumers who eat 
fresh peaches and canners. If the government places 
a binding price ceiling only on peaches sold directly 
to consumers, what happens to prices and quantities 
of peaches sold for each use?

Um = Gm(Hm)2. Between them, they own 100 units 
of G and 50 units of H. Solve for their contract 
curve. (Hint: See Solved Problem 10.4.) M

 2.8 Continuing with Exercise 2.7, determine p, the com-
petitive price of G, where the price of H is normalized 
to equal one. (Hint: See Solved Problem 10.4.) M

 3. Competitive Exchange

 3.1 In an Edgeworth box, illustrate that a Pareto- 
efficient equilibrium, point a, can be obtained by 
competition, given an appropriate endowment. Do 
so by identifying an initial endowment point, b, 
located somewhere other than at point a, such that 
the competitive equilibrium (resulting from competi-
tive exchange) is a. Explain.

 4. Production and Trading

 *4.1 In panel c of Figure 10.5, the joint production pos-
sibility frontier is concave to the origin. When the 
two individual production possibility frontiers are 
combined, however, the resulting PPF could have 
been drawn so that it was convex to the origin. How 
do we know which of these two ways of drawing the 
PPF to use?

 *4.2 Pat and Chris can spend their non-leisure time work-
ing either in the marketplace or at home (preparing 
dinner, taking care of children, doing repairs). In the 
marketplace, Pat earns a higher wage, wp = $20, 
than Chris, wc = $10. Discuss how living together 
is likely to affect how much each of them works in 
the marketplace. In particular, discuss what effect 
marriage would have on their individual and com-
bined budget constraints and their labor-leisure 
choices (see Chapter 5). In your discussion, take into 
account the theory of comparative advantage.

 4.3 Suppose that Britain can produce 10 units of cloth 
or 5 units of food per day (or any linear combina-
tion) with available resources and that Greece can 
produce 2 units of food per day or 1 unit of cloth (or 
any combination). Britain has an absolute advantage 
over Greece in producing both goods. Does it still 
make sense for these countries to trade? Explain.

 4.4 If Jane and Denise have identical, linear production 
possibility frontiers (see the Jane and Denise exam-
ple in the text), can they gain from trade? Explain. 
(Hint: See Solved Problem 10.5.)

 4.5 Modify Solved Problem 10.5 to show that the PPF 
more closely approximates a quarter of a circle with 
six people. One of these new people, Bill, can pro-
duce five piles of wood, or four candy bars, or any 
linear combination. The other, Helen, can produce 
four piles of wood, or five candy bars, or any linear 
combination.

Exercises
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can buy. Show what happens to the price of electricity 
and the quantities sold in New York and elsewhere.

 6.5 A competitive industry with an upward-sloping sup-
ply curve sells Qh of its product in its home country 
and Qf  in a foreign country, so the total quantity 
it sells is Q = Qh + Qf . No one else produces this 
product. The shipping cost is zero. Determine the 
equilibrium price and quantity in each country. Now 
the foreign government imposes a binding quota, Q 
(6 Qf  at the original price). What happens to prices 
and quantities in both the home and the foreign 
market?

 6.3 A central city imposes a rent control law that places 
a binding ceiling on the rent that a landlord may 
charge for an apartment. The suburbs of this city do 
not have rent control. What happens to the rental 
prices in the suburbs and to the equilibrium number 
of apartments in the total metropolitan area, in the 
city, and in the suburbs? (For simplicity, you may 
assume that people are indifferent as to whether they 
live in the city or in the suburbs.)

 6.4 Initially, electricity sells in New York and in other states 
at a competitive single price. Now suppose that New 
York restricts the quantity of electricity that its citizens 
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A firm that creates a new drug may receive a patent that gives it the right to be the monopoly 
(sole producer) of the drug for up to 20 years. As a result, the firm can charge a price much 
greater than its marginal cost of production. For example, one of the world’s best-selling 
drugs, the heart medication Plavix, sold for about $7 per pill, though it costs about 3¢ per pill 
to produce. A new drug to treat hepatitis C, Harvoni, sells for $1,350 a pill or $113,400 for a 
12-week course of treatment. In 2015, Martin Shkreli, then the head of Turing Pharmaceuti-
cals, raised the price of Daraprim, used to treat infections that are 
common in HIV/AIDS patients, from $13.50 to $750 per pill. The 
price rose to as high as $800 in 2018. Shkreli acknowledged that 
the drug costs “very little money” to make.

Every year, many pharmaceuticals lose their patent protec-
tion, as Plavix has. In 2018, patents for Apidra (diabetes), Ampyra 
(multiple sclerosis), Lyrica (nerve and muscle pain), and many 
other high-revenue drugs expired. In 2019, patent protection for 
Avastin (cancer), Azasite (bacterial eye infections), Ranexa (heart 
disease), and others end.

Generally, when a patent for a highly profitable drug expires, 
firms enter the market and sell generic (equivalent) versions of the 
brand-name drug. Generics’ share of all U.S. prescriptions rose 
from about 18% in 1984 to nearly 80% currently.

The U.S. Congress, when it originally passed a law permitting 
generic drugs to quickly enter a market after a patent expires, 
expected that patent expiration would subsequently lead to sharp 
declines in drug prices.1 If consumers view the generic product and 
the brand-name product as perfect substitutes, both goods will sell for the same price, and 
entry by many firms will drive the price down to the competitive level. Even if consumers view 
the goods as imperfect substitutes, one might expect the price of the brand-name drug to fall.

However, the prices of many brand-name drugs have increased after their patents expired 
and generics entered the market. The generic drugs are relatively inexpensive, but the 
brand-name drugs often continue to enjoy a significant market share and sell for high prices. 
Regan (2008), who studied the effects of generic entry on post-patent price competition for  
18 prescription drugs, found an average 2% increase in brand-name prices. Studies based 
on older data have found up to a 7% average increase. Why do some brand-name prices 
rise after the entry of generic drugs?

1Under the 1984 Hatch-Waxman Act, the U.S. government allows a firm to sell a generic product after 
a brand-name drug’s patent expires if the generic-drug firm can prove that its product delivers the same 
amount of active ingredient or drug to the body in the same way as the brand-name product. Sometimes 
the same firm manufactures both a brand-name drug and an identical generic drug, so the two have iden-
tical ingredients. Generics produced by other firms usually have a different appearance and name than the 
original product and may have different nonactive ingredients, but they have the same active ingredients.

Brand-Name and 
Generic Drugs

Monopoly and 
Monopsony
Monopoly: one parrot.

CHALLENGE

11
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Why can a firm with a patent-based monopoly charge a high price? Why might a 
brand-name pharmaceutical’s price rise after its patent expires? To answer these ques-
tions, we need to understand the decision-making process for a monopoly: the sole 
supplier of a good that has no close substitute.

Monopolies have been common since ancient times. In the fifth century b.c., the 
Greek philosopher Thales gained control of most of the olive presses during a year of 
exceptionally productive harvests. The ancient Egyptian pharaohs controlled the sale 
of food. China’s salt monopoly is 2,600 years old, and helped pay for stretches of the 
Great Wall. In England, until Parliament limited the practice in 1624, kings granted 
monopoly rights called royal charters or patents to court favorites. Particularly valu-
able royal charters went to companies that controlled trade with North America, the 
Hudson Bay Company, and with India, the British East India Company.

Today, government actions continue to play an important role in creating monop-
olies. Governments grant patents that allow the inventor of a new product, such as 
a new drug, to be the sole supplier of that product for up to 20 years, and sometimes 
grant monopoly rights for other reasons as well. Many utilities—water, gas, and 
electricity—are government-owned or government-protected monopolies.2

Some firms are able to gain monopoly power without government help. When first 
introduced, Apple’s iPad had a near monopoly in the tablet market.

Unlike a competitive firm, which is a price taker (Chapter 8), a monopoly can 
set its price. A monopoly’s output is the market output, and the demand curve a 
monopoly faces is the market demand curve. Because the market demand curve is 
downward sloping, the monopoly (unlike a competitive firm) doesn’t lose all its sales 
if it raises its price. As a consequence, a profit-maximizing monopoly sets its price 
above marginal cost, the price that would prevail in a competitive market.

Consumers hate monopolies because monopolies charge high prices. They buy 
less at the relatively high monopoly price than they would at the competitive price.

We also examine a monopsony: the only buyer of a good in a market. We show 
that a profit-maximizing monopsony sets its price below the competitive level, which 
lowers welfare compared to a competitive market.

2Whether the law views a firm as a monopoly depends on how broadly the market is defined. Is the 
market limited to a particular drug or the pharmaceutical industry as a whole? The manufacturer of 
the drug is a monopoly in the former case, but just one of many firms in the latter case. Thus, defining 
a market is critical in legal cases. A market definition depends on whether other products are good 
substitutes for those in that market.

1. Monopoly Profit Maximization. Like all firms, a monopoly maximizes its profit by setting 
its price or output so that its marginal revenue equals its marginal cost.

2. Market Power and Welfare. How much the monopoly’s price is above its marginal 
cost depends on the shape of the demand curve that the monopoly faces, and this gap 
between price and marginal cost lowers welfare relative to the competitive level.

3. Taxes and Monopoly. Specific and ad valorem taxes increase the deadweight loss due 
to monopoly, may have consumer incidences in excess of 100%, and affect welfare differ-
ently from each other.

4. Causes of Monopolies. Two major causes for a monopoly are a firm’s cost advantage 
over other potential firms and government actions.

5. Government Actions That Reduce Market Power. A government can regulate the price 
a monopoly charges or allow other firms to enter the market to reduce or eliminate the 
welfare loss from a monopoly.

In this chapter, we 
examine seven 
main topics
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 11.1 Monopoly Profit Maximization
Competitive firms and monopolies alike maximize their profits using a two-step 
procedure (Chapter 8). First, the firm determines the output at which it makes the 
highest possible profit. Second, the firm decides whether to produce at that output 
level or to shut down, using the rules described in Chapter 8.

For a competitive firm, we distinguished between a lowercase q, which represented 
a firm’s output, and an uppercase Q, which reflected the market quantity. Because a 
monopoly sells the entire market quantity, we use Q to indicate both the monopoly’s 
quantity and the market quantity.

The Necessary Condition for Profit Maximization
A monopoly’s first step is to pick its optimal output level. A monopoly, like any 
firm (Chapter 8), maximizes its profit by operating where its marginal revenue equals 
its marginal cost, as we now show formally.

A monopoly’s profit function is π(Q) = R(Q) - C(Q), where R(Q) is its revenue 
function and C(Q) is its cost function. The monopoly chooses output Q* to maximize 
its profit by using the necessary condition that the derivative of its profit function 
with respect to output equals zero:

 
dπ(Q*)

dQ
=

dR(Q*)
dQ

-
dC(Q*)

dQ
= 0, (11.1)

where dR/dQ = MR is its marginal revenue function (Chapter 8) and dC/dQ = MC 
is its marginal cost function (Chapter 7). Thus, Equation 11.1 requires the monopoly 
to choose that output level Q* such that its marginal revenue equals its marginal 
cost: MR(Q*) = MC(Q*).

For profit to be maximized at Q*, the second derivative of the profit function with 
respect to output must be negative:

 
d2π(Q*)

dQ2 =
d2R(Q*)

dQ2 -
d2C(Q*)

dQ2 6 0, (11.2)

where d2R/dQ2 is the second derivative of the revenue function with respect to Q and 
d2C/dQ2 is the second derivative of the cost function. By definition, d2R/dQ2 = dMR/dQ 
is the slope of its marginal revenue curve. Similarly, d2C/dQ2 = dMC/dQ is the slope 
of the marginal cost curve. Thus, Equation 11.2 requires that, at the critical point Q*, 
the slope of the marginal revenue curve be less than that of the marginal cost curve: 
d2R(Q*)/dQ2 6 d2C(Q*)/dQ2 or dMR(Q*)/dQ 6 dMC(Q*)/dQ. Typically, this 
condition is met because the marginal cost curve is constant or increasing with out-
put (dMC/dQ Ú 0) and the monopoly’s marginal revenue curve is downward sloping 
(dMR/dQ 6 0), as we show next.

Marginal Revenue and the Demand Curves
A firm’s marginal revenue curve depends on its demand curve. We now demon-
strate that a monopoly’s marginal revenue curve is downward sloping and lies below 
its demand curve at any positive quantity because its demand curve is downward 

6. Internet Monopolies: Network Effects, Behavioral Economics, and Economies of 
Scale. Network externalities and economies of scale facilitate internet monopolies.

7. Monopsony. A monopsony—a single buyer—maximizes its profit by paying a price 
below the competitive level, so welfare is lower than the competitive level.



368 CHAPTER 11  Monopoly and Monopsony

sloping. The following reasoning applies to any firm that faces a downward-sloping 
demand curve—not just to a monopoly.

The monopoly’s inverse demand function shows the price it receives for selling a 
given quantity: p(Q). That price, p(Q), is the monopoly’s average revenue for a given 
quantity, Q, because each unit sells for the same price. Its revenue function is its aver-
age revenue or price times the number of units it sells: R(Q) = p(Q)Q.

Using the product rule of differentiation, we can write the monopoly’s marginal 
revenue function as

MR(Q) =
dR(Q)

dQ
=

d[p(Q)Q]
dQ

= p(Q)
dQ
dQ

+
dp(Q)

dQ
 Q = p(Q) +

dp(Q)
dQ

 Q. (11.3)

The first term on the right-hand side of Equation 11.3, p(Q), is the price or average 
revenue. The second term is the slope of the demand curve, dp(Q)/dQ, times the 
number of units sold, Q. Because the monopoly’s inverse demand curve slopes down-
ward, dp(Q)/dQ 6 0, this second term is negative, so the marginal revenue curve also 
slopes downward. (In contrast, a competitive firm’s inverse demand curve has a slope 
of zero because it is horizontal, so the second term is zero, and the competitive firm’s 
marginal revenue equals the market price, as we saw in Chapter 8.) At a given positive 
quantity, a monopoly’s marginal revenue is less than its price or average revenue by 
[dp(Q)/dQ]Q. Thus, a monopoly’s marginal revenue curve is downward sloping and 
lies below its inverse demand curve at any positive quantity.

Figure 11.1 illustrates why a monopoly’s marginal revenue is less than its price. 
The monopoly, which is initially selling Q units at p1, can increase the number of 
units it sells by one unit to Q = 1 by lowering its price to p2.

Figure 11.1 Average and Marginal Revenue

The demand curve shows the average revenue 
or price per unit of output sold. The monopoly’s 
marginal revenue is less than the price p2 by area C 
(the revenue lost due to a lower price on the Q units 
originally sold). The monopoly’s initial revenue is 
R1 = p1 Q = A + C. If it sells one more unit, its 
revenue is R2 = p2(Q + 1) = A + B = A + p2. 
Thus, its marginal revenue (if one extra unit is a very 
small increase in its output) is MR = R2 - R1 =
B - C = p2 - C, which is less than p2.
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The monopoly’s initial revenue is R1 = p1Q = A + C. When it sells the extra 
unit, its revenue is R2 = p2(Q + 1) = A + B. Thus, its marginal revenue from sell-
ing one additional unit is

MR = R2 - R1 = (A + B) - (A + C) = B - C.

The monopoly sells the extra unit of output at the new price, p2, so it gains extra 
revenue from that last unit of B = p2 * 1 = p2, which corresponds to the p(Q) term 
in Equation 11.3. Because it had to lower its price, the monopoly loses the differ-
ence between the new price and the original price, ∆p = (p2 - p1), on the Q units 
it originally sold, C = ∆p * Q, which corresponds to the (dp/dQ)Q term in Equation 
11.3. Thus, the monopoly’s marginal revenue, B - C = p2 - C, is less than the price it 
charges by an amount equal to area C.

In general, the relationship between the marginal revenue and demand curves 
depends on the shape of the demand curve. The relationship between the marginal 
revenue and demand curves is the same for all linear demand curves, as we show in 
Solved Problem 11.1.

Show that if a monopoly’s inverse demand curve is linear, its marginal revenue 
curve is also linear, has twice the slope of the inverse demand curve, intersects 
the vertical axis at the same point as the inverse demand curve, and intersects the 
horizontal axis at half the distance as does the inverse demand curve.

Answer

1. Write a general formula for any downward-sloping linear inverse demand 
curve. Any linear demand curve can be written as p(Q) = a - bQ, where a 
and b are positive constants.

2. Derive the monopoly’s revenue function and then derive its marginal revenue 
function by differentiating the revenue function with respect to its output. The 
monopoly’s revenue function is R = p(Q)Q = aQ - bQ2. The marginal rev-
enue function is the derivative of the revenue function with respect to quantity: 
MR(Q) = dR/dQ = a - 2bQ.

3. Describe the properties of the marginal revenue function relative to those of 
the inverse demand function. Both the marginal revenue function and the 
inverse demand functions are linear. Both hit the vertical (price) axis at a: 
MR(0) = a - (2b * 0) = a and p(0) = a - (b * 0) = a. The slope of the 
marginal revenue curve, dMR/dQ = -2b, is twice the slope of the inverse 
demand curve dp(Q)/dQ = -b. Consequently, the MR curve hits the quantity 
axis at half the distance of the demand curve: MR = 0 = a - 2bQ, where 
Q = a/(2b), and p = 0 = a - bQ, where Q = a/b.

SOLVED PROBLEM 
11.1

Marginal Revenue Curve and the Price Elasticity of Demand
The marginal revenue at any given quantity depends on the inverse demand curve’s 
height (the price) and the elasticity of demand. From Chapter 2, we know that the 
price elasticity of demand is ε = (dQ/dp)/(p/Q) 6 0, which tells us the percentage 
by which quantity demanded falls as the price increases by 1%.

According to Equation 11.3, MR = p + (dp/dQ)/Q. By multiplying and divid-
ing the second term by p, rearranging terms, and substituting using the definition of 

MyLab Economics
Solved Problem
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the elasticity of demand, we can write marginal revenue in terms of the elasticity of 
demand:

MR = p +
dp
dQ

 Q = p + p 
dp
dQ

 
Q
P

= p c1 +
1

(dQ/dp)(p/Q)
d = pa1 +

1
ε b . (11.4)

According to Equation 11.4, marginal revenue is closer to price as demand becomes 
more elastic. In the limit where ε S - ∞ , a monopoly faces a perfectly elastic demand 
curve (similar to that of a competitive firm), and its marginal revenue equals its price.

In Figure 11.2, we illustrate the relationship between the marginal revenue and the 
price elasticity of demand for a particular linear inverse demand function,

 p1Q2 = 24 - Q. (11.5)

Its corresponding demand function is Q(p) = 24 - p. The slope of this demand 
function is dQ/dp = -1, so the elasticity of demand at a given output level is 
ε = (dQ/dp)(p/Q) = -p/Q = -(24 - Q)/Q = 1 - 24/Q.

From the results of Solved Problem 11.1, the monopoly’s marginal revenue function is

 MR(Q) = 24 - 2Q. (11.6)

Where the demand curve hits the price axis (Q = 0), the demand curve is perfectly 
elastic, so the marginal revenue equals price: MR = p. At the midpoint of any linear 
demand curve, the demand elasticity is unitary (see Chapter 2), ε = -1, so, using 
Equation 11.4, we know that the marginal revenue is zero:

MR = p[1 + 1/ε] = p[1 + 1/(-1)] = 0.

Figure 11.2 Elasticity of Demand and Total, Average, and Marginal Revenue

The demand curve (or the average revenue curve), p = 24 - Q, 
lies above the marginal revenue curve, MR = 24 - 2Q. 

Where the marginal revenue equals zero, Q = 12, and the 
elasticity of demand is ε = -1.
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An Example of Monopoly Profit Maximization
In Chapter 8, we found that any type of firm maximizes its profit by selling its out-
put such that its marginal cost equals its marginal revenue. We now examine how 
a monopoly maximizes its profit using an example with the linear inverse demand 
function in Equation 11.5, p(Q) = 24 - Q, and a quadratic short-run cost function,

 C(Q) = VC(Q) + F = Q2 + 12, (11.7)

where the monopoly’s variable cost is VC(Q) = Q2 and its fixed cost is F = 12 (see 
Chapter 7). The firm’s marginal cost function is

 MC(Q) =
dC(Q)

dQ
= 2Q. (11.8)

The average variable cost is AVC = Q2/Q = Q, so it is a straight line through the ori-
gin with a slope of 1. The average cost is AC = C/Q = (Q2 + 12)/Q = Q + 12/Q, 
which is U-shaped. Panel a of Figure 11.3 shows the MC, AVC, and AC curves.

The Profit-Maximizing Output. The firm’s highest possible profit is obtained by pro-
ducing at the quantity Q* where its marginal revenue equals its marginal cost function:

MR(Q*) = 24 - 2Q* = 2Q* = MC(Q*).

In 2018, Amazon.com consid-
ered raising the annual price 
of its Amazon Prime shipping 
and streaming-video service 
from $99 to $119 per year, a 
20% increase. Amazon was 
concerned that a price increase 
would result in many customers 
dropping the service. The num-
ber of customers that it would 
lose would depend on the price 
elasticity of demand for Amazon 
Prime. According to one ana-
lyst, Amazon expected to lose 
roughly 10% of its customers, 
going from 90 million members 
of its service to 81 million. That 
is, they estimated that the price elasticity of demand was -10%/20% = -0.5.

As a result, they predicted that area C = 81 * (119 - 99) = $1,620 million 
and area B = (90 - 81) * 99 = $891 million so the change in revenue would 
be positive: $1,620 - $891 million = $729 million. Amazon decided to raise the 
price of Prime.

APPLICATION

Amazon Prime  
Revenue

Quantity, Q, Million members per year
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A = $8,019 million

B = $891 million

C = $1,620 million
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In our example at the midpoint of the demand curve where Q = 12, the elasticity 
is ε = 1 - 24/12 = -1, and the marginal revenue is MR = 24 - (2 * 12) = 0. 
To the right of the midpoint of the demand curve, the demand curve is inelastic, 
-1 … ε … 0, so the marginal revenue is negative.

Amazon.com
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Solving this expression, we find that Q* = 6. Panel a of Figure 11.3 shows that the 
monopoly’s marginal revenue and marginal cost curves intersect at Q* = 6.

Panel b shows the corresponding profit and revenue curves. The profit curve 
reaches its maximum at 6 units of output, where marginal profit—the slope of the 
profit curve—is zero. Because marginal profit equals marginal revenue minus mar-
ginal cost (Chapter 8), marginal profit is zero where the marginal revenue curve 
intersects the marginal cost curve at 6 units in panel a. The height of the demand 
curve at the profit-maximizing quantity is p = 18. Thus, the monopoly maximizes 
its profit at point e, where it sells 6 units per day at a price of $18 per unit.

Why does the monopoly maximize its profit by producing 6 units where its mar-
ginal revenue equals its marginal cost? At smaller quantities, the monopoly’s mar-
ginal revenue is greater than its marginal cost, so its marginal profit is positive. By 

Figure 11.3 Maximizing Profit

(a) At Q = 6, where marginal revenue, 
MR, equals marginal cost, MC, profit is 
maximized. The rectangle showing the 
maximum profit $60 is average profit 
per unit, p - AC = $18 - $8 = $10, 
times six units. (b) Profit is maximized at a 
smaller quantity, Q = 6 (where marginal 
revenue equals marginal cost), than revenue 
is maximized, Q = 12 (where marginal 
revenue is zero).
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increasing its output slightly, it raises its profit. Similarly, at quantities greater than 
6 units, the monopoly’s marginal cost is greater than its marginal revenue, so it can 
increase its profit by reducing its output slightly.

The profit-maximizing quantity is smaller than the revenue-maximizing quantity. 
The revenue curve reaches its maximum at Q = 12, where the slope of the revenue 
curve, the marginal revenue, is zero (panel a). In contrast, the profit curve reaches 
its maximum at Q = 6, where marginal profit equals zero so that marginal revenue 
equals marginal cost. Because marginal cost is positive, marginal revenue must be 
positive when profit is maximized. Given that the marginal revenue curve has a nega-
tive slope, marginal revenue is positive at a smaller quantity than where it equals 
zero. Thus, the profit curve must reach a maximum at a smaller quantity, 6, than 
the revenue curve, 12.

As we already know, marginal revenue equals zero at the quantity where the 
demand curve has a unitary elasticity. Because a linear demand curve is more elastic at 
smaller quantities, monopoly profit is maximized in the elastic portion of the demand 
curve. (Here, profit is maximized at Q = 6 where the elasticity of demand is -3.) 
Equivalently, a monopoly never operates in the inelastic portion of its demand curve.

Apple’s iPad was the first commercially successful 
tablet. Users interact with the iPad using Apple’s 
multi-touch, finger-sensitive touchscreen (rather 
than the pressure-triggered stylus that most 
previous tablets used) and a virtual onscreen 
keyboard (rather than a physical one). Most 
importantly, the iPad offers an intuitive inter-
face and is well integrated with Apple’s iTunes, 
eBooks, and various application programs.

People loved the original iPad. Even at 
$499 for the basic model, Apple had a virtual 
monopoly in its first year in 2010, with 87% 
of the tablet market. Moreover, the other tab-
lets available in 2010 were not viewed by most 
consumers as close substitutes. Apple reported 
that it sold 25 million iPads worldwide in its 
first full year.

Unfortunately for Apple, its monopoly was short lived. Within a year of the 
iPad’s introduction, over a hundred iPad want-to-be tablets were available. Apple’s 
share of the tablet market fell to 29% by early 2018.

APPLICATION

Apple’s iPad
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Calculus

JEFFREY M. PERLOFF

When the iPad was introduced, Apple’s constant marginal cost of producing its top-
of-the-line iPad was about $220, its fixed cost was $2,000 million (=  $2 billion), 
and we estimate that its inverse demand function was p = 770 - 11Q, where 
Q is the millions of iPads purchased.3 What was Apple’s average cost function? 

SOLVED PROBLEM 
11.2

3See the Application “Apple’s iPad” in the Sources at the end of this book for details on these estimates.

MyLab Economics
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The Shutdown Decision. Should a profit-maximizing monopoly produce at the 
output level determined by its first-order condition, Q*, or shut down? In the short 
run, the monopoly shuts down if the monopoly-optimal price is less than its average 
variable cost. In our short-run example in Figure 11.3, at the profit-maximizing out-
put, the average variable cost is AVC(6) = 6, which is less than the price, p(6) = 18, 
so the firm chooses to produce. Equivalently, using the inverse demand function in 
Equation 11.5, the firm’s revenue, R(6) = p(6)6 = 18 * 6 = 108, exceeds its vari-
able (or avoidable) cost, VC(6) = 62 = 36, so the firm chooses to produce.

Indeed, the monopoly makes a positive profit. Because its profit is 
π = p(Q)Q - C(Q), its average profit is π/Q = p(Q) - C(Q)/Q = p(Q) - AC. 
Thus, its average profit (and hence its profit) is positive only if price is above the aver-
age cost. At Q* = 6, its average cost, AC(6) = 8, is less than its price, p(6) = 18. 
Its profit is π = 60, which is the shaded rectangle with a height equal to the average 
profit per unit, p(6) - AC(6) = 18 - 8 = 10, and a width of 6 units.

What was its marginal revenue function? What were its profit-maximizing price 
and quantity? What was its profit? Show Apple’s profit-maximizing solution in 
a figure.

Answer

1. Derive the average cost function using 
the information about Apple’s marginal 
and fixed costs. Given that Apple’s mar-
ginal cost was constant, its average vari-
able cost, AVC, equaled its marginal cost, 
$220. Its average fixed cost, AFC, was 
its fixed cost divided by the quantity pro-
duced, 2,000/Q. Thus, its average cost was 
AC = AVC + AFC = 220 + 2,000/Q.

2. Derive Apple’s marginal revenue function 
using the information about its demand 
function. Because the inverse demand func-
tion was p = 770 - 11Q, Apple’s rev-
enue function was R = 770Q - 11Q2, so 
MR = dR/dQ = 770 - 22Q.

3. Derive Apple’s profit-maximizing price and quantity by equating the marginal 
revenue and marginal cost functions and solving. Apple maximized its profit where

MR = 770 - 22Q = 220 = MC.

Solving this equation for the profit-maximizing output, we find that Q = 25 mil-
lion iPads. By substituting this quantity into the inverse demand equation, we deter-
mine that the profit-maximizing price was p = $495 per unit, as the figure shows.

4. Calculate Apple’s profit using the profit-maximizing price and quan-
tity and the average cost. At Q = 25, the firm’s average cost was 
AC = 220 + 2,000/25 = $300. The firm’s profit was π = (p - AC)Q =
[495 - 300]25 = $4,875 million (=  $4.875 billion). The figure shows that 
the profit is a rectangle with a height of (p - AC) = $195 and a length of 
Q = 25.
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Choosing Price or Quantity
Unlike a competitive firm, a monopoly can adjust its price, so it has the choice of 
setting its price or its quantity to maximize its profit. (A competitive firm must set its 
quantity to maximize profit because it cannot affect market price.)

The monopoly is constrained by the market demand curve. Because the demand 
curve slopes downward, the monopoly faces a trade-off between a higher price and 
a lower quantity or a lower price and a higher quantity. The monopoly chooses the 
point on the demand curve that maximizes its profit. Unfortunately for the monop-
oly, it cannot set both its quantity and its price and thereby pick a point that is above 
the demand curve. If it could, the monopoly would choose an extremely high price 
and an extremely high output level and would become exceedingly wealthy.

If the monopoly sets its price, the demand curve determines how much output it 
sells. If the monopoly picks an output level, the demand curve determines the price. 
Because the monopoly wants to operate at the price and output at which its profit 
is maximized, it chooses the same profit-maximizing solution whether it sets the 
price or the output. We usually (but not always) assume that the monopoly sets the 
quantity rather than price.

Taylor Swift’s 2015 concert tour was a huge success, breaking the Rolling Stones’ 
North American tour revenue record. Her 2018 “Reputation” tour is poised to 
be even more successful, opening to rave reviews and enthusiastic crowds. But not 
all her 2018 concerts are selling out. Why would the exceptionally popular pop 
music icon have empty seats at her concerts?

The main reason for the empty seats is high prices. Ms. Swift can earn more 
profit by charging high prices and selling fewer tickets. We examine why in the 
following Solved Problem.

APPLICATION

Taylor Swift Concert 
Pricing

Illustrate why charging a higher price, p1, than the price that causes the concert to 
sell out, p2, increases profit. For simplicity, assume that the marginal cost of sell-
ing tickets is constant at m until the stadium’s capacity is reached, and that fixed 
cost is zero. Explain why setting a price high enough that the show does not sell 
out increases profit.

Answer

1. Draw the marginal cost curve and explain its 
shape. The marginal cost curve is horizontal at 
m until capacity is reached at Q2. Because no 
more than Q2 seats are available, the marginal 
cost of providing an additional seat becomes 
infinite at Q2. That is, the marginal cost curve is 
vertical at Q2.

2. Add the demand curve and marginal revenue 
curve to the diagram, and show the profit- 
maximizing price and quantity. The intersection 
of the marginal revenue and marginal cost curve 
determines the profit-maximizing quantity, Q1. 
The corresponding price on the demand curve 
at point a is p1.

SOLVED PROBLEM 
11.3
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Effects of a Shift of the Demand Curve
Shifts in the demand curve or marginal cost curve affect the monopoly optimum and 
can have a wider variety of effects in a monopolized market than in a competitive 
market. In a competitive market, the effect of a shift in demand on a competitive 
firm’s output depends only on the marginal cost curve (Chapter 8). In contrast, the 
effect of a shift in demand on a monopoly’s output depends on the marginal cost 
curve and the demand curve.

A competitive firm’s marginal cost curve tells us everything we need to know 
about the amount that the firm will supply at any given market price. The competi-
tive firm’s supply curve is its upward-sloping marginal cost curve above its mini-
mum average variable cost. A competitive firm’s supply behavior does not depend 
on the shape of the market demand curve because the firm always faces a horizontal 
residual demand curve at the market price. Thus, if you know a competitive firm’s 
marginal cost curve, you can predict how much the firm will produce at any given 
market price.

In contrast, a monopoly’s output decision depends on its marginal cost curve and 
its demand curve. Unlike a competitive firm, a monopoly does not have a supply 
curve. Knowing the monopoly’s marginal cost curve is not sufficient for us to predict 
how much a monopoly will sell at any given price.

Figure 11.4 illustrates that the relationship between price and quantity is 
unique in a competitive market but not in a monopoly market. If the market is 
competitive, the initial equilibrium is e1 in panel a, where the original demand 
curve D1 intersects the supply curve, MC, which is the sum of the marginal cost 
curves of a large number of competitive firms. When the demand curve shifts 
to D2, the new competitive equilibrium, e2, has a higher price and quantity. A 
shift of the demand curve maps out competitive equilibria along the marginal 
cost curve, so every equilibrium quantity has a single corresponding equilibrium 
price.

Now consider the monopoly example in panel b with the same demand curves. 
As the demand curve shifts from D1 to D2, the monopoly optimum changes from 
E1 to E2, so the price rises but the quantity stays constant, Q1 = Q2. Thus, a given 
quantity can correspond to more than one monopoly-optimal price. Alternatively, 
a shift in the demand curve may cause the monopoly-optimal price to stay constant 
and the quantity to change, or both price and quantity to change.

3. Show the profit at Q1. Without a fixed cost, the average cost equals the mar-
ginal cost, m. Thus the profit is π1 = (p1 - m)Q1, which is area A + B.

4. Show the price such that ticket sales reach full capacity and the corresponding 
profit. To reach capacity by selling Q2 tickets, the price must fall to p2 at point b 
on the demand curve. The corresponding profit is π2 = (p2 - m)Q2, which is 
area B + C.

5. Explain why not selling out the show is profit maximizing. By charging 
a higher price and selling fewer tickets, Ms. Swift earns a higher profit: 
π1 7 π2. We know that profit is maximized where marginal revenue equals 
marginal cost. To sell each additional seat, she has to lower the price by 
enough that the marginal revenue is less than the marginal cost, which 
reduces profit.



37711.2 Market Power and Welfare

 11.2 Market Power and Welfare
A monopoly has market power: the ability of a firm to charge a price above marginal 
cost and earn a positive profit. What determines how high a price a monopoly can 
charge? In this section, we examine the factors that determine how much above its 
marginal cost a monopoly sets its price and its effect on welfare.

Market Power and the Shape of the Demand Curve
Many people falsely believe that the biggest monopolies have the most power over prices:

Figure 11.4 Effects of a Shift of the Demand Curve

(a) A shift of the demand curve from D1 to D2 causes the 
competitive equilibrium to move from e1 to e2 along the supply 
curve (the horizontal sum of the marginal cost curves of all the 
competitive firms). Because the competitive equilibrium lies 
on the supply curve, each quantity corresponds to only one 
possible equilibrium price. (b) With a monopoly, this same 

shift of demand causes the monopoly optimum to change 
from E1 to E2. The monopoly quantity stays the same, but 
the monopoly price rises. Thus, a shift in demand does not 
map out a unique relationship between price and quantity 
in a monopolized market: The same quantity, Q1 = Q2, is 
associated with two different prices, p1 and p2.
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Common Confusion The larger the monopoly, the more it can mark up its 
price over its cost.

Size doesn’t matter. Rather, the degree to which the monopoly raises its price above 
its marginal cost depends on the shape of the demand curve at the profit-maximizing 
quantity. A profit-maximizing monopoly marks up price over marginal cost more if 
consumers are less sensitive to price (the demand curve is less elastic). For example, 
some of the drugs mentioned in the Challenge at the beginning of the chapter do not 
have a large volume of sales but have extremely high prices because they are crucial 
for a small segment of the population.

If the monopoly faces a highly elastic—nearly flat—demand curve at the profit-
maximizing quantity, it would lose substantial sales if it raised its price by even a small 
amount. Conversely, if the demand curve is not very elastic (is relatively steep) at that 
quantity, the monopoly would lose fewer sales from raising its price by the same amount.
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We can derive the relationship between market power and the elasticity of demand at 
the profit-maximizing quantity using the expression for marginal revenue in Equation 11.4 
and the firm’s profit-maximizing condition that marginal revenue equals marginal cost:

 MR = pa1 +
1
ε b = MC. (11.9)

By rearranging terms, we can rewrite Equation 11.9 as

 
p

MC
=

1
1 + (1/ε)

. (11.10)

According to Equation 11.10, the ratio of the price to marginal cost depends only on 
the elasticity of demand at the profit-maximizing quantity.

In our linear demand example in panel a of Figure 11.3, the elasticity of demand 
is ε = -3 at the monopoly optimum where Q* = 6. As a result, the ratio of price 
to marginal cost is p/MC = 1/[1 + 1/(-3)] = 1.5, or p = 1.5MC. The profit-max-
imizing price, $18, in panel a is 1.5 times the marginal cost of $12.

Table 11.1 illustrates how the ratio of price to marginal cost varies with the 
elasticity of demand. When the elasticity is -1.01, which is only slightly elastic, 
the monopoly’s profit-maximizing price is 101 times larger than its marginal cost: 
p/MC = 1/[1 + 1/(-1.01)] ≈ 101. As the elasticity of demand approaches nega-
tive infinity (becomes perfectly elastic), 1/ε approaches zero, so the ratio of price to 
marginal cost shrinks to p/MC = 1.

The table illustrates that not all monopolies can set high prices. A monopoly that 
faces a horizontal, perfectly elastic demand curve sets its price equal to its marginal 
cost—as a price-taking competitive firm does. If this monopoly were to raise its price, 
it would lose all its sales, so it maximizes its profit by setting its price equal to its mar-
ginal cost.

All else the same, the more close substitutes for the monopoly’s good, the more 
elastic the demand the monopoly faces. For example, Pearson has the monopoly right 
to produce and sell this textbook. However, many other publishers have the rights 
to produce and sell similar microeconomics textbooks (although you wouldn’t like 
them as much). The demand Pearson faces is much more elastic than it would be if 
no substitutes were available. If you think this textbook is expensive, imagine the 
cost if no substitutes were available!

Table  11.1 Elasticity of Demand, Price, and Marginal Cost

 
Elasticity of Demand, ε

Price/Marginal Cost Ratio, 
p/MC = 1 /[1 + (1/ε)]

Lerner Index,  
(p - MC)/p = -1/ε

 -1.01  101  0.99

 -1.1  11  0.91

 -2  2  0.50

 -3  1.5  0.33

 -5  1.25  0.20

 -10  1.11  0.10

 -100  1.01  0.01

 - ∞  1  0d
 m

or
e 

el
as

tic
 

le
ss

 e
la

st
ic

 S



37911.2 Market Power and Welfare

The Lerner Index
Another way to show how the elasticity of demand affects a monopoly’s price relative 
to its marginal cost is to look at the firm’s Lerner Index. A Lerner Index is the ratio 
of the difference between price and marginal cost to the price: (p - MC)/p.4 This 
measure is zero for a competitive firm because a competitive firm cannot raise its 
price above its marginal cost. The greater the difference between price and marginal 
cost, the larger the Lerner Index and the greater the monopoly’s ability to set price 
above marginal cost.

If the firm is maximizing its profit, we can express the Lerner Index in terms of 
the elasticity of demand by rearranging Equation 11.10:

 
p - MC

p
= -

1
ε . (11.11)

Because MC Ú 0 and p Ú MC, 0 … p - MC … p and the Lerner Index ranges from 
0 to 1 for a profit-maximizing firm.5 Equation 11.11 confirms that a competitive firm 
has a Lerner Index of zero because its demand curve is perfectly elastic. As Table 11.1 
illustrates, the Lerner Index for a monopoly increases as the demand becomes less 
elastic. If ε = -5, the monopoly’s Lerner Index is 1

5 = 0.2; if ε = -2, the Lerner 
Index is 12 = 0.5; and if ε = -1.01, the Lerner Index is 0.99. Monopolies that face 
demand curves that are only slightly elastic set prices that are multiples of their mar-
ginal cost and have Lerner Indexes close to 1.

4This index is named after its inventor, Abba Lerner.
5For the Lerner Index to be above 1, ε would have to be a negative fraction, indicating that the demand 
curve was inelastic at the monopoly optimum. However, a profit-maximizing monopoly never oper-
ates in the inelastic portion of its demand curve.

The EpiPen is a small portable device that can quickly deliver the drug epinephrine 
to stop a potentially life-threatening allergic reaction. The manufacturer of the 
EpiPen faces virtually no competition from other firms. The price for a pair of 
EpiPens is $630 for people without insurance, while two industry experts estimate 
that its marginal cost is $30.6 What is its Lerner Index? If the firm is maximizing 
its short-run profit, what is its elasticity of demand?

Answer

1. Determine the Lerner Index by substituting into the Lerner definition. The 
EpiPen’s Lerner Index is

p - MC
p

=
630 - 30

630
≈ 0.952.

2. Use Equation 11.11 to infer the elasticity. According to that equation, a 
profit-maximizing monopoly operates where (p - MC)/p = -1/ε. Combin-
ing that equation with the Lerner Index from the previous step, we learn that 
0.952 = -1/ε, or ε ≈ -1.05.

6www.nbcnews.com/business/consumer/industry-insiders-estimate-epipen-costs-no-more-
30-n642091.

SOLVED PROBLEM 
11.4

MyLab Economics
Solved Problem

www.nbcnews.com/business/consumer/industry-insiders-estimate-epipen-costs-no-more-30-n642091
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Sources of Market Power
What factors cause a monopoly to face a relatively elastic demand curve and hence have 
little market power? Ultimately, the elasticity of demand of the market demand curve 
depends on consumers’ tastes and options. The more consumers want a good—the more 
willing they are to pay “virtually anything” for it—the less elastic is the demand curve.

Other things equal, the demand curve a firm (not necessarily a monopoly) faces 
becomes more elastic as (1) better substitutes for the firm’s product are introduced, 
(2) more firms enter the market selling the same or similar products (as happened 
with Apple’s iPad), or (3) firms that provide the same service locate closer to this firm.

Effect of Market Power on Welfare
By exercising market power, a monopoly lowers welfare relative to that of compe-
tition. As before, we define welfare, W, as the sum of consumer surplus, CS, and 
producer surplus, PS. In Chapter 9, we showed that competition maximizes welfare 
because price equals marginal cost. By setting its price above its marginal cost, a 
monopoly causes consumers to buy less than the competitive level of the good, and 
society suffers a deadweight loss (Chapter 9).

We illustrate this deadweight loss using our linear example. If the monopoly were 
to act like a competitive market and operate where its inverse demand curve, Equa-
tion 11.5, intersects its marginal cost (supply) curve, Equation 11.8,

p = 24 - Q = 2Q = MC,

it would sell Qc = 8 units of output at a price of $16, as Figure 11.5 shows. At this com-
petitive price, consumer surplus is area A + B + C and producer surplus is area D + E.

If the firm acts like a monopoly and operates where its marginal revenue equals its 
marginal cost, only 6 units are sold at the monopoly price of $18, and consumer surplus is 
only A. Part of the lost consumer surplus, B, goes to the monopoly; but the rest, C, is lost.

By charging the monopoly price of $18 instead of the competitive price of $16, 
the monopoly receives $2 more per unit and earns an extra profit of area B = $12 

on the Qm = 6 units it sells. The monopoly loses area 
E, however, because it sells less than the competitive 
output. Consequently, the monopoly’s producer sur-
plus increases by B - E over the competitive level. We 
know that its producer surplus increases, B - E 7 0, 
because the monopoly had the option of producing at 
the competitive level and chose not to do so.

Social welfare with a monopoly is lower than with 
a competitive industry by -C - E. Thus, the dead-
weight loss of monopoly is C + E, which represents 
the consumer surplus and producer surplus lost 
because the monopoly output is smaller than the com-
petitive output. As in the analysis of a tax in Chap-
ter 9, the deadweight loss is due to the gap between 
price and marginal cost at the monopoly output. At 
Qm = 6, the price, $18, is above the marginal cost, 
$12, so consumers are willing to pay more for the last 
unit of output than it costs to produce it. The inef-
ficiency of monopoly pricing is another example of a 
market failure (see Chapter 9), a non-optimal alloca-
tion of goods and services such that a market does not 
achieve economic efficiency.

Of course you could get it done for less
if I weren’t the only plumber in town.
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 11.3 Taxes and Monopoly
Monopolies may face specific taxes (the government charges t dollars per unit) or 
ad valorem taxes (the government collects vp per unit of output, where v is the ad 
valorem tax rate (see Chapter 2), a fraction, and p is the price it charges consum-
ers). Both types of tax raise the price that consumers pay and lower welfare—the 
same effect as when a government taxes a competitive market (Chapter 2). However, 
taxes affect a monopoly differently than they affect a competitive industry in 
two ways.

First, the tax incidence on consumers—the change in the consumers’ price 
divided by the change in the tax—can exceed 100% in a monopoly market but not 
in a competitive market. Second, if the ad valorem tax rate v and the specific tax, t,  
are set so that both produce the same after-tax output, the government is indif-
ferent between the taxes for a competitive market but prefers the ad valorem tax 
for a monopoly. Compared to a specific tax, the ad valorem tax raises the same 

Figure 11.5 Deadweight Loss of Monopoly

A competitive market would produce Qc = 8 at  
pc = $16, where the demand curve intersects the 
marginal cost (supply) curve. A monopoly produces only 
 Qm = 6 at pm = $18, where the marginal revenue curve 

intersects the marginal cost curve. Under monopoly, 
consumer surplus is A, producer surplus is B + D,  
and the lost welfare or deadweight loss of monopoly  
is C + E.
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amount of tax revenue in a competitive market (Chapter 2), but more tax revenue 
with a monopoly.

Effects of a Specific Tax
If the government imposes a specific tax of t dollars per unit on a monopoly, the 
monopoly will reduce its output and raise its price. The incidence of the tax on con-
sumers may exceed 100%.

The monopoly’s before-tax cost function is C(Q), so its after-tax cost function 
is C(Q) + tQ. The monopoly’s after-tax profit is R(Q) - C(Q) - tQ. To obtain 
a necessary condition for the monopoly to maximize its after-tax profit, we set the 
derivative of the monopoly’s after-tax profit to zero:

 
dR(Q)
d(Q)

-
dC(Q)

dQ
- t = 0, (11.12)

where dR/dQ is its marginal revenue and dC/dQ + t is its after-tax marginal cost. 
That is, the monopoly equates its marginal revenue with its relevant (after-tax) mar-
ginal cost: dR/dQ = dC/dQ + t. At t = 0, this condition gives the before-tax nec-
essary condition for profit maximization, Equation 11.1. For any t, the sufficient 
condition is the same as the before-tax Equation 11.2, d2R/dQ2 - d2C/dQ2 6 0, 
because dt/dQ = 0.

We can use comparative statics techniques to determine the effect of imposing a 
specific tax by asking how output changes as t goes from zero to a small positive 
value. Based on the necessary condition, Equation 11.12, we can write the monop-
oly’s optimal quantity as a function of the tax: Q(t): dR(Q(t)/dQ - dC(Q(t))/dQ. 
Differentiating the necessary condition with respect to t, we find that

d2R
dQ2 

dQ
dt

-
d2C
dQ2 

dQ
dt

- 1 = 0,

or

 
dQ
dt

=
1

d2R
dQ2 -

d2C
dQ2

. (11.13)

The denominator of the right-hand-side of Equation 11.13 is negative by the second-
order condition, Equation 11.2, so dQ/dt 6 0. That is, as the specific tax rises, the 
monopoly reduces its output. Because its demand curve is downward sloping, when the 
monopoly lowers its output, it raises its price by dp(Q(t))/dt = (dp/dQ)(dQ/dt) 7 0.

In a competitive market, the incidence of a specific or ad valorem tax on consum-
ers is less than or equal to 100% of the tax (Chapter 2). In contrast, in a monopoly 
market, the incidence of a specific tax falling on consumers can exceed 100%: The 
price consumers pay may rise by an amount greater than the tax.

We use an example to demonstrate this possibility. Suppose that a monopoly’s 
marginal cost is constant at m and that its demand curve has a constant elastic-
ity of ε, so its inverse demand function is p = Q1/ε. Consequently, the monopo-
ly’s revenue function is R = pQ = Q1 + 1/ε, and the marginal revenue function is 
MR = dQ1 + 1/ε/dQ = (1 + 1/ε)Q1/ε.

To maximize its profit, the monopoly equates its after-tax marginal cost, m + t, 
with its marginal revenue function:

m + t = a1 +
1
ε bQ1/ε.
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Solving this equation for the profit-maximizing output, the monopoly chooses to 
produce Q = [(m + t)/(1 + 1/ε)]ε. Substituting this Q into its inverse demand func-
tion, p = Q1/ε, we find that the monopoly’s price is

 p =
m + t

1 + 1/ε
. (11.14)

To determine the effect of a change in the tax on the price that consumers pay, we 
differentiate Equation 11.14 with respect to the tax: dp/dt = 1/(1 + 1/ε). We know 
that dp/dt is greater than one because a monopoly never operates in the inelastic 
portion of its demand curve, so ε 6 -1. Thus, the incidence of the tax that falls on 
consumers exceeds 100%. However, for other types of demand curves, the tax inci-
dence on consumers may be less than 100%, as the following Solved Problem shows.

If the government imposes a specific tax of t = $8 per unit on the monopoly in 
Figure 11.3, how does the monopoly change its profit-maximizing quantity and 
price? Use a figure to show how the tax affects tax revenue, consumer surplus, 
producer surplus, welfare, and deadweight loss. What is the incidence of the tax 
on consumers?

Answer

1. Determine how imposing the tax affects the monopoly’s optimum quantity by 
equating marginal revenue and after-tax marginal cost, and substitute the opti-
mum quantity into the inverse demand function to find the profit-maximizing 
price. Because the monopoly must pay the tax, its before-tax marginal cost, 
Equation 11.8, 2Q, shifts to an after-tax marginal cost of MC = 2Q + 8.7 The 
monopoly’s marginal revenue, Equation 11.6, remains unchanged at 
MR = 24 - 2Q. The monopoly picks the output, Q*, that equates its after- 
tax marginal cost and its marginal revenue: 2Q* + 8 = 24 - 2Q*. Solving, 
we find that Q* = 4. Because the monopoly’s inverse demand function, 
 Equation 11.5, is p = 24 - Q, it charges p* = 24 - 4 = 20.

The graph shows that the intersection of the marginal revenue curve, MR, 
and the before-tax marginal cost curve, MC1, determines the before-tax monop-
oly’s optimum quantity, Q1 = 6. At the before-tax optimum, e1, the price is 
p1 = $18. The specific tax causes the monopoly’s before-tax marginal cost curve, 
MC1 = 2Q, to shift upward by $8 to MC2 = MC1 + 8 = 2Q + 8. After the tax 
is applied, the monopoly operates where MR = 24 - 2Q = 2Q + 8 = MC2. 
In the after-tax monopoly optimum, e2, the quantity is Q2 = 4 and the price 
is p2 = $20. Thus, output falls by ∆Q = 2 units and the price increases by 
∆p = $2.

2. Show the change in tax revenue and the various welfare measures. In the figure, 
area G is the tax revenue collected by the government, $32, because its height 
is the distance between the two marginal cost curves, t = $8, and its length is 

7The government can impose a tax on the seller (here, the monopoly) or the buyers (Chapter 2). 
Here, because the seller must pay the tax, the tax shifts its marginal cost curve, but not the demand 
or marginal revenue curves. In the next section, we assume that the government imposes the tax on 
the buyers so that it shifts the demand marginal revenue curves and not the marginal cost curve.

SOLVED PROBLEM 
11.5

MyLab Economics
Solved Problem
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the after-tax output, Q = 4. The tax reduces consumer and producer surplus 
and increases the deadweight loss. Consumer surplus falls by area B + C from 
A + B + C to A. The monopoly’s producer surplus falls from D + E + G 
to B + D, so the change in producer surplus is B - E - G. We know that 
producer surplus falls because (a) the monopoly could have produced this 
reduced output level in the absence of the tax but did not because it was not the 
profit-maximizing output, so its before-tax profit falls, and (b) the monopoly 
must now pay taxes. The before-tax deadweight loss due to monopoly pricing  
was F. The after-tax deadweight loss is C + E + F, so the increase in dead-
weight loss (or loss in welfare) due to the tax is C + E.

3. Calculate the incidence of the tax. Because the tax goes from $0 to $8, the 
change in the tax is ∆t = $8. The incidence of the tax on consumers is 
∆p/∆t = $2/$8 = 1

4. That is, the monopoly absorbs $6 of the tax and passes 
on only $2.
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Welfare Effects of Ad Valorem Versus Specific Taxes
Why do governments generally use ad valorem sales taxes rather than specific taxes? 
In a market with a monopoly, a government raises more tax revenue with an ad 
valorem tax v than with a specific tax t when v and t are set so that the after-tax 
output (and hence the deadweight loss) is the same with either tax, as we now show.8   

In Figure 11.6, the before-tax market demand curve is D, and the corresponding 
marginal revenue is MR. The before-tax monopoly optimum is e1. The MR curve 
intersects the MC curve at Q1 units, which sell at a price of p1.

We assume that the government imposes the tax on consumers rather than on the 
firm, so that the tax shifts the demand and marginal revenue curves rather than the 
marginal cost curve. If the government imposes a specific tax t, the monopoly’s after-
tax demand curve is Ds, which is the market demand curve D shifted downward by 
t dollars. The corresponding marginal revenue curve, MRs, intersects the marginal 
cost curve at Q2. In this after-tax monopoly optimum, e2, consumers pay p2 and the 
monopoly receives ps = p2 - t per unit. The government’s revenue from the specific 
tax is area A = tQ2.

If the government imposes an ad valorem tax, the demand curve facing the monop-
oly is Da. The gap between Da and D—which equals the tax per unit, vp—is greater 
at higher prices. By setting v appropriately, the corresponding marginal revenue 
curve, MRa, intersects the marginal cost curve at Q2, where consumers again pay p2. 
Although the ad valorem tax reduces output by the same amount as the specific tax, 
the ad valorem tax raises more revenue, area A + B = vp2Q2.

8Chapter 2 shows that both taxes raise the same tax revenue in a competitive market. However, the 
taxes raise different amounts when applied to monopolies or other noncompetitive firms. See Delipalla 
and Keen (1992), Skeath and Trandel (1994), and Hamilton (1999).

Figure 11.6 Ad Valorem Versus Specific Tax

A specific tax (t) and an ad valorem 
tax 1α2 that reduce the monopoly 
output by the same amount (from 
Q1 to Q2) raise different amounts 
of tax revenues for the government. 
The tax revenue from the specific tax 
is area A = tQ2. The tax revenue 
from the ad valorem tax is area 
A + B = vp2Q2.
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Both sales taxes harm consumers by the same amount because they raise the price 
consumers pay from p1 to p2 and reduce the quantity purchased from Q1 to Q2. The 
ad valorem tax transfers more revenue from the monopoly to the government, so the 
government prefers the ad valorem tax and the monopoly prefers the specific tax. 
(Equivalently, if the government set t and v so that they raised the same amount of tax 
revenue, the ad valorem tax would reduce output and consumer surplus less than the 
specific tax.) Amazingly, it makes sense for the government to employ an ad valorem 
tax, and state and local governments use ad valorem taxes for most goods (the likely 
exceptions are alcohol, tobacco, fuels, communications, and transportation).

 11.4 Causes of Monopolies
Is it right that only one firm sells the game Monopoly?

Why are some markets monopolized? Two key reasons are that a firm has a cost 
advantage over other firms or a government created the monopoly.9

Cost Advantages
If a low-cost firm profitably sells at a price so low that potential competitors with 
higher costs would incur losses, no other firm enters the market. A firm can have a 
cost advantage over potential rivals because it has an essential facility, it has a supe-
rior technology or organization, or it is a natural monopoly.

Essential Facility. A firm may have a lower cost than potential rivals if it controls 
an essential facility: a scarce resource that a rival must use to survive. For example, 
a firm that owns the only quarry in a region is the only firm that can profitably sell 
gravel to local construction firms. Similarly, in 2012, Canadian pipeline giant 
Enbridge Inc. refused to allow the pipeline of a small Colorado firm to connect 
Enbridge’s highway of pipelines that bring Canadian oil sands crude oil into  
the United States.10

Superior Technology or Organization. A firm may have lower costs if it uses 
a superior technology or has a better way of organizing production. Henry Ford’s 
methods of organizing production using assembly lines and standardization allowed 
him to produce cars at lower cost than rival firms until they copied his organizational 
techniques.

Natural Monopoly. One firm can produce the total market output at lower cost than 
several firms could if it is a natural monopoly. If the cost for any firm to produce q 
is C(q), the condition for a natural monopoly is

 C(Q) 6 C(q1) + C(q2) + g +  C(qn), (11.15)

9In Section 11.6, we discuss how network externalities may lead to a monopoly. In later chapters, we 
discuss three other causes of monopolies. First, the original firm in a market may use strategies that 
discourage other firms from entering the market (Chapter 13). Second, a merger into a single firm 
(Chapter 14) of all the firms in an industry creates a monopoly if new firms fail to enter the market. 
Third, firms may coordinate their activities and set their prices as a monopoly would (Chapter 14). 
Such a group of firms is called a cartel.
10Hannah Northey, “U.S. Producers Accuse Canadian Pipeline Company of Refusing to Carry Their 
Crude,” Greenwire, July 12, 2012.
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where Q = q1 + q2 + g + qn is the sum of the output of any n Ú 2 firms and 
where the condition holds for all output levels that could be demanded by the market. 
With a natural monopoly, it is more efficient to have only one firm produce than to 
have more than one firm produce.11  Believing that they are natural monopolies, 
governments frequently grant monopoly rights to public utilities to provide essential 
goods or services, such as water, gas, electric power, and mail delivery.

Suppose that a public utility has economies of scale (Chapter 7) at all levels of 
output, so its average cost curve falls as output increases for any observed level of 
output. If all potential firms have the same strictly declining average cost curve, this 
market has a natural monopoly, as we now consider.12

A company that supplies water to homes incurs a high fixed cost, F, to build 
a plant and connect houses to the plant. The firm’s marginal cost, m, of supply-
ing water is constant, so its marginal cost curve is horizontal and its average cost, 
AC = m + F/Q, declines as output rises. (The iPad cost function in Solved Problem 
11.2 has this functional form.)

Figure 11.7 shows such marginal and average cost curves where m = $10 and 
F = $60. If the market output is 12 units per day, one firm produces that output 

11A natural monopoly is the most efficient market structure only in the sense that the single firm pro-
duces at lowest cost. However, society’s welfare may be greater with more firms producing at higher 
cost, because competition drives down the price from the monopoly level. One solution that allows 
society to maximize welfare is for the government to allow only one firm to produce but the govern-
ment forces it to charge a price equal to marginal cost (as we discuss later in this chapter).
12A firm may be a natural monopoly even if its cost curve does not fall at all levels of output. If a 
U-shaped average cost curve reaches its minimum at 100 units of output, it may be less costly for 
only one firm to produce an output of 101 units even though its average cost curve is rising at that 
output. Thus, a cost function with economies of scale everywhere is a sufficient but not a necessary 
condition for a natural monopoly.

Figure 11.7 Natural Monopoly
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at an average cost of $15, or a total cost of $180 (=  $15 * 12). If two firms each 
produce 6 units, the average cost is $20, and the cost of producing the market 
output is $240 (=  $20 * 12), which is greater than the cost with a single firm.

If the two firms were to divide the total production in any other way, their 
costs of production would still exceed the cost of a single firm (as Solved Prob-
lem 11.6 asks you to prove).13 The reason is that the marginal cost per unit is 
the same no matter how many firms produce, but each additional firm adds a 
fixed cost, which raises the total cost of producing a given quantity. If only one 
firm provides water, society avoids the cost of building a second plant and a 
second set of pipes.

13See “Electric Power Utilities” in MyLab Economics, Chapter Resources, Chapter 11.

Government Actions That Create Monopolies
Governments create many monopolies by establishing barriers to entry to potential 
competitors. A government may own and manage a monopoly. In the United States, 
as in most other countries, the postal service is a government monopoly. Indeed, 
the U.S. Constitution explicitly grants the government the right to establish a postal 
service. Many local governments own and operate public utility monopolies that 
provide garbage collection, electricity, water, gas, phone services, and other utilities. 
Most national governments grant patents to the inventor of a new product that gives 
the patent holder monopoly rights for 20 years.

Licenses and Auctions. By preventing other firms from entering a market, gov-
ernments create monopolies. Governments typically create monopolies by making 
it difficult for new firms to obtain a license to operate or by auctioning the rights to 
be a monopoly.

Frequently, firms need government licenses to operate. If a government makes it 
difficult for new firms to obtain licenses, the first firm to become licensed can main-
tain its monopoly. Until recently, many U.S. cities required new hospitals or other 

A firm that delivers Q units of water to households has a total cost of 
C(Q) = mQ + F. If any entrant would have the same cost, does this market 
have a natural monopoly?

Answer

Determine whether costs rise if two firms produce a given quantity. Let q1 be the 
output of Firm 1 and q2 be the output of Firm 2. The combined cost of these firms 
producing Q = q1 + q2 is

C(q1) + C(q2) = (mq1 + F) + (mq2 + F) = m(q1 + q2) + 2F = mQ + 2F.

If a single firm produces Q, its cost is C(Q) = mQ + F. Thus the cost of produc-
ing any given Q is greater with two firms than with one firm, so this market has 
a natural monopoly.

SOLVED PROBLEM 
11.6

MyLab Economics
Solved Problem
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inpatient establishments to demonstrate the need for a new facility by securing a 
certificate of need, which allowed them to enter the market.

Governments around the world have privatized many state-owned monopolies in 
the past several decades. By auctioning its monopolies to private firms, a government 
can capture the future value of monopoly earnings. Alternatively, a government could 
“auction” the rights to the firm that offers to charge customers the lowest price for 
a service such as cable television, so as to maximize social welfare.14

Public Utilities. Government grants of monopoly rights have been common for 
public utilities. Instead of running a public utility itself, a government gives a 
private company the monopoly rights to operate the utility. A government may 
capture some of the monopoly’s profits by charging a high rent to the monopoly. 
Alternatively, government officials may capture the rents for monopoly rights 
through bribery.

Patents. If a firm cannot prevent imitation by keeping its discovery secret, it may 
obtain government protection to prevent other firms from duplicating its discovery 
and entering the market. Virtually all countries provide such protection through a 
patent: an exclusive right granted to the inventor to sell a new and useful product, 
process, substance, or design for a fixed time. A patent grants an inventor the right 
to be the monopoly provider of the good for a number of years. (Similarly, a copy-
right gives its owner the exclusive production, publication, or sales rights to artistic, 
dramatic, literary, or musical works.)

The length of a patent varies across countries. The U.S. Constitution explicitly 
gives the government the right to grant authors and inventors exclusive rights to their 
writings (copyrights) and to their discoveries (patents) for limited periods of time. 
Traditionally, U.S. patents lasted 17 years from the date they were granted, but in 
1995, the United States agreed to change its patent law as part of an international 
agreement. Now, U.S. patents last for 20 years after the date the inventor files for 
patent protection. The length of protection is likely to be shorter under the new rules 
because frequently it takes more than three years after filing to obtain final approval 
of a patent.

A firm with a patent monopoly sets a high price, which results in deadweight loss. 
Why, then, do governments grant patent monopolies? The main reason is that inven-
tive activity would fall if inventors could not obtain patent monopolies. The costs of 
developing a new drug or new computer chip are often hundreds of millions or even 
billions of dollars. If anyone could copy a new drug or computer chip and compete 
with the inventor, few individuals or firms would undertake the costly research. Thus, 
the government is explicitly trading off the long-run benefits of additional inventions 
against the shorter-term harms of monopoly pricing during the period of patent 
protection.15

14Jargon alert: Many economists refer to such a low-price auction as a Demsetz auction.
15Although patents may increase innovation, abuses of patent law may inhibit innovation. For exam-
ple, patent trolls obtain minor patents that they sue to block other more serious inventors unless 
they pay a ransom. In addition, the large number of patents and patent holders in many areas, such 
as information technology and biotechnology, impose large transaction costs on potential inventors. 
Thus, while a well-designed patent system provides strong incentives for innovation, a poorly designed 
system can be counterproductive.
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Ophthalmologist Dr. Alan Scott turned the deadly poison botulinum toxin into 
a miracle drug to treat two eye conditions: strabismus, a condition in which the 
eyes are not properly aligned, and blepharospasm, an uncontrollable closure of 
the eyes. Strabismus affects about 4% of children and blepharospasm left about 
25,000 Americans functionally blind before Scott’s discovery. Allergan, Inc. sells 
his patented drug, Botox.

Dr. Scott has been amused to see several of the unintended beneficiaries of his 
research at the annual Academy Awards. Even before the government explicitly 
approved using Botox for cosmetic use, many doctors were injecting Botox into 
the facial muscles of actors, models, and others to smooth out their wrinkles. (The 
drug paralyzes the muscles, so those injected with it also lose their ability to frown 
or smile—and, some would say, act.) The treatment is only temporary, lasting up 
to 120 days, so repeated injections are necessary.

Allergan has a near-monopoly in the treatment of wrinkles, although plas-
tic surgery and collagen, Restylane, hyaluronic acids, and other filler injections 
provide limited competition. However, now 54% of its sales are for other uses, 
including as a treatment for chronic migraine and overactive bladder.

Allergan had Botox sales of $800 million in 2004 and about $2.8 billion in 
2016. Indeed, Botox’s value may increase. As Allergan finds new uses for Botox, 
its sales continue to increase. According to one forecast, Botox’s global sales will 
reach $3.2 billion by the end of 2018 and $4.6 billion by 2024.

Dr. Scott can produce a vial of Botox in his lab for about $25. Allergan sells 
the potion to doctors for about $400. Assuming that the firm is setting its price to 
maximize its short-run profit, we can rearrange Equation 11.11 to determine the 
elasticity of demand for Botox:

ε = -
p

p - MC
= -

400
400 - 25

≈ -1.067.

Thus, the demand that Allergan faces is only slightly elastic: A 1% increase in price 
causes quantity to fall by slightly more than 1%.

If the demand curve is linear and the elasticity of demand is -1.067 at the 
2002 monopoly optimum, em (1 million vials sold at $400 each, producing rev-
enue of $400 million), then Allergan’s inverse demand function is16

p = 775 - 375Q.

This demand curve (see the graph) has a slope of -375 and hits the price axis at 
$775 and the quantity axis at about 2.07 million vials per year. Thus, its revenue 
is R = 775Q - 375Q2, so its marginal revenue curve is

MR = dR/dQ = 775 - 750Q.

The MR curve strikes the price axis at $775 and has twice the slope, -750, of the 
demand curve.

The intersection of the marginal revenue and marginal cost curves,

MR = 775 - 750Q = 25 = MC,

16The graph shows an inverse linear demand curve of the form p = a - bQ. Such a lin-
ear demand curve has an elasticity of ε = -(1/b)(p/Q). Given that the elasticity of demand is 
-400/375 = -(1/b)(400/1), where Q is measured in millions of vials, then b = 375. Solving 
p = 400 = a - 375, we find that a = 775.

APPLICATION

The Botox Patent 
Monopoly
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 11.5 Government Actions That Reduce  
Market Power
Some governments act to reduce or eliminate monopolies’ market power. Many gov-
ernments directly regulate monopolies, especially those created by the government, 
such as public utilities. Most high-income countries have laws to prevent a firm 
from driving other firms out of the market so as to monopolize it. A government 
may destroy a monopoly by breaking it up into smaller, independent firms (as the 
government did with Alcoa, the former aluminum monopoly).

Regulating Monopolies
Governments limit monopolies’ market power in various ways. For example, most 
utilities are subject to direct regulation. Today, the most commonly used approach 
to regulating monopoly pricing is to impose a price ceiling, called a price cap. Price 
cap regulation is used for telecommunications monopolies in 33 U.S. states and in 
many countries, including Australia, Canada, Denmark, France, Germany, Mexico, 
Sweden, and the United Kingdom (Sappington and Weisman, 2010).

Optimal Price Regulation. In some markets, the government can eliminate the dead-
weight loss of a monopoly by requiring that it charge no more than the competitive price. 
We use our earlier linear example to illustrate this type of regulation in Figure 11.8.

determines the monopoly opti-
mum at the profit-maximizing 
quantity of 1 million vials per 
year and at a price of $400 per 
vial.

Were the company to sell 
Botox at a price equal to its 
marginal cost of $25 (as a com-
petitive industry would), con-
sumer surplus would equal area 
A + B + C. The height of tri-
angle A + B + C is  $750 =  
$775 - $25, and its length is  
2 million vials, so its area is 
$750 (=  12 * 750 * 2) million. 
At the higher monopoly price 
of $400, the consumer surplus 
is A = $187.5 million. Com-
pared to the competitive solu-
tion, ec, buyers lose consumer 
surplus of B + C = $562.5 
million per year. Part of this 

loss, B = $375 million per year, is transferred from consumers to Allergan. The 
rest, C = $187.5 million per year, is the deadweight loss from monopoly pricing. 
Allergan’s profit is its producer surplus, B, minus its fixed costs.
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If the government doesn’t regulate the profit-maximizing monopoly, the monopoly 
optimum is em, at which 6 units are sold at the monopoly price of $18. Suppose that 
the government sets a ceiling price of $16, the price at which the marginal cost curve 
intersects the market demand curve. Because the monopoly cannot charge more than 
$16 per unit, the monopoly’s regulated demand curve is horizontal at $16 (up to  
8 units) and is the same as the market demand curve at lower prices. The marginal 
revenue curve corresponding to the regulated demand curve, MRr, is horizontal where 
the regulated demand curve is horizontal (up to 8 units) and equals the marginal 
revenue curve, MR, corresponding to the market demand curve at larger quantities.

Figure 11.8 Optimal Price Regulation

If the government sets a price ceiling at $16, where the 
monopoly’s marginal cost curve hits the demand curve, 
the new demand curve that the monopoly faces has a kink 
at 8 units, and the corresponding marginal revenue curve, 
MRr, “jumps” at that quantity. The regulated monopoly 

sets its output where MRr = MC, selling the same quantity, 
8 units, at the same price, $16, as a competitive industry 
would. The regulation eliminates the monopoly deadweight 
loss, C + E. Consumer surplus, A + B + C, and producer 
surplus, D + E, are the same as under competition.
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The regulated monopoly sets its output at 8 units, where MRr equals its marginal 
cost, MC, and charges the maximum permitted price of $16. The regulated firm still 
makes a profit because its average cost is less than $16 at 8 units. The optimally regu-
lated monopoly optimum, eo, is the same as the competitive equilibrium, where marginal 
cost (supply) equals the market demand curve.17 Thus, setting a price ceiling 
where the MC curve and market demand curve intersect eliminates the deadweight 
loss of monopoly.

How do we know that this regulation is optimal? The answer is that this regulated 
outcome is the same as would occur if this market were competitive, where welfare 
is maximized (Chapter 9). As the table accompanying Figure 11.8 shows, the dead-
weight loss of monopoly, C + E, is eliminated by this optimal regulation.

Nonoptimal Price Regulation. If the government sets the price ceiling at any point 
other than the optimal level, society incurs a deadweight loss. Suppose that the gov-
ernment sets the regulated price below the optimal level, which is $16 in Figure 11.8. 
If it sets the price below the firm’s minimum average cost, the firm shuts down, so the 
deadweight loss equals the sum of the consumer plus producer surplus under optimal 
regulation, A + B + C + D + E.

Many consumers want the government to set regulated monopoly price as low 
as possible:

17The monopoly produces at eo only if the regulated price, $16, is greater than its average variable cost. 
Given the cost function in Equation 11.7, the average variable cost at 8 units is VC(8) = Q = $8. 
Indeed, the firm makes a profit because AC(8) = Q + 12/Q = $9.50 6 $16.

Common Confusion Consumers benefit the lower the government sets the regu-
lated price that a monopoly may charge (without causing the firm to shut down).

A very low regulated price may help some consumers, but hurt others. If the gov-
ernment sets the price ceiling below the optimally regulated price but high enough 
that the firm does not shut down, consumers who are lucky enough to buy the good 
benefit because they can buy it at a lower price than they could with optimal regula-
tion. As we show in Solved Problem 11.7, society suffers a deadweight loss because 
less output is sold than with optimal regulation.

Suppose that the government sets a price ceiling at p2, which is below the socially 
optimal level, p1, but above the monopoly’s minimum average cost. How do the 
price, quantity sold, quantity demanded, and welfare under this regulation com-
pare to those under optimal regulation?

Answer

1. Describe the optimally regulated outcome. With optimal regulation, e1, the 
price is set at p1, where the market demand curve intersects the monopoly’s mar-
ginal cost curve on the accompanying graph. The optimally regulated monopoly 
sells Q1 units.

2. Describe the outcome when the government regulates the price at p2. Where 
the market demand is above p2, the regulated demand curve for the monopoly 
is horizontal at p2 (up to Qd). The corresponding marginal revenue curve, MRr, 
is horizontal where the regulated demand curve is horizontal and equals the 

SOLVED PROBLEM 
11.7

MyLab Economics
Solved Problem
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marginal revenue curve corresponding to the market demand curve, MR, where 
the regulated demand curve is downward sloping. The monopoly maximizes 
its profit by selling Q2 units at p2. The new regulated monopoly optimum is  
e2, where MRr intersects MC. The firm does not shut down when regulated as 
long as its average variable cost at Q2 is less than p2.

3. Compare the outcomes. The quantity that the monopoly sells falls from Q1 to 
Q2 when the government lowers its price ceiling from p1 to p2. At that lower 
price, consumers want to buy Qd , so the excess demand is Qd - Q2. Compared 
to optimal regulation, welfare is lower by at least B + D.

Comment: The welfare loss is greater if unlucky consumers waste time trying to 
buy the good unsuccessfully or if goods are not allocated optimally among con-
sumers. A consumer who values the good at only p2 may be lucky enough to buy 
it, while a consumer who values the good at p1 or more may not be able to obtain 
it, which is an allocative inefficiency (Chapter 9).

p,
 $

 p
er

 u
ni

t

Regulated demand

Market demand

Q, Units per day

MR

MR r

MC

p1 D

E

C

BA

p2

Q2 Q1 Qd

e1

e2

Excess demand

Monopoly with
Optimal Regulation

Monopoly with a
Low Regulated Price Change

Consumer Surplus, CS A+B A+C

Producer Surplus, PS C+D+E E −C−D=ΔPS

Welfare, W=CS +PS A+B+C+D+E A+C+E −B−D=ΔW=−DWL

C−B=ΔCS

Problems in Regulating. Governments often fail to regulate monopolies optimally 
for at least three reasons. First, due to limited information about the demand and 
marginal cost curves, governments may set a price ceiling above or below the com-
petitive level.
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Second, regulation may be ineffective when regulators are captured: influenced by 
the firms they regulate. Typically, this influence is more subtle than an outright bribe. 
Because many regulators worked in the industry before becoming regulators, they 
are sympathetic to the industry. For many other regulators, the reverse is true: They 
aspire to obtain good jobs in the industry eventually, so they do not want to offend 
potential employers. And some regulators, relying on industry experts for their infor-
mation, may be misled or at least heavily influenced by the industry. U.S. Food and 
Drug Administration advisers voted 15 to 11 to recommend approval of four Bayer 
AG birth-control pills, but three of the advisers, who voted favorably, had ties to 
Bayer, serving as consultants, speakers, or researchers.18 Arguing that these influences 
are inherent, some economists contend that price and other types of regulation are 
unlikely to result in efficiency.

Third, because regulators generally cannot subsidize the monopoly, they may be 
unable to set the price as low as they want because the firm may shut down:

18Thomas M. Burton, “FDA Panelists Had Ties to Bayer,” Wall Street Journal, January 11, 2012.

Unintended Consequence Very aggressive price regulation can cause a firm 
to shut down.

In a natural monopoly where the average cost curve is strictly above the marginal 
cost curve, if the regulator sets the price equal to the marginal cost so as to eliminate 
deadweight loss, the firm cannot afford to operate. If the regulators cannot subsidize 
the firm, they must raise the price to a level where the firm at least breaks even.

Because U.S. natural gas monopolies are natural monopolies and regulators gener-
ally cannot subsidize them, the regulated price is set above marginal cost, causing a 
deadweight loss. The figure uses the estimates of Davis and Muehlegger (2010).19 
If unregulated, this monopoly would sell 12.1 trillion cubic feet of natural gas per 
year, where its marginal revenue and marginal cost curves intersect. It would 
charge the corresponding price on the demand curve at point a. Its profit would 
equal the rectangle A, with a length equal to the quantity, 12.1 trillion cubic feet, 
and a height equal to the difference between the price at a and the corresponding 
average cost.

To eliminate deadweight loss, the government could set the price ceiling equal 
to the marginal cost of $5.78 per thousand cubic feet of natural gas so that the 
monopoly behaves like a price taker. The price ceiling or marginal cost curve hits 
the demand curve at c where the quantity is 24.2 billion cubic feet per year—
double the unregulated quantity. At that quantity, the regulated utility would lose 
money. The regulated price, $5.78, is less than the average cost at that quantity of 
$7.78, so it would lose $2 on each thousand cubic feet it sells, or $48.2 billion in 
total. The monopoly is willing to sell this quantity at this price only if it receives 
a government subsidy to cover its losses.

19We use their most conservative estimate, the one that produces the smallest deadweight loss. We 
approximate their demand curve with a linear one that has the same price elasticity of demand of 
0.2 at point b. This figure represents the aggregation of state-level monopolies to the national level.

APPLICATION

Natural Gas  
Regulation
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Increasing Competition
Encouraging competition is an alternative to regulation as a means of reducing 
the harms of monopoly. When a government has created a monopoly by prevent-
ing entry, it can quickly reduce the monopoly’s market power by allowing other 
firms to enter, as Canada did with its medical marijuana market in 2015. As new 
firms enter the market, the former monopoly must lower its price to compete, so 
welfare rises.

Similarly, a government may end a ban on imports so that a domestic monopoly 
faces competition from foreign firms. If costs for the domestic firm are the same 
as costs for the foreign firms and many foreign firms enter the market, the former 
monopoly becomes just one of many competitive firms. As the market becomes com-
petitive, consumers pay the competitive price, which eliminates the deadweight loss 
of monopoly.

Globally, governments are increasing competition in previously monopolized mar-
kets. For example, many governments around the world forced former telephone and 
energy monopolies to compete.

Similarly, under pressure from the World Trade Organization, many countries are 
reducing or eliminating barriers that protected domestic monopolies. The entry of 
foreign competitive firms into a market can create a new, more competitive market 
structure.

Typically, it is politically infea-
sible for a government regulatory 
agency to subsidize a monopoly. 
On average, the natural gas regu-
latory agencies try to set the price 
at $7.88 per thousand cubic feet, 
where the demand curve inter-
sects the average cost curve and 
the monopoly breaks even, point 
b. The monopoly sells 23 trillion 
cubic feet per year. The corre-
sponding price, $7.88, is 36% 
above marginal cost, $5.78. 
The deadweight loss is $1.26 
billion annually, which is the 
small, dark gray triangle labeled 
DWL. Without regulation, the 
deadweight loss would be much 
greater: this deadweight loss area 
plus area B.

Of course, an alternative to 
regulating a monopoly’s price 
to eliminate inefficiency is to 
make the market more competi-
tive. The government has moved 
in that direction (Oliver and 
Mason, 2018).
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Disney, Marvel, Lucas, and a variety of other companies make a fortune from 
selling figurines and other plastic toys based on their movies, such as Disney’s 
Incredibles 2. These firms hold monopoly rights to produce their toys under copy-
right laws, which give the creators of original works such as comics and movies 
the exclusive right to its use and distribution for a limited time.

However, 3D printers are undermining their monopolies. Fans upload high-
quality designs to the Web, which anyone with a 3D printer can use to produce 
pirated versions of these toys. The online marketplace for 3D designs and objects 
include comic-book heroes, cartoon characters, Angelina Jolie’s headdress in the 
movie Maleficent, Homer Simpson, and even Walt Disney’s head.

A movie firm is no longer a monopoly. It is a dominant firm that faces a 
competitive fringe made up of small, price-taking firms. If the movie firms can’t 
block such pirating using the legal system, they may have to drop the prices for 
their toys to compete. The competitive fringe limits the movie firm’s price much 
as government regulation would. The movie firm’s main advantage is that its 
mass-production marginal costs are lower than the 3D-printer marginal costs of 
hobbyists and pirates, but 3D-printing costs are falling.

APPLICATION

Movie Studios Attacked 
by 3D Printers!

How does the presence of pirated, 3D toys affect the price that Disney charges for 
an Incredibles 2 or Moana figurine? Assume that Disney has a constant marginal 
cost MC. It faces a large number of identical, higher-cost rivals—the competitive 
fringe—which act like (competitive) price takers so that their collective supply 
curve is horizontal at p2 = MC + x, which is the marginal cost of a fringe firm.

Answer

1. Show how Disney prices 
a toy figurine if it is a 
monopoly by equating 
its marginal revenue and 
marginal cost. The figure 
shows Disney’s original 
(market) demand curve 
for its toy as a light-blue 
line. The light-purple line 
is the corresponding mar-
ginal revenue curve. Its 
profit-maximizing out-
come was e1 when Dis-
ney set its quantity, Q1, 
where its MR curve hit its 
MC curve, and the corre-
sponding price was p1.

2. Show how the competitive supply curve alters the demand curve facing Disney. 
The competitive supply curve acts like a government price ceiling. Now, Disney 
cannot charge more than p2 = MC + x. Thus, its dark-blue residual demand 
curve is flat at MC + x and the same as the original downward-sloping demand 
curve at lower prices. (That is, the residual demand curve for the toy is similar 
to that of the regulated monopoly in Figure 11.8.)

SOLVED PROBLEM 
11.8
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 11.6 Internet Monopolies: Networks Effects, 
Behavioral Economics, and  
Economies of Scale
A number of technology giants, such as Facebook (95% of young adults on the 
internet use one of their services), Google (89% of internet searches), and Amazon 
(75% of electronic book sales), have such large shares of their markets that they are 
nearly monopolies.21 Why are they dominant? Two important reasons concern net-
works and natural monopoly.

The demand for many goods and services depends on who else consumes them. 
These consumers form a network: an interconnected group of people or things. Face-
book, LinkedIn, and Twitter users form networks, as no one would be interested in 
such internet social media services unless others also used them.

Another characteristic that is more common on the internet than elsewhere in the 
economy is a cost structure with low or zero marginal cost and high fixed cost. These 
firms have economies of scale, which leads to natural monopoly.

Network Externalities
A good has a network externality if one person’s demand depends on the consump-
tion of a good by others.22 If a good has a positive network externality, its value to 
a consumer grows as the number of units sold increases. Network externalities are 
an important source of monopoly power. They arise in many parts of the economy 
but are particularly important on the internet.

When a firm introduces a new good with a network externality, it faces a chicken-
and-egg problem: Ali won’t buy the good unless Shan buys it, and Shan won’t buy it 
unless Ali does. The firm wants its customers to coordinate or to make their purchase 
decisions simultaneously.

The telephone provides a classic example of a positive network externality. When 
the phone was introduced, potential adopters had no reason to get phone service 
unless their family and friends did. Why buy a phone if there’s no one to call? For 

21www.wsj.com/articles/the-antitrust-case-against-facebook-google-amazon-and-apple-1516121561.

22In Chapter 16, we discuss the more general case of an externality, which occurs when a person’s 
well-being or a firm’s production capability is directly affected by the actions of other consumers or 
firms rather than indirectly through changes in prices.

3. Determine Disney’s new optimal outcome by equating its new marginal revenue 
with its marginal cost. Disney acts like a monopoly with respect to its residual 
demand curve (rather than to its original demand curve). Corresponding to 
Disney’s residual demand curve in the figure is a dark-purple, kinked marginal 
revenue curve, MRr, that crosses Disney’s marginal cost line at Q2.

20 Disney 
maximizes its profit by selling Q2 units for p2 at e2. That is, Disney sells more 
toys at a lower price than before the other firms entered the market. Once 
Disney lowers its price, the fringe sells virtually nothing.

20If MC crossed MRr in the downward-sloping section, Disney would be a monopoly because its 
monopoly price would be less than MC + x.

www.wsj.com/articles/the-antitrust-case-against-facebook-google-amazon-and-apple-1516121561
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Bell’s phone network to succeed, it had to achieve a critical mass of users—enough 
adopters that others wanted to join. Had it failed to achieve this critical mass, demand 
would have withered and the network would have died.

Behavioral Network Externalities. Network externalities depend on the size of the 
network, because customers want to interact with each other. However, sometimes 
consumers’ behavior depends on beliefs or tastes that can be explained by psycho-
logical and sociological theories, which economists study in behavioral econom-
ics (Chapter 3).

One such explanation for a direct network externality effect is based on consumer 
attitudes toward other consumers. Harvey Leibenstein (1950) suggested that consum-
ers sometimes want a good because “everyone else has it.” A fad or other popularity-
based explanation for a positive network externality is called a bandwagon effect: A 
person places greater value on a good as more and more people possess it.23 The 
continued success of the iPad today may be partially due to its early popularity.

The opposite, negative network externality is a snob effect: A person places greater 
value on a good as fewer and fewer people possess it. Some people prefer an origi-
nal painting by an unknown artist to a lithograph by a star because no one else can 
possess that painting. (As Yogi Berra said, “Nobody goes there anymore; it’s too 
crowded.”)

Network Externalities as an Explanation for Monopolies. Because of the need 
for a critical mass of customers in a market with a positive network externality, we 
frequently see only one or a few large firms surviving.

The Windows operating system largely dominates the market—not because it is 
technically superior to Apple’s operating system or Linux—but because it has a criti-
cal mass of users. Consequently, a developer can earn more producing software that 
works with Windows than with other operating systems, and the larger number of 
software programs makes Windows increasingly attractive to users. Similarly, Eng-
ström and Forsell (2013) found that a 10 percentile increase in the displayed number 
of downloads of Android apps on Google Play increases downloads by about 20%.

But having obtained a monopoly, a firm does not necessarily keep it. History is 
filled with examples where one product knocks off another: “The king is dead; long 
live the king.” Google replaced Yahoo! as the predominant search engine. Explorer 
displaced Netscape as the big-dog browser, and then Chrome displaced Explorer.

23Jargon alert: Some economists use bandwagon effect to refer to any positive network externality—not 
just those that are based on popularity.

In the early years, eBay’s online auction site, which started in 1995, faced com-
petition from a variety of other internet sites including Yahoo! Auctions that the 
then mighty Yahoo! created in 1998. At the time, many commentators correctly 
predicted that whichever auction site first achieved a critical mass of users would 
drive the other sites out of business. Indeed, most of these alternative sites died or 
faded into obscurity. For example, Yahoo! Auctions closed its U.S. and Canada 
sections of the site in 2007, but its Hong Kong, Taiwanese, and Japanese sites 
continue to operate.

Apparently the convenience of having one site where virtually all buyers and 
sellers congregate—which lowers buyers’ search cost—and creating valuable repu-
tations by having a feedback system (Brown and Morgan, 2006) more than com-
pensates sellers for the lack of competition in sellers’ fees. Brown and Morgan 

APPLICATION

Critical Mass  
and eBay
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Introductory Prices: A Two-Period Monopoly Model
A monopoly may be able to solve the chicken-and-egg problem of getting a critical 
mass for its product by initially selling the product at a low introductory price. By 
doing so, the firm maximizes its long-run profit but not its short-run profit.

Suppose that a monopoly sells its good—say, root-beer-scented sandals—for only 
two periods (after that, the demand goes to zero as a new craze hits the market). If 
the monopoly sells less than a critical quantity of output, Q, in the first period, its 
second-period demand curve lies close to the price axis. However, if the good is a 
success in the first period—selling at least Q units—the second-period demand curve 
shifts substantially to the right.

If the monopoly maximizes its short-run profit in the first period, it charges p* 
and sells Q* units, which is fewer than Q. To sell Q units, it would have to lower its 
first-period price to p 6 p*, which would reduce its first-period profit from π* to π.

In the second period, the monopoly maximizes its profit given its second-period 
demand curve. If the monopoly sold only Q* units in the first period, it earns a rela-
tively low second-period profit of πl. However, if it sold Q units in the first period, 
it makes a relatively high second-period profit, πh.

Should the monopoly charge a low introductory price in the first period? Its objec-
tive is to maximize its long-run profit: the sum of its profit in the two periods.24 It 
maximizes its long-run profit by charging a low introductory price in the first period 
if the extra profit in the second period, πh - πl , from achieving a critical mass in the 
first period is greater than its forgone profit in the first period, π* - π.

This policy must be profitable for some firms: A 2018 internet search found 1.6 
million web pages touting introductory prices.

A closely related strategy used for many internet services is to start by offering a 
free version, then, after creating a large enough user base, offer a premium version 
at a positive (and profitable) price, as Yahoo! Mail does.

Two-Sided Markets
A two-sided market or two-sided network is an economic platform that has two or 
more user groups that provide each other with network externalities. Two common 
types of economic platforms are online matchmakers and innovation platforms.

Economic platforms such as Airbnb (short-term rentals), Lyft (driver service), 
and Monster.com (an employment site) match sellers with buyers. The more drivers 
available on Lyft, the greater the demand for this service by customers, which is a 
network externality. Similarly, the more customers who use the service, the more 
drivers who want to use Lyft.

24In Chapter 15, we discuss why firms place lower value on profit in the future than profit today. 
However, for simplicity in this analysis, we assume that the monopoly places equal value on profit 
in either period.

(2010) found that, prior to the demise of the Yahoo! Auction site, the same type 
of items attracted an average of two additional bidders on eBay and, consequently, 
the prices on eBay were consistently 20% to 70% percent higher than Yahoo! 
Auction prices.

Today, we see a battle to gain a critical mass between ridesharing companies, such 
as Uber and Lyft. This competition drove Sidecar from the market in 2016. Short-
term rental sites such as Airbnb, VRBO, and Tripping are waging a similar battle.

Monster.com
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An innovation platform provides a technology upon which other firms can build 
and customers use. Google’s Android operating system for cell phones is an innova-
tion platform. Developers produce apps that function on this operating system. The 
more apps, the more users. The more users, the more developers producing apps.

The internet itself is an innovation platform. In the early days of the internet, 
connecting to it over phone lines was slow and costly. Because the internet had rela-
tively little content, many people found that the cost of connecting to the internet 
and using it exceeded the benefit. But, once a large enough number of customers 
had internet service, more suppliers found it profitable to provide internet content 
such as news media and downloadable music, movies, and computer software. As 
content increased, more people used the internet. And, with more customers, more 
firms started selling on the internet.

Many non-internet industries also have two-sided networks. Both cardholders 
and merchants use credit cards. Gamers and game developers link using video-game 
consoles. Doctors and patients connect through health maintenance organizations 
and hospitals.

Economies of Scale on the Internet
Many internet services require a large up-front fixed cost—primarily for development 
and promotion—but have a low marginal cost, sometimes nearly zero. As a result, 
such firms have downward-sloping average cost curves, reflecting economies of scale. 
Under such a cost structure, a natural monopoly (or near-monopoly) may emerge 
after a brief period of internet competition.25

Google is an example of such a natural monopoly. It has high fixed costs, but it 
incurs virtually zero marginal cost when someone uses its search engine. It can there-
fore easily accommodate more users. And because Google offers this service free to 
users, a potential competitor providing an identical service cannot undercut Google, 
short of offering a subsidy, and would struggle to cover its fixed costs. Because 
Google’s large user base is attractive to advertisers, it earns large advertising revenues 
and has substantial profits even after covering its fixed costs.

Some firms, such as Facebook, benefit from both a natural monopoly cost struc-
ture and network externalities. Like Google, Facebook has high fixed costs and can 
add users at negligible marginal cost. It continuously expands its user base by offering 
free use of its service. In addition, because of network externalities, users increasingly 
want to join Facebook as its network becomes larger, further enhancing the value of 
Facebook to advertisers.

Disruptive Technologies
The internet facilitates the introduction of disruptive technologies with strong 
network externalities and economies of scale. Because these new internet tech-
nologies have network externalities, low marginal costs, and decreasing average 
cost curves, they often can drive out existing technologies, sometimes creating 
near-monopolies.

25If internet sites provide differentiated products, then several sites may coexist even though average 
costs are strictly decreasing. In 2007, commentators were predicting the emergence of monopolies 
in social networks such as MySpace, an early social networking site. MySpace lost dominance to 
Facebook. In turn, Facebook may eventually lose ground to a similar site; to newer variants, such as 
Instagram (which Facebook acquired), Snapchat (which Facebook tried to acquire), and Twitter; or 
to sites that cater to specialized audiences such as LinkedIn.

11.6 Internet Monopolies: Networks Effects, Behavioral Economics, and Economies of Scale 
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Online news is driving print newspapers out of business. Streaming movies killed 
off most of the movie videotape/CD/Blu-ray rental stores. Streaming music has largely 
eliminated record-CD sales.

Disruptions often lead to market power. The taxi industry traditionally has been 
competitive, but the disruptive innovation created by Uber in providing rides to 
passengers has given Uber an unprecedented level of market power in the industry.

The ease of finding and purchasing books on the internet using Amazon has 
attracted many consumers. Moreover, Amazon has much lower marginal and aver-
age costs than traditional brick-and-mortar bookstores. Its Kindle reader provides a 
two-sided market for online books. For all these reasons, Amazon is driving many 
traditional bookstores out of business and dominating this market.

 11.7 Monopsony
We’ve seen that a monopoly, a single seller, picks a point—a price and a quantity 
combination—on the market demand curve that maximizes its profit. A monop-
sony, a single buyer in a market, chooses a price-quantity combination from the 
industry supply curve that maximizes its profit. A monopsony is the mirror image 
of monopoly, and it exercises its market power by buying at a price below the price 
that competitive buyers would pay.

Many fisheries have a single, monopsonistic buyer of fish. U.S. professional base-
ball teams, which act collectively, are the only U.S. firms that hire professional base-
ball players.26 Because an American manufacturer of state-of-the-art weapon systems 
can legally sell only to the federal government, the government is a monopsony 
(though it is not trying to maximize a profit).

Monopsony Profit Maximization
Suppose that a firm is the sole employer in town—a monopsony in the local labor 
market. The firm uses only one factor, labor, L, to produce a final good. The value 
that the firm places on the last worker it hires is the value of the extra output the 
worker produces, which is the height of the firm’s labor demand curve for the number 
of workers the firm employs.

The firm has a downward-sloping demand curve in Figure 11.9. The firm faces an 
upward-sloping supply curve of labor: The higher its daily wage, w, the more people 
want to work for the firm. The firm’s marginal expenditure (ME)—the additional 
cost of hiring one more worker—depends on the shape of the supply curve.

The supply curve shows the average expenditure, or wage, that the monopsony 
pays to hire a certain number of workers. For example, the monopsony’s average 
expenditure or wage is wm if it hires Lm workers per day. If the monopsony wants to hire 
one more worker, it must raise its wage because the supply curve is upward sloping. 
Because it pays all workers the same wage, the monopsony must also pay more to 
each worker that it was already employing. Thus, the monopsony’s marginal expen-
diture on the last worker is greater than that worker’s wage.

The monopsony’s total expenditure is E = w(L)L, where w(L) is the wage given 
by the market labor supply curve. Its marginal expenditure is

 ME = w(L) +
dw
dL

L, (11.16)

26Baseball players belong to a union that acts collectively, like a monopoly, in an attempt to offset the 
monopsony market power of the baseball teams.



40311.7 Monopsony

where w(L) is the wage paid the additional worker and L[dw(L)/dL] is the extra 
amount the monopsony pays the current workers. Because the supply curve is upward 
sloping, dw(L)/dL 7 0, the marginal expenditure, ME, is greater than the average 
expenditure, w(L).

In contrast, if the firm were a competitive price taker in the labor market, it would face 
a supply curve that was horizontal at the market wage. Consequently, such a competitive 
firm’s marginal expenditure to hire an additional worker would be the market wage.

Any profit-maximizing firm—a monopsony and a competitive firm alike—buys 
labor services up to the point at which the marginal value of the last unit of a factor 
equals the firm’s marginal expenditure. If the last unit is worth more to the buyer 
than its marginal expenditure, the buyer purchases another unit. Similarly, if the last 
unit is less valuable than its marginal expenditure, the buyer purchases one less unit.

In the figure, the monopsony optimum occurs at em, where the monopsony employs 
Lm workers and pays a wage of wm. The intersection of its marginal expenditure curve 

Figure 11.9 The Market and Welfare Effects of Monopsony

The marginal expenditure (ME) curve—the monopsony’s 
marginal cost of hiring one more worker—lies above the 
upward-sloping market supply curve. The monopsony 
optimum quantity, Lm, occurs where the marginal 
expenditure curve intersects the monopsony’s demand 
curve. The monopsony optimum, em, shows the 
monopsony-optimal wage, wm, and quantity, Lm. If the 

market were competitive, in the equilibrium, ec, the wage 
would be wc and Lc workers would be employed. The 
monopsony hires fewer workers and pays a lower wage. 
By setting the wage, wm, below the competitive wage, wc , 
a monopsony hires too few workers, thereby reducing 
welfare, causing a deadweight loss of C + E.
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and its demand curve determines the monopsony quantity. The monopsony’s mar-
ginal expenditure at Lm workers is the value it places on the labor services of the last 
worker, ME, which is the height of its demand curve. It pays only wm, which is the 
height of its supply curve at Lm. In other words, the monopsony values the last unit 
at ME−wm more than it actually has to pay.

If the market in Figure 11.9 were competitive, the intersection of the market 
demand curve and the market supply curve would determine the competitive equi-
librium at ec, where buyers hire Lc workers at wc per hour. Thus, the monopsony 
hires fewer workers, Lm versus Lc, than a competitive market would hire and pays a 
lower wage, wm versus wc.

We can also use calculus to analyze the labor monopsony’s behavior. For simpli-
city, we assume that the firm is a price taker in the output market. It chooses how 
much labor to hire to maximize its profit,

π = pQ(L) - w(L)L,

where Q(L) is the production function, the amount of output produced using L hours 
of labor. The firm maximizes its profit by setting the derivative of profit with respect 
to labor equal to zero (assuming that the second-order condition holds):

 MRPL = p
dQ
dL

= w(L) +
dw
dL

L = ME, (11.17)

where dQ/dL is the marginal product of labor or extra output from one more worker, 
so MRPL = p(dQ/dL), called the marginal revenue product of labor, is the extra 
revenue from one more worker. Thus, Equation 11.17 shows that the monopsony 
hires labor up to the point where the marginal revenue product from employing the 
last worker, MRPL = p(dQ/dL), equals the marginal expenditure on the last worker, 
ME = w + (dw/dL)L.

Monopsony power is the ability of a single buyer to pay less than the competitive 
price profitably. The size of the gap between the value the monopsony places on 
the last worker (the height of its demand curve) and the wage it pays (the height of 
the supply curve) depends on the elasticity of supply of labor, η, at the monopsony 
optimum. Using algebra, we can express the marginal expenditure, Equation 11.16, 
in terms of the elasticity of supply of labor:

 ME = w(L) +
dw
dL

L = w(L)a1 +
dw
dL

 
L
w
b = w(L)a1 +

1
ηb , (11.18)

By rearranging the terms in Equation 11.18, we derive a type of Lerner Index:

 
ME - w

w
=

1
η. (11.19)

Equation 11.19 shows that gap between the marginal expenditure (which equals the 
value to the monopsony) and the wage divided by the wage, (ME - w)/w, is inversely 
proportional to the elasticity of the supply of labor. Only if the firm is a price taker, 
so that η is infinite, does the wage equal the marginal expenditure. The less elastic 
the supply curve at the optimum, the greater the gap between marginal expenditure 
and the wage.

Welfare Effects of Monopsony
By creating a wedge between the value to the monopsony and the value to the suppli-
ers, the monopsony causes a welfare loss in comparison to a competitive market. In 
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Figure 11.9, workers or sellers lose producer surplus, D + E, because the monopsony 
price, wm, is below the competitive wage, wc. Area D is a transfer from the sellers to 
the monopsony and represents the savings of wc - wm on the Lm workers that the 
monopsony employs. The monopsony loses C because, at the monopsony’s low price, 
suppliers sell it only Lm, which is less than Lc.

Thus, the deadweight loss of monopsony is C + E. This loss is due to the 
wedge between the value the monopsony places on the Lm units, the monopoly 
expenditure ME in the figure, and the wage it pays, wm. The greater the difference 
between Lc and Lm and the larger the gap between ME and wm, the greater the 
deadweight loss.

How does the outcome in a labor market with a monopsony employer change if 
a minimum wage is set at the competitive level?

Answer

1. Determine the original monopsony optimum. Given the supply curve in the 
graph, the marginal expenditure curve is ME1. The intersection of ME1 and the 
demand curve determines the monopsony optimum, e1. The monopsony hires 
L1 workers at a wage of w1.

2. Determine the effect of the minimum wage on the  marginal expenditure curve. 
The minimum wage makes the supply curve, as viewed by the monopsony, 
flat in the range where the minimum wage is above the original supply curve 
(fewer than L2 workers). The new marginal expenditure curve, ME2, is flat 
where the supply curve is flat. Where the supply curve is upward sloping, 
ME2 is the same as ME1.

3. Determine the post-minimum-wage outcome. The monopsony operates where 
its new marginal expenditure curve, ME2, intersects the demand curve. With 
the minimum wage, the demand curve crosses the ME2 curve at the end of the 
flat section. Thus, at the new outcome, e2, the monopsony pays the minimum 
wage, w2, and employs L2 workers.

4. Compare the outcomes. The 
post-minimum-wage monop-
oly optimum is the same as 
the competitive equilibrium 
determined by the intersec-
tion of the demand and sup-
ply curves. Workers receive 
a higher wage, and more 
people are employed than 
in the unregulated monop-
sony outcome. Thus, impos-
ing the minimum wage 
helps workers and hurts the 
monopsony.

SOLVED PROBLEM 
11.9
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Brand-Name and 
Generic Drugs

CHALLENGE 
SOLUTION

When generic drugs enter the market after the patent on a brand-name drug 
expires, the demand curve facing the brand-name firm shifts to the left. Why 
do many brand-name drug companies raise their prices after generic rivals enter 
the market? The reason is that the demand curve not only shifts to the left but it 
rotates so that it is less elastic at the original price.

The price the brand-name firm sets depends on the elasticity of demand. When 
the firm has a patent monopoly, it faces the linear demand curve D1 in the figure. 
The intersection of the corresponding marginal revenue curve MR1 and the mar-
ginal cost curve determines the monopoly optimum, e1. (Because MR1 is twice as 
steeply sloped as D1, it intersects the MC curve at Q1, while the demand curve D1 
intersects the MC curve at 2Q1.) The monopoly sells the Q1 units at a price of p1.

After the generic drugs enter the market, the linear demand curve facing the 
original patent holder shifts leftward to D2 and becomes steeper and less elastic 
at the original price. The firm now maximizes its profit at e2, where the quantity, 
Q2, is smaller than Q1 because D2 lies to the left of D1. However, the new price, 
p2, is higher than the initial price, p1, because the D2 demand curve is less elastic 
at the new optimum quantity Q2 than is the D1 curve at Q1.

Why might the demand curve rotate and become less elastic at the initial price? 
One explanation is that the brand-name firm has two types of consumers with dif-
ferent elasticities of demand who differ in their willingness to switch to a generic. 
One group of consumers is relatively price-sensitive and switches to the lower-
priced generics. However, the brand-name drug remains the monopoly supplier 
to the remaining brand-loyal customers whose demand is less elastic than that 
of the price-sensitive consumers. These loyal customers prefer the brand-name 
drug because they are more comfortable with a familiar product, worry that new 
products may be substandard, or fear that differences in the inactive ingredients 
might affect them.

Older customers are less likely to switch brands than younger people. A survey 
by the American Association of Retired Persons found that people aged 65 and 
older were 15% less likely than people aged 45 to 64 to request generic versions 
of a drug from their doctor or pharmacist. Similarly, patients with generous insur-
ance plans may be more likely to pay for expensive drugs (if their insurer permits) 
than customers with more limited insurance policies.

p
, $

 p
er

 u
ni

t

D 1

Q, Units per day

MR 1 D 2

e2

e1p1

p2

MC

MR 2

Q1Q2
2Q2 2Q1



407Exercises

SUMMARY
1. Monopoly Profit Maximization. Like any firm, a 

monopoly—a single seller—maximizes its profit by 
setting its output so that its marginal revenue equals 
its marginal cost. The monopoly makes a positive 
profit if its average cost is less than the price at the 
profit-maximizing output. Because a monopoly does 
not have a supply curve, the effect of a shift in demand 
on a monopoly’s output depends on the shapes of 
both its marginal cost curve and its demand curve. 
As a monopoly’s demand curve shifts, price and out-
put may change in the same direction or in different 
directions.

2. Market Power and Welfare. Market power is the abil-
ity of a firm to charge a price above marginal cost and 
earn a positive profit. The more elastic the demand the 
monopoly faces at the quantity at which it maximizes 
its profit, the closer its price to its marginal cost and 
the closer the Lerner Index, (p - MC)/p, is to zero, 
which is the competitive level. Because a monopoly’s 
price is above its marginal cost, too little output is 
produced, and society suffers a deadweight loss. The 
monopoly makes higher profit than it would if it acted 
as a price taker. Consumers are worse off, buying less 
output at a higher price.

3. Taxes and Monopoly. A specific or an ad valorem 
tax exacerbates the deadweight loss of a monopoly 
by further reducing sales and driving up the price 
to consumers. Unlike in a competitive market, the 
tax incidence on consumers can exceed 100% in a 
monopoly market. In a monopoly, the welfare losses 
from an ad valorem tax are less than from a specific 
tax that reduces output by the same amount (unlike in 
a competitive market where both taxes reduce welfare 
by the same amount).

4. Causes of Monopolies. A firm may be a monopoly if 
it controls a key input, has superior knowledge about 
producing or distributing a good, or has substan-
tial economies of scale. In markets with substantial 
economies of scale, the single seller is called a natural 
monopoly because total production costs would rise 

if more than one firm produced. Governments may 
establish government-owned-and-operated monopo-
lies. They may also create private monopolies by 
establishing barriers to entry that prevent other firms 
from competing. For example, patents give inventors 
monopoly rights for a limited time.

5. Government Actions That Reduce Market Power. A 
government can eliminate the welfare harm of a 
monopoly by forcing the firm to set its price at the 
competitive level. If the government sets the price at 
a different level or otherwise regulates non-optimally, 
welfare at the regulated monopoly optimum is lower 
than in the competitive equilibrium. A government 
can eliminate or reduce the harms of monopoly by 
allowing or facilitating entry.

6. Internet Monopolies: Network Effects, Behavioral 
Economics, and Economies of Scale. One impor-
tant reason for the emergence of near-monopoly firms 
on the internet is network externalities. For products 
with positive network externalities, the value to one 
user increases with the number of other users. Behav-
ioral economics provides an explanation for some 
network externalities, such as bandwagon effects and 
snob effects. Many of these firms operate in a two-
sided market, serving as a platform for sellers and 
buyers. The more buyers or sellers, the greater the 
network externalities. Many internet products also 
have high fixed costs and very low marginal costs, 
leading to economies of scale and natural monopoly. 
The combination of network externalities and econo-
mies of scale may allow a firm that first establishes 
critical mass to become a monopoly.

7. Monopsony. A profit-maximizing monopsony—a 
single buyer—sets its price so that the marginal value 
to the monopsony equals the firm’s marginal expendi-
ture. Because the monopsony pays a price below the 
competitive level, fewer units are bought than in a com-
petitive market, producers of factors are worse off, the 
monopsony earns higher profits than it would if it were 
a price taker, and society suffers a deadweight loss.

EXERCISES
All exercises are available on MyLab Economics; * = answer appears at the back of this book; M = mathematical problem.

 1.2 If the inverse demand function is p = 300 - 3Q, 
what is the marginal revenue function? Draw the 
demand and marginal revenue curves. At what 
quantities do the demand and marginal revenue 
lines hit the quantity axis? (Hint: See Solved 
 Problem 11.1.) M

 1. Monopoly Profit Maximization
 1.1 Redraw Figure 11.1 for a competitive firm, which 

faces a horizontal demand curve. Use the same type 
of reasoning that we used in Figure 11.1 to explain 
why the competitive firm’s MR curve is the same as 
its demand curve.
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 1.3 If the inverse demand curve a monopoly faces is 
p = 10Q-0.5, what is the firm’s marginal revenue 
curve? (Hint: See Solved Problem 11.1.) M

 1.4 Given that the inverse demand function is 
p(Q) = a - bQ + (c/2)Q2, derive the marginal 
revenue function. Compare the corresponding 
marginal revenue curve to the linear one (where 
c = 0) and show how its curvature depends on 
whether c is positive or negative. (Hint: See Solved 
Problem 11.1.) M

 *1.5 Show that the elasticity of demand is unitary at the 
midpoint of a linear inverse demand function and 
hence that a monopoly will not operate to the right 
of this midpoint. M

 1.6 The inverse demand curve that a monopoly 
faces is p = 100 - Q. The firm’s cost curve is 
C(Q) = 10 + 5Q. What is the firm’s profit- 
maximizing quantity and price? How does your 
answer change if C(Q) = 100 + 5Q? (Hint: See 
Solved Problem 11.2.) M

 1.7 The inverse demand curve that a monopoly faces is 
p = 10Q-0.5. The firm’s cost curve is C(Q) = 5Q. 
What is the profit-maximizing quantity and price? 
(Hint: See Solved Problem 11.2.) M

 1.8 Suppose that the inverse demand function for a 
monopolist’s product is p = 9 - Q/20. Its cost 
function is C = 10 + 10Q - 4Q2 + 2

3Q3. Draw 
marginal revenue and marginal cost curves. At what 
outputs does marginal revenue equal marginal cost? 
What is the profit-maximizing output? Check the 
second-order condition, d2π/dQ2, at the monopoly 
optimum. (Hint: See Solved Problem 11.2.) M

 1.9 If a monopoly’s inverse demand curve is p = 13 - Q 
and its cost function is C = 25 + Q + 0.5Q2, what 
Q* maximizes the monopoly’s profit (or minimizes 
its loss)? At Q*, what is the price and the profit? 
Should the monopoly operate or shut down? (Hint: 
See Solved Problem 11.2.) M

 1.10 Given that a monopoly’s marginal revenue curve is 
strictly downward sloping, use math and a graph 
(such as Figure 11.3) to show why a monopoly’s rev-
enue curve reaches its maximum at a larger quantity 
than does its profit curve. M

 1.11 AT&T Inc., the large U.S. phone company and the 
one-time monopoly, left the payphone business at the 
beginning of 2009 because people were switching to 
wireless phones. U.S. consumers owning cellphones 
reached 80% by 2007 and 91% by 2013 (and with 
64% owning smartphones by 2015) according to the 
Pew Research Center. The number of payphones fell 

from 2.6 million at the peak in 1998 to 1 million in 
2006 and half a million in 2016. (Where will Clark 
Kent go to change into Superman now?) Use graphs 
to explain why a monopoly exits a market when its 
demand curve shifts to the left.

 1.12 Show why a monopoly may operate in the upward- 
or downward-sloping section of its long-run average 
cost curve but a competitive firm operates only in the 
upward-sloping section.

 1.13 Are major league baseball clubs profit-maximizing 
monopolies? Some observers of this market con-
tend that baseball club owners want to maximize 
attendance or revenue. Alexander (2004) said that 
one test of whether a firm is a profit-maximizing 
monopoly is to check whether it is operating in the 
elastic portion of its demand curve, which, according 
to his analysis, is true. Why is that a relevant test? 
What would the elasticity be if a baseball club were 
maximizing revenue?

 1.14 Show that after a shift in the demand curve, a 
monopoly’s price may remain constant but its output 
may rise.

 1.15 In 2013, the Oakland A’s were one of the hottest 
teams in baseball. They were regularly drawing 
“sellout” crowds, with many more fans wanting 
tickets. However, the A’s did not sell all of the 56,000 
seats. The A’s removed or put tarps over roughly 
20,000 seats in most of the third deck and the out-
field stands. The A’s management said that the rea-
son was to create a more intimate feeling for the 
fans. What’s another explanation? (Hint: See Solved 
Problem 11.3.)

 2. Market Power and Welfare

 2.1 Under what circumstances does a monopoly set its 
price equal to its marginal cost? (Hint: Consider the 
elasticity of demand.)

 *2.2 Gilead Sciences’ drug Sovaldi is an effective treat-
ment for hepatitis C. The price for a 12-week regi-
men of Sovaldi is $84,000, which is more than 617 
times the estimated marginal cost of $136.27 What 
is the firm’s Lerner Index? What elasticity of 
demand did the firm face if it was engaging in 
short-run profit maximization? (Hint: See Solved 
Problem 11.4.) M

 2.3 The U.S. Postal Service (USPS) has a constitutionally 
guaranteed monopoly on first-class mail. In 2018, it 
charged 50¢ for a stamp, which was not the profit-
maximizing price—the USPS goal, allegedly, is to 
break even rather than to turn a profit. Following the 

27www.huffingtonpost.com/entry/why-hepatitis-c-drugs-are-expensive_us_5642840be4b08cda34868c8a.

www.huffingtonpost.com/entry/why-hepatitis-c-drugs-are-expensive_us_5642840be4b08cda34868c8a
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postal services in Australia, Britain, Canada, Switzer-
land, and Ireland, the USPS allowed Stamps.com to 
sell a sheet of twenty 50¢ stamps with a photo of your 
dog, your mommy, or whatever image you want for 
$23.99 (that’s $1.20 per stamp, or a 140% markup). 
Stamps.com keeps the extra beyond the 50¢ it pays 
the USPS. What is the firm’s Lerner Index? If Stamps 
.com is a profit-maximizing monopoly, what elastic-
ity of demand does it face for a customized stamp? 
(Hint: See Solved Problem 11.4.) M

 *2.4 When the iPod was introduced, Apple’s constant 
marginal cost of producing its top-of-the-line iPod 
was $200 (iSuppli), its fixed cost was approximately 
$736 million, and I estimate that its inverse demand 
function was p = 600 - 25Q, where Q is units 
measured in millions. What was Apple’s average 
cost function? Assuming that Apple was maximizing 
short-run monopoly profit, what was its marginal 
revenue function? What were its profit-maximizing 
price and quantity, profit, and Lerner Index? What 
was the elasticity of demand at the profit-maximizing 
level? Show Apple’s profit-maximizing solution in a 
figure. (Hint: See Solved Problem 11.4.) M

 2.5 In 2015, Apple introduced the Apple Watch. 
According to HIS, the cost of producing the 38mm 
Apple Watch Sport was $84. The price was $349. 
What was Apple’s price/marginal cost ratio? What 
was its Lerner Index? If Apple is a short-run profit-
maximizing monopoly, what elasticity of demand 
did Apple believe it faced? (Hint: See Solved Prob-
lem 11.4.) M

 2.6 Draw an example of a monopoly with a linear 
demand curve and a constant marginal cost curve.

a. Show the profit-maximizing price and output, p* 
and Q*, and identify the areas of consumer sur-
plus, producer surplus, and deadweight loss. Also 
show the quantity, Qc , that would be produced if 
the monopoly were to act like a price taker.

b. Now suppose that the demand curve is a smooth 
concave-to-the-origin curve (which hits both 
axes) that is tangent to the original demand curve 
at the point (Q*, p*). Explain why this monopoly 
optimum is the same as with the linear demand 
curve. Show how much output the firm would 
produce if it acted like a price taker. Show how 
the welfare areas change.

c. How would your answer in part a change if the 
demand curve is a smooth convex-to-the-origin 
curve (which hits both axes) that is tangent to 
the original demand curve at the point (Q*, p*)?

 2.7 Suppose that many similar price-taking consumers 
(such as Denise in Chapter 10) have a single good 
(candy bars). Jane has a monopoly in wood, so she 

can set prices. Assume that no production is pos-
sible. Using an Edgeworth box, illustrate the monop-
oly optimum and show that it does not lie on the 
contract curve (that is, it isn’t Pareto efficient).

 3. Taxes and Monopoly

 3.1 If the inverse demand function facing a monopoly 
is p(Q) and its cost function is C(Q), show the 
effect of a specific tax, t, on the monopoly’s profit-
maximizing output. How does imposing t affect its 
profit? M

 3.2 A monopoly with a constant marginal cost m has 
a profit-maximizing price of p1. It faces a constant 
elasticity demand curve with elasticity ε. After the 
government applies a specific tax of $1, its price is 
p2. What is the price change p2 - p1 in terms of ε? 
How much does the price rise if the demand elastic-
ity is -2? (Hint: Use Equation 11.10.) M

 3.3 In 1996, Florida voted on (and rejected) a 1¢-per-
pound excise tax on refined cane sugar in the Florida 
Everglades Agricultural Area. Swinton and Thomas 
(2001) used linear supply and demand curves (based 
on elasticities estimated by Marks, 1993) to calcu-
late the incidence from this tax given that the mar-
ket is competitive. Their inverse demand curve was 
p = 1.787 - 0.0004641Q, and their inverse supply 
curve was p = -0.4896 + 0.00020165Q, where 
price is measured in dollars. Calculate the incidence 
of the tax that falls on consumers (Chapter 2) for 
a competitive market. If producers merged to form 
a monopoly, and the supply curve becomes the 
monopoly’s marginal cost curve, what is the inci-
dence of the tax? (Hint: The incidence that falls on 
consumers is the difference between the price with 
and without the tax divided by the tax. Show that 
the incidence is 70% in a competitive market and 
41% with a monopoly. See Solved Problem 11.5.) M

 *3.4 Only Indian tribes can run casinos in California. 
These casinos are spread around the state so that 
each is a monopoly in its local community. In 2004, 
California Governor Arnold Schwarzenegger nego-
tiated with the state’s tribes, getting them to agree 
to transfer a fraction of their profits to the state in 
exchange for concessions. In 2004, he first proposed 
that the state get 25% of casino profits and then he 
dropped the level to 15%. He announced a deal with 
two tribes at 10% in 2005. How does a profit tax 
affect a monopoly’s output and price? How would a 
monopoly change its behavior if the profit tax were 
10% rather than 25%? (Hint: You may assume that 
the profit tax refers to the tribe’s economic profit.) M

 3.5 If the inverse demand curve is p = 120 - Q and 
the marginal cost is constant at 10, how does charg-
ing the monopoly a specific tax of t = 10 per unit 

Stamps.com
Stamps.com
Stamps.com
Stamps.com
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affect the monopoly optimum and the welfare of 
consumers, the monopoly, and society (where 
society’s welfare includes the tax revenue)? What 
is the incidence of the tax on consumers? (Hint: See 
Solved Problem 11.5.) M

 3.6 What is the effect of a franchise (lump-sum) tax on 
a monopoly? (Hint: Consider the possibility that the 
firm may shut down.)

 3.7 In a figure, show the effect of an ad valorem tax 
(see Chapter 2) on a monopoly optimum, consumer 
surplus, producer surplus, welfare, and deadweight 
loss.

 4. Causes of Monopolies

 *4.1 Can a firm be a natural monopoly if it has a 
U-shaped average cost curve? Why or why not? 
(Hint: See Solved Problem 11.6.)

 4.2 Can a firm operating in the upward-sloping portion 
of its average cost curve be a natural monopoly? 
Explain. (Hint: See Solved Problem 11.6.)

 4.3 In the Application “The Botox Patent Monopoly,” 
what would happen to the monopoly-optimal price 
and quantity if the government had collected a spe-
cific tax of $75 per vial of Botox? What welfare 
effects would such a tax have? M

 4.4 In the Application “The Botox Patent Monopoly,” 
consumer surplus, area A, equals the deadweight loss, 
area C. Show that this equality is a result of the linear 
demand and constant marginal cost assumptions. M

 4.5 Once the copyright runs out on a book or musical 
composition, the work can legally be posted on the 
internet for anyone to download. U.S. copyright law 
protects the monopoly for 95 years after the original 
publication. But in Australia and Europe, the copy-
right holds for only 50 years. Thus, an Australian 
website can post Gone With the Wind, a 1936 novel, 
or Elvis Presley’s 1954 single “That’s All Right,” 
while a U.S. site cannot. Obviously, this legal nicety 
won’t stop American fans from downloading from 
Australian or European sites. Discuss how limiting 
the length of a copyright would affect the pricing 
used by the publisher of a novel.

 5. Government Actions That Reduce Market Power

 5.1 Water bottles are the best-selling item in airport 
stores. In many airports, the price charged is whatever 
the market will bear. However, some airports limit 
the price. San Francisco International and Dallas– 
Fort Worth International set a cap at “street prices” 
plus 10% (Scott McCartney, “The Price You Pay for 
Water at the Airport,” Wall Street Journal, April 22, 
2015.) Assume that one firm runs all the stores in 

the airport and that a competitive market determines 
the street price of water bottles outside the airport. 
Use a figure to show how the regulated price dif-
fers from the unregulated price. (Hint: See Solved 
Problem 11.7.)

 5.2 Describe the effects on output and welfare if the 
government regulates a monopoly so that it may 
not charge a price above p, which lies between the 
unregulated monopoly price and the optimally reg-
ulated price (determined by the intersection of the 
firm’s marginal cost and the market demand curve). 
(Hint: See Solved Problem 11.7.)

 5.3 In the Application “The Botox Patent Monopoly,” 
what would happen to the price and quantity if the 
government had set a price ceiling of $200 per vial 
of Botox? What welfare effects would such a price 
ceiling have? (Hint: See Solved Problem 11.7.) M

 5.4 A monopoly drug company produces a lifesav-
ing medicine at a constant cost of $10 per dose. 
The demand for this medicine is perfectly inelastic 
at prices less than or equal to the $100 (per day) 
income of the 100 patients who need to take this 
drug daily. At a higher price, consumers buy noth-
ing. Show the monopoly-optimal price and quantity 
and the consumer and producer surplus in a graph. 
Now the government imposes a price ceiling of $30. 
Show how the outcome, consumer surplus, and pro-
ducer surplus change. What is the deadweight loss, 
if any, from this price control?

 5.5 Bleyer Industries Inc., the only U.S. manufacturer of 
plastic Easter eggs, manufactured 250 million eggs 
each year. However, imports from China cut into 
its business. In 2005, Bleyer filed for bankruptcy 
because the Chinese firms could produce the eggs at 
much lower costs. Use graphs to show how a com-
petitive import industry could drive a monopoly out 
of business. (Hint: Look at Solved Problems 11.7 
and 11.8.)

 5.6 Malaysia’s monopoly auto manufacturer produces 
the Proton, which the government protects from 
imports by a specific tariff, t, on imported goods. 
The monopoly’s profit-maximizing price is p*. The 
world price of the good (comparable autos) is pw, 
which is less than p*. Because the price of imported 
goods with the tariff is pw + t, no foreign goods 
are imported. Under pressure from the World Trade 
Organization, the government removes the tariff so 
that the supply of foreign goods to the country’s 
consumers is horizontal at pw. Show how much 
the former monopoly produces and what price 
it charges. Show who gains and who loses from 
removing the tariff. (Hint: Look at Solved Problems 
11.7 and 11.8.)
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 6. Internet Monopolies: Network Effects, Behavioral 
Economics, and Economies of Scale

 *6.1 A monopoly produces a good with a network 
externality at a constant marginal and average cost 
of $2. In the first period, its inverse demand curve 
is p = 10 - Q. In the second period, its demand 
is p = 10 - Q unless it sells at least Q = 8 units 
in the first period. If it meets or exceeds this target, 
then the demand curve rotates out by b (that is, it 
sells b times as many units for any given price), so 
that its inverse demand curve is p = 10 - Q/b. 
The monopoly knows that it can sell no output 
after the second period. The monopoly’s objective 
is to maximize the sum of its profits over the two 
periods. In the first period, should the monopoly 
set the output that maximizes its profit in that 
period? How does your answer depend on b? 
(Hint: See the discussion about introductory prices 
in Section 11.6.) M

 6.2 A monopoly chocolate manufacturer faces two types 
of consumers. The larger group, the hoi polloi, loves 
desserts and has a relatively flat, linear demand 
curve for chocolate. The smaller group, the snobs, 
is interested in buying chocolate only if the hoi pol-
loi do not buy it. Given that the hoi polloi do not 
buy the chocolate, the snobs have a relatively steep, 
linear demand curve. Show the monopoly’s possible 
outcomes—high price and low quantity, or low price 
and high quantity—and explain the condition under 
which the monopoly chooses to cater to the snobs 
rather than to the hoi polloi.

 7. Monopsony

 7.1 Suppose that the original labor supply curve, S1, 
for a monopsony shifts to the right to S2 if the firm 
spends $1,000 in advertising. Under what condition 

should the monopsony engage in this advertising? 
(Hint: See the analysis of monopoly advertising.)

 7.2 What happens to the monopsony outcome if the 
minimum wage is set slightly above or below the 
competitive wage? (Hint: See Solved Problem 11.9.)

 7.3 Can a monopsony exercise monopsony power—
that is, profitably set its price below the competitive 
level—if the supply curve it faces is horizontal? Why 
or why not?

 7.4 What effect does a price support have on a monop-
sony? In particular, describe the monopsony opti-
mum if the price support is set at the price where the 
supply curve intersects the demand curve.

 7.5 A monopsony faces a supply curve of p = 10 + Q. 
What is its marginal expenditure curve? If the mon-
opsony has a demand curve of p = 50 - Q, what 
are the monopsony-optimal quantity and price? 
How does this monopsony optimum differ from the 
competitive equilibrium? M

 *7.6 For general functions, solve for the monopsony’s 
first-order condition if it is also a monopoly in the 
product market. M

 8. Challenge

 8.1 Under what circumstances will a drug company 
charge more for its drug after its patent expires?

 8.2 Does the Challenge Solution change if the entry of 
the generic causes a parallel shift to the left of the 
patent monopoly’s linear demand curve?

 8.3 Some people propose reducing the patent length 
for drugs, but their critics argue that such a change 
would result in even higher prices during the patent 
period, as companies would need to recover drug 
development costs more quickly. Is this argument 
valid if drug companies maximize profit?
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12 Pricing and 
Advertising

Everything is worth what its purchaser will pay for it. —Publilius Syrus  
(first century b.c.)

Sale Price

Because many firms use sales—temporarily setting the price below the usual price—some 
customers pay lower prices than others over time. Grocery stores are particularly likely to 
put products on sale frequently. In large U.S. supermarkets, a soft drink brand is on sale 

94% of the time. Either Coke or Pepsi is on sale half the 
weeks in a year.

Heinz ketchup controlled 62% of the U.S. ketchup mar-
ket in 2015. Its market share was 70% in Canada, and 
nearly 80% in the United Kingdom. In 2015, Heinz reported 
that it sold over 650 million bottles of ketchup in more than 
140 countries. Kraft Heinz had annual sales of more than 
$6.9 billion in 2017.

When Heinz goes on sale, switchers—ketchup custom-
ers who normally buy whichever brand is least expensive—
purchase Heinz rather than the low-price generic ketchup. 
How can Heinz’s managers design a pattern of sales that 
maximizes Heinz’s profit by obtaining extra sales from 
switchers without losing substantial sums by selling to its 
loyal customers at a discount price? Under what conditions 
does it pay for Heinz to have a policy of periodic sales?

CHALLENGE

Until now, we have examined how a monopoly (or other price-setting firm) chooses 
a single price given that it does not advertise. We need to extend this analysis because 
many price-setting firms set multiple prices and advertise. The analysis in this chapter 
helps to answer many real-world questions such as: Why do firms put products on sale 
periodically? Why are airlines’ fares substantially less if you book in advance? Why do 
the spiritualists who live at the Wonewoc Spiritualist Camp give readings for $40 for half 
an hour, but charge seniors only $35 on Wednesdays?1 Why are some goods, including 
computers and software, bundled and sold at a single price? To answer these questions, 
we need to examine how monopolies and other noncompetitive firms set prices.

In Chapter 11, we examined how a monopoly maximizes its profit when it uses 
uniform pricing: charging the same price for every unit sold of a particular good. 
However, it is possible for monopolies (and other firms with market power) to 
employ more sophisticated pricing methods.

1www.campwonewoc.org/index.html, August 20, 2018.

www.campwonewoc.org/index.html
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We now show that a monopoly can increase its profits if it can use nonuniform 
pricing, where a firm charges consumers different prices for the same product or 
charges a single customer a price that depends on the number of units the customer 
buys. In this chapter, we analyze nonuniform pricing for monopolies, but similar 
principles apply to any firm with market power.

As we saw in Chapter 11, a monopoly that sets a high single price sells only to 
the customers who value the good enough to buy it at the monopoly price, and those 
customers receive some consumer surplus. The monopoly does not sell the good to 
other customers who value the good at less than the single price, even if those con-
sumers would be willing to pay more than the marginal cost of production. These 
lost sales cause deadweight loss, which is the forgone value of these potential sales 
in excess of the cost of producing the good.

A firm with market power can earn a higher profit using nonuniform pricing 
than by setting a uniform price for two reasons. First, the firm captures some or all 
of the single-price consumer surplus. Second, the firm converts at least some of the 
single-price deadweight loss into profit by charging a price below the uniform price 
to some customers who would not purchase at the single-price level. A monopoly that 
uses nonuniform pricing can lower the price to these otherwise excluded consumers 
without lowering the price to consumers who are willing to pay high prices.

In this chapter, we examine several types of nonuniform pricing including price 
discrimination, two-part pricing, and bundling. The most common form of non-
uniform pricing is price discrimination: charging consumers different prices for the 
same good based on individual characteristics of consumers, on membership in an 
identifiable subgroup of consumers, or on the quantity purchased by the consumers. 
For example, for a full-year combination print and online subscription, the Wall 
Street Journal charges $99.95 to students, who are price sensitive, and $348 to other 
subscribers, who are less price sensitive.

Some firms with market power use other forms of nonuniform pricing to increase 
profits. A firm may use two-part pricing, charging a customer one fee for the right to 
buy the good and an additional fee for each unit purchased. For example, cable tele-
vision companies often charge a monthly fee for basic service and an additional fee 
(pay-per-view) for certain shows. Similarly, mobile phone users pay a monthly fee for 
phone and text service and then may incur an additional charge for each text message.

Another type of nonuniform pricing is bundling, where several products are sold 
together as a package. For example, many restaurants provide full-course dinners 
for a fixed price that is less than the sum of the prices charged if the items (appetizer, 
main dish, and dessert) are ordered separately (à la carte).

A monopoly may also increase its profit by advertising. A monopoly (or another 
firm with market power) may advertise to shift its demand curve so as to raise its 
profit, taking into account the cost of advertising.

1. Conditions for Price Discrimination. A firm can increase its profit by price discriminating 
if it has market power, can identify which customers are more price sensitive than others, 
and can prevent customers who pay low prices from reselling to those who pay high prices.

2. Perfect Price Discrimination. If a monopoly can charge the maximum that each 
 customer is willing to pay for each unit of output, the monopoly captures all potential 
 consumer surplus and sells the efficient (competitive) level of output.

3. Group Price Discrimination. Firms that cannot perfectly price discriminate may charge 
a group of consumers with relatively elastic demands a lower price than they charge 
other groups.

In this chapter, we 
examine seven 
main topics
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 12.1 Conditions for Price Discrimination
We start by studying the most common form of nonuniform pricing, price discrimina-
tion, whereby a firm charges various consumers different prices for a good.2 Many 
people complain that price discrimination is irrational:

4. Nonlinear Price Discrimination. Some firms profit by charging different prices for large 
purchases than they charge for small ones, which is another form of price discrimination.

5. Two-Part Pricing. By charging consumers a fee for the right to buy any number of units and 
a price per unit, firms earn higher profits than they do by charging a single price per unit.

6. Tie-In Sales. By requiring customers to buy a second good or service along with the first, 
firms make higher profits than they do by selling the goods or services separately.

7. Advertising. A monopoly advertises to shift its demand curve and to increase its profit.

2Price discrimination is generally legal in the United States unless it harms competition between firms, 
as specified in the Robinson-Patman Act of 1936.

Common Confusion It can’t pay for a firm to charge some consumers a 
 different price than others.

However, many (but not all) firms can profit by price discriminating.

Why Price Discrimination Pays
For almost any good or service, some consumers are willing to pay more than oth-
ers. A firm that sets a single price faces a trade-off between charging consumers who 
really want the good as much as they are willing to pay and charging a sufficiently 
low price that the firm does not lose sales to less enthusiastic customers. As a result, 
the firm usually sets an intermediate price. A price-discriminating firm that varies its 
prices across customers avoids this trade-off.

A firm earns a higher profit from price discrimination than from uniform pricing 
for two reasons. First, a price-discriminating firm charges a higher price to customers 
who are willing to pay more than the uniform price, capturing some or all of their 
consumer surplus—the difference between what a good is worth to a consumer and 
what the consumer pays—under uniform pricing. Second, a price-discriminating firm 
sells to some people who are not willing to pay as much as the uniform price.

Which Firms Can Price Discriminate
For a firm to profitably price discriminate, three conditions must be met.

First, a firm must have market power; otherwise it cannot charge any consumer 
more than the competitive price. A monopoly, an oligopoly firm, a monopolistically 
competitive firm, or a cartel may be able to price discriminate. A competitive firm 
cannot price discriminate.

Second, for a firm to profitably charge various consumers different prices, the 
reservation price—the maximum amount a person is willing to pay for a unit of 
 output—must vary across consumers, and a firm must be able to identify which con-
sumers are willing to pay relatively more. A movie theater manager may know that 
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senior citizens have a lower reservation price for admission than do other adults. The-
ater employees can identify senior citizens by observation or by checking their driver’s 
licenses. Even if all customers are identical, a firm may be able to price discriminate 
over the number of units each purchases. If a firm knows how each individual’s res-
ervation price varies with the number of units, it can charge each customer a higher 
price for the first unit of a good than it charges for subsequent units.

Third, a firm must be able to prevent or limit resale from those customers it 
charges a relatively low price to those it charges a relatively high price. Price discrimi-
nation is ineffective if resale is easy, because ease of reselling would inhibit the firm’s 
ability to make higher-price sales. A movie theater owner can charge senior citizens 
a lower price than other adults because as soon as the seniors buy their tickets they 
enter the theater and don’t have time to resell them.

Except for competitive firms, most firms have some market power, and many of 
those firms can identify which groups of customers have a relatively high reservation 
price. Usually, the biggest obstacle to price discrimination is a firm’s inability to prevent 
resale. However in some markets, resale is inherently difficult or impossible, firms can 
take actions that prevent resale, or government actions or laws prevent resale.

3According to www.babycenter.com/cost-of-raising-child-calculator, it costs $334,860 for an average 
U.S. family to raise a child from cradle through college. Parents can cut that total in half, however: 
They don’t have to take their kids to Disneyland.

Disneyland, in southern California, is a well-run operation that rarely misses a 
trick when it comes to increasing its profit. (Indeed, Disneyland mints money: 
When you enter the park, you can exchange U.S. currency for Disney dollars, 
which you can spend only in the park.)3

For part of 2018, Disneyland offered local, 
Southern Californians two-day and three-day theme 
park tickets at a 25% discount. This policy of charg-
ing locals a discounted price makes sense if out-of-
town visitors are willing to pay more than locals 
and if Disneyland can prevent locals from selling 
discounted tickets to nonlocals. Imagine a Midwest-
erner who’s never been to Disneyland and wants to 
visit. Travel accounts for most of the trip’s cost, so 
spending a few extra dollars to enter the park makes 
little percentage difference in the total cost of the 
visit and hence does not greatly affect that person’s 
decision about visiting Disneyland. In contrast, for 
a local who has been to Disneyland many times and 
for whom the entrance price is a larger share of the 
total cost, a slightly higher entrance fee might pre-
vent a visit.

Charging both groups the same price is not in Disney’s best interest. If Disney 
were to charge the higher price to everyone, many locals wouldn’t visit the park. If 
Disney were to use the lower price for everyone, it would be charging nonresidents 
much less than they are willing to pay.

APPLICATION

Disneyland Pricing

Preventing Resale
Resale is difficult or impossible for most services and when transaction costs are 
high. If Joe the plumber charges you less than he charges your neighbor for clearing 
a pipe, you cannot make a deal with your neighbor to resell this service. The higher 

www.babycenter.com/cost-of-raising-child-calculator
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the transaction costs a consumer must incur to resell a good, the less likely is a resale. 
Suppose that you are able to buy a jar of pickles for $1 less than the usual price. 
Could you practically buy and sell this jar to someone, or would the transaction costs 
be prohibitive? The more valuable a product or the more widely consumed it is, the 
more likely it is that transaction costs are low enough that resale occurs.

Some firms act to raise transaction costs or otherwise make resale difficult. Disney-
land prevents resale by checking a purchaser’s driver’s license and requiring that the 
ticket be used for same-day entrance. If your college requires someone with a student 
ticket to show a student ID card before being admitted to a sporting event, it would 
be difficult to resell your low-price tickets to nonstudents, whom your college charges 
a higher price. When students at some universities buy computers at lower-than-usual 
prices, they must sign a contract that forbids them to resell it.

Similarly, a firm can prevent resale by vertically integrating: participating in more 
than one successive stage of the production and distribution chain for a good or 
service. Alcoa, the former aluminum monopoly, wanted to sell aluminum ingots to 
producers of aluminum wire at a lower price than it set for producers of aluminum 
aircraft parts. If Alcoa did so, however, the wire producers could easily resell their 
ingots. By starting its own wire production firm, Alcoa prevented resale and was able 
to charge high prices to firms that manufactured aircraft parts (Perry, 1980).

Governments frequently establish policies to promote price discrimination and to 
bar resale. For example, U.S. federal and some state governments require that milk 
producers, under penalty of law, price discriminate by selling milk at a higher price 
for fresh use than for processing (cheese, ice cream), and forbid resale. Government 
tariffs (taxes on imports) limit resale by making it expensive to buy goods in a low-
price country and resell them in a high-price country. In some cases, laws prevent 
such reselling explicitly. Under U.S. trade laws, certain brand-name perfumes may 
not be sold in the United States except by their manufacturers.

During the holiday season, stores often limit how many of the hottest items—such 
as this year’s best-selling toy—a customer can buy. But it may surprise you that 
websites of luxury-goods retailers such as Saks Fifth Avenue, Neiman Marcus, 
and Bergdorf Goodman limit how many designer handbags one can buy. For 
example, the Bergdorf Goodman site won’t let you order more than one Prada 
Lizard Trimmed Nylon Shoulder Bag at $4,190 (darn!).

Some websites explain that they impose limits due to “popular demand.” The 
more plausible explanation is that the restriction facilitates international price 
discrimination. The handbag manufacturers force U.S. retailers to limit the number 
of bags that one person can buy to prevent people from buying large numbers of 
bags and reselling them in Europe or Asia, where the same Prada and Gucci item 
often costs 20% to 40% more. When purchasing from Prada’s U.S. online site, one 
must agree that the purchase is solely for private household use, that commercial 
resale or sale outside the United States is not authorized, and that the company 
reserves the right to reject orders and to limit order quantities.

APPLICATION

Preventing Resale of 
Designer Bags

Not All Price Differences Are Price Discrimination
Not every seller who charges consumers different prices is price discriminating. 
Hotels charge newlyweds more for bridal suites. Is that price discrimination? Some 
hotel managers say no. They contend that honeymooners, more than other guests, 
steal mementos, so the price differential reflects an actual cost differential.

Similarly, e-book, hardcopy print book, and audiobook CD of the same book sell 
for different prices in part because their costs differ. As of August 2018, the price of 
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the 2018 Pulitzer Prize–winning novel Less by Andrew Sean Greer was $9.99 as a 
Kindle e-book, $17.68 as a hardcover, and $18.41 as an audio CD. These price dif-
ferences reflect the much lower marginal cost of the e-book than of the hardcover or 
CD versions. Thus, these price differences do not reflect pure price discrimination.

Types of Price Discrimination
Firms use three main types of price discrimination. With perfect price discrimina-
tion—also called first-degree price discrimination—the firm sells each unit at the 
maximum amount each customer is willing to pay, so prices differ across customers, 
and a given customer may pay more for some units than for others.

With group price discrimination (third-degree price discrimination), the firm 
charges different groups of customers different prices but charges a given customer 
the same price for every unit sold. Typically, not all customers pay different prices—
the firm sets different prices only for a few groups of customers. Because this type 
of discrimination is the most common, the term price discrimination is often used to 
mean group price discrimination.

With nonlinear price discrimination (second-degree price discrimination), the price 
varies with the quantity purchased, but all customers who buy a given quantity pay the 
same price. That is, the consumer’s expenditure on an item does not rise linearly (pro-
portionately) with the amount purchased, which it would if the price were a constant.

In addition to price discriminating, many firms use other, more complicated types 
of nonuniform pricing. Later in this chapter, we examine two other frequently used 
forms of nonlinear pricing: two-part pricing and tie-in sales.

 12.2 Perfect Price Discrimination
A firm with market power that knows exactly how much each customer is willing to 
pay for each unit of its good, and that can prevent resale, can charge each person his 
or her reservation price. Such an all-knowing firm can perfectly price discriminate. 
By selling each unit of its output to the customer who values it the most at the maxi-
mum price that person is willing to pay, the perfectly price-discriminating monopoly 
captures all possible consumer surplus. This type of discrimination might be called 
individual price discrimination.

Perfect price discrimination is rare because firms do not have perfect information 
about their customers. Nevertheless, it is useful to examine perfect price discrimi-
nation because it is the most efficient form of price discrimination and provides a 
benchmark against which we compare other types of nonuniform pricing.

We now show how a firm with full information about consumer reservation prices 
can use that information to perfectly price discriminate. Next, we compare the mar-
ket outcomes (price, quantity, surplus) of a perfectly price-discriminating monopoly 
to those of perfectly competitive and uniform-price monopoly firms.

How a Firm Perfectly Price Discriminates
A firm with market power that can prevent resale and has full information about its 
customers’ willingness to pay price discriminates by selling each unit at its reservation 
price—the maximum amount any consumer would pay for it.

Graphical Analysis. The height of the demand curve at an output level is the maxi-
mum price consumers are willing to pay for that amount of output. In the demand 
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curve facing a monopoly in Figure 12.1, the first customer is willing to pay $6 for a 
unit, the next is willing to pay $5, and so forth. A perfectly price-discriminating firm 
sells its first unit of output for $6. Having sold the first unit, the firm can get at most $5 
for its second unit. The firm must drop its price by $1 for each successive unit it sells.

A perfectly price-discriminating monopoly’s marginal revenue is the same as its 
price. As the figure shows, the firm’s marginal revenue is MR1 = $6 on the first unit, 
MR2 = $5 on the second unit, and MR3 = $4 on the third unit, and so on. As 
a result, the firm’s marginal revenue curve is its demand curve.

This firm has a constant marginal cost of $3 per unit. It pays for the firm to produce 
the first unit because the firm sells that unit for $6, so its marginal revenue exceeds its 
marginal cost by $3. Similarly, the firm certainly wants to sell the second unit for $5 
and the third unit for $4, which also exceed its marginal cost. The firm breaks even 
when it sells the fourth unit for $3. The firm is unwilling to sell more than four units 
because its marginal cost would exceed its marginal revenue on successive units. Thus, 
like any profit-maximizing firm, a perfectly price-discriminating firm produces at 
point e, where its marginal revenue curve intersects its marginal cost curve. (If you find 
it upsetting that the firm is indifferent between producing three and four units, assume 
that the firm’s marginal cost is $2.99, so it definitely wants to produce four units.)

This perfectly price-discriminating firm’s revenue is MR1 + MR2 + MR3 +
MR4 = $6 + $5 + $4 + $3 = $18, which is the area under its marginal revenue 
curve up to the number of units it sells, four. If the firm has no fixed cost, its cost of 
producing four units is $12 = $3 * 4, so its profit is $6.

Calculus Analysis. A perfectly price-discriminating monopoly charges each cus-
tomer the reservation price p = D(Q), where D(Q) is the inverse market demand 

Figure 12.1 Perfect Price Discrimination

The monopoly can charge $6 for 
the first unit, $5 for the second, 
and $4 for the third, as the demand 
curve shows. Its marginal revenue 
is MR1 = $6 for the first unit, 
MR2 = $5 for the second, and 
MR3 = $4 for the third. Thus, the 
demand curve is also the marginal 
revenue curve. Because the firm’s 
marginal and average cost is $3 
per unit, it is unwilling to sell at 
a price below $3, so it sells four 
units, point e, and breaks even on 
the last unit. MR4 = $3
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function and Q is total output. The discriminating monopoly’s revenue, R, is the area 
under the demand curve up to the quantity, Q, it sells,

R = L
Q

0
D(z)dz,

where z is a placeholder for quantity. Its objective is to maximize its profit through 
its choice of Q:

  max 
Q

π = L
Q

0
D(z)dz - C(Q). (12.1)

Its first-order condition for a maximum is found by differentiating Equation 12.1 
(using Leibniz’s rule,4 to obtain

 
dπ
dQ

= D(Q) -
dC(Q)

dQ
= 0. (12.2)

According to Equation 12.2, the discriminating monopoly sells units up to the quan-
tity, Q, where the reservation price for the last unit, D(Q), equals its marginal cost, 
dC(Q)/dQ.

For this solution to maximize profits, the second-order condition must hold:

d2π
dQ2 =

dD(Q)
dQ

-
d2C(Q)

dQ2 6 0.

Given that the demand curve has a negative slope, the second-order condition holds 
if the marginal cost curve is upward sloping, d2C(Q)/dQ2 7 0, or if the demand 
curve has a greater (absolute) slope than the marginal cost curve. The perfectly price-
discriminating monopoly’s profit is

π = L
Q

0
D(z)dz - C(Q).

4According to Leibniz’s rule for differentiating a definite integral,

d
dt L

b(t)

a(t)
f(t, z)dz = L

b(t)

a(t)

0f(t, z)

0t
dz + f [t, b(t)]

db(t)
dt

- f [t, a(t)]
da(t)

dt
.

In our problem, a is not a function of t (=  Q).

Given that D(Q) = a - bQ, solve for the perfect price discrimination equi-
librium. What quantity does a perfectly price-discriminating monopoly sell if 
a = 100, b = 1, and marginal cost is constant at MC = 10?

Answer

1. Write the profit function for this demand curve given that the monopoly price 
discriminates. The profit function is

 π = L
Q

0
(a - bz)dz - C(Q) = aQ -

b
2

Q2 - C(Q). (12.3)

SOLVED PROBLEM 
12.1

MyLab Economics
Solved Problem
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Perfect Price Discrimination Is Efficient but Harms  
Some Consumers
Perfect price discrimination is efficient: It maximizes the sum of consumer surplus and 
producer surplus. Therefore, both perfect competition and perfect price discrimina-
tion maximize welfare. However with perfect price discrimination, the entire surplus 
goes to the firm, whereas the surplus is shared under competition.

If the market in Figure 12.2 is competitive, the intersection of the demand curve 
and the marginal cost curve, MC, determines the competitive equilibrium at ec, where 
price is pc and quantity is Qc. Consumer surplus is A + B + C, producer surplus is 
D + E, and society suffers no deadweight loss. The market is efficient because the 
price, pc, equals the marginal cost, MCc.

With a single-price monopoly (which charges all customers the same price because it 
cannot distinguish among them), the intersection of the MC curve and the single-price 
monopoly’s marginal revenue curve, MCs, determines the monopoly’s optimum at es, 
where output is Qs and price is ps.

5 The deadweight loss from single-price monopoly is 
C + E. This efficiency loss is due to the monopoly’s charging a price, ps, that is above 
its marginal cost, MCs(Qs), so less is sold than if the market were competitive.

The quantity, Qd, that a perfectly price-discriminating monopoly produces is deter-
mined by the intersection of the marginal cost curve, MC, and the demand curve or 
marginal revenue curve, MRd. A perfectly price-discriminating monopoly’s producer 
surplus from selling Qd units is the area below its demand curve and above its 
marginal cost curve, A + B + C + D + E. Its profit is the producer surplus minus 
its fixed cost, if any. Consumers receive no consumer surplus because each consumer 
pays his or her reservation price. With a perfectly price-discriminating monopoly, 
society suffers no deadweight loss because the last unit is sold at a price, pc, equal to 
the marginal cost, MCc(Qc), as in a competitive market. Thus, both a perfect price 
discrimination outcome and a competitive equilibrium are efficient.

The perfect price discrimination solution differs from the competitive equilibrium 
in two important ways. First, whereas everyone pays a price equal to the equilib-
rium marginal cost, pc = MCc in the competitive equilibrium, the perfectly price-
discriminating monopoly sells only the last unit at that price. The monopoly sells the 
other units at customers’ reservation prices, which exceed pc. Second, consumer sur-
plus is A + B + C in a competitive market; whereas a perfectly price-discriminating 
monopoly captures all the surplus or potential gains from trade. Thus, perfect price 

2. Solve for the optimal quantity by setting the derivative of profit in Equation 12.3 
with respect to quantity equal to zero: The first-order condition to maximize 
profit is:

a - bQ -
dC(Q)

dQ
= 0.

By rearranging terms, we find that D(Q) = a - bQ = dC(Q)/dQ = MC, as 
in Equation 12.2. Thus, the monopoly produces the quantity at which the 
demand curve hits the marginal cost curve. If a = 100, b = 1, and MC = 10, 
this condition is 100 - Q = 10, or Q = 90.

5We assume that if we convert a monopoly into a competitive industry, the industry’s marginal cost 
curve—the lowest cost at which any firm can produce an additional unit—is the same as the monopoly 
MC curve. The industry MC curve is the industry supply curve (Chapter 8).
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discrimination does not reduce efficiency—both output and total surplus are the 
same as under competition—but it does redistribute income away from consumers. 
Consumers are better off under competition.

Is a single-price or perfectly price-discriminating monopoly better for consumers? 
A single-price monopoly takes less consumer surplus from consumers than does a 
perfectly price-discriminating monopoly. Consumers who put a very high value on 
the good have some consumer surplus under single-price monopoly, whereas they 
have none with perfect price discrimination. Consumers with lower reservation prices 
who purchase from the perfectly price-discriminating monopoly but not from the 
single-price monopoly have no consumer surplus in either case. But consumers who 
have low reservation prices and would not purchase from a single-price monopoly 
buy from a perfectly price-discriminating monopoly. All the social gain from the 
extra output goes to the perfectly price-discriminating monopoly. Consumer surplus 

Figure 12.2 Competitive, Single-Price, and Perfect Discrimination Equilibria

In the competitive market equilibrium, ec, price is pc, 
quantity is Qc, consumer surplus is A + B + C, producer 
surplus is D + E, and society suffers no deadweight loss. 
In the single-price monopoly equilibrium, es, price is ps, 
quantity is Qs, consumer surplus falls to A, producer 
surplus is B + D, and deadweight loss is C + E. In 

the perfect discrimination equilibrium, the monopoly 
sells each unit at the customer’s reservation price on the 
demand curve, which is also its marginal revenue curve, 
MRd. It sells Qd (=  Qc) units, where the last unit is sold at 
its marginal cost. Customers have no consumer surplus, 
but society suffers no deadweight loss.
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is greatest with competition, lower with a single-price monopoly, and eliminated by 
a perfectly price-discriminating monopoly.

Thus, although a monopoly engages in perfect price discrimination to increase its 
profit, it benefits society.

Unintended Consequences Perfect price discrimination increases welfare 
and allows some consumers to buy the good who would not purchase it from a 
single-price monopoly.

To show how perfect price discrimination differs from competition and single-price 
monopoly, we revisit the Application “Botox Patent Monopoly” in Chapter 11. 
The graph shows our estimated linear demand curve for Botox and a constant mar-
ginal cost (and average variable cost) of $25 per vial. If the market had been com-

petitive (so that price equals 
marginal cost at ec), consumer 
surplus would have been tri-
angle  A + B + C = $750 
million per year, and producer 
surplus and deadweight loss 
would be zero. In the single-
price monopoly optimum, es, 
the firm sells one million Botox 
vials at $400 each. The corre-
sponding consumer surplus is 
triangle A = $187.5 million 
per year, producer surplus is 
rectangle B = $375 million, 
and the deadweight loss is tri-
angle C = $187.5 million.

If Allergan, the manufac-
turer of Botox, could perfectly 
price discriminate, its pro-
ducer surplus would double 
to A + B + C = $750 mil-
lion per year, and consumers 
would obtain no consumer 
surplus. The marginal con-
sumer would pay the marginal 
cost of $25, the same as in a 
competitive market.

Allergan’s inability to per-
fectly price discriminate costs 
the company and society 
dearly. The profit of the single-
price monopoly, B = $375 

million per year, is lower than what it could earn if it could use perfect price dis-
crimination, A + B + C = $750 million per year. Society’s welfare under single-
price monopoly is lower than from perfect price discrimination by the deadweight 
loss, C, of $187.5 million per year, whereas consumers have no surplus with 
perfect price discrimination.

APPLICATION

Botox and Price 
Discrimination
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Transaction Costs and Perfect Price Discrimination
Some firms come close to perfect price discrimination. For example, the managers of 
the Suez Canal set tolls individually, considering many factors such as weather and 
each ship’s alternative routes. However, many more firms set a single price or use 
another nonuniform pricing method.

Transaction costs are a major reason these firms do not perfectly price discrimi-
nate: It is too difficult or costly to gather information about each customer’s price 
sensitivity. Recent advances in computer technologies, however, have lowered these 
costs, allowing hotels, car- and truck-rental companies, cruise lines, and airlines to 
price discriminate more often.

Private colleges request and receive financial information from students, which 
allows the schools to nearly perfectly price discriminate. The schools give partial 
scholarships as a means of reducing tuition to relatively poor students. Epple et al. 
(2017) estimated that private schools raise tuition by an average of $210 to $510 for 
every $10,000 increase in family income.

Many auto dealerships try to increase their profit by perfectly price discriminating, 
charging each customer the maximum the customer is willing to pay. These firms hire 
salespeople to ascertain potential customers’ willingness to pay and to bargain with 
them. Even if firms cannot achieve perfect price discrimination, imperfect individual 
price discrimination can increase their profits significantly.

Which ads appear next to your Google search results depend on the terms in your 
search. That is, Google allows advertisers to contextually target people who search 
for particular phrases (Goldfarb, 2014). By making searches for unusual topics 
easy and fast, Google helps advertisers reach difficult-to-find potential customers 
with targeted ads. For example, a lawyer specializing in toxic mold lawsuits can 
place an ad that appears only when someone searches for “toxic mold lawyer.”

Google uses auctions to price ads. Advertisers place higher bids for the first list-
ing on Google’s search page. Goldfarb and Tucker (2011) found that the amount 
lawyers are willing to pay for context-based ads varies inversely with the difficulty 
of making a match. The fewer the number of self-identified potential customers 
(the fewer people searching for a particular topic), the more lawyers are willing to 
pay per search request to advertise.

They also found that lawyers bid more when other methods of reaching poten-
tial clients are limited. Some states have anti-ambulance-chaser regulations, which 
prohibit personal injury lawyers from directly contacting potential clients by snail 
mail, phone, or e-mail for a few months after an accident. Search engine advertis-
ing prices per click are 5–7% higher in those states than in others.

By taking advantage of advertisers’ desire to reach small, targeted segments of 
the population and varying the price according to advertisers’ willingness to pay, 
Google is essentially perfectly price discriminating.

APPLICATION

Google Uses  
Bidding for Ads to  
Price Discriminate

 12.3 Group Price Discrimination
Most firms have no practical way to estimate the reservation price for each of their 
customers. But many of these firms know which groups of customers are likely to have 
higher reservation prices on average than others. A firm engages in group price discrimi-
nation by dividing potential customers into two or more groups and setting different 
prices for each group. Consumer groups may differ by age (such as adults and children), 
by location (such as by country), or in other ways. The monopoly sells all units of the 
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good to customers within a group at a single price. As with perfect (individual) price 
discrimination, to engage in group price discrimination, a firm must have market power, 
be able to identify groups with different reservation prices, and prevent resale.

For example, first-run movie theaters with market power charge seniors a lower 
ticket price than they charge younger adults because the elderly typically are not will-
ing to pay as much to see a movie. By admitting seniors as soon as they prove their 
age and buy tickets, the theater prevents resale.

How does a firm set its prices if it sells to two (or more) groups of consumers 
with different demand curves and if resale between the two groups is impossible? 
Suppose that a monopoly can divide its customers into two (or more) groups—for 
example, consumers in two countries. It sells Q1 to the first group and earns rev-
enues of R1(Q1), and it sells Q2 units to the second group and earns R2(Q2). Its cost 
of producing total output Q = Q1 + Q2 units is C(Q). The monopoly can maximize 
its profit through its choice of prices or quantities to each group. We examine its 
problem when it chooses quantities:

 max 
Q1, Q2

 π = R1(Q1) + R2(Q2) - C(Q1 + Q2). (12.4)

We obtain the first-order conditions by partially differentiating profit, π, from 
Equation 12.4 with respect to Q1 and Q2 and setting these partial derivatives equal 
to zero:

 
0π

0Q1
=

dR1(Q1)

dQ1
-

dC(Q)
dQ

 
0Q
0Q1

= 0, (12.5)

 
0π

0Q2
=

dR2(Q2)

dQ2
-

dC(Q)
dQ

 
0Q
0Q2

= 0. (12.6)

Equation 12.5 says that the marginal revenue from sales to the first group, 
MR1 = dR1(Q1)/dQ1, should equal the marginal cost of producing the last unit  
of total output, MC = dC(Q)/dQ, because 0Q/0Q1 = 1. Similarly, Equation 12.6 
shows that the marginal revenue from the second group, MR2, should also equal the 
marginal cost. By combining Equations 12.5 and 12.6, we find that the two marginal 
revenues are equal where the monopoly is profit maximizing:

 MR1 = MC = MR2. (12.7)

A patent gives Tesla the legal monopoly to produce and sell the Tesla S electric car. 
When Tesla started selling the Model S in 2012, it was the only luxury electric car. 
Even by 2018, it faced little competition from all-electric luxury cars. Tesla engages 
in group price discrimination by charging different prices in various countries. 
Resale is not a problem because Tesla honors its warranty only in the region or 
country where the car is sold.

How should Tesla set its prices or equivalently its quantities in the United States 
and in Europe to maximize its total profit? Because Tesla currently manufactures 
in a single plant, its marginal cost is the same for all customers. A group price-
discriminating monopoly with a constant marginal cost maximizes its total profit 
by maximizing its profit from each group separately, as a single-price monopoly 
would. Tesla sets its quantities so that the marginal revenue for each group equals 
the common marginal cost, m, which is about $30 thousand per car according 
to Elon Musk, the head of Tesla. In 2017, American consumers bought about 
QA = 30 thousand cars at pA = $80 thousand. Europeans bought QE = 16 thou-
sand cars at pE = $130 thousand (:110,000).

APPLICATION

Tesla Price 
Discrimination
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Figure 12.3 shows our estimates of the linear demand curves in the two areas. In 
panel a, Tesla maximizes its U.S. profit by selling QA = 30 thousand cars, where its 
marginal revenue equals its marginal cost MRA = m = $30 thousand, as in Equation 
12.5 (where U.S. consumers are group 1), and charging pA = $80 thousand. Simi-
larly, in panel b, Tesla maximizes its European profit by selling QE = 16 thousand 
cars, where MRE = m = $30,000, Equation 12.6, at pB = $130 thousand.

Figure 12.3 Group Pricing of the Tesla S Car.

Tesla, the monopoly producer of the Model S all-electric 
car, charges more in Europe, pE = $130 thousand, 
than in the United States, pA = $80 thousand, because 
demand is more elastic in the United States. Tesla 
sets the quantity independently in each country. It 

maximizes profit by operating where its marginal 
revenue for each area equals its common, constant 
marginal cost, m = $30 thousand. Consequently, 
the marginal revenues in the two countries are equal: 
MRA = m = MRE.
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Prices and Elasticities
The ratio of the prices that a group-discriminating monopoly charges two groups 
depends solely on the price elasticities of demand at the profit-maximizing outputs. 
As Chapter 11 showed, marginal revenue is a function of the price and the price 
elasticity of demand: MRi = pi(1 + 1/εi), where εi is the price elasticity of demand 
for group i = 1 or 2. Rewriting Equation 12.7, MR1 = MC = MR2, using these 
expressions for marginal revenue, we find that

 MR1 = p1a1 +
1
ε1

b = MC = p2a1 +
1
ε2

b = MR2. (12.8)
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By rearranging Equation 12.8, we learn that the ratio of prices in the two countries 
depends solely on demand elasticities in those countries:

 
p2

p1
=

1 + 1/ε1

1 + 1/ε2
. (12.9)

We can illustrate this result using the Tesla example. Given that MC = m = $30 
thousand, pA = $80 thousand, and pE = $130 thousand in Equation 12.8, Tesla 
must believe that εA = pA/[m - pA] = 80/[30 - 80] = -1.6.6 Similarly, it believes 
that εE = pE/[m - pE] = 130/[30 - 130] = -1.3. Substituting the prices and the 
demand elasticities into Equation 12.9, we see that

pE

pA
=

$130
$80

= 1.625 =
1 + 1/(-1.6)
1 + 1/(-1.3)

=
1 + 1/εA

1 + 1/εE
.

Thus, Tesla apparently believes that the European demand curve is less elastic at its 
profit-maximizing price than is the U.S. demand curve. Specifically, εE = -1.3 is 
closer to zero than is εA = -1.6. Consequently, Tesla charges European consumers 
62.5% more than it charges U.S. customers.

6We obtain the expression that εi = pi /(m - pi) by rearranging the expression in Equation 12.8: 
pi(1 + 1/εi) = m.
7Under U.S. law, typically firms can legally price discriminate against consumers unless the discrimi-
nation is based on gender, nationality, race, or religion. Individual states may choose stricter laws 
regarding price discrimination.

Firms can generally price discriminate between people except if based on race, 
religion, nationality, or gender. Firms often discriminate based on age.

You’ve probably noticed that movie theaters offer discount admission to chil-
dren and senior citizens. Thus, it was probably a large shock to Tinder, an online 
dating app, when it was sued for price discriminating based on age.

Allan Candelore filed a class-action lawsuit on behalf of himself and others over 
the age of 30 who had to pay $19.99 a month to use the app’s premium service, 
Tinder Plus, while those under 30 paid only $9.99 to $14.99. In a 2018 ruling that, 
under California state law, Tinder was unlawfully discriminating against users over 
30, a California state appeals court said that “we swipe left, and reverse,” using 
Tinder’s terminology to express disapproval.7

APPLICATION

Age Discrimination

Greyhound Lines is the monopoly long-distance bus line on many routes in North 
America, especially those connecting small towns. Greyhound offers a senior 
discount to passengers aged 62 or older. Suppose that for a particular route, 
Greyhound faces an hourly linear inverse demand function of p1 = 60 - 5Q1 for  
seniors and p2 = 90 - 10Q2 for other passengers (“adults”). The marginal cost of an 
extra passenger is 10. What price would a profit-maximizing monopoly charge 
for each age group if it is allowed to price discriminate? What price would it 
charge if price discrimination by age is prohibited?

Answer

If price discrimination by age is legal:
1. Determine the profit-maximizing price that the bus line sets for each age group 

by setting the relevant marginal revenue equal to the marginal cost. If the 

SOLVED PROBLEM 
12.2

MyLab Economics
Solved Problem
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monopoly can price discriminate, it sets a monopoly price independently for 
each group. The revenue function for group 1 is R1 = p1Q1 = 60Q1 - 5Q2

1. 
Thus, the marginal revenue is dR1/dQ1 = MR1 = 60 - 10Q1. The  marginal 
revenue curve is twice as steeply sloped as is the linear inverse demand curve (see 
Solved Problem 11.1), as panel a of the figure illustrates. The monopoly maxi-
mizes its profit where its marginal revenue function equals its marginal cost, 
MR1 = 60 - 10Q1 = 10 = MC. Solving, we find that its profit- maximizing  
output is Q1 = 5. Substituting this quantity into the inverse demand 
curve for group 1, we learn that the monopoly’s profit-maximizing price is 
p1 = 60 - (5 * 5) = 35, as panel a shows.

Similarly, for group 2, the inverse demand curve is p2 = 90 - 10Q2, so  
the monopoly chooses Q2 such that MR2 = 90 - 20Q2 = 10 = MC. Thus, it 
maximizes its profit for group 2 where Q2 = 4 and p2 = 50 in panel b.

If price discrimination by age is not legal:

2. Derive the total demand curve. If Greyhound cannot price discriminate, it 
charges the same price, p, to all users. The company faces the total demand 
curve in panel c, which is the horizontal sum of the demand curves for each of 
the two age groups in panels a and b (Chapter 2). If the price is between 60 and 
90, the quantity demanded is positive only for the adults, so the total demand 
curve (panel c) is just the adults’ demand curve (panel b). If the price is less than 
60, then both groups demand a positive quantity, and the total demand curve 
in panel c is the horizontal sum of the two age groups’ demand curves (panels a 
and b).8 As panel c shows, the total demand curve has a kink at p = 60, because 
the quantity demanded by seniors is positive at only lower prices.

3. Determine the marginal revenue curve corresponding to the total demand 
curve. Because the total demand curve has a kink at p = 60, the correspond-
ing marginal revenue curve has two sections. At prices greater than 60, the 
marginal revenue curve is that of the adults, group 2. At prices less than 60,  
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8Rearranging the inverse demand functions, we find that the seniors’ demand function is 
Q1 = 12 - 0.2p1 and the adults’ demand function is Q2 = 90 - 0.1p2. As a result for a price 
less than 60, the total demand function is Q = (12 - 0.2p) + (9 - 0.1p) = 21 - 0.3p, where 
Q = Q1 + Q2 is the total quantity that the monopoly sells and p is the common price.
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Identifying Groups
Firms use two approaches to divide customers into groups. One method is to divide 
buyers into groups based on observable characteristics of consumers that the firm 
believes are associated with relatively high or relatively low price elasticities. For 
example, movie theaters price discriminate using the age of customers. Similarly, 

some firms charge customers in one country higher 
prices than those in another country. Such differences 
reflect group price discrimination.

Another approach is to identify and divide consum-
ers based on their actions. The firm allows consumers 
to self-select the group to which they belong.

For example, firms use differences in the value cus-
tomers place on their time to discriminate by making 
people wait in line and other time-intensive methods 
of selling goods. Store managers who believe that 
high-wage people are unwilling to “waste their time 
shopping” may have sales that require consumers 
to visit the store and pick up the good themselves, 
while consumers who order over the phone or online 
pay a higher price. This type of price discrimination 
increases profit if people who put a high value on their 
time also have less elastic demand for the good.

the inverse total demand function is p = 70 - (1/0.3)Q, so the rev-
enue function is R = 70 - (1/0.3)Q2 and the marginal revenue function is 
dR/dQ = MR = 70 - (2/0.3)Q. Panel c shows that the marginal revenue 
curve jumps—is discontinuous—at the quantity where the total demand curve 
has a kink.

4. Solve for the single-price monopoly solution. Greyhound maximizes its profit 
where its marginal revenue equals its marginal cost. From inspecting panel 
c, we learn that the intersection occurs in the section where both age groups 
have positive demand, so that MR = 70 - (2/0.3)Q = 10 = MC. Solving 
this equation, we find that the profit-maximizing output is Q = 9. Substitut-
ing that quantity into the inverse total demand function, we learn that Grey-
hound charges p = 40. Thus, if it can set only a single price, Greyhound’s price, 
40, lies between the two prices it would charge if it could price discriminate: 
35 6 40 6 50.

Ask about our 
Repeat Customer 

Discount

Firms use various approaches to induce consumers to indicate whether they have 
relatively high or low elasticities of demand. For each of these methods, consum-
ers must incur some cost, such as their time, to receive a discount. Otherwise, all 
consumers would get the discount. By spending extra time to obtain a discount, 
price-sensitive consumers differentiate themselves.

Coupons. Many firms use discount coupons to group price discriminate. 
Through this device, firms divide customers into two groups, charging coupon 
clippers less than nonclippers. Offering coupons makes sense if the people who 
do not clip coupons are less price sensitive on average than those who do. People 
who are willing to spend their time clipping coupons buy cereals and other goods 

APPLICATION

Buying Discounts
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at lower prices than those who value their time 
more. As of mid-2018, firms distributed 143 billion 
print and digital coupons for packaged goods, of 
which 925 million (about 0.6%) were redeemed. 
The introduction of digital coupons (for example, 
EverSave.com) has made it easier for firms to tar-
get appropriate groups, but has lowered consumers’ 
costs of using them.

Airline Tickets. By choosing between two dif-
ferent types of tickets, airline customers indicate 
whether they are likely to be business or recreational 
travelers. Airlines give customers a choice between 
high-price tickets with no strings attached and low-
price fares that must be purchased long in advance 
with many restrictions.

Airlines know that many business travelers have 
little advance warning before they book a flight and 
have relatively inelastic demand curves. In contrast, 
vacation travelers usually plan their trip in advance 
and have relatively high elasticities of demand for 
air travel. The airlines’ rules ensure that vacationers 

with relatively elastic demand obtain low fares, while most business travelers with 
relatively inelastic demand buy high-price tickets (often more than four times higher 
than the plan-ahead rate). The average difference between the high and low price 
for passengers on the same U.S. route is 36% of an airline’s average ticket price.

Reverse Auctions. Priceline.com and other online merchants use a name-your-
own-price or “reverse” auction to identify price-sensitive customers. A customer 
enters a relatively low-price bid for a good or service, such as an airline ticket. 
Merchants decide whether to accept that bid. To prevent their less price-sensitive 
customers from using these methods, airlines force successful Priceline bidders to 
be flexible: to fly at off hours, to make one or more connections, and to accept 
any type of aircraft. Similarly, when bidding on groceries, a customer must list 
“one or two brands you like.” As Jay Walker, Priceline’s founder, explained, “The 
manufacturers would rather not give you a discount, of course, but if you prove 
that you’re willing to switch brands, they’re willing to pay to keep you.”

Rebates. Why do many firms offer a rebate of, say, $5 instead of reducing the 
price on their product by $5? The reason is that a consumer must incur the postal 
cost plus an extra, time-consuming step to receive the rebate. Thus, only those 
consumers who are price sensitive or place a low value on their time will actually 
apply for the rebate. According to a Consumer Reports survey, 47% of customers 
always or often apply for a rebate, 23% sometimes apply, 25% never apply, and 
5% responded that the question was not applicable to them.

A monopoly producer with a constant marginal cost of m = 20 sells in two coun-
tries and can prevent reselling between the two countries. The inverse linear demand 
curve is p1 = 100 - Q1 in Country 1 and p2 = 100 - 2Q2 in Country 2. What 
price does the monopoly charge in each country? What quantity does it sell in each 
country? Does it price discriminate? Why or why not?

SOLVED PROBLEM 
12.3

MyLab Economics
Solved Problem

EverSave.com
Priceline.com
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Answer

1. Determine the profit-maximizing price and quantity that the monopoly sets 
in each country by setting the relevant marginal revenue equal to the marginal 
cost. In Country 1, the inverse demand curve is p1 = 100 - Q1, so the revenue 
function is R1 = 100Q1 - (Q1)

2, and hence the marginal revenue function is 
MR1 = dR1/dQ1 = 100 - 2Q1. It equates its marginal revenue to its marginal 
cost to determine its profit-maximizing quantity: 100 - 2Q1 = 20. Solving, 
the monopoly sets Q1 = 40. Substituting this quantity into its inverse demand 
function, we learn that the monopoly’s price is p1 = 100 - 40 = 60. Similarly, 
in Country 2, the inverse demand curve is p2 = 100 - 2Q2, so the revenue 
function is R2 = 100Q2 - 2(Q2)

2, and hence the marginal revenue function is 
MR2 = dR2/dQ2 = 100 - 4Q2. Equating marginal revenue and marginal cost, 
100 - 4Q2 = 20, and solving, the monopoly sets Q2 = 20 in Country 2. Its 
price is p2 = 100 - (2 * 20) = 60. Thus, the monopoly sells twice as much in 
Country 1 as in Country 2 but charges the same price in both countries.

2. Explain, by solving for a general linear inverse demand function, why the monopoly 
does not price discriminate. Although the firm has market power, can prevent resell-
ing, and faces consumers in the two countries with different demand functions, it 
does not pay for the monopoly to price discriminate. Consider the monopoly’s prob-
lem with a general linear inverse demand function: p = a - bQ. Here, revenue is 
R = aQ - bQ2, so MR = dR/dQ = a - 2bQ. Equating marginal revenue and 
marginal cost, a - 2bQ = m, and solving for Q, we find that Q = (a - m)/(2b). 
Consequently, the price is p = a - b(a - m)/(2b) = (a + m)/2. Thus, the price 
depends only on the inverse demand function’s intercept on the vertical axis, a, and 
not on its slope, b. Because both inverse demand functions in this example have 
the same vertical intercept—they differ only in their slopes—the monopoly sets the 
same equilibrium price in both countries. In equilibrium, the elasticity of demand 
is the same in both countries. Thus, while the monopoly could price discriminate, 
it chooses not to do so.

Welfare Effects of Group Price Discrimination
Group price discrimination results in inefficient production and consumption. As a 
result, welfare under group price discrimination is lower than it is under competition 
or perfect price discrimination. Welfare may be lower or higher with group price 
discrimination than with a single-price monopoly, however.

Group Price Discrimination Versus Competition. Consumer surplus is 
greater and more output is produced with competition (or perfect price discrimi-
nation) than with group price discrimination. In Figure 12.3, consumer surplus 
with group price discrimination is CSA (for American consumers in panel a) and 
CSE (for European consumers in panel b). Under competition, consumer sur-
plus is the area below the demand curve and above the marginal cost curve: 
CSA + πA + DWLA in panel a and CSE + πE + DWLE in panel b.

Thus, group price discrimination transfers some of the competitive consumer  surplus 
to the monopoly as additional profit, πA and πE, and causes the deadweight losses 
DWLA and DWLE. The deadweight loss is due to the group price-discriminating 
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monopoly’s charging prices above marginal cost, which results in reduced produc-
tion from the optimal competitive level.

Group Price Discrimination Versus Single-Price Monopoly. From theory alone, 
it is impossible to tell whether welfare is higher if the monopoly uses group price 
discrimination or if it sets a single price. Both types of monopolies set price above 
marginal cost, so they produce less than would a competitive market. Output may 
rise as the firm starts discriminating if groups that did not buy when the firm charged 
a single price start buying.

The closer the group price-discriminating monopoly comes to perfect price dis-
crimination (say, by dividing its customers into many groups rather than just two), 
the greater is its output and the less deadweight loss it causes. However, unless a 
group price-discriminating monopoly sells significantly more output than it would if 
it had to set a single price, welfare is likely to be lower with discrimination because 
of consumption inefficiency and time wasted shopping. These two inefficiencies do 
not occur with a monopoly that charges all consumers the same price. As a result, 
consumers place the same marginal value (the single sales price) on the good, so they 
have no incentive to trade with each other. Similarly, if everyone pays the same price, 
consumers have no incentive to search for lower prices.

 12.4 Nonlinear Price Discrimination
Many firms are unable to determine which customers or groups of customers have 
the highest reservation prices. However, firms may know that most customers are 
willing to pay more for the first unit than for successive units: The typical cus-
tomer’s demand curve is downward sloping. Such firms can price discriminate by 
letting the price that each customer pays vary with the number of units purchased. 
The firm uses second-degree price discrimination. Here, the price varies with quan-
tity but each customer faces the same nonlinear pricing schedule.9 To use nonlinear 
price discrimination, a firm must have market power and be able to prevent cus-
tomers who buy at a low price from reselling to those who would otherwise pay 
a high price.

In 2018, a package of 48 Duracell Energizer AA batteries cost $18.98 (40¢ per 
battery). A 24-pack of the same battery cost $12.34 (51¢ per battery). The difference 
in the price per battery is nonlinear price discrimination unless the price difference is 
due to cost differences. This quantity discount results in customers who make large 
purchases paying less per unit than those who make small purchases.

Many utilities use block-pricing schedules, by which they charge one price for the 
first few units (a block) of usage and a different price for subsequent blocks. Gas, 
electric, water, and other utilities commonly use declining-block or increasing-block 
pricing schemes.

The block-pricing utility monopoly in Figure 12.4 faces a linear demand curve 
for each (identical) customer. The demand curve hits the vertical axis at $90 and the 
horizontal axis at 90 units. The monopoly has a constant marginal and average cost 
of m = $30. Panel a shows how this monopoly maximizes its profit if it can quantity 
discriminate by setting two prices (and both prices lie on the demand curve).

9A consumer’s expenditure is a linear function of quantity only if the price is constant. If the price 
varies with quantity, then the expenditure is nonlinear.
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The monopoly faces an inverse demand curve p = 90 - Q, and its marginal and 
average cost is m = 30. Consequently, the quantity-discounting utility’s profit is

 π = p(Q1)Q1 + p(Q2)(Q2 - Q1) - mQ2

 = (90 - Q1)Q1 + (90 - Q2)(Q2 - Q1) - 30Q2,

where Q1 is the largest quantity for which the first-block rate, p1 = 90 - Q1, is 
charged and Q2 is the total quantity that a consumer purchases. The utility chooses Q1 and 
Q2 to maximize its profit. It sets the derivative of profit with respect to Q1 equal to zero 
(holding Q2 constant), 0π/0Q1 = Q2 - 2Q1 = 0, and the derivative of profit with 
respect to Q2 (holding Q1 constant) equal to zero, 0π/0Q2 = Q1 - 2Q2 + 60 = 0.

By solving these two first-order conditions simultaneously, the utility deter-
mines its profit-maximizing quantities, Q1 = 20 and Q2 = 40. The corresponding 
block prices are p1 = 90 - 20 = 70 and p2 = 50. That is, the monopoly charges a 
price of $70 on any quantity up to 20—the first block—and $50 on any units beyond 

Figure 12.4 Block Pricing

If this monopoly engages in block pricing with quantity 
discounting, it makes a larger profit (producer surplus) 
than it does if it sets a single price, and welfare is greater. 
(a) With block pricing, its profit is B = $1,200 and 

welfare is A + B + C = $1,600. (b) If it sets a single 
price (so that its marginal revenue equals its marginal 
cost), the monopoly’s profit is F = $900, and welfare is 
E + F = $1,350.
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the first 20—the second block. (The point that determines the first block, $70 and  
20 units, lies on the demand curve.)

The consumer gains consumer surplus equal to A on the first block and C on the 
second block, for a total of A + C. The quantity-discriminating monopoly’s profit 
or producer surplus is area B. Society suffers a deadweight loss of D because price, 
$50, is above marginal cost, $30, on the last unit, 40, purchased.

If the monopoly can set only a single price (panel b), it produces where its mar-
ginal revenue equals its marginal cost, selling 30 units at $60 per unit. Thus, by using 
nonlinear pricing instead of using a single price, the utility sells more units, 40 instead 
of 30, and makes a higher profit, B = $1,200 instead of F = $900.

Many consumers draw a false inference about quantity discounts.

Common Confusion Quantity discounts help consumers.

Charging lower prices for high-volume purchases allows firms to charge higher prices 
for low-volume purchases than they otherwise would.

In our example, consumer surplus with quantity discounting is lower, 
A + C = $400 instead of E = $450; welfare (consumer surplus plus producer sur-
plus) is higher, A + B + C = $1,600 instead of E + F = $1,350; and deadweight 
loss is lower, D = $200 instead of G = $450. Thus, in this example, the firm and 
society are better off with quantity discounting, but consumers as a group suffer.

The more block prices the monopoly can set, the closer the monopoly can get 
to perfect price discrimination, where it captures all potential consumer surplus. A 
deadweight loss results if the monopoly sets a price above marginal cost so it sells 
too few units. The more prices the monopoly sets, the lower the last price and hence 
the closer it is to marginal cost.

 12.5 Two-Part Pricing
We now turn to another form of nonlinear pricing: two-part pricing. With two-part 
pricing, the average price per unit paid by a consumer varies with the number of units 
purchased by that consumer.

With two-part pricing, the firm charges each consumer a lump-sum access fee for 
the right to buy as many units of the good as the consumer wants at a per-unit price.10 
Thus, the overall payment consists of two prices: an access fee and a per-unit price. 
Because of the access fee, the average amount per unit that consumers pay is greater 
if they buy a small number of units than if they buy a larger number.

Two-part pricing is commonly used. Many fitness clubs charge a yearly access 
fee and a price per session. Many warehouse stores require that customers buy an 
annual membership to be able to buy goods at relatively low prices. Some car rental 
firms charge a rental or access fee for the day and an additional price per mile driven. 
To buy season tickets to the Dallas Cowboys football games, a fan first must buy a 
personal seat license (PSL), giving the fan the right to buy season tickets for the next 
30 years. Most PSLs sell for between $10,000 and $125,000.

To profit from two-part pricing, a firm must have market power and must success-
fully prevent resale. In addition, a firm must know how individual demand curves 
vary across its customers. We start by examining a firm’s two-part pricing problem 
in the extreme case in which all customers have the same demand curve. We then 
consider what happens when the demand curves of individual customers differ.

10Jargon alert: The prices used in two-part pricing are often referred to as two-part tariffs.
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Two-Part Pricing with Identical Consumers
If all its customers are identical, a firm that knows its customers’ demand curve can 
set a two-part price that has the same two important properties that perfect price 
discrimination has. First, the efficient quantity is sold because the price of the last 
unit equals marginal cost. Second, all potential consumer surplus is transferred from 
consumers to the firm.

To illustrate these points we consider a monopoly that has a constant marginal cost 
of MC = 10 and no fixed cost, so its average cost is also constant at 10. All of the 
monopoly’s customers have the same demand curve, q = 80 - p. Panel a of Figure 12.5 
shows the demand curve, D1, of one such customer, Valerie.

Total surplus is maximized if the monopoly sets its price, p, equal to its constant 
marginal cost of 10. The firm breaks even on each unit sold and has no producer 
surplus and no profit. Valerie buys q = 70 units. Her consumer surplus is area 
A = 1

2(80 - p)q = 1
2([80 - 10] * 70) = 2,450.

However, if the firm also charges a lump-sum access fee of ℒ = 2,450, it captures 
this 2,450 as its producer surplus or its profit per customer, and leaves Valerie with 
no consumer surplus. The firm’s total profit is 2,450 times the number of identical 
customers.

The firm maximizes its profit by setting its price equal to its marginal cost and 
charging an access fee that captures the entire potential consumer surplus. If the 
firm were to charge a price above its marginal cost of 10, it would sell fewer units 
and make a smaller profit. In panel b of Figure 12.5, the firm charges p = 20. At 
that higher price, Valerie buys only 60 units, which is less than the 70 units that 
she buys at a price of 10 in panel a. The firm’s profit from selling these 60 units is 
B1 = (20 - 10) * 60 = 600. For Valerie to agree to buy any units, the monopoly has 
to lower its access fee to 1,800 (=  12 * 60 * 60), the new potential consumer surplus, 

Figure 12.5 Two-Part Pricing with Identical Consumers

(a) Because all customers have the same individual 
demand curve as Valerie, D1, the monopoly captures 
the entire potential consumer surplus using two-part 
pricing. The monopoly charges a per-unit fee price, p, 
equal to the marginal cost of 10, and a lump-sum access 
fee, ℒ = A = 2,450, which is the blue triangle under the 
demand curve and above the per-unit price of p = 10.  
(b) Were the monopoly to set a price at 20, which is above 

its marginal cost, it would earn less. It makes a profit of 
B1 = 600 from the 10 it earns on the 60 units that Valerie 
buys at this higher price. However, the largest access fee the 
firm can charge now is ℒ = A1 = 1,800, so its total profit 
is 2,400, which is less than the 2,450 it makes if it sets its 
price equal to marginal cost. The difference is a deadweight 
loss of C1 = 50, which is due to fewer units being sold at 
the higher price.
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area A1. The firm’s total profit from Valerie is A1 + B1 = 1,800 + 600 = 2,400. 
This amount is less than the 2,450 (=  A in panel a) profit the firm earns if it sets 
price equal to marginal cost, 10, and charges the higher access fee. Area A in panel 
a equals A1 + B1 + C1 in panel b. By charging a price above marginal cost, the 
firm loses C1 = $50, which is the deadweight loss due to selling fewer units.

Similarly, if the firm were to charge a price below its marginal cost, it would also 
earn less profit. It would sell too many units and make a loss on each unit that it 
could not fully recapture by a higher access fee.

Two-Part Pricing with Differing Consumers
Two-part pricing is more complex if consumers have different demand curves. Sup-
pose that the monopoly has two customers (or two groups of identical customers), 
Valerie, Consumer 1, and Neal, Consumer 2. Valerie’s demand curve, q1 = 80 - p, 
is D1 in panel a of Figure 12.6 (which is the same as panel b of Figure 12.5), and 
Neal’s demand curve, q2 = 100 - p, is D2 in panel b. The monopoly’s marginal cost, 
MC = m, and average cost are constant at 10 per unit.

If the firm knows each customer’s demand curve, can prevent resale, and can 
charge its customers different prices and access fees, it can capture the entire potential 
consumer surplus. The monopoly sets its price for both customers at p = m = 10 
and sets its access fee equal to each customer’s potential consumer surplus. At 

Figure 12.6 Two-Part Pricing with Differing Consumers

The monopoly faces two consumers. Valerie’s demand 
curve is D1 in panel a, and Neal’s demand curve is D2 
in panel b. If the monopoly can set different prices and 
access fees for its two customers, it charges both a per-
unit price of p = 10, which equals its marginal cost, and 
it charges an access fee of ℒ1 = 2,450 (=  A1 + B1 + C1) 
to Valerie and ℒ2 = 4,050 (=  A2 + B2 + C2) to Neal. 
The market has no deadweight loss. If the monopoly 
cannot charge its customers different prices, it sets its 
per-unit price at p = 20, where Valerie purchases 60 
and Neal buys 80 units. The firm charges both the 

same access fee of ℒ = 1,800 = A1, which is Valerie’s 
potential consumer surplus. (The highest access fee 
that the firm could charge and have Neal buy is 3,200, 
but at that level, Valerie would not buy, which would 
lower the firm’s profit.) By charging a price above its 
marginal cost, the firm captures B1 = 600 from Valerie 
and B2 = 800 from Neal. Thus, its total profit is 
5,000 (=  [2 * 1,800] + 600 + 800), which is less than 
the 6,500 (=  2,450 + 4,050) it makes if it can charge 
separate access fees to each customer. The deadweight 
loss is 100 (=  50 + 50).
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p = 10, Valerie buys 70 units (panel a), and Neal buys 90 units (panel b). If no access 
fee were charged, Valerie’s consumer surplus, CS1 = 1

2(80 - p)q1 = 1
2(80 - p)2, 

would equal the triangle below her demand curve and above the price line at 10, 
A1 + B1 + C1, which is 2,450 (=  12 * 70 * 70). Similarly, Neal’s consumer 
 surplus, CS2 = 1

2(100 - p)2, would be 4,050 (=  12 * 90 * 90), which is the triangle 
A2 + B2 + C2. Thus, the monopoly charges a lump-sum access fee of ℒ1 = 2,450 to 
Valerie and ℒ2 = 4,050 to Neal, so that the customers receive no consumer surplus. 
The firm’s total profit, ℒ1 + ℒ2 = 2,450 + 4,050 = 6,500, is the maximum pos-
sible profit, because the monopoly has captured the maximum potential consumer 
surplus from both customers. Thus, the market has no deadweight loss.

Now suppose that the monopoly has to charge each consumer the same lump-sum 
fee, ℒ, and the same per-unit price, p. For example, because of legal restrictions, a tele-
phone company charges all residential customers the same monthly fee and the same 
fee per call, even though the company knows that consumers’ demands vary. As with 
group price discrimination, the monopoly does not capture the entire consumer surplus.

If the monopoly charges the lower fee, ℒ = CS1 = 1
2(80 - p)2, it sells to both 

consumers and its profit is

π = 2ℒ + (p - m)(q1 + q2) = (80 - p)2 + (p - 10)(180 - 2p),

because total output is q1 + q2 = 180 - 2p. Setting the derivative of π with 
respect to p equal to zero, -2(80 - p) + (180 - 2p) - 2(p - 10) = 0. Solv-
ing this expression for p, we find that the profit-maximizing price is p = 20. The 
monopoly charges a fee of ℒ = CS1 = 1

2(80 - 20)2 = 1,800. Valerie buys 60 units, 
and Neal buys 80 units. The monopoly makes (p - m) = (20 - 10) = 10 on each 
unit, so it earns B1 + B2 = 600 + 800 = 1,400 from the units it sells. Its total 
profit is 2ℒ + B1 + B2 = (2 * 1,800) + 1,400 = 5,000. The deadweight loss is 
C1 + C2 = $100.

If the monopoly charges the higher fee, ℒ = CS2,  it sells only to Consumer 2, 
and its profit is

π = ℒ + (p - m)q2 = 1
2(100 - p)2 + (p - 10)(100 - p).

The monopoly’s profit-maximizing price is p = 10, and its profit is ℒ = CS2 = 4,050. 
Hence, the monopoly makes more by setting ℒ = CS1 and selling to both cus-
tomers at p = 20. The deadweight loss from not selling to Valerie is large: 
A1 + B1 + C1 = $2,450.

Thus, the monopoly maximizes its profit by setting the lower lump-sum fee and 
charging a price p = 20, which is above marginal cost. The monopoly earns less than 
if it could charge each customer a separate access fee: 5,000 6 6,500. Valerie has no 
consumer surplus, but Neal enjoys a consumer surplus of 1,400 (=  3,200 - 1,800).

Why does the monopoly charge a price above marginal cost when using two-part 
pricing? By raising its price, the monopoly earns more per unit from both types of cus-
tomers but lowers its customers’ potential consumer surplus. Thus, if the monopoly 
can capture each customer’s potential surplus by charging different lump-sum fees, 
it sets its price equal to marginal cost. However, if the monopoly cannot capture all 
the potential consumer surplus because it must charge everyone the same lump-sum 
fee, the increase in profit from Neal due to the higher price more than offsets the 
reduction in the lump-sum fee from Valerie.11

11If the monopoly lowers its price from 20 to the marginal cost of 10, it loses B1 from Valerie, but it 
can raise its access from A1 to A1 + B1 + C1, so its total profit from Valerie increases by C1 = 50. 
The access fee it collects from Neal also rises by B1 + C1 = 650, but its profit from unit sales falls 
by B2 = 800, so its total profit decreases by 150. The loss from Neal, -150, more than offsets the 
gain from Valerie, 50. Thus, the monopoly makes 100 more by charging a price of 20 rather than 10.
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Prior to 2009, Apple’s iTunes music store, the giant of music downloading, used 
uniform pricing, whereby it sold songs at 99¢ each. However, some of its com-
petitors, such as Amazon MP3, did not use uniform pricing. Some record labels 
told Apple that they would not renew their contracts if Apple continued to use 
uniform pricing. Apparently responding to this pressure and the success of some of 
its competitors, Apple switched in 2009 to selling each song at one of three prices.

Did Apple’s one-price-for-all-songs policy cost it substantial potential profit? How 
do consumer surplus and deadweight loss vary with pricing methods such as a single 
price, song-specific prices, price discrimination, and two-part pricing? To answer 
such questions, Shiller and Waldfogel (2011) surveyed nearly 1,000 students and 
determined each person’s willingness to pay for each of 50 popular songs. Then they 
used this information to calculate optimal pricing under various pricing schemes.

First, under uniform pricing, Apple charges the same price for every song. 
Second, under variable pricing, each song sells at its individual profit-maximizing 
price. Third, the firm uses two-part pricing, charging a monthly or annual fee for 
access and then a fixed price for each download.

If we know the demand curve and the marginal cost, we can determine the 
producer surplus (PS), the consumer surplus (CS), or profit, and the deadweight 
loss (DWL) from each pricing regime. By dividing each of these surplus measures 
by the total available surplus—the area under the demand curve and above the 
marginal cost curve—Shiller and Waldfogel estimated the percentage shares of PS, 
CS, and DWL under each of the three pricing methods:

Pricing PS CS DWL

Uniform 28 42 29

Variable 29 45 26

Two-part price 37 43 20

If these students have tastes similar to those of the general market, then dead-
weight loss decreases under either of the alternatives to uniform pricing. Consum-
ers do best with variable pricing, but two-part pricing is also better for consumers 
than uniform pricing.

Apple raised its profit by switching from uniform pricing to variable pricing 
(see the PS column in the table). However, these results suggest that Apple could 
do even better using two-part pricing. Perhaps in response to this opportunity, 
Apple added iTunes Match (2011) and Apple Music (2015), which effectively use 
two-part pricing.

APPLICATION

Pricing iTunes

 12.6 Tie-In Sales
Another type of nonuniform pricing is a tie-in sale, in which customers can buy one 
product or service only if they agree to purchase another as well. Firms use two forms 
of tie-in sales.

The first type is a requirement tie-in sale, in which customers who buy one product 
from a firm are required to make all their purchases of another product from that 
firm. Some firms sell durable machines such as copiers under the condition that cus-
tomers buy copier services and supplies from them in the future. Because the amount 
of services and supplies that each customer buys differs, the per-unit price of copiers 
varies across customers.
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The second type of tie-in sale is bundling (or a package tie-in sale), in which two 
goods are combined so that customers must buy both goods. For example, a Whirl-
pool refrigerator comes with shelves.

Most tie-in sales increase efficiency by lowering transaction costs. Indeed, tie-ins 
for efficiency purposes are so common that we hardly think about them. Presumably, 
no one would want to buy a shirt without buttons attached, so selling shirts with 
buttons lowers transaction costs. Because virtually everyone wants certain basic soft-
ware, most companies sell computers with that software installed. Firms also often 
use tie-in sales to increase profits, as we now consider.

Requirement Tie-In Sales
Frequently, a firm cannot tell which customers are going to use its product the most 
and hence are willing to pay the most for it. These firms may be able to use a require-
ment tie-in sale to identify heavy users of the product and charge them more.

Unfortunately for printer manufacturers, the Magnuson-Moss Warranty Improve-
ment Act of 1975 forbids a manufacturer from using such tie-in provisions as a 
condition of warranty. To get around this Act, printer firms such as Brother, Canon, 

Epson, and Hewlett-Packard (HP) write their warran-
ties to strongly encourage consumers to use only their 
cartridges and not to refill them. The warranty for an 
HP inkjet printer says that it does not apply if printer 
failure or damage is attributable to a non-HP or refilled 
cartridge.

Is this warning sufficient to induce most consum-
ers to buy cartridges only from HP? Apparently so. 
In 2018 HP sold its Deskjet 1112 printer for only 
$29.99. That is, HP is virtually giving away an 
impressive machine that will print up to 7.5 pages per 
minute in black and white and 5.5 pages per minute 
in color in up to 4800 * 1200 optimized dots per 
inch (dpi) in color. HP charges $37.99 for its tri-color 
ink cartridge. If most customers bought inexpensive 

cartridges or refills from other firms, HP would not sell its printer at a rock-bottom 
price. Thus, HP demonstrates that the benefits of requirement tie-in sales can be 
achieved through careful wording of warranties and advertising.

APPLICATION

Ties That Bind

Bundling
Firms sometimes bundle even when bundling has no production advantages and 
transaction costs are small. Bundling allows firms to increase their profit by charg-
ing different prices to different consumers based on the consumers’ willingness to 
pay. For example, a computer firm may sell a package including a computer and a 
printer for a single price even if selling these products together does not lower costs.

Firms use two types of bundling. Some firms engage in pure bundling, in which 
they offer only a package deal, as when a cable company sells a bundle of internet, 
phone, and television services for a single price but does not allow customers to 
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purchase the individual services separately. Other firms use mixed bundling, in which 
the goods are available on a stand-alone basis in addition to being available as part 
of a bundle, such as a cable company that allows consumers to buy the bundle or the 
individual services they want.

Pure Bundling. The two major component programs in Microsoft Office, Word 
and Excel, were originally sold as stand-alone products. A consumer who wanted 
both had to buy both separately. Later, Microsoft bundled both Word and Excel into 
Microsoft Office and also sold the products on a stand-alone basis. At present, if you 
try to purchase Word or Excel from Microsoft, you are directed only to the bundled 
product, MS Office.

Whether it pays Microsoft to sell a bundle or sell the programs separately 
depends on how reservation prices for the components vary across customers. We 
use an example to show that a firm that sells word processing and spreadsheet 
programs bundles them if doing so results in a higher profit than if it sells the 
programs separately.

The marginal cost of producing an extra copy of either type of software is essen-
tially zero, so the firm’s revenue equals its profit. The firm must charge all customers 
the same price—it cannot price discriminate.

The firm has two customers, Alisha and Bob. The first two columns of Table 12.1 
show the reservation prices for each consumer for the two products. Alisha’s res-
ervation price for the word processing program, 120, is greater than Bob’s, 90; 
however, Alisha’s reservation price for the spreadsheet program, 50, is less than 
Bob’s, 70. The reservation prices are negatively correlated: The customer who has 
the higher reservation price for one product has the lower reservation price for 
the other product. The third column of the table shows each consumer’s reserva-
tion price for the bundle, which is the sum of the reservations prices for the two 
underlying products.

Table 12.1 Negatively Correlated Reservation Prices

Word Processor Spreadsheet Bundle

Alisha 120 50 170

Bob 90 70 160

Profit maximizing price 90 50 160

Units sold 2 2 2

If the firm sells the two products separately, it maximizes its profit by charging 90 
for the word processor and selling to both consumers, so that its profit is 180, rather 
than charging 120 and selling only to Alisha. If it charges between 90 and 120, it still 
only sells to Alisha and earns less than if it charges 120. Similarly, the firm maximizes 
its profit by selling the spreadsheet program for 50 to both consumers, earning 100, 
rather than charging 70 and selling to only Bob. The firm’s total profit from selling 
the programs separately is 280 (=  180 + 100).

If the firm sells the two products in a bundle, it maximizes its profit by charg-
ing 160, selling to both customers, and earning 320. This is a better outcome than 
charging 170 and selling only to Alisha. Pure bundling is more profitable for the 
firm because it earns 320 from selling the bundle and only 280 from selling the 
programs separately.

Pure bundling is more profitable because the firm captures more of the consumers’ 
potential consumer surplus—their reservation prices. With separate prices, Alisha has 
consumer surplus of 30 (=  120 - 90) from the word processing program and none 
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from the spreadsheet program. Bob receives no consumer surplus from the word 
processing program and 20 from the spreadsheet program. Thus, the total consumer 
surplus is 50. With pure bundling, Alisha gets 10 of consumer surplus and Bob gets 
none, so the total is only 10. Thus, the pure bundling approach captures 40 more 
potential consumer surplus than does pricing separately.

Whether pure bundling increases the firm’s profit depends on the reservation 
prices. Table 12.2 shows the reservation prices for two different consumers, Carol 
and Dmitri. Carol has higher reservation prices for both products than does Dmitri. 
These reservation prices are positively correlated: A higher reservation price for one 
product is associated with a higher reservation price for the other product.

Table 12.2 Positively Correlated Reservation Prices

Word Processor Spreadsheet Bundle

Carol 100 90 190

Dmitri 90 40 130

Profit maximizing price 90 90 130

Units sold 2 1 2

If the programs are sold separately, the firm charges 90 for the word processor, 
sells to both consumers, and earns 180. However, it makes more charging 90 for 
the spreadsheet program and selling only to Carol, than it does charging 40 for the 
spreadsheet, selling to both consumers, and earning 80. The firm’s total profit if it 
prices separately is 270 (=  180 + 90).

If the firm uses pure bundling, it maximizes its profit by charging 130 for the 
bundle, selling to both customers, and making 260. Because the firm earns more 
selling the programs separately, 270, than when it bundles them, 260, pure bundling 
is not profitable in this example.

Mixed Bundling. Restaurants, computer software firms, and many other compa-
nies commonly use mixed bundling, and allow consumers to buy the pure bundle 
or to buy any of the bundle’s components separately. The following example 
illustrates that mixed bundling may be more profitable than pure bundling or 
only selling components separately because it may capture more of the potential 
consumer surplus.

A firm that sells word processing and spreadsheet programs has four potential 
customers with the reservation prices in Table 12.3. Again, the firm’s cost of produc-
tion is zero, so maximizing its profit is equivalent to maximizing its revenue.

Table 12.3 Reservation Prices and Mixed Bundling

Word Processor Spreadsheet Suite (Bundle)

Aaron 120 30 150

Brigitte 110 90 200

Charles 90 110 200

Dorothy 30 120 150

Aaron, a writer, places high value on the word processing program but has rela-
tively little use for a spreadsheet program. Dorothy, an accountant, has the opposite 
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pattern of preferences—placing a high value on having the spreadsheet program but 
little value on a word processing program. Brigitte and Charles have intermediate 
reservation prices. These reservation prices are negatively correlated: Customers with 
a relatively high reservation price for one product have a relatively low reservation 
price for the other program. To determine its best pricing strategy, the firm calculates 
its profit by pricing the components separately, using pure bundling, and engaging 
in mixed bundling.

If the firm prices each program separately, it maximizes its profit by charging 90 
for each product and selling each to three out of the four potential customers. It sells 
the word processing program to Aaron, Brigitte, and Charles. It sells the spreadsheet 
program to Brigitte, Charles, and Dorothy. Thus, it makes 270 (=  3 * 90) from 
each program or 540 total, which exceeds what it could earn by setting any other 
price per program.12

However, the firm can make a higher profit by engaging in pure bundling. It can 
charge 150 for the bundle, sell to all four consumers, and earn 600, 60 more than 
the 540 it makes from selling the programs separately.

With mixed bundling, the firm obtains an even larger profit. It charges 200 for 
the bundle and 120 for each product separately. The firm earns 400 from Brigitte 
and Charles, who buy the bundle. Aaron buys only the word processing program 
for 120, and Dorothy buys only the spreadsheet for another 120, so that the firm 
makes 240 from its individual program sales. Thus, its profit is 640 (=  400 + 240) 
from mixed bundling, which exceeds the 600 from pure bundling, and the 540 from 
individual sales. We could construct other examples with different numbers where 
selling the programs separately would dominate (such as where reservation prices 
are positively correlated as in Table 12.2) or where the pure bundle does best (as 
in Table 12.1).

 12.7 Advertising
You can fool all the people all the time with a big enough advertising budget.

In addition to setting its price or quantity, a monopoly has to make other deci-
sions, one of the most important of which is how much to advertise to maximize its 
net profit.13 As we will show, the rule for setting the profit-maximizing amount of 
advertising is the same as that for setting the profit-maximizing amount of output: 
Set advertising or quantity where the marginal benefit (the extra gross profit from 
one more unit of advertising or the marginal revenue from one more unit of output) 
equals its marginal cost.

Advertising is only one way to promote a product. Other promotional activities 
include providing free samples and using sales agents. Some promotional tactics are 

12If it sets a price of a program as low as 30, it sells both programs to all four customers, but makes 
only 240. If it charges 110 it sells each program to two customers and earns 440. If it charges 120, it 
makes a single sale of each program, so it earns 240.
13For example, Ford spends more on advertising, $4.1 billion in 2017, than anything except R&D 
(John D. Stoll, “Behind Ford’s New Approach to Advertising,” Wall Street Journal, May 21, 2018). 
The Japanese space startup, iSpace Technologies, raised $90 million to launch a spacecraft into lunar 
orbit so that it can offer a “projection mapping service” to advertise on the moon’s surface (www 
.slate.com/articles/health_and_science/science/2017/12/ispace_wants_to_advertise_on_the_moon_
is_that_legal.html).

www.slate.com/articles/health_and_science/science/2017/12/ispace_wants_to_advertise_on_the_moon_is_that_legal.html
www.slate.com/articles/health_and_science/science/2017/12/ispace_wants_to_advertise_on_the_moon_is_that_legal.html
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subtle. For example, grocery stores place sugary breakfast cereals on lower shelves 
so they are at a child’s eye level.14

A successful advertising or promotional campaign shifts the monopoly’s demand 
curve by changing consumers’ tastes or informing consumers about new products. 
The monopoly may be able to change the tastes of some consumers by telling them 
that a famous athlete or performer uses the product. Children and teenagers are 
frequently the targets of such advertising. If the advertising convinces some consum-
ers that they can’t live without the product, the monopoly’s demand curve may shift 
outward and become less elastic at the new equilibrium, at which the firm charges a 
higher price for its product.

If the firm informs potential consumers about a new use for the product, demand 
at each price increases. For example in 1927, a Heinz advertisement suggested that 
putting its baked beans on toast was a good way to eat beans for breakfast as well as 
dinner. By so doing, it created a British national dish and shifted the demand curve 
for its product to the right.

Deciding Whether to Advertise
I have always believed that writing advertisements is the second most profitable 
form of writing. The first, of course, is ransom notes . . .  —Philip Dusenberry

Even if advertising succeeds in shifting demand, it may not pay for the firm to adver-
tise. If advertising shifts demand outward or makes it less elastic, the firm’s gross 
profit, ignoring the cost of advertising, must rise. The firm undertakes this advertis-
ing campaign, however, only if it expects its net profit (gross profit minus the cost of 
advertising) to increase.

If the monopoly does not advertise, it faces the demand curve D1 in Figure 12.7. 
If it advertises, its demand curve shifts from D1 to D2.

The monopoly’s marginal cost, MC, is constant and equals its average cost, AC. 
Before advertising, the monopoly chooses its output, Q1, where its marginal cost hits 
its marginal revenue curve, MR1, which corresponds to the demand curve, D1. 
The profit-maximizing equilibrium is e1, and the monopoly charges a price of p1. 
The monopoly’s profit, π1, is a box whose height is the difference between the price 
and the average cost and whose length is the quantity, Q1.

After its advertising campaign shifts its demand curve to D2, the monopoly 
chooses a higher quantity, Q2 ( 7 Q1), where the MR2 and MC curves intersect. 
In this new equilibrium, e2, the monopoly charges p2. Despite this higher price, 
the monopoly sells more units after advertising because of the outward shift of its 
demand curve.

Consequently, the monopoly’s gross profit rises. Its new gross profit is the rect-
angle π1 + B, where the height of the rectangle is the new price minus the average 
cost, and the length is the quantity, Q2. Thus, the benefit, B, to the monopoly from 
advertising at this level is the increase in its gross profit. If its cost of advertising is 
less than B, its net profit rises, and it pays for the monopoly to advertise at this level 
rather than not to advertise at all.

14According to a survey of 27 supermarkets nationwide by the Center for Science in the Public Interest, 
the average position of 10 child-appealing brands (44% sugar) was on the next-to-bottom shelf, while 
the average position of 10 adult brands (10% sugar) was on the next-to-top shelf.
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How Much to Advertise
The man who stops advertising to save money is like the man who stops the clock 
to save time.

In general, how much should a monopoly advertise to maximize its net profit? To 
answer this question, we consider what happens if the monopoly raises or lowers its 
advertising expenditures by $1, which is its marginal cost of an additional unit of 
advertising. If a monopoly spends an additional $1 on advertising and its gross profit 
rises by more than $1, its net profit rises, so the extra advertising pays. In contrast, the 
monopoly should reduce its advertising if the last dollar spent on advertising raises its 
gross profit by less than $1, causing its net profit to fall. Thus, the monopoly’s level 
of advertising maximizes its net profit if the last dollar spent on advertising increases 
its gross profit by $1. In short, the rule for setting the profit-maximizing amount of 
advertising is the same as that for setting the profit-maximizing amount of output: 
Set advertising or quantity where the marginal benefit (the extra gross profit from 
one more unit of advertising or the marginal revenue from one more unit of output) 
equals its marginal cost.

Formally, to maximize its profit, a monopoly sets its quantity, Q, and level of 
advertising, A, to maximize its profit. Again, for simplicity, we assume that advertis-
ing affects only current sales, so that the inverse demand function the monopoly faces 
is p = p(Q, A). That is, the price the monopoly charges to clear the market depends 
on how many units it sells and the amount of advertising. Consequently, the firm’s 
revenue is R = p(Q, A)Q = R(Q, A).

Figure 12.7 Advertising

If the monopoly does not 
advertise, its demand 
curve is D1. At its actual 
level of advertising, its 
demand curve is D2. 
Advertising increases 
the monopoly’s gross 
profit (ignoring the cost 
of advertising) from π1 
to π2 = π1 + B. Thus, 
if the cost of advertising 
is less than the benefits 
from advertising, B, the 
monopoly’s net profit 
(gross profit minus the 
cost of advertising) rises.
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The firm’s cost of production is C(Q) + A, where C(Q) is the cost of manufactur-
ing Q units and A is the cost of advertising because each unit of advertising costs $1 (by 
choosing the units of measurement appropriately).

The monopoly maximizes its profit through its choice of quantity and advertising:

 max
Q, A

 π = R(Q, A) - C(Q) - A. (12.10)

Its first-order conditions are found by differentiating the profit function in Equa-
tion 12.10 with respect to Q and A in turn:

 
0π(Q, A)

0Q
=

0R(Q, A)
0Q

-
dC(Q)

dQ
= 0, (12.11)

 
0π(Q, A)

0A
=

0R(Q, A)
0A

- 1 = 0. (12.12)

The profit-maximizing output and advertising levels are the Q* and A* that simul-
taneously satisfy Equations 12.11 and 12.12. Equation 12.11 says that output 
should be chosen so that the marginal revenue from one more unit of output, 
0R/0Q, equals the marginal cost, dC/dQ. According to Equation 12.12, the monop-
oly should advertise to the point where its marginal revenue or marginal benefit 
from the last unit of advertising, 0R/0A, equals the marginal cost of the last unit 
of advertising, $1.

A monopoly’s inverse demand function is p = 800 - 4Q + 0.2A0.5. Its marginal 
cost of production is 2, and its marginal cost of a unit of advertising is 1. What are 
the firm’s profit-maximizing price, quantity, and level of advertising?

Answer

1. Write the firm’s profit function using its inverse demand function. The monop-
oly’s profit is

π = (800 - 4Q + 0.2A0.5)Q - 2Q - A = 798Q - 4Q2 + 0.2A0.5Q - A.

2. Set the partial derivatives of the profit function with respect to Q and A to 
zero to obtain the equations that determine the profit-maximizing levels, as in 
Equations 12.11 and 12.12. The first-order conditions are

 
0π
0Q

= 798 - 8Q + 0.2A0.5 = 0, (12.13)

 
0π
0A

= 0.1A-0.5Q - 1 = 0. (12.14)

3. Solve this pair of equations in two unknowns, Q and A, for the profit-
maximizing levels of Q and A. Rearranging Equation 12.14, we find that 
A0.5 = 0.1Q. Substituting this expression into Equation 12.13, we learn that 
798 - 8Q + 0.02Q = 0, or Q = 100. Thus, A0.5 = 0.1 * 100 = 10, so 
A = 100.

SOLVED PROBLEM 
12.4

MyLab Economics
Solved Problem
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Super Bowl commercials are the most expensive commercials on U.S. television. 
A 30-second spot during the Super Bowl averaged more than $5 million in 2018. 
A high price for these commercials is not surprising because the cost of commer-
cials generally increases with the number of viewers (eyeballs in industry jargon), 
and the Super Bowl is the most widely watched show, with 103 million viewers 
in 2018. Super Bowl advertising costs 2.5 times as much per viewer as other TV 
commercials.

However, a Super Bowl commercial is much more likely to influence viewers 
than commercials on other shows. Not only is the Super Bowl a premier sports 
event, but it also showcases the most memorable commercials of the year, such as 
Apple’s classic 1984 Macintosh ad, which is still discussed and rebroadcast annu-
ally. Indeed, many Super Bowl viewers are not even football fans—they watch to 
see these superior ads. Super Bowl commercials receive extra exposure because 
these ads often go viral on the internet.

Given that Super Bowl ads are more likely to be remembered by viewers, are 
these commercials worth the extra price? Obviously, many advertisers believe 
so, as their demand for these ads has bid up the price. Kim, Freling, and Grisaffe 
(2013) found that immediately after a Super Bowl commercial airs, the advertis-
ing firm’s stock value rises. Thus, investors apparently believe that Super Bowl 
commercials raise a firm’s profits despite the high cost of the commercial. Ho, 
Dhar, and Weinberg (2009) found that for the typical movie with a substantial 
advertising budget, a Super Bowl commercial advertising the movie raises theater 
revenues by more than the same expenditure on other television advertising. They 
also concluded that movie firms’ advertising during the Super Bowl was at (or 
close to) the profit-maximizing amount.

APPLICATION

Super Bowl 
Commercials

Sale Price

CHALLENGE 
SOLUTION

By putting Heinz ketchup on sale periodically, Kraft Heinz can price discrimi-
nate. To maximize its profit, how often should Heinz put its ketchup on sale? 
Under what conditions does it pay for Kraft Heinz to have sales? To answer these 
questions, we study a simplified market in which Heinz competes with one other 
ketchup brand, which we refer to as generic ketchup.15 Every n days, the typical 
consumer buys either Heinz or generic ketchup. (The number of days between 
purchases is determined by the storage space in consumers’ homes and how fre-
quently they eat ketchup.)

Switchers are price sensitive and buy the least expensive ketchup. They pay 
attention to price information and always know when Heinz is on sale.

Heinz considers holding periodic sales to capture switchers’ purchases. The 
generic is sold at a competitive price equal to its marginal cost of production of 
$2.01 per unit. Suppose that Heinz’s marginal cost is MC = $1 per unit (due 
to its large scale) and that, if it only sold to its loyal customers, it would charge 
a monopoly price of p = $3. Heinz’s managers face a trade-off. If Heinz is 

15The rest of the U.S. market consists primarily of Hunt ketchup (15%) and generic or house brands 
(22%). In the following discussion, we assume that customers who are loyal to Hunt or generic 
ketchup are unaffected by a Heinz sale, and hence ignore them.



446 CHAPTER 12   Pricing and Advertising

16We make this assumption for simplicity. In the real world, firms achieve a similar result by having 
random sales or by placing ads announcing sales where primarily switchers will see the ads.

infrequently on sale for less than the generic price, Heinz sells little to switchers. 
On the other hand, if Heinz is frequently on sale, it loses money on its sales to 
loyal customers.

We start by supposing that Heinz pricing policy is to charge a low, sales price, 
$2, once every n days. For the other n - 1 days, Heinz sells at the regular, non-sale 
(monopoly) price of $3, which is the monopoly price given the demand curve of 
the loyal customers. During a sale, the switchers buy enough Heinz to last them for 
n days until it is on sale again. Consequently, the switchers never buy the generic 
product. (Some other customers are loyal to the generic, so they buy it even when 
Heinz is on sale.)

If the loyal customers find that Heinz is on sale, which happens 1/n of all days, 
they buy n days’ worth at the sale price. Otherwise, they are willing to pay the 
regular price. If the other loyal customers were aware of this pattern and got on 
a schedule such that they always bought on sale too, this strategy would not be 
profit maximizing. However, their shopping schedules are determined indepen-
dently: They buy many goods and are not willing to distort their shopping patterns 
solely to buy this one good on sale.16

Could Heinz make more money by altering its promotion pattern? It does not 
want to place its good on sale more frequently because it would earn less from its 
loyal customers without making more sales to switchers. If it pays to hold sales 
at all, it does not want to have a sale less frequently because it would sell fewer 
units to switchers. During a promotion, Heinz wants to charge the highest price it 
can and yet still attract switchers, which is $2. If it sets a lower price, the quantity 
sold is unchanged, so its profit falls. If Heinz sets a sale price higher than $2, it 
loses all switchers.

Does it pay for the firm to have sales? Whether it pays depends on the number 
of switchers, S, relative to the number of brand-loyal customers, B. If each cus-
tomer buys one unit per day, then Heinz’s profit per day if it sells only to loyals 
is π = (p - MC)B = (3 - 1)B = 2B, where p = 3 is Heinz’s regular price and 
MC = 1 is its marginal and average cost. If Heinz uses the sale pricing scheme, 
its average profit per day is

π* = 2B(n - 1)/n + (B + S)/n.

The first term is the profit it makes, $2 per unit, selling B units to loyal customers 
for the fraction of days that Heinz ketchup is not on sale, (n - 1)/n. The second 
term is the profit it makes, $1 per unit, selling B + S units on the 1/n days that 
Heinz ketchup is on sale.

Thus, it pays to put Heinz on sale if π 6 π*, or 2B 6 2B(n - 1)/n + (B + S)/n. 
Using algebra, we can simplify this expression to B 6 S. Thus, if the market has 
more switchers than loyal customers, the sales policy is more profitable than selling 
at a uniform price to only loyal customers.17

17Hendel and Nevo (2013) examined the soft-drink market. They found that some price-sensitive 
consumers buy during sales and stockpile, while less price-sensitive consumers do not stockpile. As 
a result, sales capture 25–30% of the gap between the non-price-discriminating profit and the profit 
from (unattainable) price discrimination in which the seller can identify consumer types and prevent 
arbitrage.
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1. Conditions for Price Discrimination. A firm can 
price discriminate if it has market power, knows 
which customers will pay more for each unit of out-
put, and can prevent customers who pay low prices 
from reselling to those who pay high prices. A firm 
earns a higher profit from price discrimination than 
from uniform pricing because (a) the firm captures 
some or all of the consumer surplus of customers 
who are willing to pay more than the uniform price 
and (b) the firm sells to some people who would not 
buy at the uniform price.

2. Perfect Price Discrimination. To perfectly price dis-
criminate, a firm must know the maximum amount each 
customer is willing to pay for each unit of output. If a 
firm charges customers the maximum that each is willing 
to pay for each unit of output, the monopoly captures all 
potential consumer surplus and sells the efficient (com-
petitive) level of output. Compared to competition, total 
welfare is the same, consumers are worse off, and firms 
are better off under perfect price discrimination.

3. Group Price Discrimination. A firm that does not have 
enough information to perfectly price discriminate may 
know the relative elasticities of demand of groups of 
its customers. Such a profit-maximizing firm charges 
groups of consumers prices in proportion to their elas-
ticities of demand, the group of consumers with the 
least elastic demand paying the highest price. Welfare is 
less under group price discrimination than under com-
petition or perfect price discrimination, but may be 
greater or less than that under single-price monopoly.

4. Nonlinear Pricing. Some firms charge customers dif-
ferent prices depending on how many units they pur-
chase. If consumers who want more water have less 
elastic demands, a water utility can increase its profit 
by using declining-block pricing, in which the price 
for the first few gallons of water is higher than that 
for additional gallons.

5. Two-Part Pricing. By charging consumers one fee for 
the right to buy and a separate price per unit, firms 
may earn higher profits than if they charge only for 
each unit sold. If a firm knows its customers’ demand 
curves, it can use two-part pricing (instead of perfect 
price discrimination) to capture the entire consumer 
surplus. Even if the firm does not know each custom-
er’s demand curve or cannot vary two-part pricing 
across customers, it can use two-part pricing to make 
a larger profit than it could get if it set a single price.

6. Tie-In Sales. A firm may increase its profit by using 
a tie-in sale that allows customers to buy one product 
only if they also purchase another product. In a require-
ment tie-in sale, customers who buy one good must 
make all of their purchases of another good or service 
from that firm. With bundling (a package tie-in sale), 
a firm sells only a bundle of two goods together. Prices 
differ across customers under both types of tie-in sales.

7. Advertising. A monopoly advertises or engages in 
other promotional activities to shift its demand curve 
to the right or to make it less elastic so as to raise its 
profit (taking account of its advertising expenses).

SUMMARY

EXERCISES
All exercises are available on MyLab Economics; * = answer appears at the back of this book; M = mathematical problem.

 *1.4 Many colleges provide students from low-income 
families with scholarships, subsidized loans, and 
other programs so that they pay lower tuitions than 
students from high-income families. Explain why 
universities behave this way.

 1.5 Disneyland price discriminates by charging lower 
entry fees for children than for adults and for local 
residents than for other visitors. Why does it not 
have a resale problem? (Hint: See the Application 
“Disneyland Pricing.”)

 1.6 The 2002 production run of 25,000 new Thun-
derbirds included only 2,000 cars for Canada. Yet 
potential buyers besieged Canadian Ford dealers. 
Many hoped to make a quick profit by reselling the 
cars in the United States. Reselling was relatively 

 1. Conditions for Price Discrimination

 1.1 Many pharmaceutical companies provide low-
income older people with a card guaranteeing them 
discounts on prescription medicines. As of 2018, 
such companies included GlaxoSmithKline, Merck, 
Pfizer, and Roche, along with many others. Why 
would these firms provide discount drug cards?

 1.2 Alexx’s monopoly currently sells its product at a 
single price. What are the necessary conditions so 
that he can profitably price discriminate?

 *1.3 Spenser’s Superior Stoves advertises a one-day sale 
on electric stoves. The ad specifies that the store will 
not accept phone orders and that the purchaser must 
transport the stove. Why does the firm include these 
restrictions?



448 CHAPTER 12   Pricing and Advertising

(Ms. Jones received a guaranteed payment). 
Graph the promoter’s marginal cost curve for the 
concert hall, where the number of tickets sold is 
on the horizontal axis. Be sure to show T*.

b. If the monopoly can charge a single market price, 
does the concert’s failure to sell out prove that the 
monopoly set too high a price? Explain.

c. Would your answer in part b be the same if the 
monopoly can perfectly price discriminate? Use a 
graph to explain.

 2.5 A firm is a natural monopoly (see Chapter 11). Its 
marginal cost curve is flat, and its average cost curve 
is downward sloping (because it has a fixed cost). 
The firm can perfectly price discriminate. Use a 
graph to show how much the monopoly produces, 
Q*. Show graphically and mathematically that a 
monopoly might shut down if it can only set a single 
price but operate if it can perfectly price discrimi-
nate. M

 3. Group Price Discrimination

 3.1 A monopoly has a marginal cost of zero and faces 
two groups of consumers. At first, the monopoly 
could not prevent resale, so it maximized its profit 
by charging everyone the same price, p = $5. No 
one from the first group chose to purchase. Now the 
monopoly can prevent resale, so it decides to price 
discriminate. Will total output expand? Why or why 
not? What happens to profit and consumer surplus?

 3.2 A firm charges different prices to two groups. Would 
the firm ever operate where it was suffering a loss 
from its sales to the low-price group? Explain.

 3.3 A monopoly sells in two countries, and resale 
between the countries is impossible. The demand 
curves in the two countries are p1 = 100 - Q1 and 
p2 = 120 - 2Q2. The monopoly’s marginal cost is 
m = 30. Solve for the equilibrium price in each coun-
try. (Hint: See Solved Problems 12.2 and 12.3.) M

 3.4 Hershey Park sells tickets at the gate and at local 
municipal offices to two groups of people. Suppose 
that the demand function for people who purchase 
tickets at the gate is QG = 10,000 - 100pG and 
that the demand function for people who purchase 
tickets at municipal offices is QG = 9,000 - 100pG. 
The marginal cost of each patron is 5.

a. If Hershey Park cannot successfully segment the 
two markets, what are the profit-maximizing price 
and quantity? What is its maximum possible profit?

b. If the people who purchase tickets at one loca-
tion would never consider purchasing them at the 
other and Hershey Park can successfully price dis-
criminate, what are the profit-maximizing price 
and quantity? What is its maximum possible 
profit? (Hint: See Solved Problem 12.2.) M

easy, and shipping costs were comparatively low. 
When the Thunderbird with the optional hardtop 
first became available at the end of 2001, Canadians 
paid C$56,550 for the vehicle, while U.S. customers 
spent up to C$73,000 in the United States. Why? 
Why did Ford require Canadian dealers to sign an 
agreement that prohibited moving vehicles to the 
United States? (Hint: See the Application “Prevent-
ing Resale of Designer Bags.”)

 1.7 Hertz and other car rental companies charge much 
more for rentals of luxury cars such as Ferraris and 
Bentleys than for compact cars such as the Toyota 
Yaris or Chevrolet Sonic. Is this practice an example 
of price discrimination? Explain.

 1.8 The European Commission charged six U.S. studios 
and a U.K. pay television company, Sky UK, with 
unfairly blocking access to films and other content. 
The charges challenge the studios’ requirement 
under contracts that Sky UK block access for con-
sumers outside Britain and Ireland. The studios have 
separate contracts with broadcasters in other coun-
tries. Why do the studios want such restrictions?

 2. Perfect Price Discrimination

 2.1 If a monopoly faces an inverse demand curve of 
p = 90 - Q, has a constant marginal and average 
cost of 30, and can perfectly price discriminate, what 
is its profit? What are the consumer surplus, wel-
fare, and deadweight loss? How would these results 
change if the firm were a single-price monopoly? 
(Hint: See Solved Problem 12.1.) M

 2.2 Using the information in the Application “Botox and 
Price Discrimination” and the Application “Botox 
Patent Monopoly” in Chapter 11, determine how 
much Allergan loses by being a single-price monop-
oly rather than a perfectly price-discriminating 
monopoly. Explain.

 2.3 See the Application “Google Uses Bidding for Ads to 
Price Discriminate,” which discusses how advertisers 
on Google’s website bid for the right for their ads to 
be posted when people search for certain phrases. 
Should a firm that provides local services (such as 
plumbing or pest control) expect to pay more or less 
for an ad in a small town or a large city? Why?

 2.4 To promote her platinum-selling CD Feels Like 
Home in 2005, singer Norah Jones toured the coun-
try giving live performances. However, she sold an 
average of only two-thirds of the tickets available 
for each show, T* (Robert Levine, “The Trick of 
Making a Hot Ticket Pay,” New York Times, June 6, 
2005, C1, C4). Suppose that the local promoter is 
the monopoly provider of each concert. Each concert 
hall has a fixed number of seats.

a. Assume that the promoter’s cost is independent 
of the number of people who attend the concert 
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pB = $39 (£25). Thus, Warner engaged in group price 
discrimination by charging different prices in various 
countries. We estimate that the inverse demand func-
tions are pA = 57 - 4.8QA for the United States and 
pB = 77 - 19QB for the United Kingdom. Warner’s 
constant marginal cost was $1 in both countries.

a. Solve for Warner’s optimal prices and quantities 
in the two countries.

b. Illustrate in a figure similar to Figure 12.3.

c. Show that the ratio of the U.S. and U.K. prices is 
consistent with Equation 12.9. M

* 3.10 Warner Home Entertainment sold the Harry Potter 
and the Prisoner of Azkaban two-DVD movie set in 
China for about $3, which was only one-fifth the U.S. 
price, and sold about 100,000 units. The price was 
extremely low in China because Chinese consumers 
are less wealthy and because (lower-quality) pirated 
versions were available in China for 72¢–$1.20, com-
pared to the roughly $3 required to purchase the legal 
version. Assuming a marginal cost of $1, what is the 
Chinese elasticity of demand? Derive the demand 
function for China and illustrate Warner’s policy in 
China using a figure similar to those in Figure 12.3. M

 3.11 A monopoly sells its good in the United States, where 
the elasticity of demand is -2, and in Japan, where 
the elasticity of demand is -5. Its marginal cost is 
10. At what price does the monopoly sell its good in 
each country if resale is impossible? M

 3.12 How would the analysis in Solved Problem 12.2 
change if m = 70 or if m = 40? (Hint: Where 
m = 40, the marginal cost curve crosses the MR 
curve three times—if we include the vertical section. 
The single-price monopoly will choose one of these 
three points where its profit is maximized.)

* 3.13 A monopoly sells to n1 consumers in Country 1 and 
n2 in Country 2, where each person in Country 1 has 
a constant elasticity demand function of q1 = pε1 and 
every person in Country 2 has a demand function of 
q2 = pε2. Thus, the country demand functions are 
Q1 = n1p

ε1 and Q2 = n2p
ε2. The monopoly manu-

factures the output at constant marginal cost m. What 
prices does the monopoly charge in the two countries 
if it can group price discriminate? If the monopoly 
cannot price discriminate, what price does it charge?

 3.14 Show that the equilibrium elasticities in the two 
countries must be equal in Solved Problem 12.3. M

 3.15 According to a report from the Foundation for Tax-
payer and Consumer Rights, gasoline costs twice as 
much in Europe as in the United States because taxes 
are higher in Europe. However, the amount per gallon 
net of taxes that U.S. consumers pay is higher than 
that paid by Europeans. The report concludes that 
“U.S. motorists are essentially subsidizing European 
drivers, who pay more for taxes but substantially less 

 3.5 The estimated Tesla demand function for the S 100D 
car is QA = 78 - 0.6pA in the United States and 
QE = 36.8 - 0.16pE in Europe, as Figure 12.3 illus-
trates. Using that and other information from the 
Application “Tesla Price Discrimination,” confirm 
that Tesla’s profit-maximizing prices and quantities 
are those in Figure 12.3. M

 *3.6 A patent gave Sony a legal monopoly to produce a 
robot dog called Aibo (“eye-BO”). The Chihuahua-
sized robot could sit, beg, chase balls, dance, and 
play an electronic tune. When Sony started selling 
the toy in July 1999, it announced that it would sell 
3,000 Aibo robots in Japan for about $2,000 each 
and a limited litter of 2,000 in the United States for 
about $2,500 each. Suppose that Sony’s marginal 
cost of producing Aibos is $500. I estimate that 
its inverse demand curve was pJ = 3,500 - 1

2QJ in 
Japan and pA = 4,500 - QA in the United States. 
Solve for the equilibrium prices and quantities 
(assuming that U.S. customers cannot buy robots 
from Japan). Show how the profit-maximizing price 
ratio depended on the elasticities of demand in the 
two countries. What are the deadweight losses in 
each country, and in which is the loss from monop-
oly pricing greater? (Hint: See Solved Problems 12.2 
and 12.3.) M

 *3.7 A monopoly sells its good in the U.S. and Japanese 
markets. The American inverse demand function is 
pA = 100 - QA, and the Japanese inverse demand 
function is pJ = 80 - 2QJ, where both prices, pA and 
pJ, are measured in dollars. The firm’s marginal cost 
of production is m = 20 in both countries. If the 
firm can prevent resale, what price will it charge in 
both markets? (Hint: The monopoly determines its 
optimal price in each country separately because 
customers cannot resell the good.) (Hint: See Solved 
Problems 12.2 and 12.3.) M

 3.8 Universal Studios sold the Mamma Mia! DVD 
around the world. Universal charged $21.40 in 
Canada and $32 in Japan—more than the $20 it 
charged in the United States. Given that Universal 
had a constant marginal cost of $1, determine what 
the elasticities of demand must be in Canada and in 
Japan if Universal was profit maximizing. M

 3.9 A copyright gives Warner Brothers the legal monopoly 
to produce and sell the Harry Potter and the Deathly 
Hallows Part 2 DVD. Warner Brothers engaged in 
group price discrimination by charging different 
prices in the United States and the United Kingdom. 
Warner Brothers can ignore the problem of resale 
between the countries because the DVDs have incom-
patible formats. The DVD was released during the 
holiday season of 2011–2012 and sold QA = 5.8 
million copies to American consumers at pA = $29 
and QB = 2.0 million copies to British consumers at 

Exercises  
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 5. Two-Part Pricing

 5.1 Using math, show why two-part pricing causes cus-
tomers who purchase few units to pay more per unit 
than customers who buy more units. M

 5.2 Knoebels Amusement Park in Elysburg, Pennsyl-
vania, charges an access fee, ℒ, to enter its Crys-
tal Pool. It also charges p per trip down the pool’s 
water slides. Suppose that 400 teenagers visit the 
park, each of whom has a demand function of 
q1 = 5 - p. In addition, 400 seniors visit, each of 
whom has a demand function of q2 = 4 - p. Knoe-
bels’ objective is to set ℒ and p so as to maximize 
its profit given that it has no (non-sunk) cost and 
must charge both groups the same prices. What are 
the optimal ℒ and p? M

 5.3 Joe has just moved to a small town with only one 
golf course, the Northlands Golf Club. His inverse 
demand function is p = 120 - 2q, where q is the 
number of rounds of golf that he plays per year. The 
manager of the Northlands Club negotiates sepa-
rately with each person who joins the club and can 
therefore charge individual prices. This manager has 
a good idea of what Joe’s demand curve is and offers 
Joe a special deal, where Joe pays an annual mem-
bership fee and can play as many rounds as he wants 
at $20, which is the marginal cost his round imposes 
on the club. What membership fee would maximize 
profit for the club? The manager could have charged 
Joe a single price per round. How much extra profit 
does the club earn by using two-part pricing? M

 5.4 Joe in Question 5.3 marries Susan, who is also an 
enthusiastic golfer. Susan wants to join the North-
lands Club. The manager believes that Susan’s inverse 
demand curve is p = 100 - 2q. The manager has a 
policy of offering each member of a married couple 
the same two-part prices, so he offers them both a 
new deal. What two-part pricing deal maximizes the 
club’s profit? Will this new pricing have a higher or 
lower access fee and per-unit fee than in Joe’s origi-
nal deal? How much more would the club make if it 
charges Susan and Joe separate prices? M

 5.5 As described in the Application “Pricing iTunes,” 
Shiller and Waldfogel (2011) estimated that if iTunes 
used two-part pricing charging an annual access fee 
and a low price per song, it would raise its profit by 
about 30% relative to what it would earn using uni-
form pricing or variable pricing. Assume that iTunes 
uses two-part pricing and assume that the marginal 
cost of an additional download is zero. How should 
iTunes set its profit-maximizing price per song if all 
consumers are identical? Illustrate profit-maximizing 
two-part pricing in a diagram for the identical con-
sumer case. Explain why the actual profit-maximizing 
price per song is positive.

into oil company profits” (Tom Doggett, “US Drivers 
Subsidize European Pump Prices,” Reuters, August 
31, 2006). Given that oil companies have market 
power and can price discriminate across countries, 
is it reasonable to conclude that U.S. consumers are 
subsidizing Europeans? Explain your answer.

 3.16 Does a monopoly’s ability to price discriminate 
between two groups of consumers depend on its 
marginal cost curve? Why or why not? [Consider 
two cases: (a) The marginal cost is so high that the 
monopoly is uninterested in selling to one group;  
(b) the marginal cost is low enough that the monop-
oly wants to sell to both groups.]

 4. Nonlinear Price Discrimination

 4.1 Are all the customers of the monopoly that uses 
block pricing in panel a of Figure 12.4 worse off 
than they would be if the firm set a single price 
(panel b)? Why or why not?

 4.2 In panel b of Figure 12.4, the single-price monopoly 
faces a demand curve of p = 90 - Q and a constant 
marginal (and average) cost of m = $30. Find the 
profit-maximizing quantity (or price) using math. 
Determine the profit, consumer surplus, welfare, and 
deadweight loss. M

 4.3 Suppose that the nonlinear price-discriminating 
monopoly in panel a of Figure 12.4 can set three 
prices, depending on the quantity a consumer pur-
chases. The firm’s profit is

π = p1Q1 + p2(Q2 - Q1) + p3(Q3 - Q2) - mQ3,

  where p1 is the high price charged on the first Q1 units 
(first block), p2 is a lower price charged on the next 
Q2 - Q1 units, p3 is the lowest price charged on the 
Q3 - Q2 remaining units, Q3 is the total number of 
units actually purchased, and m = $30 is the firm’s 
constant marginal and average cost. Use calculus to 
determine the profit-maximizing p1, p2, and p3. M

 4.4 Consider the nonlinear price discrimination analysis 
in panel a of Figure 12.4.

a. Suppose that the monopoly can make consumers 
a take-it-or-leave-it offer. The monopoly sets a 
price, p*, and a minimum quantity, Q*, that a 
consumer must pay to be able to purchase any 
units at all. What price and minimum quantity 
should it set to achieve the same outcome as it 
would if it perfectly price discriminated?

b. Now suppose that the monopoly charges a price 
of $90 for the first 30 units and a price of $30 for 
subsequent units, but requires that a consumer buy 
at least 30 units to be allowed to buy any units. 
Compare this outcome to the one in part a and 
to the perfectly price-discriminating outcome. M
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b. Given these individual prices, what is the highest 
price that the university is willing to pay for the 
three journals bundled together?

c. Now suppose that the publisher offers the same 
deal to a second university with willingness to 
pay vA = $1,800, vB = $100, and vC = $2,100. 
With the two universities, calculate the revenue-
maximizing individual and bundle prices. M

 6.4 Why do Honda service departments emphasize to cus-
tomers the importance of using “genuine Honda parts” 
when servicing and tuning Honda cars and motorcy-
cles? Is Honda likely to be as successful as Hewlett-
Packard in the Application “Ties That Bind”?

 7. Advertising

 7.1 Show how a monopoly would solve for its optimal 
price and advertising level if it sets price instead of 
quantity. M

 7.2 The demand a monopoly faces is

p = 100 - Q + A0.5,

  where Q is its quantity, p is its price, and A is its 
level of advertising. Its marginal cost of produc-
tion is 10, and its cost of a unit of advertising is 
1. What is the firm’s profit equation? Solve for the 
firm’s profit-maximizing price, quantity, and level of 
advertising. (Hint: See Solved Problem 12.4.) M

 7.3 What is the monopoly’s profit-maximizing output, Q, 
and level of advertising, A, if it faces a demand curve 
of p = a - bQ + cAα, its constant marginal cost of 
producing output is m, and the cost of a unit of adver-
tising is $1? (Hint: See Solved Problem 12.4.) M

 7.4 For every dollar spent on advertising pharmaceu-
ticals, revenue increases by about $4.20 (CNN, 
December 17, 2004). If this number is accurate and 
the firms are operating rationally, what (if anything) 
can we infer about marginal production and distri-
bution costs? M

 7.5 Use a diagram similar to Figure 12.7 to illustrate the 
effect of social media on the demand for Super Bowl 
commercials. (Hint: See the Application “Super 
Bowl Commercials.”)

 8. Challenge

 8.1 Each week, a department store places a different 
item of clothing on sale. Give an explanation based 
on price discrimination for why the store conducts 
such regular sales.

 8.2 In the Challenge Solution, did the sales method 
achieve the same group-price-discrimination out-
come that Heinz would achieve if it could set sepa-
rate prices for loyal customers and for switchers? 
Why or why not?

 5.6 Explain why charging a higher or lower price than 
p = 10 reduces the monopoly’s profit in Figure 12.5. 
Show the monopoly’s profit if p = 20 and compare 
it to its profit if p = 10.

 6. Tie-In Sales

 6.1 A monopoly sells two products, of which consum-
ers want only one. Assuming that it can prevent 
resale, can the monopoly increase its profit by bun-
dling them, forcing consumers to buy both goods? 
Explain.

 6.2 A computer hardware firm sells both laptop comput-
ers and printers. Through the magic of focus groups, 
their pricing team determines that they have an equal 
number of three types of customers, and that these 
customers’ reservation prices are

Laptop Printer Bundle

Customer A $800 $100 $900

Customer B $1,000 $50 $1,050

Customer C $600 $150 $750

a. If the firm were to charge only individual prices 
(not use the bundle price), what prices should 
it set for its laptops and printers to maximize 
profit? Assuming for simplicity that the firm has 
only one customer of each type, how much does 
it earn in total?

b. An outside consultant claims that the company 
could make more money from its customers if 
it sold laptops and printers together as a bundle 
instead of separately. Is the consultant right? 
Assuming again that the firm has one customer 
of each type, how much does the firm earn in 
total from pure bundling?

c. Why does bundling pay or not pay?

 6.3 The publisher Elsevier uses mixed-bundling pricing 
strategy. The publisher sells a university access to a 
bundle of 930 of its journals for $1.7 million for one 
year. It also offers the journals separately at individual 
prices. Because Elsevier offers the journals online (with 
password access), universities can track how often their 
students and faculty access journals and then cancel 
those journals that they seldom read. Suppose that a 
publisher offers a university only three journals—
A, B, and C—at the unbundled, individual annual 
subscription prices of pA = $1,600, pB = $800, and 
pC = $1,500. Suppose a university’s willingness to pay 
for each of the journals is vA = $2,000, vB = $1,100, 
and vC = $1,400.

a. If the publisher offers the journals only at the 
individual subscription prices, to which journals 
does the university subscribe?

Exercises  
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A camper awakens to the growl of a hungry bear and sees his friend putting on 
a pair of running shoes. “You can’t outrun a bear,” scoffs the camper. His friend 
coolly replies, “I don’t have to. I only have to outrun you!”

Intel and AMD’s 
Advertising 
Strategies

Intel and Advanced Micro Devices (AMD) dominate the central processing unit (CPU) mar-
ket for personal computers, with over 99% of total sales and the graphic chips market with 
82% of total sales in 2018. Intel uses aggressive advertising—its very successful Intel Inside 
campaign—and charges relatively high prices, while AMD traditionally used little advertising 
and relied on the appeal of its lower prices. Intel controls more than 78% of the processor 
market and 67% of the graphic chip market.

According to Salgado’s (2008) estimated demand func-
tions, consumers were willing to pay a large premium for the 
Intel brand for processors. He found that, if Intel increased 
its advertising by 10% (holding prices constant), the total 
market demand would increase by 1%, while Intel’s relative 
share would rise by more than 3%. Demand for AMD prod-
ucts would therefore fall. Salgado’s work indicates that the 
two firms’ shares would be roughly equal if they advertised 
equally (regardless of the level).

From the start of the personal computer era, Intel has 
been the 800-pound gorilla in the CPU market. Intel created 
the first commercial microprocessor chip in 1971. In 1991, 
Intel launched the Intel Inside® marketing and branding cam-
paign. Intel offered to share costs for any manufacturer’s PC 
print ads if they included the Intel logo. Not only did these 

funds reduce the computer manufacturers’ costs, but also the logo assured consumers that 
their computers were powered by the latest technology. Within six months, 300 computer 
manufacturers had agreed to support the campaign. After the manufacturers’ ads started to 
appear, Intel advertised globally to explain the significance of the logo to consumers. The Intel 
Inside campaign was one of the first successful attempts at ingredient branding.

Advanced Micro Devices (AMD) entered the microchip market in 1975, when it started 
selling a reverse-engineered clone of the Intel 8080 microprocessor. In 1982, AMD and Intel 
signed a contract allowing AMD to be a licensed second-source manufacturer of Intel’s 
8086 and 8088 processors because IBM would use these chips in its PCs only if it had two 
microchip sources.

Why does Intel advertise aggressively while AMD engages in relatively little advertising? 
At the end of the chapter, we discuss a possible explanation: Intel was able to act first and 
thereby gain an advantage. (In contrast, in Solved Problem 13.1, we examine the possible 
outcomes if both firms had acted simultaneously.)

CHALLENGE
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In deciding how to price its products or how much to advertise, Procter and Gamble 
considers the pricing and advertising of its main rivals, Johnson and Johnson and 
Unilever. In such markets with a small number of firms, called an oligopoly, the 
firms know that their actions significantly affect each other’s profit, so their actions 
depend on how they think their rivals will act. To understand how such oligopolistic 
firms interact, we employ game theory: a set of tools used by economists and others 
to analyze strategic decision making.

Game theory has many practical applications. Economists use it to study how 
oligopolistic firms set prices, quantities, and advertising levels; bargaining between 
unions and management or between the buyer and seller of a car or a home; interac-
tions between polluters and those harmed by pollution; negotiations between parties 
with different amounts of information (such as between car owners and auto mechan-
ics); bidding in auctions; and for many other economic interactions. Game theory 
is used by political scientists and military planners for avoiding or fighting wars, 
by biologists for analyzing evolutionary biology and ecology, and by philosophers, 
computer scientists, and many others.

In this chapter, we concentrate on how oligopolistic firms behave within a game. A 
game is an interaction between players (such as individuals or firms) in which players 
use strategies. A strategy is a battle plan that specifies the actions or moves that a 
player will make conditional on the information available at each move and for any 
possible contingency. For example, a firm may use a simple business strategy where 
it produces 100 units of output regardless of what a rival does. In such a case, the 
strategy consists of a single action—producing 100 units of output. However, a strat-
egy can consist of a combination of actions or moves, possibly contingent on what a 
rival does. For example, a firm might decide to produce a small quantity as long as its 
rival produced a small amount in the previous period, and a large quantity otherwise.

Payoffs are the benefits received by players from a game’s outcome, such as profits 
for firms or incomes or utilities for individuals. A payoff function specifies each play-
er’s payoff as a function of the strategies chosen by all players. We normally assume 
that players seek to maximize their payoffs. In essence, this assumption simply defines 
what we mean by payoffs. Payoffs include all relevant benefits experienced by the 
players. Therefore, rational players should try to obtain the highest payoffs they can.

The rules of the game include the timing of players’ moves (such as whether one 
player moves first), the various actions that are possible at a particular point in the 
game, and possibly other specific aspects of how the game is played. A full descrip-
tion of a game normally includes a statement of the players, the rules of the game 
(including the possible actions or strategies), and the payoff function, along with a 
statement regarding the information available to the players.

We start by examining how firms interact strategically in a single period, and 
then turn to strategic interactions in games that last for more than one period. The 
single-period game is called a static game, in which each player acts only once and the 
players act simultaneously (or, at least, each player acts without knowing its rivals’ 
actions). For example, each of two rival firms might make simultaneous one-time-
only decisions about where to locate its new factory.

In a dynamic game, players move either repeatedly or sequentially. Therefore, 
dynamic games may be repeated games or sequential games. In a repeated game, a 
basic component game or constituent game is repeated, perhaps many times. Firms 
choose from the same set of possible actions again and again. In a sequential game, 
one player moves before another moves, possibly making alternating moves, as in 
chess or tic-tac-toe. A game is also sequential if players have a sequence of different 
decisions to make, even if moves are made simultaneously with a rival. For example, 
two firms might play a game in which they initially simultaneously choose how much 
capital to invest and then later simultaneously decide how much output to produce.
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To analyze a game, we must know how much information participants have. We 
start by assuming that the relevant information is common knowledge to the players 
and then we relax that assumption. Common knowledge is a piece of information 
known by all players, and it is known by all players to be known by all players, and 
it is known to be known to be known, and so forth. In particular, we initially assume 
that players have complete information, a situation in which the strategies and pay-
offs of the game are common knowledge.

The information possessed by firms affects the outcome of a game. The outcome 
of a game in which a particular piece of information is known by all firms may dif-
fer from the outcome when some firms are uninformed. A firm may suffer a worse 
outcome if it does not know the potential payoffs of other firms.

 13.1 Static Games
We begin by examining static games, in which the players choose their actions simulta-
neously, have complete information about the possible strategies and payoff functions, 
and play the game once. Our example is a simplified version of the real-world com-
petition between United Airlines and American Airlines on the Los Angeles–Chicago 
route (based on the estimates of Brander and Zhang, 1990), where we allow the firms 
to choose only one of two possible quantities.

The game has the following characteristics. The two players or firms are United and 
American. They play a static game—they compete only once. The rules of the game 
specify the possible actions or strategies that the firms can take and when they can 
take them. Each firm has only two possible actions: Each can fly either 48 thousand 
or 64 thousand passengers per quarter between Chicago and Los Angeles.1 Other than 
announcing their output levels, the firms cannot communicate, so they cannot make side 
deals or otherwise coordinate their actions. Each firm’s strategy is to take one of the two 
actions, choosing either a low output (48 thousand passengers per quarter) or a high 
output (64 thousand). The firms announce their actions or strategies simultaneously.

The firms have complete information: They are aware of the possible strategies and 
the corresponding payoff (profit) to each firm. However, their information is imper-
fect in one important respect. Because they choose their output levels simultaneously, 
neither airline knows what action its rival will take when it makes its output decision.

1. Static Games. A static game is played once by players who act simultaneously and, 
hence, at the time they make a decision, do not know how other players will act.

2. Repeated Dynamic Games. If a static game is repeated over many periods, firms may 
use more complex strategies than in the static one-period game because a firm’s action 
in one period may affect its rivals’ actions in subsequent periods.

3. Sequential Dynamic Games. If one firm acts before its rival, it may gain an advantage 
by converting what would be an empty threat to its rival into a credible, observable action.

4. Auctions. An auction is a game where bidders have incomplete information about the 
value that other bidders place on the auctioned good or service.

5. Behavioral Game Theory. Some people make biased decisions based on psychological 
factors rather than using a rational strategy.

In this chapter, we 
examine five main 
topics

1We relax this assumption in Chapter 14 where we allow the firms to choose any output level, and 
call that game the Cournot game.
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Normal-Form Games
[W]hen you have eliminated the impossible, whatever remains, however improbable, 
must be the truth. —Sherlock Holmes (Sir Arthur Conan Doyle)

We examine a normal-form representation of a static game of complete information, 
which specifies the players in the game, their possible strategies, and the payoff function 
that specifies the players’ payoffs for each combination of strategies. The normal-form 
representation of this static game is the payoff matrix (profit matrix) in Table 13.1.

This payoff matrix shows the profits for each of the four possible combinations 
of the strategies that the firms may choose. For example, if American chooses a large 
quantity, qA = 64 units per quarter, and United chooses a small quantity, qU = 48 units 
per quarter, the firms’ profits are in the cell in the lower-left corner of the profit matrix. 
That cell shows that American’s profit is 5.1 ($5.1 million) per quarter in the upper-right 
corner, and United’s profit is 3.8 ($3.8 million) per quarter in the lower-left corner. We 
now have a full description of the game, including a statement of the players, the rules, 
a list of the allowable actions or strategies, the payoffs, and the available information.

Because the firms choose their strategies simultaneously, each firm selects a strat-
egy that maximizes its profit given what it believes the other firm will do. The firms 
are playing a noncooperative game of imperfect information in which each firm must 
choose an action before observing the simultaneous action of its rival. Thus, while 
the players have complete information about all players’ strategies and payoffs, they 
have imperfect information about how the other will act.

We can predict the outcome of some games by using the insight that rational play-
ers will avoid strategies that are dominated by other strategies. First, we show that in 
some games we can predict a game’s outcome if each firm has a single best strategy 
that dominates all others. Then, we show that in other games, by sequentially elimi-
nating dominated strategies, we are left with a single outcome. Finally, we note that 
the outcome of a broader class of games can be precisely predicted based on each 
player’s choosing a best response to the other players’ actions—the response that 
produces the largest possible payoff.

Dominant Strategies. We can precisely predict the outcome of any game in which 
every player has a dominant strategy: a strategy that produces a higher payoff than 
any other strategy the player can use for every possible combination of its rivals’ 
strategies. When a firm has a dominant strategy, a firm could have no belief about 

American Airlines

United
Airlines 5.1

qU =48

qU =64

qA =64 qA =48

4.6

4.6

3.8

5.1

3.84.1

4.1

Table 13.1 Dominant Strategies in a Quantity Setting, Prisoners’ Dilemma Game

Note: Quantities are in thousands of passengers per quarter; (rounded) profits are in millions of dollars per quarter.
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its rivals’ choice of strategies that would cause it to choose one of its other, strictly 
dominated strategies.

Although firms do not always have dominant strategies, they have them in our air-
line game. American can determine its dominant strategy using the following reasoning:

 7 If United chooses the high-output strategy (qU = 64), American’s high-output 
strategy maximizes its profit: Given United’s strategy, American’s profit is 4.1 
($4.1 million) with its high-output strategy (qA = 64) and only 3.8 with its 
low-output strategy (qA = 48). Thus, American is better off using a high-output 
strategy if United chooses its high-output strategy.

 7 If United chooses the low-output strategy (qU = 48), American’s high-output 
strategy maximizes its profit: Given United’s strategy, American’s profit is 5.1 
with its high-output strategy and only 4.6 with its low-output strategy.

 7 Thus, the high-output strategy is American’s dominant strategy: Whichever 
strategy United uses, American’s profit is higher if it uses its high-output strat-
egy. We show that American won’t use its low-output strategy (because that 
strategy is dominated by the high-output strategy) by drawing a vertical, dark 
red line through American’s low-output cell in Table 13.1.

By the same type of reasoning, United’s high-output strategy is also a dominant 
strategy. We draw a horizontal, light red line through United’s low-output strategy. 
Because the high-output strategy is a dominant strategy for both firms, we can predict 
that the outcome of this game is the pair of high-output strategies, qA = qU = 64.

This game has a surprising feature that is inconsistent with most people’s intuition:

Common Confusion Rival firms always choose a set of strategies that benefits 
all of them.

A striking feature of this game is that the players choose strategies that do not maximize 
their joint profit. Each firm would earn 4.6 if qA = qU = 48 rather than the 4.1 they 
actually earn by setting qA = qU = 64. In this type of game—called a prisoners’ dilemma 
game—all players have dominant strategies that lead to a profit (or another payoff) 
that is inferior to what they could achieve if they cooperated and pursued alternative 
strategies.

The prisoners’ dilemma takes its name from a classic cops-and-robbers example. 
The police arrest Larry and Duncan and put them in separate rooms so that they 
cannot talk to each other. An assistant district attorney (DA) tells Larry, “We have 
enough evidence to convict you both of a minor crime for which you will each serve 
a year in prison. If you confess and give evidence against your partner while he stays 
silent, we can convict him of a major crime for which he will serve five years and you 
will go free. If you both confess, you will each get two years.”

Meanwhile, another assistant DA is proposing an identical offer to Duncan. By 
the same reasoning as in the airline example, we expect both Larry and Duncan to 
confess because confessing is a dominant strategy for each of them. From Larry’s 
point of view, confessing is always better no matter what Duncan does. If Duncan 
confesses, then by confessing also, Larry gets two years instead of five. If Duncan 
does not confess, then by confessing Larry goes free instead of serving a year. Either 
way, confessing is better for Larry. The same reasoning applies to Duncan. Therefore, 
the dominant strategy solution is for both to confess and get two years in jail, even 
though they would be better off, getting just one year in jail, if they both kept quiet.

Best Response and Nash Equilibrium. Many games do not have a dominant 
strategy solution. For these games, we use a more general approach. For any given 
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set of strategies chosen by rivals, a player wants to use its best response: the strategy 
that maximizes a player’s payoff given its beliefs about its rivals’ strategies.

A dominant strategy is a strategy that is a best response to all possible strategies 
that a rival might use. Thus, a dominant strategy is a best response. However, even if 
a dominant strategy does not exist, each firm can determine its best response to any 
possible strategies chosen by its rivals.

The idea that players use best responses is the basis for the Nash equilibrium, a solu-
tion concept for games formally introduced by John Nash (1951). A set of strategies is 
a Nash equilibrium if, when all other players use these strategies, no player can obtain a 
higher payoff by choosing a different strategy. An appealing property of the Nash equi-
librium is that it is self-enforcing: If each player uses a Nash equilibrium strategy, then 
no player would want to deviate by choosing another strategy. In other words, no player 
regrets its strategy choice when it learns the strategies chosen by the other players. Each 
player says “given the strategies chosen by my rivals, my strategy was my best response.”

The Nash equilibrium is the primary solution concept used by economists in ana-
lyzing games. It allows us to find solutions to more games than just those with a 
dominant strategy solution. If a game has a dominant strategy solution then that 
solution must also be a Nash equilibrium. However, many games that do not have 
dominant strategy solutions have a Nash equilibrium.

To illustrate these points, we examine a more complex simultaneous-move game 
in which American and United can produce an output of 96, 64, or 48 (thousand 
passengers per quarter). This game has nine possible output combinations, as the 
3 * 3 profit matrix in Table 13.2 shows. Neither American nor United has a single, 
dominant strategy, but we can find a Nash equilibrium by using a two-step proce-
dure. First, we determine each firm’s best response to any given strategy of the other 
firm. Second, we determine if any pairs of strategies (a cell in the profit table) are best 
responses for both firms, so that the strategies in this cell are a Nash equilibrium.

We start by determining American’s best response for each of United’s possible 
actions. If United chooses qU = 96 (thousand passengers per quarter), the first row 
of the table, then American’s profit is 0 if it sets qA = 96 (the first column), 2.0 
if it chooses qA = 64 (the second column), and 2.3 if it selects qA = 48 (the third 
column). Thus, American’s best response if United sets qU = 96 is to select qA = 48. 
We indicate American’s best response by coloring the upper triangle in the last (third 
column) cell in this row dark green. Similarly, if United sets qU = 64 (second row), 

Table 13.2 Best Responses in a Quantity Setting, Prisoners’ Dilemma Game

American Airlines

2.00

3.10

United
Airlines

4.13.1

2.0

5.1

5.1

4.6

4.6

4.6

3.8

2.3

4.6

4.1

3.82.3
qU =48

qU =64

qU =96

qA =96 qA =64 qA =48

Note: Quantities are in thousands of passengers per quarter; (rounded) profits are in millions of dollars per quarter.
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American’s best response is to set qA = 64, where it earns 4.1, so we color the upper 
triangle in the middle cell (second column) of the second row dark green. Finally,  
if United sets qU = 48 (third row), American’s best response is qA = 64, where 
it earns 5.1, so we color the upper triangle in the middle cell of the third row dark green.

We can use the same type of reasoning to determine United’s best responses to each 
of American’s strategies. If American chooses qA = 96 (first column), then United’s 
best response is qU = 48 where its profit is 2.3, which we indicate by coloring the 
lower triangle light green in the lower left cell of the table. Similarly, we show that 
United’s best response is qU = 64, if American sets qA = 64 or 48, which we show 
by coloring the relevant lower left triangles light green.

We now look for a Nash equilibrium, which is a pair of strategies where both 
firms are using a best-response strategy so that neither firm would want to change 
its strategy. This game has only one cell in which both the upper and lower triangles 
are green: qA = qU = 64. Given that its rival uses this strategy, neither firm wants to 
deviate from using this strategy. For example, if United continued to set qU = 64, but 
American raised its quantity to 96, American’s profit would fall from 4.1 to 3.1. Or, 
if American lowered its quantity to 48, its profit would fall to 3.8. Thus, American 
does not want to change its strategy.

Because no other cell has a pair of strategies that are best responses (green lower 
and upper triangles), at least one of the firms would want to change its strategy in 
each of these other cells. For example, at qA = qU = 48, either firm could raise 
its profit from 4.6 to 5.1 million by increasing its output to 64. At qA = 48 and 
qU = 64, American can raise its profit from 3.8 to 4.1 million by increasing its quan-
tity to qA = 64. Similarly, United would want to increase its output when qA = 64 
and qU = 48. None of the other strategy combinations is a Nash equilibrium because 
at least one firm would want to deviate. Thus, we can find the single Nash equilib-
rium to this game by determining each firm’s best responses.2

Failure to Maximize Joint Profits
The dominant-strategy analysis in Table 13.1 and the best-response analysis in Table 13.2 
show that noncooperative firms may not reach the joint-profit-maximizing outcome. 
Whether players achieve the outcome that maximizes joint profit depends on the 
profit matrix.

We illustrate this idea using an advertising example.

2In these airline examples, we have assumed that the firms can only pick between a small number of 
output levels. However, in Chapter 14, we use game theory to find the Nash equilibrium in games in 
which the firms can choose any output level.

Common Confusion If firms in a market decide to advertise, doing so raises 
their profits.

We’ll show that, for some profit matrices, all the firms would benefit if they could 
agree not to advertise.

Table 13.3 shows an advertising game in which each firm can choose to advertise 
or not, with two possible profit matrices. In the Nash equilibrium, collective profit 
is not maximized in the first game but is maximized in the second game.

In the game in panel a, a firm’s advertising does not bring new customers into the 
market but only has the effect of stealing business from the rival firm. Because each 
firm must decide whether or not to advertise at the same time, neither firm knows 
the strategy of its rival when it chooses its strategy.
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If neither firm advertises, then each firm makes a profit of 2 (say, $2 million), as 
the upper-left cell of the profit matrix in panel a shows. If Firm 1 advertises but 
Firm 2 does not, then Firm 1 takes business from Firm 2 and raises its profit to 3, 
while the profit of Firm 2 is reduced to 0. The gain to Firm 1 is less than the loss to 
Firm 2 because the revenue that is transferred from Firm 2 to Firm 1 as customers 
shift is partially offset by the cost of Firm 2’s advertising. If both firms advertise, then 
each firm gets a profit of 1, as the cell on the lower right shows.

Advertising is a dominant strategy for both firms.3 We use red lines to show that 
the firms do not use the dominated do-not-advertise strategies. The outcome in which 
both firms advertise is therefore a dominant strategy solution. Advertising for both 
firms is also a Nash equilibrium because each firm is choosing its best response to 
the other firm’s strategy.

In this Nash equilibrium, each firm earns 1, which is less than the 2 it would make 
if neither firm advertised. Thus, the sum of the firms’ profits is not maximized in this 
simultaneous-choice one-period game.

3Firm 1 goes through the following reasoning. “If my rival does not advertise, I get 2 if I do not adver-
tise and I get 3 if I do advertise, so advertising is better. If my rival does advertise, I get 0 if I do not 
advertise and I get 1 if I do advertise, so advertising is still better.” Regardless of what Firm 2 does, 
advertising is better for Firm 1, so advertising is a dominant strategy for Firm 1 (and not advertising 
is a dominated strategy). Firm 2 faces a symmetric problem and would also conclude that advertising 
is a dominant strategy.

Table  13.3 Advertising Games: Prisoners’ Dilemma or Joint-Profit-Maximizing 
Outcome?

Firm 2

Firm 2

(b) Advertising Attracts New Customers to the Market

Do Not
Advertise

Do Not Advertise

32

02
10

Advertise

Advertise

3 1

42

32
53

4 5

(a) Advertising Only Takes Customers from Rivals

Firm 1

Do Not Advertise Advertise

Firm 1

Do Not
Advertise

Advertise
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Many people are surprised when they see this result. Why don’t the firms cooper-
ate, refrain from advertising, and earn 2 instead of 1? This game is an example of a 
prisoners’ dilemma: The game has a dominant strategy solution in which the players 
receive lower profits than they would get if the firms could cooperate. Each firm 
makes more money by advertising regardless of the strategy used by the other firm, 
even though their joint profit is maximized if neither advertises.

In the advertising game in panel b, advertising by a firm brings new customers to 
the market and consequently helps both firms. That is, each firm’s advertising has 
a market expansion effect. If neither firm advertises, both earn 2. If only one firm 
advertises, its profit rises to 4, which is more than the 3 that the other firm makes. 
If both advertise, they each earn 5 and are collectively better off than if only one 
advertises or neither advertises. Again, advertising is a dominant strategy for a firm 
because it earns more by advertising regardless of the strategy the other firm uses. 
This dominant strategy solution is a Nash equilibrium, but this game is not a prison-
ers’ dilemma. In this Nash equilibrium, the firms’ combined profits are maximized, 
which is the same outcome that would arise if the firms could cooperate. Thus, 
whether the Nash equilibrium maximizes the combined profit for the players depends 
on the properties of the game that are summarized in the profit matrix.

Firms with market power, such as oligopolies, often advertise.4 Comcast Corpora-
tion, which provides cable television, internet, and telephone services, spent $5.7 bil-
lion on U.S. advertising in 2017, the most of any corporation. The next largest U.S. 
advertisers were Procter & Gamble ($4.4 billion), AT&T ($3.5 billion), Amazon 
($3.4 billion), and General Motors ($3.2 billion). Procter & Gamble is the largest 
global advertiser, spending $10.5 billion. The largest advertisers outside the United 
States include Samsung Electronics (South Korea, electronics), Nestlé (Switzerland, 
foods), and Unilever (U.K./Netherlands, consumer goods such as food, personal 
care, and cleaning products).

In oligopoly markets, firms consider the likely actions of their rivals when 
deciding how much to advertise. How much a firm should spend on advertising 
depends critically on whether the advertising helps or harms its rival.

For example, when a firm advertises to inform consumers about a new use for 
its product, its advertising may cause the quantity demanded for its own and rival 
brands to rise, as happened with toothpaste ads. Before World War I, only 26% 
of Americans brushed their teeth. By 1926, in part because of ads like those in 
Ipana’s “pink toothbrush” campaign, which detailed the perils of bleeding gums, 
the share of Americans who brushed rose to 40%. Ipana’s advertising helped all 
manufacturers of toothbrushes and toothpaste.5

Alternatively, a firm’s advertising might increase demand for its product by 
taking customers away from other firms. A firm may use advertising to differenti-
ate its products from those of rivals. The advertising may describe actual physical 
differences in the products or try to convince customers that essentially identical 
products differ. If a firm succeeds with this latter type of advertising, the products 
are described as spuriously differentiated.

A firm can raise its profit if it can convince consumers that its product is supe-
rior to other brands. From the 1930s through the early 1970s, secret ingredients 

4Under perfect competition, there is no reason for an individual firm to advertise, as a firm can sell as 
much as it wants at the market price.
5Although it’s difficult to believe, starting in the 1970s, Wisk liquid detergent claimed that it solved a 
major social problem: ring around the collar (www.youtube.com/watch?v=e3N_skYSGoY). Presum-
ably, some consumers—even among those who were gullible enough to find this ad compelling—could 
generalize that applying other liquid detergents would work equally well.

APPLICATION

Strategic Advertising

www.youtube.com/watch?v=e3N_skYSGoY
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Pricing Games in Two-Sided Markets
We can use game theory to analyze strategic rivalry in two-sided markets. A two-
sided market is an economic platform that has two or more user groups that provide 
each other with network externalities (Chapter 11).

A credit card, such as MasterCard or Visa, connects merchants and consumers. The 
more consumers who use a card, the more attractive accepting that card is to merchants. 
The more merchants who accept the card, the more likely consumers want to use it.

The strategic rivalry between MasterCard and Visa determines the equilibrium 
prices they charge the two user groups. We assume that these firms choose one of two 
possible pricing strategies: balanced pricing, in which both merchants and consum-
ers pay fees, and unbalanced pricing, in which only merchants pay. In Table 13.4,  

were a mainstay of consumer advertising. These ingredients were given names 
combining letters and numbers to suggest that they were developed in laboratories 
rather than by Madison Avenue. Dial soap boasted that it contained AT-7. Rinso 
detergent had Solium, Comet included Chlorinol, and Bufferin had Di-Alminate. 
Among the toothpastes, Colgate had Gardol, Gleem had GL-70, Crest had Fluo-
ristan, and Ipana had Hexachlorophene and Durenamel.

Empirical evidence indicates that the impact of a firm’s advertising on other 
firms varies across industries. The cola market is an example of the extreme case in 
which a firm’s advertising brings few new customers into the market and primarily 
serves to steal business from rivals. Gasmi, Laffont, and Vuong (1992) reported 
that Coke or Pepsi’s gain from advertising comes at the expense of its rivals; how-
ever, cola advertising has almost no effect on total market demand, as in panel a. 
Similarly, advertising by one brand of an erectile dysfunction drug increases its 
share and decreases that of its rivals (David and Markowitz, 2011).

At the other extreme is cigarette and beer advertising. Roberts and Samuelson 
(1988) found that cigarette advertising increases the size of the market but does 
not change market shares substantially, as in panel b.6 Similarly, Shapiro (2018) 
finds a positive spillover of a prescription antidepressant manufacturer’s advertis-
ing onto its rivals. Intermediate results include Canadian fast foods, where adver-
tising primarily increases general demand but has a small effect on market share 
(Richards and Padilla, 2009), and CPUs, where Intel’s advertising has a smaller 
effect on total market demand than on Intel’s share (Salgado, 2008).

6However, the Centers for Disease Control and Prevention’s evidence suggests that advertising may 
shift the brand loyalty of youths.

Table 13.4 Unbalanced Pricing in a Two-Sided Market

MasterCard

Visa

9
Balanced

2

49

7

7

Balanced Unbalanced

Unbalanced
42
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unbalanced pricing is the dominant strategy for each firm, so both use this strategy 
in the Nash equilibrium. This example is a prisoners’ dilemma game. The firms 
would earn more if they used balanced pricing, 7 each, instead of unbalanced 
pricing, 4 each.

In contrast, consider a different game between the eHarmony and Match.com 
dating platforms. Each firm can use a balanced pricing strategy, charging both 
men and women, or it can use an unbalanced pricing strategy, charging only one 
group. The example in Table 13.5 is not a prisoners’ dilemma game. Balanced 
pricing is the dominant strategy for each firm. The solution maximizes the joint 
payoffs to the firms.

Multiple Equilibria
In accordance with our principles of free enterprise and healthy competition, I’m 
going to ask you two to fight to the death for it. —Monty Python

Many oligopoly games have more than one Nash equilibrium. We illustrate this pos-
sibility with an entry game. Two firms are each considering opening a gas station at 
a highway rest stop that has no gas stations. The rest stop has enough physical space 
for at most two gas stations. The profit matrix in Table 13.6 shows that the demand 
for gasoline is adequate for only one station to operate profitably. If both firms enter, 

Table  13.5 Balanced Pricing in a Two-Sided Market

Match.com

eHarmony

6
Balanced

5

46

7

Balanced Unbalanced

Unbalanced
4

7

5

Table 13.6 Simultaneous-Entry Game

Firm 1

Do Not Enter

Do Not
Enter

10

Firm 2
–10

Enter

–11

0 0

Enter

Match.com
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each loses $1 (hundred thousand). Neither firm has a dominant strategy. Each firm’s 
best action depends on what the other firm does.

By examining the firm’s best responses, we can identify two Nash equilibria: 
Firm 1 enters and Firm 2 does not enter, or Firm 2 enters and Firm 1 does not 
enter. Each is a Nash equilibrium because neither firm wants to change its behavior. 
Given that Firm 2 does not enter, Firm 1 does not want to change its strategy from 
entering to staying out of the market. If it changed its behavior, it would go from 
earning $1 to earning $0. Similarly, given that Firm 1 enters, Firm 2 does not want 
to switch its behavior and enter because it would lose $1 instead of making $0. 
The outcome in which only Firm 2 enters is also a Nash equilibrium by the same 
type of reasoning.

How do the players know which (if any) Nash equilibrium will result? They 
don’t know. It is difficult to see how the firms choose strategies unless they collude 
and can enforce their agreement. For example, the firm that enters could pay the 
other firm to stay out of the market. Without an enforceable collusive agreement, 
even discussions between the firms before they make decisions are unlikely to help. 
These pure Nash equilibria are unappealing because they call for identical firms to 
use different strategies.

Intel and AMD are the dominant central processing unit manufacturers. Assume 
they play the following game once and act simultaneously. Their profits are sym-
metric. If both choose low levels of advertising, Intel’s profit, πI, and AMD’s 
profit, πA, are each 2. If both choose high, each earns 3. If Intel’s advertising is high 
and AMD’s is low, πI = 8 and πA = 4. If Intel’s advertising is low and AMD’s is 
high, πI = 4 and πA = 8. Describe how each firm chooses its strategy? Describe 
the Nash equilibrium or equilibria.

Answer

1. Use a profit matrix to show the firms’ best responses. The payoff matrix shows 
the four possible pairs of strategies and the associated profits. If Intel chooses 
a low level of advertising (top row), AMD’s profit is 2 if its advertising is low 
and 8 if it is high, so its best response is high, as indicated by the dark green 
triangle in the upper right of the top right cell. If Intel’s advertising is high (bot-
tom row), AMD’s profit is 4 if its advertising is low and 3 if it is high, so its 
best response is low, as indicated by the dark green triangle in the upper right 
of the lower-left cell. Similarly, we use light green triangles in the lower left of 
cells to show Intel’s best responses.

2. Identify the Nash equi-
libria using the best 
responses. For a pair of 
strategies to be a Nash 
equilibrium, both firms 
must be using a best 
response. Thus, this game 
has two Nash equilibria: 
Intel’s advertising is high 
and AMD’s is low (lower-
left cell) and Intel’s adver-
tising is low and AMD’s is 
high (upper-right cell).

SOLVED PROBLEM 
13.1

AMD

8
Low

High
3

2

2

Low High

3

Intel
4

8

4

MyLab Economics
Solved Problem
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Mixed Strategies
In each of the games we have considered so far, including the entry game, we have 
assumed that the firms use a pure strategy: Each player chooses a single action. In addi-
tion to using a pure strategy, a firm in this entry game may employ a mixed strategy in 
which the player chooses among possible actions according to probabilities the player 
assigns. A pure strategy assigns a probability of 1 to a single action, whereas a mixed 
strategy is a probability distribution over actions. That is, a pure strategy is a rule tell-
ing the player what action to take, whereas a mixed strategy is a rule telling the player 
which dice to throw, coin to flip, or other random method of choosing an action.

A firm chooses a best-response strategy: one that produces the highest expected 
payoff given the strategy chosen by its rival. We start by describing a mixed strategy 
for the entry game and explaining why it is a best response. Then, we’ll discuss how 
to derive such a mixed strategy.

In the entry game, both firms may use the same mixed strategy: Both firms enter 
with a probability of one-half—say, if a flipped coin comes up heads. This pair of 
mixed strategies is a Nash equilibrium because neither firm wants to change its strat-
egy, given that the other firm uses its Nash equilibrium mixed strategy.

If both firms use this mixed strategy, each of the four outcomes in the payoff 
matrix in Table 13.6 is equally likely. The probability that the outcome in a par-
ticular cell of the matrix occurs is the product of the probabilities that each firm 
chooses the relevant action. The probability that a firm chooses a given action is 
1
2. Given that each firm flips its coin independently, the probability that both firms 
will choose a given pair of actions is 12 * 1

2 = 1
4. Consequently, Firm 1 has a one-

fourth chance of earning $1 (upper-right cell), a one-fourth chance of losing $1 
(lower-right cell), and a one-half chance of earning $0 (upper-left and lower-left 
cells). Thus, Firm 1’s expected profit—the firm’s profit in each possible outcome 
times the probability of that outcome—is

a$1 *
1
4
b + a -$1 *

1
4
b + a$0 *

1
2
b = $0.

Given that Firm 1 uses this mixed strategy, Firm 2 cannot achieve a higher expected 
profit by using a pure strategy. If Firm 2 uses the pure strategy of entering with prob-
ability 1, it earns $1 half the time and loses $1 the other half, so its expected profit is $0. 

If Firm 2 stays out with certainty, it earns $0 with certainty.
In general, if Firm 2 believes that Firm 1 will use its equi-

librium mixed strategy, Firm 2 is indifferent as to which 
pure strategy it uses (of the strategies that have a positive 
probability in that firm’s mixed strategy). In contrast, if one 
of the actions in the equilibrium mixed strategy has a higher 
expected payoff than some other action, it would pay to 
increase the probability that Firm 2 takes the action with the 
higher expected payoff. However, if all of the pure strategies 
that have positive probabilities in a mixed strategy have the 
same expected payoff, then the expected payoff of the mixed 
strategy must also have that expected payoff. Thus, Firm 2 is 
indifferent as to whether it uses any of these pure strategies 
or any mixed strategy over these pure strategies.

In our example, why would a firm pick a mixed strat-
egy where its probability of entering is one-half? Let the 
probability of entering be θt for Firm i. Firm 2’s payoff 
from entering is [θ1 * (-1)] + [(1 - θ1) * 1] = 1 - 2θ1, 
given that it believes that Firm will enter with probability 
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θ1. Its payoff from not entering is [θ1 * 0] + [(1 - θ1) * 0] = 0. For Firm 2 to use 
a mixed strategy, it must be indifferent between entering or not. That is, these two 
expected profits must be equal. Equating these two expected profits, 1 - 2θ1 = 0, 
and solving, we find that θ1 = 1

2. Using the same analysis for Firm 1, we find that 
θ2 = 1

2.
The entry game has two pure-strategy Nash equilibria—one firm employing the pure 

strategy of entering and the other firm pursuing the pure strategy of not entering—and 
a mixed-strategy Nash equilibrium. If Firm 1 decides to enter with a probability of 12, 
Firm 2 is indifferent between choosing to enter with a probability of 1 (the pure 
strategy of enter), 0 (the pure strategy of do not enter), or any fraction in between 
these extremes. However, for the firms’ strategies to constitute a mixed-strategy Nash 
equilibrium, both firms must choose to enter with a probability of one-half. Thus, 
both firms using a mixed strategy where they enter with a probability of one-half is 
a Nash equilibrium.7

An important reason for introducing the concept of a mixed strategy is that some 
games have no pure-strategy Nash equilibria. However, Nash (1950) proved that 
every static game with a finite number of players and a finite number of actions has 
at least one Nash equilibrium, which may involve mixed strategies.

Some game theorists argue that mixed strategies are implausible because firms do 
not flip coins to choose strategies. One response is that firms may only appear to be 
unpredictable. In this game with no dominant strategies, neither firm has a strong 
reason to believe that the other will choose a pure strategy. It may think about its 
rival’s behavior as random. However, in actual games, a firm may use some informa-
tion or reasoning that its rival does not observe so that it chooses a pure strategy. Or, 
a firm may confront a different rival in each of many markets, where one-half of those 
firms use a pure entry strategy and one-half use the pure-no-entry strategy, which 
resembles a mixed strategy across firms. Another response is that a mixed strategy 
may be appealing in some games, such as the entry game, where a random strategy 
and symmetry between players are plausible.

7“Solving for Mixed Strategies Using Calculus” in MyLab Economics, Chapter Resources, 
Chapter 13 shows how to solve for this mixed-strategy equilibrium using calculus.

We can use game theory to explain many interactions between parents and their 
kids. In the United States, the term boomerang generation refers to young adults 
who return home after college, a first job, or the military to live with their parents. 
(The Japanese call them parasite singles.)

The Great Recession hit young people particularly hard, and the recovery was 
slow and uneven. The U.S. unemployment rate for 20- to 24-year-olds went from 
8.5% in 2007 to 11% in 2008, then rose to 16% in 2009, and stayed above 13% 
through 2012, but fell to 7% by mid-2018.

As a result, many adults moved back to live with their parents after college. The 
share of 25- to 34-year-olds who lived with their parents was 15% in 2016 (Mil-
lennials) compared to 10% in 2000 (Gen Xers). In the European Union, 39% of 
25- to 29-year-olds and 73% of 20- to 24-year-olds lived with their parents in 2016.

In many parents’ minds the question arises of whether by supporting their kids, 
they discourage them from working. Rather than unconditionally supporting their 
children, would they help their kids more by engaging in tough love: kicking their 
kids out and making them support themselves? Solved Problem 13.2 addresses 
this question.

APPLICATION

Boomerang Millennials
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 13.2 Repeated Dynamic Games
In static, normal-form games, players have imperfect information about how 
other players will act because everyone moves simultaneously and only once. In 
contrast, in dynamic games, players move sequentially or move simultaneously 

Mimi wants to support her son Jeff if he looks for work but not otherwise. Jeff 
wants to try to find a job only if Mimi will not support his life of indolence. Their 
payoff matrix is:

If Jeff and Mimi choose actions simultaneously, what are the pure- or mixed-
strategy equilibria?

Answer

1. Check whether any of the four possible pairs of pure strategies is a Nash equilib-
rium. The four possible pure-strategy equilibria are support-look, support-loaf, 
no support-look, and no support-loaf. None of these pairs of pure strategies is 
a Nash equilibrium because one or the other player would want to change his 
or her strategy. The pair of strategies support-look is not a Nash equilibrium 
because, given that Mimi provides support, Jeff would have a higher payoff 
loafing, 4, than looking for work, 2. Support-loaf is not a Nash equilibrium 
because Mimi prefers not to support the idler, 0, to providing support, -1. We 
can reject no support-loaf because Jeff would prefer to look for work, 1, out of 
desperation rather than loaf, 0. Finally, no support-look is not a Nash equilib-
rium because Mimi would prefer to support her wonderful son, 4, rather than 
to feel guilty about not rewarding his search efforts, -1.

2. By equating expected payoffs, determine the mixed-strategy equilibrium. If 
Mimi provides support with probability θM, Jeff’s expected payoff from looking 
for work is 2θM + [1 * (1 - θM)] = 1 + θM, and his expected payoff from  
loafing is 4θM + [0 * (1 - θM)] = 4θM. Jeff is indifferent between loaf-
ing and looking for work if his expected payoffs are equal: 1 + θM = 4θM,  
or θM = 1

3. If Jeff looks for work with probability θJ, then Mimi’s expected  
payoff from supporting him is 4θJ + [(-1) * (1 - θJ)] = 5θJ - 1, and her 
expected payoff from not supporting him is -θJ + [0 * (1 - θJ)] = -θJ.  
By equating her expected payoffs, 5θJ - 1 = -θJ, we determine that  
his mixed-strategy probability is θJ = 1

6.

Comment: Although this game has no pure-strategy Nash equilibria, it does have 
a mixed-strategy Nash equilibrium.

SOLVED PROBLEM 
13.2
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repeatedly over time, so a player has perfect information about other players’ 
previous moves.

We consider two types of dynamic games. We start with a repeated or multiperiod 
game in which a single-period, simultaneous-move game, such as the airline prison-
ers’ dilemma game, is played at least twice and possibly many times. Although the 
players move simultaneously in each period, they know about their rivals’ moves in 
previous periods, so a rival’s previous move may affect a player’s current action. As 
a result, it is a dynamic game.

In the next section, we turn to sequential games. We examine a two-stage game, 
which is played once and hence can be said to occur in a “single period.” In the first 
stage, Player 1 moves. In the second stage, Player 2 moves and the game ends with 
the players receiving payoffs based on their actions.

Strategies and Actions in Dynamic Games
A major difference between static and dynamic games is that dynamic games require 
us to distinguish between strategies and actions. An action is a single move that 
a player makes at a specified time, such as choosing an output level or a price. A 
strategy is a battle plan that specifies the full set of actions that a player will make 
throughout the game and may involve actions that are conditional on prior actions 
of other players or on additional information available at a given time.

For example, American’s strategy might state that it will fly 64 thousand pas-
sengers between Chicago and Los Angeles this quarter if United flew 64 thou-
sand last quarter, but that it will fly only 48 thousand this quarter if United flew  
48 thousand last quarter. This distinction between an action and a strategy is moot 
in a simultaneous-move static game, where an action and a strategy are effectively 
the same because the game is played only once.

Cooperation in a Repeated Prisoners’ Dilemma Game
To illustrate the difference between a static game and a repeated game, we con-
sider a repeated prisoners’ dilemma game. Each period has a single stage in which 
both players move simultaneously. However, these are dynamic games because 
Player 1’s move in period t precedes Player 2’s move in period t + 1; hence, the 
earlier action may affect the later one. Such a repeated game is a game of almost 
perfect information: The players know all the moves from previous periods, but 
they do not know each other’s moves within a single period because they act 
simultaneously.

We showed that if American and United engage in a single-period prisoners’ 
dilemma game, Table 13.1, the two firms produce more than they would if they had 
colluded. Yet cartels do form. What’s wrong with this theory, which says that cartels 
won’t occur? One explanation is that markets last for many periods, and collusion is 
more likely to occur in a multiperiod game than in a single-period game.

In a single-period game, one firm cannot punish the other firm for cheating on a 
cartel agreement. But if the firms play period after period, a wayward firm can be 
punished by the other.

Suppose now that the airlines’ single-period prisoners’ dilemma game is repeated 
quarter after quarter. If they play a single-period game, each firm takes its rival’s 
strategy as a given and assumes that it cannot affect that strategy. When the same 
game is played repeatedly, a firm may devise a strategy for this period that depends 
on its rival’s previous actions. For example, a firm may set a low output level for this 
period only if its rival set a low output level in the previous period.
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Signaling. When antitrust laws make a firm hesitant to contact its rival directly, it 
may try to influence its rival’s behavior by signaling. For example, American could 
use a low-quantity strategy for a couple of periods to signal United that it desires the 
two firms to cooperate and produce that low quantity in the future. If United does 
not respond by lowering its output in future periods, then American suffers lower 
profits for only a couple of periods. However, if United responds to this signal and 
lowers its quantity, both firms can profitably produce at the low quantity thereafter.

If the low-output strategy is so lucrative for everyone, why don’t firms always 
cooperate when engaging in such indefinitely repeated games? One reason is that 
the cooperative outcome is not the only possible Nash equilibrium. This game has 
another Nash equilibrium in which each firm chooses the high output every period. 
If United believes that American will produce the high output in every period, then 
its best response is to produce the high output every period. This same reasoning also 
applies to American. Each firm’s belief about its rival will be confirmed by experience, 
and neither firm will have an incentive to change its strategy.

Threatening to Punish. In addition to or instead of signaling, a firm can threaten 
to punish a rival for not restricting output. We use the profit matrix in Table 13.1 to 
illustrate how the airlines could threaten to punish rivals to ensure collusion. Sup-
pose that American announces or somehow indicates to United that it will use the 
following two-part strategy:

 7 American will produce the smaller quantity each period as long as United does 
the same.

 7 If United produces the larger quantity in period t, American will produce the 
larger quantity in period t + 1 and all subsequent periods.

If United believes that American will follow this strategy, United knows that it 
will make $4.6 million each period if it produces the smaller quantity. Although 
United can make a higher profit, $5.1 million, in period t by producing the larger 
quantity, by doing so it lowers its potential profit to $4.1 million in each subsequent 
period. Thus, United gains half a million dollars relative to the cooperative payoff 
($0.5 = $5.1 - $4.6) in the period when it first defects from the cooperative output, 
but it loses half a million dollars relative to cooperation (- $0.5 = $4.1 - $4.6) in 
each subsequent period. After only two punishment periods, the loss would be much 
larger in magnitude than the initial gain. Thus, United’s best policy is to produce the 
lower quantity in each period unless it cares greatly about current profit and little 
about future profits.8

American is using a trigger strategy: a strategy in which a rival’s defection from a 
collusive outcome triggers a punishment. In this case, the trigger strategy is extreme 
because a single defection calls for a firm to punish its rival forever by producing 
the high output in all subsequent periods.9 However, if both firms adopt this trigger 
strategy, the outcome is a Nash equilibrium in which both firms choose the low out-
put and obtain the collusive profit in every period: Defection and punishment need 
not occur. The firms may use less extreme trigger strategies. For example, a strategy 
that involved just two periods of punishment for a defection may make defection 
unattractive in this example.

8Presumably, a firm discounts future gains or losses (Chapter 16) because a dollar today is worth 
more than a dollar in the future. However, the effect of such discounting over a period as short as a 
few quarters is small.
9American does not have to punish United forever to induce it to cooperate. All it has to do is punish 
it for enough periods that it does not pay for United to deviate from the low-quantity strategy in any 
period.
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 13.3 Sequential Game
We now turn to sequential dynamic games, in which one firm moves before another. 
We show how to represent these games diagrammatically and predict their outcomes.

Game Tree
Rather than use the normal form, economists analyze sequential dynamic games 
in their extensive form, which specifies the n players, the sequence in which they 
make their moves, the actions they can take at each move, the information that each 
player has about players’ previous moves, and the payoff function over all possible 
strategies. In this section, we assume that players not only have complete information 
about the strategies and payoff functions but also have perfect information about the 
previous plays of the game.

We illustrate a sequential-move or two-stage game using the airline example 
where American can choose its output level before United does. This game is called 
a Stackelberg game.10 The striking result of this analysis is that when one player can 
move before the other, the outcome is different from that in a game where they have 
to move simultaneously. For simplicity, we assume that United and American can 
choose only output levels of 96, 64, and 48 thousand passengers per quarter.

Using Table 13.2, the normal-form representation of this game, we derived the 
Nash equilibrium when both firms moved simultaneously. To demonstrate the role 
of sequential moves, we use an extensive-form diagram or game tree, Figure 13.1, 
which shows the order of the firms’ moves, each firm’s possible actions at the time 
of its move, and the resulting profits at the end of the game.

In the figure, each box is a point of decision by one of the firms, called a deci-
sion node. The name in the decision node box indicates that it is that player’s turn 
to move. The lines or branches extending out of the box represent a complete list of 
the possible actions the player can make at that point in the game. On the left side 
of the figure, American, the leader, starts by picking one of the three output levels. 

Show that if American and United Airlines know they will play the game just 
described repeatedly for exactly T periods, the firms are unlikely to cooperate.

Answer

Start with the last period and work backward. In the last period, T, the firms know 
that they’re not going to play again, so they know they can cheat—produce a large 
quantity—without fear of punishment. As a result, the last period is like a single-
period game, and both firms produce the large quantity. That makes the T - 1 
period the last interesting period. By the same reasoning, the firms will cheat in 
T - 1 because they know that they will both cheat in the last period and hence 
no additional punishment can be imposed. Continuing this type of argument, we 
conclude that maintaining an agreement to produce the small quantity will be dif-
ficult if the game has a known stopping point.

Comment: Playing the same game many times does not necessarily help the firms 
cooperate. With a known end period, cooperating is difficult. However, if the play-
ers know that the game will end but aren’t sure when, cheating is less likely to occur. 
Cooperation is therefore more likely in a game that will continue forever or will end 
at an unknown period than in a game with a known final period.

SOLVED PROBLEM 
13.3

10We discuss a generalized version of this game in Chapter 14.

MyLab Economics
Solved Problem
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In the middle of the figure, United, the follower, chooses one of the three quantities 
after learning the output level American chose. The right side of the figure shows the 
profits that American and United earn, given that they sequentially took the actions 
to reach this final branch. For instance, if American selects 64 and then United 
chooses 96, American earns 2.0 ($2 million) profit per quarter and United earns 3.1.

Within this game are subgames. At a given stage, a subgame consists of all the sub-
sequent decisions that players may make given the actions already taken. The game 
in Figure 13.1 has four subgames. The subgame at the time of American’s first-stage 
decision is the entire game. The second stage has three subgames in which United 
makes a decision given each of American’s three possible first-stage actions.

Subgame Perfect Nash Equilibrium
In solving a problem of this sort, the grand thing is to be able to reason backward. 
—Sherlock Holmes (Sir Arthur Conan Doyle)

To predict the outcome of this sequential game, we introduce a stronger version 
of the Nash equilibrium concept. A set of strategies forms a subgame perfect Nash 
equilibrium if the players’ strategies are a Nash equilibrium in every subgame. As 
the entire dynamic game is a subgame, a subgame perfect Nash equilibrium is also a 
Nash equilibrium. In contrast, in a simultaneous-move game such as the static prison-
ers’ dilemma, the only subgame is the game itself, so the Nash equilibrium and the 
subgame perfect Nash equilibrium are the same.

Table 13.2 shows the normal-form representation of this game in which the Nash 
equilibrium in the simultaneous-move game is for each firm to choose 64. However, 
if the firms move sequentially, the subgame perfect Nash equilibrium results in a 
different outcome.

We can solve for the subgame perfect Nash equilibrium using backward induction, 
where we first determine the best response by the last player to move, next determine 
the best response for the player who made the next-to-last move, and then repeat the 
process until we reach the first move of the game. In our example, we work backward 

Figure 13.1 Airlines Game Tree

American, the leader firm, chooses its 
output level first. Given American’s choice, 
United, the follower, picks an output level. 
The firms’ profits that result from these 
decisions are shown on the right-hand side 
of the figure. Two red lines through an 
action line show that the firm rejects that 
action. The action that each firm chooses 
is indicated by a dark blue line.
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from the decision by the follower, United, to the decision by the leader, American, 
moving from the right to the left side of the game tree.

How should American, the leader, select its output in the first stage? For each pos-
sible quantity it can produce, American predicts what United will do and picks the 
output level that maximizes its own profit. Thus, to predict American’s action in the 
first stage, American determines what United, the follower, will do in the second stage, 
given each possible output choice by American in the first stage. Using its conclusions 
about United’s second-stage reaction, American makes its first-stage decision.

Which quantity that United, the follower, chooses depends on the quantity that 
American previously chose. If American chose 96, United’s profit is 2.3 if its output 
is 48, 2.0 if it produces 64, and 0 if it picks a quantity of 96. Thus, if American chose 
96, United’s best response in this subgame is 48. The double lines through the other 
two action lines show that United will not choose those actions.

Using the same reasoning, American determines how United will respond to each 
of American’s possible actions, as the right-hand side of the figure illustrates. Ameri-
can predicts the following:

 7 If American chooses 48, United selects 64, so American’s profit will be 3.8.
 7 If American chooses 64, United selects 64, so American’s profit will be 4.1.
 7 If American chooses 96, United selects 48, so American’s profit will be 4.6.

Thus, to maximize its profit, American chooses 96 in the first stage. United’s 
strategy is to make its best response to American’s first-stage action: United selects 
64 if American chooses 48 or 64, and United picks 48 if American chooses 96. Thus, 
United responds in the second stage by selecting 48. In this subgame perfect Nash 
equilibrium, neither firm wants to change its strategy. Given that American Airlines 
sets its output at 96, United is using a strategy that maximizes its profit, qU = 48, so 
it doesn’t want to change. Similarly, given how United will respond to each possible 
American output level, American cannot make more profit than if it chooses 96.

The subgame perfect Nash equilibrium requires players to believe that their oppo-
nents will act optimally—in their own best interests. No player has an incentive to devi-
ate from the equilibrium strategies. The reason for adding the requirement of subgame 
perfection is that we want to explain what will happen if a player does not follow the 
equilibrium path. For example, if American does not choose its equilibrium output in 
the first stage, subgame perfection requires that United will still follow the strategy that 
maximizes its profit in the second stage conditional on American’s actual output choice.

Not all Nash equilibria are subgame perfect Nash equilibria. For example, sup-
pose that American’s strategy is to pick 96 in the first stage, and United’s strategy 
is to choose 96 if American selects 48 or 64, and 48 if American chooses 96. The 
outcome is the same as the subgame perfect Nash equilibrium we just derived because 
American selects 96, United chooses 48, and neither firm wants to deviate.11 Due 
to each firm’s unwillingness to deviate, this set of strategies is a Nash equilibrium. 
However, this set of strategies is not a subgame perfect Nash equilibrium. Although 
this Nash equilibrium has the same equilibrium path as the subgame perfect Nash 
equilibrium, United’s strategy differs out of the equilibrium path. If American had 
selected 48 (or 64), United’s strategy would not result in a Nash equilibrium. United 
would receive a higher profit if it produced 64 rather than the 96 that this strategy 
requires. Therefore, this Nash equilibrium is not subgame perfect.

The subgame perfect Nash equilibrium differs from the simultaneous-move equilib-
rium in Table 13.2. If American can move first, its output is 96, which is 50% more 

11Given United’s strategy, American does not have any incentive to deviate. If American chooses 48 it 
will get 2.3, and if it chooses 64 it will get 2.0, both of which are less than 4.6 if it chooses 96. And 
given American’s strategy, no change in United’s strategy would raise its profit.
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than the 64 that it would fly if both firms move simultaneously. Similarly, American 
earns 4.6 if it moves first, which is 15% more than the 4.1 it would earn if both firms 
move simultaneously. If United moves second, it selects a smaller quantity, 48, and 
earns a lower profit, 2.3, than it would if both firms move simultaneously, where 
it would fly 64 and earn 4.1. Thus, although United has more information in the 
sequential-move game than it does in the simultaneous-move game—it knows Ameri-
can’s output level—it is worse off than if both firms chose their actions simultaneously.

Credibility
Why do the simultaneous-move and sequential-move games have different outcomes? 
Given the option to act first, American chooses a large output level to make it in 
United’s best interest to pick a relatively small output level, 48. American benefits 
from moving first and choosing a relatively large quantity.

In the simultaneous-move game, why doesn’t American announce that it will fly 
96 thousand customers so as to induce United to pick a small quantity, 48? The 
answer is that when the firms move simultaneously, United doesn’t believe Ameri-
can’s warning that it will produce a large quantity, because it is not in American’s 
best interest to produce that large a quantity of output. For a firm’s announced 

strategy to be a credible threat, rivals must believe 
that the firm’s strategy is rational in the sense that 
it is in the firm’s best interest to use it.12 If American 
chose the first mover’s equilibrium level of output, 96, 
and United produced the simultaneous-move equilib-
rium level, 64, American’s profit would be lower than 
if it too chose the simultaneous-move level. Because 
American cannot be sure that United will believe its 
threat and reduce its output in the simultaneous-
move game, American produces the simultaneous-
move equilibrium output level, 64. In contrast, in the 
sequential-move game, because American moves first, 
its commitment to produce a large quantity is credible 
because it has already set that quantity.

The intuition for why commitment makes a threat 
credible is that of “burning bridges.” If the general burns 
the bridge behind the army so that the troops can only 
advance and not retreat, the army becomes a more fear-
some foe—like a cornered animal.13 Similarly, by limit-
ing its future options, a firm makes itself stronger.14

12You may have been in a restaurant and listened to an exasperated father trying to control his brat 
with such extreme threats as “If you don’t behave, you’ll have to sit in the car while we eat dinner” 
or “If you don’t behave, you’ll never watch television again.” The kid, of course, does not view such 
threats as credible and continues to terrorize the restaurant—proving that the kid is a better game 
theorist than the father.
13“On hemmed-in ground, I would block any way of retreat. On desperate ground, I would proclaim 
to my soldiers the hopelessness of saving their lives.” Sun Tzu, On the Art of War.
14Some psychologists use the idea of commitment to treat behavioral problems. An author tells a psy-
chologist that she has writer’s block. The psychologist advises her to set up an irreversible procedure: 
If the author’s book is not finished by a certain date, the author’s check for $10,000 will be sent to the 
group the author hates most in the world—be it the Nazi Party, the Ku Klux Klan, or the National Save 
the Skeets Foundation. Such an irreversible commitment encourages the author to complete the project 
by raising the cost of failure: We can imagine the author playing a game against the author’s better self.
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Not all firms can make credible threats, however, because not all firms can make 
commitments. Typically, for a threat to succeed, a firm must have an advantage that 
allows it to harm the other firm before that firm can retaliate. Identical firms that 
act simultaneously cannot credibly threaten each other. However, a firm may be able 
to make its threatened behavior believable if firms differ. An important difference is 
the ability of one firm to act before the other. For example, an incumbent firm could 
lobby for the passage of a law that forbids further entry.

Dynamic Entry Game
We can illustrate the use of laws as a form of commitment by using the entry game. 
In some markets, by moving first, a firm can act strategically to prevent potential 
rivals from entering the market. How can an incumbent, monopoly firm deter a 
(potential) rival from entering that market? Does the incumbent gain from taking an 
action that deters entry?

The incumbent can prevent entry if it can make a credible threat. However, a 
firm cannot deter entry merely by telling a potential rival, “Don’t enter! This mar-
ket ain’t big enough for the two of us.” The potential rival would merely laugh and 
suggest that the first firm exit if it doesn’t want to share the market. The following 
examples demonstrate how, by acting first, a firm can make a credible threat that 
deters entry.

Exclusion Contract. We consider an example where the incumbent can pay a 
third party to prevent entry. An airport has a single book store, the incumbent firm. 
We consider an example where the incumbent can pay a third party, the city govern-
ment that owns the airport, to prevent entry.15 If this payment is made, the land-
lord agrees to rent the remaining space only to a restaurant, a toy store, or some 
other business that does not sell books. Should the book store pay?

The game tree, Figure 13.2, shows the two stages of 
the game involving the incumbent and its potential rival, 
another book store. In the first stage, the incumbent decides 
whether to pay b to prevent entry. In the second stage, the 
potential rival decides whether to enter. If it enters, it incurs 
a fixed fee of F to build its store in the airport.

The right side of the figure shows the incumbent’s and 
the potential rival’s profits (πi , πr) for each of the three 
possible outcomes. The outcome at the top of the figure 
shows that if the incumbent does not buy exclusivity 
and the potential rival does not enter, the incumbent 
earns the “monopoly” profit of πi = 10 ($10 thousand) 
per month and its potential rival earns nothing, πr = 0.  
The middle outcome shows that if the incumbent does 
not pay the exclusivity fee and the potential rival 
enters, the incumbent earns a duopoly profit of πi = 4 
and the rival earns the duopoly profit less its fixed cost, 
F, of entering, πr = 4 - F. In the bottom outcome, the 

15Dallas–Fort Worth, Fort Lauderdale–Hollywood, San Francisco, and other airports sell the exclu-
sive rights to provide a particular product or service at their airports. For example, San Francisco 
International Airport put out a call for bids for the exclusive right to provide a book store with the 
minimum acceptable bid of $400,000 for one year.

Yes, I pay you to keep rivals out of our territory.
But, I don’t want to hear all the gory details.
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incumbent pays b for the exclusivity right so that it earns the monopoly profit 
less the exclusivity fee, πi = 10 - b, and its potential rival earns nothing, πr = 0.

To solve for the subgame perfect Nash equilibrium, we work backward, starting 
with the last decision, the potential rival’s entry decision. The top portion of the game 
tree shows what happens if the incumbent does not pay the landlord to prevent entry. 
The potential rival enters if it earns more from entering, πr = 4 - F, than if it stays 
out of the market, πr = 0. That is, the potential rival enters if F … 4. In the bottom 
portion of the game tree where the incumbent pays b for an exclusive contract that 
prevents entry, the potential rival has no possible action.

Which of the three possible outcomes occurs depends on the parameters b (the incum-
bent’s exclusivity fee) and F (the potential rival’s fixed cost of entering the market):

 7 Blockaded entry (F 7 4): The potential rival chooses not to enter even if the 
incumbent does not pay to have an exclusive contract, so πr = 0. The incum-
bent avoids spending b and still earns the monopoly profit, πi = 10.

 7 Deterred entry (F … 4, b … 6): Because F … 4, entry will occur unless the 
incumbent pays the exclusivity fee. The incumbent chooses to pay the exclusiv-
ity fee, b, because its profit from doing so, πi = 10 - b Ú 4, which is at least as 
large as what it earns if it permits entry and earns the duopoly profit, πi = 4. 
Because the rival does not enter, it earns nothing: πr = 0.

 7 Accommodated entry (F … 4, b 7 6): Entry will occur unless the incumbent 
pays the fee because the rival’s fixed costs are less than or equal to 4. However, 
the incumbent does not pay for an exclusive contract. The exclusivity fee is so 
high that the incumbent earns more by allowing entry, πi = 4, than it earns 
if it pays for exclusivity πi = 10 - b 6 4. Thus, the incumbent earns the duo-
poly profit, πi = 4 and the rival makes πr = 4 - F.

In short, the incumbent does not pay for an exclusive contract if the potential rival’s 
cost of entry is prohibitively high (F 7 4) or if the cost of the exclusive contract is 
too high (b 7 6).

The next Solved Problem uses dynamic game theory to reject the following false belief:

Common Confusion A firm invests in new equipment only if the variable 
cost savings outweigh the fixed cost of the investment.

Figure 13.2 Game Tree: Whether an Incumbent Pays to Prevent Entry

If the potential rival stays out of the 
mall, it makes no profit, πr = 0, 
and the incumbent firm makes the 
monopoly profit, πi = 10. If the 
potential rival enters, the incumbent 
earns the duopoly profit of 4 and 
the rival makes 4 - F, where F is 
its fixed cost of entry. If the duopoly 
profit, 4, is less than F, entry does 
not occur. Otherwise, entry occurs 
unless the incumbent acts to deter 
entry by paying for exclusive rights 
to be the only firm in the mall. The 
incumbent pays the landlord only if 
10 - b 7 4.

Incumbent

Enter

Do not enter
(10, 0)

(10 – b, 0)

(4, 4 – F )

Do not pay

Potential Rival’s 
Entry Decision

Incumbent’s 
Pay Decision

Pay for exclusive rights (entry is impossible)

Rival

Profits
(pi, pr )
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Use the following game tree to demonstrate that an incumbent faced with 
potential entry may invest in new equipment even when the investment does 
not lower its variable cost by as much as the fixed cost of the investment. In the 
first stage of the game tree in the figure, the incumbent firm decides whether to 
invest in new robotic equipment, which will lower its marginal cost of produc-
tion. In the second stage, a potential rival decides whether to enter the market.

Answer

1. Determine the potential rival’s response in the second stage to each possible 
action taken by the incumbent in the first stage. To solve for the subgame perfect 
Nash equilibrium, we work backward from the potential rival’s entry decision 
in the second stage of the game. If the incumbent does not invest, its rival enters 
because its profit from entering, πr = 4, exceeds its zero profit if it does not enter. 
If the incumbent does invest, its potential rival stays out of the market because 

entry would be unprofit-
able: πr = -1 6 0.

2. Determine the incum-
bent’s decision given its 
potential rival’s responses. 
If the incumbent does not 
invest and the rival enters, 
the incumbent earns 
πi = 4. If it invests and 
potential rival does not 
enter, the incumbent earns 
πi = 8. Thus, the incum-
bent invests.

Comment: This investment would not pay without a threat of entry. Investing 
would cause the incumbent’s profit to fall from πi = 10 to 8.

SOLVED PROBLEM 
13.4

No investment

Incumbent

Enter

Do not enter
(10, 0)

(4, 4)

Enter

Do not enter
(8, 0)

(2, 1)

Investment

Entrant

Entrant

Incumbent’s
Investment Decision

Potential Rival’s
Entry Decision

Profits
(pi, pr )

Suppose you own the only casino in town. You know that the larger your casino, 
the more games and entertainment you can provide, so the more customers your 
casino will attract. You face a trade-off because as the casino becomes larger, your 
costs increase. Thus, you must pick the optimal size to maximize your monopoly 
profit.

A complication arises if, at the monopoly-profit-maximizing size, it is profitable 
for a new firm to enter. If so, it may pay to expand your casino. You can cred-
ibly commit to maintaining a larger casino because such investments are costly 
to reverse. Given a large enough casino, a potential entrant will lose money by 
building a competing casino and hence won’t enter.

A casino owner learns about entry plans when a potential entrant begins con-
tacting a network of vendors and suppliers. Cookson (2018) estimated that incum-
bent casinos expand their floor space by 13 to 16% in response to an entry threat. 
He also found that entry is half as likely (33% versus 66%) if the incumbent 
invests in a large expansion rather than one that is 20,000 square feet smaller.

APPLICATION

Keeping Out Casinos

MyLab Economics
Solved Problem
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Limit Pricing. An incumbent firm sets a limit price (or, equivalently, an output) so that 
another firm cannot enter the market profitably. For example, the incumbent could set 
a price below the potential rival’s marginal cost so entry would be unprofitable. Or, the 
incumbent could produce so much output that the price is very low and too few custom-
ers remain for the potential rival to make a profit. However, to limit price successfully, a 
firm must have an advantage over its rivals, as the following example illustrates.

An incumbent firm is making a large, monopoly profit, which attracts the inter-
est of a potential rival. The incumbent could threaten that it will limit price if entry 
occurs. It could announce that, after entry, it will charge a price so low that the other 
firm will make a loss. This threat will only work if the threat is credible. It is not cred-
ible if the two firms have identical costs and market demand is adequate to support 
both firms. Once entry occurs, it is in the incumbent’s best interest to charge the price 
that maximizes its profit in this subgame, so it makes a profit rather than charge such 
a low price that everyone loses money. Realizing that the incumbent won’t actually 
limit price, the potential rival ignores the threat and enters.

For the threat of limit pricing to be credible, the incumbent must have an advan-
tage over its rival. For example, if the incumbent’s costs are lower than those of the 
potential rival, the incumbent can charge a price so low that the rival would lose 
money while the incumbent earns a higher profit than if it allows entry.

Another example is an extreme form of the Stackelberg oligopoly example. The 
Stackelberg leader acts first and produces a large quantity so that the follower pro-
duces a smaller quantity. Depending on the demand curve and the firms’ costs, it 
may be even more profitable for the leader to produce such a large quantity that 
the follower cannot earn a profit. That is, the leader makes limit pricing credible by 
committing to provide a very large output level.

In the first stage of a game between an incumbent and a potential rival, the incum-
bent builds its plant using either an inflexible technology that allows it to produce 
only a (large) fixed quantity, or a flexible technology that allows it to produce 
small or large quantities. In the second stage, the potential rival decides whether 
to enter. With the inflexible technology, the incumbent makes so much output 
that its threat to limit price is credible, as the following game tree illustrates. What 
strategy (technology) maximizes the incumbent’s profit?

Answer

1. Work backward by determining the potential rival’s best strategy conditional 
on each possible action by the incumbent. This game has two proper sub-

games. The upper-right 
subgame shows the profits 
if the potential rival enters 
or if it does not enter given 
that the incumbent uses the 
inflexible technology. The 
potential rival loses money 
(πr = -1) if it enters, but 
breaks even (πr = 0) if it 
doesn’t, so it does not enter. 
In the lower-right subgame, 
the potential rival decides 
whether to enter given that 
the incumbent is using the 

SOLVED PROBLEM 
13.5

Inflexible technology

Flexible technology

Incumbent

Do not enter

Enter
(10, –1)

(20, 0)

Do not enter

Enter
(5, 5)

(30, 0)

Entrant

Entrant

Incumbent Picks
Technology

Potential Rival Decides
Whether to Enter

Profits
(pi ,  pr )

MyLab Economics
Solved Problem
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 13.4 Auctions
To this point, we have examined games in which players have complete informa-
tion about payoff functions. We now turn to an important game, the auction, in 
which players devise bidding strategies without knowing other players’ strategies 
or payoff functions.

An auction is a sale in which a good or service is sold to the highest bidder. A 
substantial amount of exchange takes place through auctions. Government contracts 
are typically awarded using procurement auctions. In recent years, governments have 
auctioned portions of the airwaves for radio stations, mobile phones, and wireless 
internet access and have used auctions to set up electricity and transport markets. 
Other goods commonly sold at auction are natural resources such as timber, as well 
as houses, cars, agricultural produce, horses, antiques, and art. In this section, we 
first consider the various types of auctions and then investigate how the rules of the 
auction influence buyers’ strategies.

Elements of Auctions
Before deciding what strategy to use when bidding in an auction, one needs to know 
the rules of the game. Auctions have three key components: the number of units 
being sold, the format of the bidding, and the value that potential bidders place on 
the good.

Number of Units. Auctions can be used to sell one or many units of a good. The 
U.S. Department of the Treasury holds regular auctions of U.S. government bonds, 
selling bonds to many different buyers in the same auction. In many other auctions, 
a single good—such as an original painting—is sold. For simplicity in this discussion, 
we concentrate on auctions where a single, indivisible item is sold.

Format. Virtually all auctions are variants of the English auction, the Dutch auction, 
the sealed-bid auction, or the double auction.

 7 English auction: In the United States and Britain, almost everyone has seen 
an English or ascending-bid auction, at least in the movies. The auctioneer 
starts the bidding at the lowest price that is acceptable to the seller and then 

flexible technology. Here, the potential rival prefers to enter and earn a profit 
of πr = 5 rather than stay out and earn nothing.

2. Given the responses by the potential rival to each of the incumbent’s strate-
gies, determine the incumbent’s best strategy. If the incumbent uses the flexible 
technology, entry occurs, and the incumbent earns πi = 5. However, if the 
incumbent uses the inflexible technology, the other firm does not enter, and 
the incumbent’s profit is πi = 20. Thus, the incumbent chooses the inflexible 
technology.

Comment: The incumbent would earn an even higher profit with the flexible 
technology if no entry occurs. However, if the incumbent chooses the flexible 
technology, its rival will enter, so the incumbent is better off committing to the 
inflexible technology. The inflexible technology serves as a credible threat that the 
incumbent will limit price.
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repeatedly encourages potential buyers to bid more than the previous highest 
bidder. The auction ends when no one is willing to bid more than the current 
highest bid by the time the auctioneer has called out “Going, going, gone!” The 
good is sold to the last bidder for the highest bid. Sotheby’s and Christie’s use 
English auctions to sell art and antiques.

 7 Dutch auction: A Dutch auction or descending-bid auction ends dramatically 
with the first “bid.” The seller starts by asking if anyone wants to buy at a high 
price. The seller reduces the price by given increments until someone accepts the 
offered price and then buys at that price. Variants of Dutch auctions are often 
used to sell multiple goods simultaneously, such as in Google’s initial public 
offering auction and the U.S. Treasury’s sales of Treasury bills.

 7 Sealed-bid auction: In a sealed-bid auction, everyone submits a bid simultane-
ously without seeing the other bids (for example, by submitting each bid in 
a sealed envelope), and the highest bidder wins. The price the winner pays 
depends on whether it is a first-price auction or a second-price auction. In a 
first-price auction, the winner pays its own, highest bid. Governments often use 
this type of auction. In a second-price auction, the winner pays the amount bid 
by the second-highest bidder.

 7 Double auction. All potential buyers and sellers in a double auction may make 
public offers stating prices at which they are willing buy or sell. They may 
accept another participant’s offer to buy or sell. Traditionally, most financial 
exchanges in which people trade stocks, options, or other securities were oral 
double auctions. Traders stood in open pits and would shout, wave cards in 
the air, or use hand signals to convey their offers or to signal agreements to 
trade. In recent years, almost all of these exchanges have switched to electronic 
double-auction systems.

Many online auction houses use a variant of the second-price auction. For exam-
ple, you bid on eBay by specifying the maximum amount you are willing to bid. If 
your maximum is greater than the maximum bid of the other participants, eBay’s 
computer places a bid on your behalf that is a small increment above the maximum 
bid of the second-highest bidder. This system differs from the traditional sealed-bid 
auction in that people can continue to bid until the official end of the auction, and 
potential bidders know the current bid price (but not the maximum that the highest 
bidder is willing to pay). Thus, eBay has some characteristics of an English auction.

Value. Auctioned goods are normally described as having a private value or a com-
mon value. Typically, this distinction turns on whether the good is unique.

 7 Private value: If each potential bidder places a different personal value on a 
good, we say that the good has a private value. Individual bidders know how 
much the good is worth to them but not how much other bidders value it. An 
archetypical example is an original work of art, which can be valued very dif-
ferently by many people.

 7 Common value: Many auctions involve a good that has the same fundamental 
value to everyone, but no buyer knows exactly what that common value is. 
For example, in a timber auction, firms bid on all the trees in a given area. All 
firms know the current price of lumber; however, they do not know exactly 
how many board feet of lumber are contained in the trees.

In many actual auctions, goods have both private value and common value. For 
example, in the tree auction, bidding firms may differ not only in their estimates of 
the amount of lumber in the trees (common value), but also in their costs of harvest-
ing (private value).
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Bidding Strategies in Private-Value Auctions
A potential buyer’s optimal strategy depends on the number of units, the format, and 
the type of values in an auction. For specificity, we examine auctions in which each 
bidder places a different private value on a single, indivisible good.

Second-Price Auction Strategies. According to eBay, if you choose to bid on an 
item in its second-price auction, you should “enter the maximum amount you are will-
ing to spend.”16 Is eBay’s advice correct?

In a traditional sealed-bid, second-price auction, bidding your highest value weakly 
dominates all other bidding strategies: The strategy of bidding your maximum value 
leaves you as well off as, or better off than, bidding any other value. The amount 
that you bid affects whether you win, but it does not affect how much you pay if you 
win, which equals the second-highest bid.

Suppose that you value a folk art carving at $100. If the highest amount that any 
other participant is willing to bid is $85 and you place a bid greater than $85, you 
will buy the carving for $85 and receive $15 (=  $100 - $85) of consumer surplus. 
Other bidders pay nothing and gain no consumer surplus.

Should you ever bid more than your value? Suppose that you bid $120. You have 
three possibilities. First, if the highest bid of your rivals is greater than $120, then 
you do not buy the good and receive no consumer surplus. This outcome is the same 
as what you would have received if you had bid $100, so bidding higher than $100 
does not benefit you.

Second, if the highest alternative bid is less than $100, then you win and receive 
the same consumer surplus that you would have received had you bid $100. Again, 
bidding higher does not affect the outcome.

Third, if the highest bid by a rival were an amount between $100 and $120—say, 
$110—then bidding more than your maximum value causes you to win, but you 
purchase the good for more than you value it, so you receive negative consumer 
surplus: - $10 (=  $100 - $110). In contrast, if you had bid your maximum value, 
you would not have won, and your consumer surplus would have been zero—which 
is better than losing $10. Thus, bidding more than your maximum value can never 
make you better off than bidding your maximum value, and you may suffer.

Should you ever bid less than your maximum value, say, $90? No, because you 
only lower the odds of winning without affecting the price that you pay if you do 
win. If the highest alternative bid is less than $90 or greater than your value, you 
receive the same consumer surplus by bidding $90 as you would by bidding $100. 
However, if the highest alternative bid lies between $90 and $100, you will lose the 
auction and give up positive consumer surplus by underbidding.

Thus, you do as well or better by bidding your value than by overbidding or 
underbidding. This argument does not turn on whether or not you know other 
bidders’ valuation. If you know your own value but not other bidders’ values, 
bidding your value is your best strategy. If everyone follows this strategy, the 
person who places the highest value on the good will win and will pay the second-
highest value.

English Auction Strategy. Suppose instead that the seller uses an English auction 
to sell the carving to bidders with various private values. Your best strategy is to raise 
the current highest bid as long as your bid is less than the value you place on the good, 
$100. If the current bid is $85, you should increase your bid by the smallest permitted 
amount, say, $86, which is less than your value. If no one raises the bid further, you 

16See pages.ebay.com/education/gettingstarted/bidding.html.

pages.ebay.com/education/gettingstarted/bidding.html


480 CHAPTER 13   Game Theory

win and receive a positive surplus of $14. By the same reasoning, it always pays to 
increase your bid up to $100, where you receive zero surplus if you win.

However, it never pays to bid more than $100. The best outcome that you can hope 
for is to lose and receive zero surplus. Were you to win, you would have negative surplus.

If all participants bid up to their value, the winner will pay slightly more than the 
value of the second-highest bidder. Thus, the outcome is essentially the same as in 
the sealed-bid, second-price auction.

Equivalence of Auction Outcomes. For Dutch or first-price sealed-bid auctions, 
one can show that participants will shade their bids to less than their value. The 
basic intuition is that you do not know the values of the other bidders. Reducing 
your bid lowers the probability that you will win but increases your consumer 
surplus if you do win. Your optimal bid, which balances these two effects, is lower 
than your actual value. Your bid depends on your beliefs about the strategies of 
your rivals. It can be shown that the best strategy is to bid an amount that is equal 
to or slightly greater than what you expect will be the second-highest bid, given 
that your value is the highest.

The expected outcome is the same under each format for private-value auctions: The 
winner is the person with the highest value, and the winner pays roughly the second-
highest value. According to the Revenue Equivalence Theorem (Klemperer, 2004), 
under certain plausible conditions we would expect the same revenue from any auction 
in which the winner is the person who places the highest value on the good.

Winner’s Curse
The winner’s curse is that the auction winner’s bid exceeds the common-value item’s 
value. Such overbidding occurs when bidders are uncertain about the true value of 
the good. This phenomenon occurs in common-value auctions, but not in private-
value auctions.

When the government auctions off timber on a plot of land, potential bidders may 
differ in their estimates of how many board feet of lumber are available on that land. 
The higher one’s estimate, the more likely that one will make the winning bid. If the 
average bid is accurate, then the high bid is probably excessive. Thus, the winner’s 
curse is paying too much.

Each bidder thinks, “I can minimize the likelihood of falling prey to the winner’s 
curse by shading my bid below my estimate. I know that if I win, I am probably 
overestimating the value of the good. The amount by which I should shade my bid 
depends on the number of other bidders, because the more bidders, the more likely 
that the winning bid is an overestimate.”

Because intelligent bidders shade their bids, sellers generally receive more money 
with an English auction than with a sealed-bid auction. In an English auction, bidders 
revise their views about the object’s value as they watch others bid.

What’s the maximum you would bid for an item that you know you can buy for a 
fixed price of p? No matter how much you value the good, it doesn’t make sense 
to bid more than p. Yet, people commonly do that on eBay. Lee and Malmendier 
(2011) call bidding more than what should be one’s valuation—here, the fixed 
price—bidder’s curse.

They examined eBay auctions of a board game, Cashflow 101, a game that is 
supposed to help people better understand their finances. A search on eBay for 

APPLICATION

Bidder’s Curse
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 13.5 Behavioral Game Theory
We normally assume that people are rational in the sense that they optimize using all 
available information. However, they may be subject to psychological biases and may 
have limited powers of calculation that cause them to act irrationally, as described 
in the Application “Bidder’s Curse.” Such possibilities are the domain of behavioral 
economics (Chapters 3 and 11), which seeks to augment the rational economic model 
so as to better understand and predict economic decision making.

Another example of nonoptimal strategies occurs in ultimatum games. People 
often face an ultimatum, where one person (the proposer) makes a “take it or leave 
it” offer to another (the responder). No matter how long the parties have negotiated, 
once an ultimatum is issued, the responder has to accept or reject the offer with no 
opportunity to make a counteroffer. An ultimatum can be viewed as a sequential 
game in which the proposer moves first and the responder moves second.

Cashflow 101 not only listed the auctions but also the availability of the game for 
a fixed price. During the period studied, the game was continuously available for 
a fixed price on the eBay site (with identical or better quality and seller reputation 
and lower shipping cost).

Even if only a few buyers overbid, they affect the auction price and who wins. 
The auction price exceeded the fixed price in 42% of the auctions. The average 
overpayment was 10% of the fixed price. This overbidding was caused by a small 
number of bidders—only 17% bid above the fixed price. However, people who bid 
too much are disproportionately likely to win the auction and, hence, determine 
the winning price.

One possible behavioral economics explanation is that bidders paid limited 
attention to the fixed-price option. Lee and Malmendier found that overbid-
ding was less likely the closer the fixed price appeared on the same screen to 
the auction and hence the more likely that bidders would notice the fixed-price 
listing.

Another explanation is lack of bidding experience. Garratt, Walker, and Wood-
ers (2012) and Feng, Fay, and Sivakumar (2016) found that inexperienced bidders 
were more likely to overbid than were experienced bidders.

In 2009, General Motors (GM), facing bankruptcy, planned to shut down 
about one-fourth of its dealerships in the United States and one-third in Can-
ada. Because GM was concerned that dealer opposition could cause delays and 
impose other costs, it offered dealers slated for termination an ultimatum. They 
would receive a (small) payment from GM if they did not oppose the restructur-
ing plan.

Dealers could accept the ultimatum and get something, or they could reject 
the offer, oppose the reorganization, and receive nothing. Although it was irra-
tional, some dealers rejected the ultimatum and loudly complained that GM 
was “high-handed, oppressive, and patently unfair.” In 2011, some terminated 
Canadian dealerships filed a class-action suit against GM of Canada, which they 
lost in 2017.

APPLICATION

GM’s Ultimatum
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An Experiment. The possibility that someone might turn down an offer even at 
some personal cost is important in business and personal negotiations. To gain insight 
into real decisions, Camerer (2003) conducted an ultimatum experiment.

A group of student participants meets in a computer lab. Each person is designated 
as either a proposer or a responder. Using the computers, each proposer is matched 
(anonymously) with one responder. The game is based on dividing $10. Each pro-
poser makes an ultimatum offer to the responder of a particular amount. A responder 
who accepts receives the amount offered and the proposer gets the rest of the $10. If 
the responder rejects the offer, both players get nothing.

To find the rational, subgame perfect solution, we use backward induction. In the 
second stage, the responder should accept if the offer x is positive. Thus in the first 
stage, the proposer should offer the lowest possible positive amount.

However, such rational behavior is not a good predictor of actual outcomes. The 
lowest possible offer is rarely made and, when it is, it is usually rejected. Thus, a pro-
poser who makes the mistake of expecting the responder to be fully rational is likely 
to receive nothing. The most common range for offers is between $3 and $4—far 
more than the “rational” minimum offer. Offers less than $2 are relatively rare and, 
when they do occur, are turned down about half the time.

One concern about such experiments is that the payoffs are small enough that 
not all participants take the game seriously. However, when the total amount to be 
divided was increased to $100, the results were essentially unchanged: The typical 
offer remained between 30% and 40% of the total. If anything, responders are even 
more likely to turn down lowball offers when the stakes are higher.

Reciprocity. Some responders who reject lowball offers feel the proposer is being 
greedy and would prefer to make a small sacrifice rather than reward such behavior. 
Some responders are angered by low offers, some feel insulted, and some feel that 
they should oppose “unfair” behavior. Most proposers anticipate such feelings and 
offer a significant amount to the responder, but almost always less than 50%.

Apparently, most people accept that the advantage of moving first should pro-
vide some extra benefit to proposers, but not too much. Moreover, they believe in 
reciprocity. If others treat us well, we want to return the favor. If they treat us badly, 
we want to “get even” and will retaliate if the cost does not seem excessive. Thus, if 
a proposer makes a low offer, many responders are willing to give up something to 
punish the proposer, using “an eye for an eye” philosophy.

Eckel and Grossman (1996) found that men are more likely than women to punish if 
the personal cost is high in an ultimatum game. They speculate that this difference may 
explain gender patterns in wages and unemployment during downturns, where men are 
more likely to rigidly insist on a given wage than are women, who are more flexible.

Intel and AMD’s 
Advertising Strategies

CHALLENGE 
SOLUTION

As we’ve seen, when one firm in a market acts before another, the first mover may 
gain an advantage large enough to discourage the second firm from entering the 
market. In a less extreme case, the original firm may gain a smaller advantage so 
that the second firm enters, but it produces less than the original firm (as in the 
airlines’ Stackelberg model). We can use this insight to provide a possible explana-
tion for the Challenge: In the market for CPUs for personal computers, why does 
Intel advertise substantially while AMD does not?

In Solved Problem 13.1, we examined a game where Intel and AMD act simul-
taneously and have symmetric profits (which is consistent with the estimates of Sal-
gado, 2008). That game has two pure-strategy equilibria. In each, one firm advertises 
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at a low level while the other 
firm sets a high level. Exercise 
5.2 asks you to show this game 
also has a mixed-strategy equi-
librium in which each firm sets 
its advertising low with prob-
ability 1

7 (and has an expected 
profit of about 3.71).

In contrast, the game has a 
clear outcome given that Intel 
acted first, as actually hap-
pened. The game tree shows 
that Intel decides on how much 
to advertise before AMD can 

act. AMD then decides how much to advertise. We solve for the subgame perfect, 
Nash equilibrium by working backward. For the profits in this game, if Intel were 
to have a minimal advertising campaign, AMD makes more if it advertises a lot 
(πA = 8) than if it too has a low level of advertising (πA = 2). If Intel advertises 
heavily, AMD makes more with a low-level advertising campaign (πA = 4) than 
with a high-level campaign (πA = 3). Given how it expects AMD to behave, Intel 
intensively advertises because doing so produces a higher profit (πI = 8) than does 
the lower level of advertising (πI = 4).

Thus, because Intel acts first and can commit to advertising aggressively, it can 
place AMD in a position where it makes more with a low-key advertising cam-
paign. Of course, the results might vary if the profits in the game tree differ, but 
this example provides a plausible explanation for why the firms’ strategies differ.

Low Advertising

Intel

High Advertising

Low Advertising
(2, 2)

(4, 8)

High Advertising

Low Advertising
(8, 4)

(3, 3)

High Advertising

AMD

AMD

Intel Advertises AMD Advertises Profits
(pI, pA )

Economists use game theory to analyze conflict and coop-
eration among players (such as firms). Each player adopts a 
strategy or battle plan to compete with other firms. Econo-
mists typically assume that players have common knowl-
edge about the rules of the game, the strategies and payoff 
functions, and other players’ knowledge about these issues.

1. Static Games. In a static game, such as the prisoners’ 
dilemma game, players each make one move simulta-
neously. Economists use a normal-form representation 
or payoff matrix to analyze a static game. Typically, 
economists study static games in which players have 
complete information about the payoff function—the 
payoff to any player conditional on the actions all 
players take—but imperfect information about how 
their rivals behave because they act simultaneously. 
The set of players’ strategies is a Nash equilibrium 
if, given that all other players use these strategies, no 
player can obtain a higher payoff by choosing a dif-
ferent strategy. Both pure-strategy and mixed-strategy 
Nash equilibria are possible in static games, and there 
may be multiple Nash equilibria for a given game. 

There is no guarantee that Nash equilibria in static 
games maximize the joint payoffs of all the players.

2. Repeated Dynamic Games. In some dynamic games, 
a static game is repeated, such as when firms make 
price or quantity decisions every quarter. Therefore, 
a firm may use a strategy in which it makes a par-
ticular move contingent on its rival’s actions in previ-
ous periods. By using contingent strategies, such as 
a tit-for-tat strategy or another trigger strategy, it is 
often easier for firms to maximize their joint payoff—
achieve a collusive solution—in a repeated game than 
in a single-period game.

3. Sequential Dynamic Games. In other dynamic 
games, firms move sequentially, with one player act-
ing before another. By moving first, a firm is able to 
make a commitment or credible threat. Consequently, 
the first mover may receive a higher profit than if the 
firms act simultaneously. For example, in the Stack-
elberg oligopoly model, one firm is a leader in a 
sequential game and therefore chooses its output level 
before rival firms (followers) choose theirs. Applying 

SUMMARY
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price in various types of private-value auctions is the 
value of the good to the person who values it second 
highest. In auctions where everyone values the good 
the same, though they may differ in their estimates 
of that value, the successful bidder may suffer from 
the winner’s curse—paying too much—unless bidders 
shade their bids to compensate for their overoptimistic 
estimation of the good’s value.

5. Behavioral Game Theory. People may not use ratio-
nal strategies because of psychological bias, lack of 
reasoning ability, or their belief that others will not 
use rational strategies. The ultimatum game illustrates 
that people commonly use irrational strategies in cer-
tain circumstances.

backward induction, the leader anticipates a follow-
er’s reaction and chooses its best output accordingly in 
the first stage. This first-stage output is a commitment 
that allows the leader to gain a first-mover advantage. 
The leader produces more output and earns higher 
profits than does a follower firm with the same costs.

4. Auctions. Auctions are games of incomplete informa-
tion because bidders do not know the valuation others 
place on a good. Buyers’ optimal strategies depend 
on the characteristics of an auction. Under fairly gen-
eral conditions, if the auction rules result in a win by 
the person placing the highest value on a good that 
various bidders value differently, the expected price 
is the same in all auctions. For example, the expected 

EXERCISES
All exercises are available on MyLab Economics; * = answer appears at the back of this book; M = mathematical problem.

or low level of advertising. What are each firm’s best 
responses to its rival’s strategies? Does either firm have 
a dominant strategy? What is the Nash equilibrium in 
this game? (See Solved Problem 13.1.)

 1.5 Lori employs Max. She wants him to work hard 
rather than to loaf. She considers offering him a 
bonus or not giving him one. All else the same, Max 
prefers to loaf. The payoff matrix is

 1. Static Games

 *1.1 Show the payoff matrix and explain the reason-
ing in the prisoners’ dilemma example where Larry 
and Duncan, possible criminals, will get one year in 
prison if neither talks; if one talks, one goes free and 
the other gets five years; and if both talk, both get 
two years. (Note: The payoffs are negative because 
they represent years in jail, which is a bad.)

 1.2 Show that advertising is a dominant strategy for 
both firms in both panels of Table 13.3. Explain why 
that pair of strategies is a Nash equilibrium.

 *1.3 Two firms must simultaneously decide which quality 
to manufacture. The profit matrix (in tens of thou-
sands of euros) is

  Identify all the Nash equilibria in this game. (See 
Solved Problem 13.1.)

 1.4 Suppose Procter & Gamble (PG) and Johnson & John-
son (JNJ) are simultaneously considering new advertis-
ing campaigns. Each firm may choose a high, medium, 
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  What are the Nash equilibria? Discuss whether this 
game and equilibrium concept make sense for ana-
lyzing a couple’s decisions. How might you change 
the game’s rules so that it makes more sense? M

 1.10 Takashi Hashiyama, president of the Japanese elec-
tronics firm Maspro Denkoh Corporation, was 
torn between commissioning Christie’s or Sothe-
by’s to auction the company’s $20 million art col-
lection, which included a van Gogh, a Cézanne, 
and an early Picasso (Carol Vogel, “Rock, Paper, 
Payoff,” New York Times, April 29, 2005, A1, 
A24). He resolved the issue by having the two auc-
tion houses’ representatives compete in the play-
ground game of rock-paper-scissors. A rock (fist) 
breaks scissors (two extended fingers), scissors cut 
paper (flat hand), and paper smothers rock. At 
stake were several million dollars in commissions. 
Christie’s won: Scissors cut paper. Show the profit 
or payoff matrix for this rock-paper-scissors game. 
(Hint: You may assume that the payoff is -1 if you 
lose, 0 if you tie, and 1 if you win.) What pure or 
mixed strategy would you have recommended, and 
why? M

 1.11 Suppose that Panasonic and LG are the only two 
firms that can produce a new type of holographic 
TV. The payoff matrix shows the firms’ profits (in 
millions of dollars):

  If they choose actions simultaneously, what are their 
strategies? (See Solved Problem 13.2.) M

 1.6 Suppose that two firms face the following payoff 
matrix:

  Given these payoffs, Firm 2 wants to match Firm 
1’s price, but Firm 1 does not want to match Firm 
2’s price. What, if any, are the pure-strategy Nash 
equilibria of this game?

 *1.7 What is the mixed-strategy Nash equilibrium for the 
game in Exercise 1.6? M

 *1.8 Suppose that Toyota and GM are considering enter-
ing a new market for self-driving trucks and that 
their profits (in millions of dollars) from entering or 
staying out of the market are

  If the firms make their decisions simultaneously, 
which firms enter? How would your answer 
change if the U.S. government committed to pay-
ing GM a lump-sum subsidy of $50 million on the 
condition that it would produce this new type of 
truck?

 1.9 In the battle of the sexes game, the husband likes 
to go to the mountains on vacation, and the wife 
prefers the ocean, but they both prefer to take their 
vacations together.
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whether to improve his performance by taking 
anabolic steroids. Each athlete’s payoff is 20 from 
winning the race, 10 from tying, and 0 from losing. 
Furthermore, each athlete’s utility of taking steroids is 
-6. Model this scenario as a game in which the play-
ers simultaneously decide whether to take steroids.

a. What is the Nash equilibrium? Is the game a pris-
oners’ dilemma? Explain.

b. Suppose that one athlete’s utility of taking ste-
roids is -12, while the other’s remains at -6. 
What is the Nash equilibrium? Is the game a pris-
oners’ dilemma? M

 1.17 In the Application “Strategic Advertising,” would 
the cola advertising or cigarette advertising game be 
an example of a prisoners’ dilemma game?

 1.18 For the examples of two-sided markets in Tables 
13.4 and 13.5, would the firms change their strate-
gies were they to merge (form one firm) or collude 
(coordinate activities)?

 2. Repeated Dynamic Games

 2.1 In a repeated game, how does the outcome differ if 
firms know that the game will be (a) repeated indefi-
nitely, (b) repeated a known, finite number of times, 
or (c) repeated a finite number of times but the firms 
are unsure as to which period will be the last period? 
(Hint: See Solved Problem 13.3.)

 *2.2 The airlines play the game in Table 13.1 repeatedly. 
What happens if the players know the game will last 
five periods? What happens if they repeat the game 
indefinitely but one or both firms care only about 
current profit?

 2.3 You and your best friend swear that if either of you 
reveals the other person’s secrets, that person will 
never speak to you again. How is this scenario like 
the repeated games described in this chapter? Dis-
cuss the circumstances under which this oath will 
result in neither of you revealing the other’s secrets.

 3. Sequential Dynamic Games

 3.1 Two firms are planning to sell 10 or 20 units of their 
goods and face the following profit matrix:

a. If both firms move simultaneously, does either 
firm have a dominant strategy? Explain.

b. What are the Nash equilibria given that both 
firms move simultaneously?

c. The South Korean government commits to pay 
LG a lump-sum subsidy of $50 million if it enters 
this market. What is the Nash equilibrium?

 1.12 Two guys (suffering from testosterone poisoning) 
engage in the game of chicken. They drive toward 
each other in the middle of a road. As they approach 
the impact point, each has the option of continuing to 
drive down the middle of the road or to swerve. Both 
believe that if only one driver swerves, that driver loses 
face (payoff = 0) and the other gains in self-esteem 
(payoff = 2). If neither swerves, they are maimed 
or killed (payoff = -10). If both swerve, neither is 
harmed (payoff = 1). Show the payoff matrix for the 
two drivers engaged in this game of chicken. Deter-
mine the Nash equilibria for this game. M

 1.13 Modify the payoff matrix in the game of chicken in 
Exercise 1.12 so that the payoff is -2 if neither driver 
swerves. How does the equilibrium change? M

 1.14 In the novel and film The Princess Bride, the villain 
Vizzini kidnaps the princess. In an attempt to rescue 
her, the hero, Westley, challenges Vizzini to a battle 
of wits. Consider this variation on the actual plot. (I 
do not want to reveal the story.) In the battle, Westley 
puts two identical glasses of wine behind his back, out 
of Vizzini’s view, and adds iocane powder to one glass. 
Iocane is “odorless, tasteless, dissolves instantly in liq-
uid, and is among the more deadly poisons known to 
man.” Westley decides which glass to put on the table 
closest to Vizzini and which to put closest to himself. 
Then, with Westley’s back turned so that he cannot 
observe Vizzini’s move, Vizzini decides whether to 
switch the two glasses. Assume the two simultane-
ously drink all the wine in their respective glasses. 
Assume also that each player’s payoff from drinking 
the poisoned wine is -3 and the payoff from drinking 
the safe wine is +1. Write the payoff matrix for this 
simultaneous-moves game. Specify the possible Nash 
equilibria. Is there a pure-strategy Nash equilibrium? 
Is there a mixed-strategy Nash equilibrium? M

 1.15 Suppose that you and a friend play a matching pen-
nies game in which each of you uncovers a penny. 
If both pennies show heads or both show tails, 
you keep both. If one shows heads and the other 
shows tails, your friend keeps them. Show the pay-
off matrix. What, if any, is the pure-strategy Nash 
equilibrium to this game? Is there a mixed-strategy 
Nash equilibrium? If so, what is it? M

 1.16 The 100-meter Olympic gold medalist and the 200-
meter Olympic gold medalist have agreed to a 150-
meter duel. Before the race, each athlete decides 
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 3.7 A criminal wants the contents of a safe and is threat-
ening the owner, the only person who knows the 
code, to open the safe. “I will kill you if you don’t 
open the safe, and let you live if you do.” Should 
the information holder believe the threat and open 
the safe? The table shows the value that each person 
places on the various possible outcomes.

Thug Safe’s Owner

Open the safe, thug does not kill 4 3

Open the safe, thug kills 2 1

Do not open, thug kills 1 2

Do not open, thug does not kill 3 4

  Such a game appears in many films, including Die 
Hard, Crimson Tide, and The Maltese Falcon.

a. Draw the game tree. Who moves first?

b. What is the equilibrium?

c. Does the safe’s owner believe the thug’s threat?

d. Does the safe’s owner open the safe?

 3.8 Levi Strauss and Wrangler are planning new-generation 
jeans and must decide on the colors for their products. 
The possible colors are white, black, and violet. The 
payoff to each firm depends on the color it chooses and 
the color chosen by its rival, as the profit matrix shows:

a. What is the Nash equilibrium if both firms make 
their decisions simultaneously?

b. Draw the game tree if Firm 1 can decide first. 
What is the outcome? Why?

c. Draw the game tree if Firm 2 can decide first. 
What is the outcome? Why?

 3.2 How does your analysis change if the government 
imposes a lump-sum franchise tax of 40 on each 
firm (that is, the payoffs in the matrix are all 
reduced by 40). Explain how your analysis would 
change if the firms have an additional option of 
shutting down and avoiding the lump-sum tax 
rather than producing 10 or 20 units and paying 
the tax.

 3.3 Suppose that Exercise 1.8 were modified so that 
GM has no subsidy but does have a head start over 
Toyota and can move first. What is the Nash equi-
librium? Explain.

 3.4 A small tourist town has two Italian restaurants, 
Romano’s and Giardino’s. Normally both restau-
rants prosper with no advertising. Romano’s could 
take some of Giardino’s customers by running radio 
ads and Giardino’s could do the same thing. The 
one-month profit matrix (showing payoffs in thou-
sands of dollars) is

a. What is the Nash equilibrium in the static (one-
month) game?

b. Describe one or more possible Nash equilibria if 
the game is repeated indefinitely.

c. Are there multiple equilibria if the game repeats 
indefinitely?

 3.5 In Solved Problem 13.2, suppose that Mimi can 
move first. What are the equilibria, and why? Now 
repeat your analysis if Jeff can move first.

 3.6 Solve for the Stackelberg subgame perfect Nash 
equilibrium for the following game tree. What is the 
joint-profit-maximizing outcome? Why is that not 
the outcome of this game?
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lower its marginal cost in the second period. If a 
potential entrant expects the incumbent to produce 
a large quantity in the second period, it does not 
enter. Draw a game tree to illustrate why an incum-
bent would produce more in the first period than the 
single-period profit-maximizing level. Now change 
the payoffs in the tree to show a situation in which 
the firm does not increase production in the first 
period. (See Solved Problem 13.4.)

 3.13 In 2007, Italy announced that an Italian journal-
ist who had been held hostage for 15 days by the 
Taliban in Afghanistan had been ransomed for five 
Taliban prisoners. Governments in many nations 
denounced the act as a bad idea because it rewarded 
terrorism and encouraged more abductions. Use an 
extensive-form game tree to analyze the basic argu-
ments. Can you draw any hard and fast conclusions 
about whether the Italians’ actions were a good or 
bad idea? (Hint: Does your answer depend on the 
relative weight one puts on future costs and benefits 
relative to those today?)

 3.14 Salgado (2008) found that AMD’s cost of manufac-
turing computer chips was about 12% higher than 
Intel’s cost because AMD had less learning by doing 
(Chapter 7) , as it had produced fewer units. The 
more an incumbent firm produces in the first period, 
the lower its marginal cost in the second period. If a 
potential entrant expects the incumbent to produce 
a large quantity in the second period, it does not 
enter. Draw a game tree to illustrate why an incum-
bent would produce more in the first period than the 
single-period profit-maximizing level. Now change 
the payoffs in the tree to show a situation in which 
the firm does not increase production in the first 
period. (Hint: See Solved Problems 13.4 and 13.5.)

 4. Auctions

 4.1 Suppose that Anna, Bill, and Cameron are the only 
people interested in the paintings of the Bucks 
County artist Walter Emerson Baum. His painting 
Sellers Mill is being auctioned by a second-price 
sealed-bid auction. Suppose Anna’s value of the 
painting is $20,000, Bill’s is $18,500, and Cameron’s 
is $16,800. Each bidder’s consumer surplus is vi - p 
if he or she wins the auction and 0 if he or she loses. 
The values are private. What is each bidder’s optimal 
bid? Who wins the auction, and what price does he 
or she pay? M

 4.2 At the end of performances of his Broadway play 
Cyrano de Bergerac, Kevin Kline, who starred as 
Cyrano, the cavalier poet with a huge nose, auc-
tioned his prosthetic proboscis, which he and his 
co-star, Jennifer Garner, autographed to benefit 
Broadway Cares in its fight against AIDS. They used 

a. Given that the firms move simultaneously, iden-
tify any dominant strategies in this game, and 
find any pure-strategy Nash equilibria.

b. Now suppose the firms move sequentially, with 
Wrangler moving first. Draw a game tree and 
identify any subgame perfect Nash equilibria in 
this sequential-move game.

 *3.9 A monopoly manufacturing plant currently uses 
many workers to pack its product into boxes. It 
can replace these workers with an expensive set of 
robotic arms. Although the robotic arms raise the 
monopoly’s fixed cost substantially, they lower its 
marginal cost because it no longer has to hire as 
many workers. Buying the robotic arms raises its total 
cost: The monopoly can’t sell enough boxes to make 
the machine pay for itself, given the market demand 
curve. Suppose the incumbent does not invest. If its 
rival does not enter, it earns $0 and the incumbent 
earns $900. If the rival enters, it earns $300 and the 
incumbent earns $400. Alternatively, the incumbent 
invests. If the rival does not enter, it earns $0 and the 
incumbent earns $500. If the rival enters, the rival 
loses $36 and the incumbent makes $132. Show the 
game tree. Should the monopoly buy the machine 
anyway? (See Solved Problem 13.4.)

* 3.10 Suppose that an incumbent can commit to produc-
ing a large quantity of output before the potential 
entrant decides whether to enter. The incumbent 
chooses whether to commit to produce a small 
quantity or a large quantity. The rival then decides 
whether to enter. If the incumbent commits to the 
small output level and if the rival does not enter, the 
rival makes $0 and the incumbent makes $900. If it 
does enter, the rival makes $125 and the incumbent 
earns $450. If the incumbent commits to producing 
the large quantity, and the potential entrant stays 
out of the market, the potential entrant makes $0 
and the incumbent makes $800. If the rival enters, 
the best the entrant can make is $0, the same amount 
it would earn if it didn’t enter, but the incumbent 
earns only $400. Show the game tree. What is the 
subgame perfect Nash equilibrium? (See Solved 
Problem 13.4 and 13.5.)

* 3.11 Before entry, the incumbent earns a monopoly 
profit of πm = $10 (million). If entry occurs, the 
incumbent and entrant each earn the duopoly profit, 
πd = $3. Suppose that the incumbent can induce the 
government to require all firms to install pollution-
control devices that cost each firm $4. Show the 
game tree. Should the incumbent urge the govern-
ment to require pollution-control devices? Why or 
why not? (See Solved Problem 13.4.)

 3.12 Due to learning by doing (Chapter 7), the more that 
an incumbent firm produces in the first period, the 
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how much to offer a responder and the responder 
then decides to accept or reject the offer. The total 
amount available is $50 if agreement is reached, 
but both players get nothing if the responder rejects  
the offer.

 5.2 A prisoners’ dilemma game is played for a fixed 
number of periods. The fully rational solution is for 
each player to defect in each period. However, in 
experiments with students, players often cooperate 
for a significant number of periods if the total num-
ber of periods is fairly large (such as 10 or 20). What 
explanation can you give for this behavior?

 6. Challenge

 6.1 In the game between Intel and AMD in the Challenge 
Solution, suppose that each firm earns a profit of 9 
if both firms advertise. What is the new subgame 
perfect Nash equilibrium outcome? Show in a game 
tree.

 6.2 Derive the mixed-strategy equilibrium if both Intel 
and AMD act simultaneously in the game in the 
Challenge Solution. What is the expected profit of 
each firm? (Hint: See Solved Problems 13.1 and 13.2 
and the Challenge Solution.) M

an English auction. One night, a television producer 
grabbed the nose for $1,400, while the next night it 
fetched $1,600. On other nights, it sold for $3,000 
and $900. Why did the value fluctuate substantially 
from night to night? Which bidder’s bid determined 
the sales price? How did the audience’s knowledge 
that the proceeds would go to charity affect the auc-
tion price?

 4.3 Charity events often use silent auctions. A donated 
item or event, such as a meal with a movie star (Colin 
Firth and Scarlett Johansson in 2008) or a former 
president (Bill Clinton in 2013) or Warren Buffett (in 
2018), is put up for bid. In a silent auction, bidders 
write down bids and submit them. Some silent auc-
tions use secret bids, which bidders submit in sealed 
envelopes, and which are confidential. Other silent 
auctions are open: Bidders write a bid on a bulletin 
board that everyone present can see. Which kind of 
auction would you expect to raise more revenue for 
the charity?

 5. Behavioral Game Theory

 5.1 Draw a game tree that represents the ultimatum game 
in which the proposer is a first mover who decides 

Exercises  
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14 Oligopoly and 
Monopolistic 
Competition

Anyone can win unless there happens to be a second entry. —George Ade

Government Aircraft 
Subsidies

Aircraft manufacturers lobby their governments for subsidies, which they use to better 
compete with rival firms. Airbus SAS, based in Europe, and the Boeing Co., based in the 
United States, are the only two major manufacturers of large commercial jet aircraft. France, 
 Germany, Spain, and the United Kingdom subsidize Airbus, which competes in the  wide-body 

aircraft market with Boeing. The U.S. government decries the 
 European subsidies to Airbus despite giving lucrative military con-
tracts to Boeing, which the Europeans view as implicit subsidies.

This government largesse does not magically appear. Manag-
ers at both Boeing and Airbus lobby strenuously for this support. 
For example, in 2017–2018, Boeing spent over $24 million on 
lobbying and was represented by 105 lobbyists, 76 of whom previ-
ously held government jobs.

Washington and the European Union have repeatedly charged 
each other before the World Trade Organization (WTO) with ille-
gally subsidizing their respective aircraft manufacturers. In 2012, 
the WTO ruled that Boeing and Airbus both received improper sub-
sidies. In 2015, the WTO agreed to investigate a complaint about 
Washington State subsidies to Boeing, and Boeing questioned 
government loans to Airbus. In 2018, the WTO concluded that the 
European Union and members France, Germany, Spain, and the 
United Kingdom “failed to comply with an earlier WTO panel rul-
ing by maintaining illegal subsidies” for Airbus. Thus, the cycle of 
subsidies, charges, agreements, and new subsidies continues. . . . 

If only one government subsidizes its firm, what are the price 
and quantity effects in the aircraft manufacturing market (see 
Solved Problem 14.3)? What happens if both governments sub-
sidize their firms (see the Challenge Solution)?

CHALLENGE

The major airlines within a country compete with relatively few other firms. Con-
sequently, each firm’s profit depends on its own actions and those of its rivals. 
Similarly, three firms—Nintendo, Microsoft, and Sony—dominate the $13 billion 
U.S. video game market, and each firm’s profit depends on how its price stacks up 
to those of its rivals and whether its product has better features.
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The group of airlines and the group of video game firms are each an oligopoly: 
a small group of firms in a market with substantial barriers to entry. Because rela-
tively few firms compete in such a market, each can influence the price, and hence 
its actions affect rival firms. The need to consider the behavior of rival firms makes 
an oligopolistic firm’s profit maximization decision more difficult than that of a 
monopoly or competitive firm. A monopoly has no rivals, and a competitive firm 
ignores the behavior of individual rivals—it considers only the market price and its 
own costs in choosing its profit-maximizing output.

An oligopolistic firm that ignores or inaccurately predicts its rivals’ behavior is 
likely to suffer a loss of profit. For example, as its rivals produce more cars, the price 
that Ford can get for its cars falls. If Ford underestimates how many cars Toyota 
and Honda will produce, Ford may produce too many automobiles and lose money.

Oligopolistic firms may act independently or coordinate their actions. If firms 
coordinate setting their prices or quantities, the firms collude. A group of firms that 
collude is a cartel. If all the firms in a market collude and behave like a monopoly, 
the members of a cartel collectively earn the monopoly profit—the maximum possible 
profit. Generally, collusion is illegal in most developed countries.

How do oligopolistic firms behave if they do not collude? Although economists 
have only one model of competition and only one model of monopoly, we have 
many models of oligopolistic behavior that have many possible equilibrium prices 
and quantities.

The appropriate model depends on the characteristics of the market, including the 
type of actions firms take—such as setting quantity or price—and whether firms act 
simultaneously or sequentially. We examine the three best-known oligopoly models 
in turn. In the Cournot model, firms simultaneously choose quantities without col-
luding. In the Stackelberg model, a leader firm chooses its quantity and then the 
follower firms independently choose their quantities. In the Bertrand model, firms 
simultaneously and independently choose prices.

To compare market outcomes within the various models, we must be able to 
characterize the oligopoly equilibrium. Because oligopolistic firms may take many 
possible actions (such as setting price or quantity, or choosing an advertising level), 
the oligopoly equilibrium rule needs to refer to firms’ behavior more generally than 
just setting output. Thus, we use the Nash equilibrium concept that we introduced 
in Chapter 13: A set of strategies is a Nash equilibrium if, when all other players use 
these strategies, no player can obtain a higher payoff by choosing a different strat-
egy. In most models in this chapter, we use a special case of that definition that is 
appropriate for single-period oligopoly models in which the only action that a firm 
can take is to set either its quantity or its price. That is, a set of actions that the firms 
take is a Nash equilibrium if, holding the actions of all other firms constant, no firm 
can obtain a higher profit by choosing a different action.

If oligopolistic firms do not collude, they collectively earn less than the monopoly 
profit. Yet because the market has few firms, oligopolistic firms that act indepen-
dently may earn positive economic profits in the long run, unlike competitive firms.

In an oligopolistic market, one or more barriers to entry keep the number of 
firms small. In a market with no barriers to entry, firms enter the market until the 
last entrant earns zero profit. In perfectly competitive markets, enough entry occurs 
that firms face a horizontal demand curve and are price takers. However, in other 
markets, even after entry has driven profits to zero, each firm faces a downward-
sloping demand curve. Because of this slope, the firm can charge a price above its 
marginal cost, creating a market failure: inefficient (too little) consumption (Chapter 9). 
Monopolistic competition is a market structure in which firms have market power 
(the ability to raise price profitably above marginal cost) but no additional firm can 
enter and earn a positive profit.
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In this chapter, we examine cartelized, oligopolistic, and monopolistically com-
petitive markets in which firms set quantities or prices. As we saw in Chapter 11, 
the monopoly equilibrium is the same whether a monopoly sets price or quantity. In 
contrast, the oligopolistic and monopolistically competitive equilibria differ if firms 
set prices instead of quantities.

1. Market Structures. The number of firms, price, profits, and other properties of markets 
vary depending on whether the market is monopolistic, oligopolistic, monopolistically 
competitive, or competitive.

2. Cartels. If firms successfully coordinate their actions, they can collectively behave like a 
monopoly, so each firm makes a higher profit than if they were to act independently.

3. Cournot Oligopoly Model. In a Cournot model, in which firms simultaneously set their 
output levels without colluding, market output and firms’ profits lie between the competi-
tive and monopoly levels.

4. Stackelberg Oligopoly Model. In a Stackelberg model, in which a leader firm chooses 
its output level before follower rival firms choose their output levels, market output is 
greater than if all firms choose their output simultaneously, and the leader makes a higher 
profit than the other firms.

5. Bertrand Oligopoly Model. In a Bertrand model, in which firms simultaneously set 
their prices without colluding, the equilibrium depends critically on the degree of product 
differentiation.

6. Monopolistic Competition. When firms can freely enter the market but face downward-
sloping demand curves in equilibrium, firms charge prices above marginal cost but make 
no profit.

In this chapter, we 
examine six main 
topics

Table 14.1 Properties of Monopoly, Oligopoly, Monopolistic Competition, and Competition

Monopoly Oligopoly
Monopolistic 
Competition

Perfect  
Competition

1. Number of firms 1 Few Few or many Many

2. Entry conditions No entry Limited entry Free entry Free entry

3. Long-run profit Ú  0 Ú  0 0 0

4. Ability to set price Price setter Price setter Price setter Price taker

5. Price level Very high High High Low

6.  Strategy dependent on individual 
rival firms’ behavior

No (has no rivals) Yes Yes No (cares about  
market price only)

7. Products Single product May be  
differentiated

May be  
differentiated

Undifferentiated

8. Example Local natural  
gas utility

Automobile 
manufacturers

Books,  
restaurants

Apple farmers

 14.1 Market Structures
Markets differ according to the number of firms in the market, the ease with which 
firms may enter and leave the market, and the ability of firms in a market to differ-
entiate their products from those of their rivals. Table 14.1 lists characteristics and 
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properties of the four major market structures: monopoly, oligopoly, monopolistic 
competition, and perfect competition. In the table, we assume that the firms face 
many price-taking buyers.

The first row describes the number of firms in each market structure. A monopoly 
is a single (mono) firm in a market. An oligopoly usually has a small number (oligo) 
of firms. A monopolistically competitive market may have a few or many firms. A 
perfectly competitive market has many firms.

The reason why a monopoly and an oligopoly have few firms is because the 
markets have insurmountable barriers, such as government licenses or patents, 
that restrict entry (row 2). In contrast, in monopolistically and perfectly competi-
tive markets, entry occurs until no new firm can profitably enter, so that long-run 
economic profit is zero (row 3). A monopoly and oligopolistic firms can earn posi-
tive long-run profits.

Perfectly competitive firms face horizontal demand curves, so they are price 
takers. Monopolistically competitive markets have fewer firms than perfectly 
competitive markets do. Each of monopolistically competitive firms is large rela-
tive to the market, so each firm faces a downward-sloping demand curve, as do 
monopolistic and oligopolistic firms. Thus, noncompetitive firms are price setters 
(row 4). That is, all but perfectly competitive firms have some degree of market 
power—the ability to set price above marginal cost—so a market failure occurs 
in each of these noncompetitive market structures because the price is above 
marginal cost. Typically, the fewer the firms in a market, the higher is the price 
(row 5).

Oligopolistic and monopolistically competitive firms pay attention to rival firms’ 
behavior, in contrast to monopolistic or perfectly competitive firms (row 6). A 
monopoly has no rivals. A perfectly competitive firm ignores the behavior of indi-
vidual rivals in choosing its output because the market price tells the firm everything 
it needs to know about its competitors.

Oligopolistic and monopolistically competitive firms may produce differentiated 
products (row 7). For example, oligopolistic car manufacturers produce automobiles 
that differ in size, weight, and various other dimensions. In contrast, perfectly com-
petitive apple farmers sell undifferentiated (homogeneous) products.

 14.2 Cartels
People of the same trade seldom meet together, even for merriment and diversion, 
but the conversation ends in a conspiracy against the public, or some contrivance 
to raise prices. —Adam Smith, 1776

Oligopolistic firms have an incentive to form cartels in which they collude in setting 
prices or quantities to increase their profits. The Organization of Petroleum Export-
ing Countries (OPEC) is a well-known example of an international cartel; however, 
many cartels operate within a single country.

Typically, each member of a cartel agrees to produce less output than it would if 
it acted independently. As a result, the market price rises and the firms earn higher 
profits. If the firms reduce market output to the monopoly level, they achieve the 
highest possible collective profit.

Luckily for consumers, cartels often fail because of government policies that forbid 
cartels or because members of the cartel “cheat” on the agreement. Each member 
has an incentive to cheat, because it can raise its profit if it increases its output while 
other cartel members stick to the agreement.
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Why Cartels Form
A cartel forms if members of the cartel believe that they can raise their profits by 
coordinating their actions. But if a firm maximizes its profit when acting indepen-
dently, why should joining a cartel increase its profit? The answer involves a subtle 
argument. When a firm acts independently, it considers how increasing its output 
affects its own profit only. The firm does not care that when it increases its output, it 
lowers the profits of other firms. A cartel, in contrast, takes into account how changes 
in any one firm’s output affect the profits of all members of the cartel. Therefore, the 
aggregate profit of a cartel can exceed the combined profits of the same firms acting 
independently.

Although cartels are most common in oligopolistic markets, occasionally we see 
cartels formed in what would otherwise be highly competitive markets, as in markets 
of professionals. If a competitive firm lowers its output, it raises the market price very 
slightly—so slightly that the firm ignores the effect not only on other firms’ profits but 
also on its own. If all the identical competitive firms in an industry lower their output 
by this same amount, however, the market price will change noticeably. Recognizing 
this effect of collective action, a cartel chooses to produce a smaller market output 
than is produced by a competitive market.

Figure 14.1 illustrates this difference between a competitive market and a car-
tel. This oligopolistic market has n firms, and no further entry is possible. Panel 
a shows the marginal and average cost curves of a typical perfectly competitive 
firm. If all firms are price takers, the market supply curve, S in panel b, is the 

Figure 14.1 Competition Versus Cartel

(a) The marginal cost and average cost of one of the 
n firms in the market are shown. A competitive firm 
produces qc units of output, whereas a cartel member 
produces qm 6 qc. At the cartel price, pm, each cartel 

member has an incentive to increase its output from qm to 
q* (where the dotted line at pm intersects the MC curve). 
(b) The competitive equilibrium, ec, has more output and 
a lower price than the cartel equilibrium, em.
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horizontal sum of the individual marginal cost curves above minimum average cost. 
At the competitive price, pc, each price-taking firm produces qc units of output (which 
is determined by the intersection in panel a of MC and the dotted line at pc).

1 The 
market output is Qc = nqc (where S intersects the market demand curve in panel b).

Now suppose that the firms form a cartel. Should they reduce their output? At 
the competitive output, the cartel’s marginal cost (which is the competitive industry 
supply curve, S in panel b) is greater than its marginal revenue, so the cartel’s profit 
rises if it reduces output. The cartel’s collective profit rises until output is reduced to 
where its marginal revenue equals its marginal cost at Qm, the monopoly output. If 
the profit of the cartel increases, the profit of each of the n members of the cartel 
also increases. To achieve the monopoly output level, each firm in the cartel must 
reduce its output to qm = Qm/n, as panel a shows.

Why must the firms form a cartel to achieve these higher profits? A competitive 
firm produces qc, where its marginal cost equals the market price. If only one firm 
reduces its output, it loses profit because it sells fewer units at essentially the same 
price. By getting all the firms to lower their output together, the cartel raises the 
market price and hence individual firms’ profits. The less elastic the market demand 
the potential cartel faces, all else the same, the higher the price the cartel sets and 
the greater the benefit from cartelizing. If the penalty for forming an illegal cartel is 
relatively low, some unscrupulous businesspeople may succumb to the lure of extra 
profits and join.

Why Cartels Fail
In most developed countries, cartels are generally illegal, firms in the cartel may incur 
fines, and the owners or managers of these firms may be subject to individual fines 
and jail terms.2 Further, many cartels fail even without legal intervention.

Some cartels fail because they do not control enough of the market to raise the price 
significantly. For example, copper producers tried four times to form an international 
cartel between 1918 and 1988. In the most recent attempt, the Intergovernmental 
Council of Copper Exporting Countries controlled less than a third of the noncommu-
nist world’s copper production and faced additional competition from firms that recycle 
copper from scrap materials. Because of this competition from noncartel members, the 
cartel could not successfully increase copper prices and dissolved in 1988.

Members of a cartel have incentives to cheat on the cartel agreement. The owner 
of a participating firm may reason, “I joined the cartel to encourage others to 
reduce their output, which raises the market price and increases profits for every-
one. However, I can make even more if I cheat on the cartel agreement by producing 
extra output. I can get away with cheating if the other firms can’t tell who is pro-
ducing the extra output because my firm is just one of many firms and my increase 
in output will hardly affect the market price.” By this reasoning, it is in each firm’s 
best interest for all other firms to honor the cartel agreement—thus driving up the 
market price—while it ignores the agreement and makes extra profitable sales at 
the high price.

1In the figure, the competitive price exceeds the minimum average cost. These competitive firms earn 
a profit because the number of firms is fixed.
2With rare exceptions, it is illegal for firms to collude over prices, quantities, market areas, or the 
equivalent. However, in most jurisdictions, firms are allowed to coordinate R&D efforts or technical 
standards if they wish.
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Figure 14.1 illustrates why firms want to cheat. At the cartel output, qm in panel a, 
each cartel member’s marginal cost is MCm. A firm that does not restrict its output to 
the cartel level can increase its profit. It can earn the market price, pm, on each extra unit 
it sells because each individual firm’s output has little effect on the market price. That 
is, the firm can act like a price taker, so its marginal revenue equals the market price. 
The firm maximizes its profit by selling q* units, which is determined by the intersec-
tion of its marginal cost curve and the dotted line at pm. Because its marginal revenue 
is above its marginal cost for all the extra units it sells (those between qm and q*), it 
makes extra money by violating the cartel agreement. As more and more firms leave 
the cartel, the cartel price falls. Eventually, if enough firms quit, the cartel collapses.

Laws Against Cartels
In the late nineteenth century, cartels (or, as they were called then, trusts) were legal 
and common in the United States. Oil, railroad, sugar, and tobacco trusts raised prices 
substantially above competitive levels.3

In response to the trusts’ high prices, the U.S. Congress passed the Sherman Antitrust 
Act in 1890, and the Clayton Antitrust Act and the Federal Trade Commission Act in 
1914, to prohibit firms from explicitly agreeing to take actions that substantially lessen 
competition.4 In particular, cartels that are formed to jointly set price are strictly pro-
hibited. In legal jargon, price fixing is a per se violation: It is against the law, and firms 
have no possible mitigating justifications. By imposing penalties on firms caught col-
luding, government agencies seek to discourage cartels from forming.

The Antitrust Division of the Department of Justice (DOJ) and the Federal Trade 
Commission (FTC) divide the responsibility for U.S. antitrust policy. The U.S. Depart-
ment of Justice, quoting the Supreme Court that collusion was the “supreme evil of 
antitrust,” stated that prosecuting cartels was its “top enforcement priority.” The 
FTC’s objective is “to prevent unfair methods of competition in commerce” and “to 
administer . . . other consumer protection laws.” Both U.S. agencies can use criminal 
and civil law to attack cartels, price fixing, and other anticompetitive actions.

However, cartels persist despite these laws, for three reasons. First, international 
cartels and cartels within certain countries operate legally. International cartels, such 
as OPEC, that are organized by countries rather than by firms operate legally.

Second, some illegal cartels operate believing that they can avoid detection or, if 
caught, that the punishment will be insignificant. At least until recently, they were 
generally correct. For example, in 1996, Archer Daniels Midland (ADM) paid to 
settle three civil price-fixing-related cases: $35 million in a case involving citric acid 
(used in many consumer products), $30 million to shareholders as compensation 
for lost stock value after the citric acid price-fixing scandal became public, and  
$25 million in a lysine (an animal feed additive) case. ADM paid a $100 million fine 
in a federal criminal case for fixing the price of lysine and citric acid in 1996, but only 
eight years later, ADM settled a fructose corn syrup price-fixing case for $400 million.

3Nineteenth-century and early-twentieth century robber barons who made fortunes due to these cartels 
include John Jacob Astor (real estate, fur), Andrew Carnegie (railroads, steel), Henry Clay Frick (steel), 
Jay Gould (finance, railroads), Mark Hopkins (railroads), J. P. Morgan (banking), John D. Rockefeller 
(oil), Leland Stanford (railroads), and Cornelius Vanderbilt (railroads, shipping).
4U.S. law does not prohibit all cartels. A bizarre Supreme Court decision largely exempted Major 
League Baseball from antitrust laws (www.slate.com/id/2068290). Unions are explicitly exempt 
from antitrust laws. Workers may act collectively to raise wages. A historical justification for 
exempting labor unions was that the workers faced employers that could exercise monopsony 
power (see Chapter 11). As long as they do not discuss such issues as prices and quantities, firms 
may coordinate R&D efforts or technical standards.

www.slate.com/id/2068290
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Third, some firms are able to coordinate their activities 
without explicitly colluding and thereby running afoul of 
competition laws. To determine guilt, U.S. antitrust laws 
use evidence of conspiracy—explicit agreements—rather 
than the economic effect of the suspected cartel. The law 
does not prohibit firms from charging monopoly-level 
prices—it prohibits explicitly agreeing to raise prices. As a  
result, some groups of firms charge monopoly-level prices 
without violating competition laws. These firms may tac-
itly collude without meeting by signaling to each other 
through their actions. One firm may raises its price and 
keep it high only if other firms follow its lead. As long as 
the firms do not explicitly communicate, that behavior is 
not necessarily illegal.

For example, shortly before Thanksgiving in 2012, 
United Airlines announced a fare increase. However, 
when rivals failed to match this increase, United rolled 
back its fares the next day. Shortly thereafter, the presi-
dent of US Airways observed that if Southwest Airlines, 
the firm that carried the most passengers, failed to match 
an increase by other airlines, rivals canceled the increase.5

Canada enacted the world’s first antitrust statute in 1889, one year before the 
U.S. Sherman Act. As under U.S. law, price-fixing cartels are per se illegal and are 
subject to civil and criminal punishment. Australia and New Zealand have laws on 
cartels that are similar to those in Canada and the United States. In recent years, the 
European Union and most developed countries have followed Canada and the United 
States in strictly prohibiting cartels.

The DOJ, the FTC, the Canadian Competition Bureau, and the European Union 
authorities have become increasingly aggressive in recent years, prosecuting many 
more cases and increasing fines dramatically. Increasingly, antitrust authorities from 
around the world are cooperating. Cooperation agreements exist between authorities 
in Canada, Mexico, Europe, Australia, New Zealand, and the United States, among 
others. Such cooperation is critical given the increasingly global scope of the firms 
engaged in collusion and other anticompetitive activities.

5Charisse Jones, “United Airlines Hikes Fares; Will Rivals Follow?” USA Today, October 11, 2012; 
“US Airways President Talks about Southwest Fares,” Businessweek, October 24, 2012.

We can’t legally discuss price. However,
look at how many sugar cubes I can stack!

How would you get a higher wage than your current employer is paying? Probably 
you’d seek a job offer from another firm in the same field. But, if that other firm 
agrees not to hire anyone employed by your current firm, you’re out of luck. That’s 
what happened to many skilled engineers. Such an employer conspiracy is an exam-
ple of a buyers’ cartel, which is similar to the sellers’ cartels we’ve been discussing.

In 2005, when demand for Silicon Valley engineers was skyrocketing, Apple’s 
Steve Jobs agreed on a secret, illegal “no-poaching” deal with Google’s Eric 
Schmidt (who was also on Apple’s board of directors) to keep their employees’ 
wages low by agreeing not to recruit each other’s workers, by sharing wage infor-
mation, and by punishing a firm that violated the agreement. Intuit, Pixar, and 
Lucasfilm joined the cartel. It is alleged that many other major tech firms also 
joined, affecting over a million employees.

APPLICATION

Employer “No- 
Poaching” Cartels
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Maintaining Cartels
To keep firms from violating the cartel agreement, the cartel must be able to detect 
cheating and punish violators. Further, members of a cartel must keep their illegal 
behavior hidden from customers and government agencies.

Detection and Enforcement Cartels use various techniques to detect cheating. Some 
cartels, for example, give members the right to inspect each other’s accounts. Cartels may 
also divide the market by region or by customers, making it more likely that the cartel 
knows if a firm steals another firm’s customers, as in the two-country mercury cartel 
(1928–1972) that allocated the Americas to Spain and Europe to Italy. Another option 
is for a cartel to turn to industry organizations that collect data on market share by firm. 
A cheating cartel’s market share would rise, tipping off the other firms that it cheated.

You perhaps have seen “low price” ads in which local retail stores guarantee to 
meet or beat the prices of any competitors. These ads may, in fact, be a way for 
the firm to induce its customers to report cheating by other firms on an explicit or 
implicit cartel agreement (Salop, 1986).

Cartels use various methods to enforce their agreements. For example, GE and 
Westinghouse, the two major sellers of large steam-turbine generators, included 
“most-favored-customer” clauses in their contracts. These contracts stated that the 
seller would not offer a lower price to any other current or future buyer without 
offering the same price decrease to the firms that signed these contracts. This type of 
rebate clause creates a penalty for cheating on the cartel: If either company cheats by 
cutting prices, it has to lower prices to all previous buyers as well. Threats of violence 
are another means of enforcing a cartel agreement.6

Governments often enable cartels indirectly:

6See MyLab Economics Chapter Resources, Chapter 11, “Bad Bakers.”

Unintended Consequence Requiring government agencies to report which 
company submitted the lowest bid for a government contract and the amount 
of the bid can facilitate cartels.

In 2014, Intuit, Pixar, and Lucasfilm agreed to a $20 million settlement of a 
class-action lawsuit alleging that they conspired to suppress wages. In 2015, Apple, 
Google, Intel, and Adobe agreed to pay $415 million to settle a similar lawsuit.

A similar cartel affected animation workers. In 2017, these workers obtained a 
$100 million settlement with the Walt Disney Company, Pixar, and Lucasfilm from 
a class-action lawsuit concerning wage fixing using non-poaching agreements.

Krueger and Ashenfelter (2017) found no-poaching agreements in 58% of 
major franchisors’ contracts across a wide range of industries, including firms 
such as Jiffy Lube and H&R Block, as well as fast-food restaurants. Starr, Prescott, 
and Bishara (2018) concluded that nearly one in five U.S. workers was bound by 
noncompete clauses that limit the other firms for which they can work, and that 
nearly 40% had signed at least one noncompete clause in the past.

In 2018, seven fast-food chains—including Arby’s, Cinnabon, and McDonald’s—
agreed to end no-poaching rules. These rules prevented employees from moving 
between franchises within a restaurant chain, affecting an estimated 25,000 U.S. 
restaurants. By settling the lawsuits rather than risk losing in a trial, these companies 
avoided the costs of a trial and the risk of larger fines.
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Although society benefits in many ways from government transparency, disclos-
ing bidding information can help a cartel enforce its agreement. If the government 
reports that the “wrong” cartel member submitted the low bid and won the contract, 
then the other cartel members know immediately that a firm cheated on the cartel 
agreement. Electric equipment and heavy construction cartels have made use of such 
government information.

Government Support. Sometimes governments help create and enforce cartels, 
exempting them from antitrust and competition laws. By successfully lobbying the 
U.S. Congress for a special exemption, professional baseball teams have not been 
subject to most U.S. antitrust laws since 1922. As a result, they can use the courts to 
help enforce certain aspects of their cartel agreement.

The international airline market provides an example where governments first cre-
ated a cartel and then later acted to end it. In 1944, 52 countries signed the Conven-
tion on International Civil Aviation, which established rules (“freedoms”) that enabled 
airlines to fly between countries. Rather than having the market determine international 
airfares, bilateral governmental agreements determined them. These countries exempted 
airlines from their cartel laws, which allowed the firms to discuss prices through the 
International Air Transport Association (IATA). In the late 1970s, the United States 
deregulated its airline industry. Soon thereafter, European countries started to deregu-
late, allowing nongovernment-owned airlines to enter the market. Countries negotiated 
bilateral open skies agreements that weakened IATA’s price-fixing role.7

7The European Court of Justice struck down the central provisions of aviation treaties among the 
United States and eight other countries in 2002.

Most maple syrup comes from Quebec—not Vermont (as many Americans assume). 
Quebec has many, many trees and about 13,500 maple syrup producers. How could 
they band together and effectively run a cartel? The provincial government passed 
a law creating the cartel: the Federation of Quebec Maple Syrup Producers. Simon 
Trépanier, the federation’s executive director, has referred to the federation as the 
OPEC of maple syrup.

The federation is half a century old. However, technological change, such as the 
use of plastic pipes, caused a large increase in supply and a drop in price. Since 1990, 
the federation has been the province’s only wholesale seller of syrup. A majority of 
the federation’s members voted to establish mandatory production quotas starting 
in 2004, which limit how much farmers can sell in a year. Moreover, farmers have 
to sell all their syrup through the federation. Thus, the federation restricts supply 
to raise the price of maple syrup. The price rose 36% from 2004 to 2015 (13% in 
real terms).

So, are all the farmers happy? According to Mr. Trépanier, “Three-quarters of 
our members are happy or very happy with what we are doing.” And the rest? 
Some of them are “cheating” on the cartel.

If the federation suspects that farmers are producing and selling outside the 
federation, it posts guards on their properties. Then it seeks fines, or, in extreme 
circumstances, it seizes production. In other words, it has powers that illegal car-
tels can only envy.

But does the federation stop all cheating? It is in a battle with farmers like 
Robert Hodge, who break the law by not participating in the federation’s system. 
The federation did not catch Mr. Hodge from 2004 through 2008. In 2009, the 
federation demanded C$278,000 from Mr. Hodge for not joining and selling 

APPLICATION

Cheating on the Maple 
Syrup Cartel
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Barriers to Entry. Barriers to entry that limit the number of firms help the cartel 
detect and punish cheating. The fewer the firms in a market, the more likely it is that 
other firms will know if a given firm cheats and the easier it is to impose penalties. 
Cartels with a large number of firms are relatively rare, except those involving pro-
fessional associations.

When new firms enter their market, cartels frequently fail. For example, when only 
Italy and Spain sold mercury, they were able to establish and maintain a stable cartel. 
When a larger group of countries joined them, their attempts to cartelize the world 
mercury market repeatedly failed (MacKie-Mason and Pindyck, 1986).

Mergers
If antitrust or competition laws prevent firms from colluding, firms may try to merge 
instead. Consequently, many governments limit mergers to prevent all the firms in a 
market from combining and forming a monopoly.

U.S. laws restrict the ability of firms to merge if the effect would be anticom-
petitive. In recent years, the European Commission has been actively reviewing and 
blocking mergers. For example, in 2011, the DOJ and the European Commission 
blocked a proposed merger between the world’s two largest stock exchanges, the New 
York Stock Exchange and NASDAQ.

Would it be a good idea to ban all mergers? No, because some mergers result 
in more efficient production. Formerly separate firms may become more efficient 
because of greater scale, the sharing of trade secrets, or the closure of duplicative 
retail outlets. For example, when Chase and Chemical banks merged, they closed or 
combined seven Manhattan branches that were located within two blocks of other 
branches. Thus, whether a merger raises or lowers welfare depends on which of its 
two offsetting effects—reducing competition and increasing efficiency—is larger.

In recent years, mergers involving six U.S. legacy airlines reduced the number of 
firms to three. Delta merged with Northwest in 2008, United with Continental in 
2010, and American with US Airways in 2013.

Carlton et al. (forthcoming) examined whether these mergers raised or low-
ered airfares. They concluded that the mergers reduced fares on routes where 
the merger partners previously competed. That is, in these mergers, the efficiency 
effects outweighed the effect of a reduction in the number of firms.

APPLICATION

Airline Mergers

outside the system, which exceeded his annual sales of about C$50,000 by more 
than fivefold.

In 2015, the federation hired guards to keep watch over Mr. Hodge’s sugar 
farm. After watching the farm for several weeks, they seized his entire annual 
production of 20,400 pounds of maple syrup, worth about C$60,000 ($46,000). 
He remains intransigent, contending that he should be free to choose how much to 
produce and to whom to sell regardless of the law. He says, “They call us rebels, 
say we’re in a sugar war or something.” His 20-year-old daughter observed, “A 
war over maple syrup, like how pathetic can you get?”

Similarly, in 2018, the Sûreté du Québec seized the maple syrup of producers 
Nathalie Bombardier and Daniel Gaudreau because they refused to sell through 
the federation.
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 14.3 Cournot Oligopoly Model
How do oligopolistic firms behave if they do not collude? The French economist 
and mathematician Antoine-Augustin Cournot introduced the first formal model of 
oligopoly in 1838. Cournot explained how oligopolistic firms behave if they simul-
taneously choose how much they produce.

The firms act independently and have imperfect information about their rivals, 
so each firm must choose its output level before knowing what the other firms will 
choose. The quantity that one firm produces directly affects the profits of the other 
firms because the market price depends on total output. Thus, in choosing its strategy 
to maximize its profit, each firm considers its beliefs about the output its rivals will 
sell. Cournot introduced an equilibrium concept that is the same as the Nash defini-
tion in which each firm’s action is to choose quantities.

To illustrate this model as simply as possible, we start by making four restrictive 
assumptions. First, we assume that the market lasts for only one period. Conse-
quently, each firm chooses its quantity or price only once.

Second, we assume in this section that the firms act simultaneously. In our dis-
cussion of the Stackelberg model, we change this assumption so that one firm acts 
before the other.

Third, we initially assume that all firms are identical in the sense that they have 
the same cost functions and produce identical, undifferentiated products. Then, we 
show how the market outcomes change if costs differ or if consumers believe that 
the products differ across firms.

Fourth, we initially illustrate each of these oligopoly models for a duopoly: an 
oligopoly with two (duo) firms. Then, we examine the equilibrium changes as the 
number of firms increases.

The Duopoly Nash-Cournot Equilibrium
To illustrate the basic idea of the Cournot model, we start with a duopoly model. We 
examine the actual market where American Airlines and United Airlines compete for 
customers on flights between Chicago and Los Angeles.8 The total number of pas-
sengers flown by these two firms, Q, is the sum of the number of passengers flown 
on American, qA, and those flown on United, qU. No other companies can enter this 
market because they cannot obtain landing rights at both airports.9

How many passengers does each airline firm choose to carry? To answer this 
question, we determine the Nash equilibrium for this model. This Nash equilibrium, 
in which firms choose quantities, is also called a Nash-Cournot equilibrium or a 
Cournot equilibrium (or a Nash-in-quantities equilibrium): a set of quantities chosen 
by firms such that, holding the quantities of all other firms constant, no firm can 
obtain a higher profit by choosing a different quantity.

We studied this airline market in our normal-form game example in Chapter 13, 
where we assumed that the firms chose between two or three output levels only. That 
analysis illustrates a Nash-Cournot equilibrium. Here, we first generalize the analysis so 
that the firms can consider using any possible output level, and then we generalize the 

8This example is based on Brander and Zhang (1990). They reported data for economy and discount 
passengers taking direct flights between the two cities in the third quarter of 1985. In calculating the 
profits, we assume that Brander and Zhang’s estimate of the firms’ constant marginal cost is the same 
as the firms’ relevant long-run average cost.
9Existing airline firms have the right to buy, sell, or rent landing slots. However, by controlling landing 
slots, existing firms can make entry difficult.
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model to allow for a larger number of players, n. We determine each firm’s best response 
(Chapter 13)—the strategy that maximizes a player’s payoff given its beliefs about its 
rivals’ strategies—and use that information to solve for the Nash-Cournot equilibrium.

To determine the Nash-Cournot equilibrium, we must establish how each firm 
chooses its quantity. We start by using the total demand curve for the Chicago–Los 
Angeles route and a firm’s belief about how much its rival will sell to determine its 
residual demand curve: the market demand that is not met by other sellers at any 
given price (Chapter 8). Next, we examine how a firm uses its residual demand curve 
to determine its best response: the output level that maximizes its profit given its belief 
about how much its rival will produce. Finally, we use the information contained in the 
firms’ best-response functions to determine the Nash-Cournot equilibrium quantities.

The quantity that each firm chooses depends on the residual demand curve it faces 
and its marginal cost. American Airlines’ profit-maximizing output depends on how 
many passengers it believes United will fly.

The estimated airline market demand function is linear,

 Q = 339 - p, (14.1)

where price, p, is the dollar cost of a one-way flight, and the total quantity of the two 
airlines combined, Q, is measured in thousands of passengers flying one way per quarter. 
Panels a and b of Figure 14.2 show that this market demand curve, D, is a straight line 
that hits the price axis at $339 and the quantity axis at 339 units (thousands of passen-
gers) per quarter. Each airline has a constant marginal cost, MC, and an average cost, 
AC, of $147 per passenger per flight. Using only this information and our economic 
model, we can determine the Nash-Cournot equilibrium quantities for the two airlines.

Figure 14.2 illustrates two possibilities. If American Airlines were a monopoly, it 
wouldn’t have to worry about United Airlines’ actions. American’s demand would 

Figure 14.2 American Airlines’ Profit-Maximizing Output

(a) If American is a monopoly, it picks its profit-
maximizing output, qA = 96 units (thousand passengers) 
per quarter, so that its marginal revenue, MR, equals its 
marginal cost, MC. (b) If American believes that United 

will fly qU = 64 units per quarter, its residual demand 
curve, Dr, is the market demand curve, D, minus qU. 
American maximizes its profit at qA = 64, where its 
marginal revenue, MRr, equals MC.
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be the market demand curve, D in panel a. To maximize its profit, American would 
set its output so that its marginal revenue curve, MR, intersected its marginal cost 
curve, MC, which is constant at $147 per passenger. Panel a shows that the monopoly 
output is 96 units (thousands of passengers) per quarter and that the monopoly price 
is $243 per passenger (one way).

But because American competes with United, American must consider United’s 
behavior when choosing its profit-maximizing output. American’s demand is not the 
entire market demand. Rather, American is concerned with its residual demand curve. 
In general, if the market demand function is D(p), and the supply of other firms is 
So(p), then the residual demand function, Dr(p), is

Dr(p) = D(p) - So(p).

Thus, if United flies qU passengers regardless of the price, American transports only 
the residual demand, Q = D(p) = 339 - p (Equation 14.1), minus the qU passen-
gers, so qA = Q - qU. The residual demand that American faces is

 qA = Q(p) - qU = (339 - p) - qU. (14.2)

In panel b, American believes that United will fly qU = 64, so American’s residual 
demand curve, Dr, is the market demand curve, D, moved to the left by qU = 64. For 
example, if the price is $211, the total number of passengers who want to fly is Q = 128. 
If United transports qU = 64, American flies Q - qU = 128 - 64 = 64 = qA.

What is American’s best-response, profit-maximizing output if its managers 
believe that United will fly qU passengers? American can think of itself as having a 
monopoly with respect to the people who don’t fly on United. That is, American can 
think of itself as having a monopoly with respect to its residual demand curve, Dr. 
We will use our analysis based on the residual demand curve to derive American’s 
best-response function, qA = BA(qU), which shows American’s best-response or 
profit-maximizing output, qA, as a function of United’s output, qU.10

To maximize its profit, American sets its output so that its marginal revenue 
corresponding to this residual demand, MRr, equals its marginal cost. Thus, our 
first step is to determine American’s marginal revenue. Rearranging the terms in 
Equation 14.2 shows that American’s residual inverse demand function is

 p = 339 - qA - qU. (14.3)

Consequently, its revenue function based on its residual demand function is

Rr(qA) = pqA = (339 - qA - qU)qA = 339qA - (qA)2 - qUqA.

American views its revenue as a function solely of its own output, Rr(qA), because 
American treats United’s quantity as a constant. Thus, American’s marginal revenue 
with respect to its residual demand function is

 MRr =
dRr(qA)

dqA
= 339 - 2qA - qU. (14.4)

Equating its marginal revenue with its marginal cost, $147, American derives its 
best-response function, MRr = 339 - 2qA - qU = 147 = MC, or

 qA = 96 -
1
2

qU = BA(qU). (14.5)

10Jargon alert: Many economists refer to the best-response function as the reaction function.
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Figure 14.3 plots American Airlines’ best-response function, Equation 14.5, which 
shows how many tickets American sells for each possible qU. As the best-response curve 
shows, American sells the monopoly number of tickets, 96, if American thinks United 
will fly no passengers, qU = 0. The negative slope of the best-response curve shows 
that American sells fewer tickets the more people American thinks that United will fly. 
American sells qA = 64 if it thinks qU will be 64. American shuts down, qA = 0, if it 
thinks qU will be 192 or more, because operating wouldn’t be profitable.

We can derive United’s best-response function, qU = BU(qA), similarly. Given 
that the two firms have identical marginal costs and face the same market demand 
function, United’s best-response function is the same as American’s with the quan-
tity subscripts reversed:

 qU = 96 -
1
2

qA = BU(qA). (14.6)

We obtain the Nash-Cournot equilibrium quantities by solving Equations 14.5 
and 14.6 simultaneously for qA and qU.11 This solution is the point where the firms’ 
best-response curves intersect at qA = qU = 64. In a Nash-Cournot equilibrium, nei-
ther firm wants to change its output level given that the other firm is producing the 
equilibrium quantity. If American expects United to sell qU = 64, American wants to 
sell qA = 64. Because this point is on its best-response curve, American doesn’t want 
to change its output from 64. Similarly, if United expects American to sell qA = 64, 
United doesn’t want to change qU from 64. Thus, this pair of outputs is a Nash equi-
librium: Given its correct belief about its rival’s output, each firm is maximizing its 
profit, and neither firm wants to change its output.

11For example, we can substitute for qU in Equation 14.5 using Equation 14.6 to obtain an equation in 
only qA. Then we can substitute that value of qA in Equation 14.6 to obtain qU. Alternatively, because 
the firms are identical, qA = qU = q, so we can replace both qA and qU with q in either best-response 
function and solve for q.

Figure 14.3 American’s and United’s Best-Response Curves

The best-response curves show the output 
that each firm picks to maximize its profit, 
given its belief about its rival’s output. The 
Nash-Cournot equilibrium occurs at the 
intersection of the best-response curves.
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Any pair of quantities other than the pair at an intersection of the best-response 
functions is not a Nash-Cournot equilibrium. If either firm is not on its best-response 
curve, it wants to change its output to increase its profit. For example, the output pair 
qA = 96 and qU = 0 is not a Nash-Cournot equilibrium. American is perfectly happy 
producing the monopoly output if United doesn’t operate at all: American is on its 
best-response curve. United, however, would not be happy with this outcome because 
it is not on United’s best-response curve. As its best-response curve shows, if it knows 
that American will sell qA = 96, United maximizes its profit by selling qU = 48. Only 
if qA = qU = 64 does neither firm want to change its action. Based on statistical tests, 
Brander and Zhang (1990) reported that they could not reject the hypothesis that the 
Cournot model is consistent with American’s and United’s behavior.12

The Cournot Model with Many Firms
We’ve seen that the price is lower if two firms set output independently than in a 
market with one firm or firms that collude. As the number of firms acting indepen-
dently increases, the Nash-Cournot equilibrium price falls. We illustrate this result 
for general demand and marginal cost functions for n firms. Then, we examine the 
case of a linear inverse demand function and a constant marginal cost and apply that 
analysis to our airline example.

General Case. If output is homogeneous, the market inverse demand function is 
p(Q), where Q, the total market output, is the sum of the output of each of the n 
firms: Q = q1 + q2 + c + qn. Each of the n identical firms has the same cost 
function, C(qi). To analyze a Cournot market of identical firms, we first examine the 
behavior of a representative firm. Firm 1 wants to maximize its profit through its 
choice of q1:

   max 
q1

π1(q1, q2, c , qn) = q1p(q1 + q2 + g + qn) - C(q1)

  = q1p(Q) - C(q1).  (14.7)

Firm 1 views the outputs of the other firms as fixed, so q2, q3, c, qn are constants. 
Firm 1’s first-order condition is the partial derivative of its profit with respect to q1 
set equal to zero:13

 
0π
0q1

= p(Q) + q1

dp(Q)
dQ

 
0Q
0q1

-
dC(q1)

dq1
= 0. (14.8)

Given that the other firms’ outputs are constants,

0Q/0q1 = 0(q1 + q2 + c + qn)/0q1 = dq1/dq1 = 1.

Making this substitution and rearranging terms, we see that the firm’s first-order 
condition implies that Firm 1 equates is marginal revenue and its marginal cost:

 MR = p(Q) + q1

dp(Q)
dQ

=
dC(q1)

dq1
= MC. (14.9)

12Because the model described here is a simplified version of the Brander and Zhang (1990) model, 
the predicted output levels, qA = qU = 64, differ slightly from theirs. Nonetheless, our predictions 
are very close to the actual observed outcome, qA = 65.9 and qU = 62.7.
13We use a partial derivative to show that we are changing only q1 and not the other outputs, 
q2, c, qn. However, given that Firm 1 views those other outputs as constants so that the only vari-
able in its profit function is q1, we could use a derivative instead of a partial derivative.
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Equation 14.9 gives the firm’s best-response function, allowing the firm to calcu-
late its optimal q1 for any given set of outputs of other firms. We can write Firm 1’s 
best-response function as an implicit function of the other firm’s output levels: 
p(q1 + q2 + c + qn) + q1(dp/dQ) - dC(q1)/dq1 = 0. Thus, for any given set of 
q2, c, qn, the firm can solve for the profit-maximizing q1 using this expression.

Solving the best-response functions for all the firms simultaneously, we obtain the 
Nash-Cournot equilibrium quantities q1, q2, c , qn. Because all the firms are identi-
cal, in equilibrium q1 = q2 = c = qn = q.

The marginal revenue expression can be rewritten as p[1 + (q/p)(dp/dQ)]. Mul-
tiplying and dividing the last term by n, noting that Q = nq (given that all firms 
are identical), and observing that the market elasticity of demand, ε, is defined as 
(dQ/dp)(p/Q), we can rewrite the first-order conditions, such as Equation 14.9, as

 MR = pa1 +
1
nε

b =
dC(q)

dq
= MC. (14.10)

In Equation 14.10, the firm’s marginal revenue is expressed in terms of the elastic-
ity of demand of its residual demand curve, nε, which is the number of firms, n, times 
the market demand elasticity, ε. For example, if n = 2, the elasticity of demand of 
either firm’s residual demand curve is twice as elastic as the market demand curve 
at the equilibrium.

We can rearrange Equation 14.10 to determine the Nash-Cournot equilibrium 
price:

 p =
MC

a1 +
1
nε

b
. (14.11)

That is, the Nash-Cournot equilibrium price is above the MC by 1/(1 + [nε]) 7 1.14 
Holding ε constant, the more firms, the more elastic is the residual demand curve, 
which causes the price to fall. For example, if the market elasticity ε is constant  
at -1, then p = MC/(1 - 1

2) = 2MC if n = 2, p = MC/(1 - 1
3) = 1.5MC if n = 3, 

and p = MC/(1 - 1
4) ≈ 1.33MC if n = 4. As n grows without bound, the price 

approaches MC.
By further rearranging Equation 14.11, we obtain an expression for the Lerner 

Index, (p - MC)/p, in terms of the market demand elasticity and the number of 
firms:

 
p - MC

p
=

1
nε

. (14.12)

The larger the Lerner Index, the greater the firm’s market power. As Equation 14.12 
shows, if we hold the market elasticity constant and increase the number of firms, the 
Lerner Index falls. As n approaches ∞ , the elasticity facing any one firm approaches 
- ∞ , so the Lerner Index approaches 0 and the market is competitive.

Linear Case. We cannot explicitly solve for a firm’s best-response function or the 
Nash-Cournot equilibrium given general functional forms, but we can for specific 

14From the Law of Demand, we know that ε 6 0, so 1/[nε] 6 0. Given that each firm is operating 
in the elastic portion of its residual demand curve (using the same argument as we did in Chapter 11 
to show that a monopoly would not operate in the inelastic portions of its demand curve), nε 6 -1, 
so 1 7 -1/[nε]. Thus, 1/(1 + [nε]) 7 1.
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functions, as we now show for the linear case. Suppose that the inverse market 
demand function is linear,

p = a - bQ,

and that each firm’s marginal cost is m, a constant, and it has no fixed cost.
For this linear model, we can rewrite Firm 1’s profit-maximizing objective, Equa-

tion 14.7, as

 max 
q1

π1(q1) = q1[a - b(q1 + q2 + g + qn)] - mq1. (14.13)

Firm 1’s first-order condition, Equation 14.9, is

 MR = a - b(2q1 + q2 + c + qn) = m = MC. (14.14)

Because all firms have the same cost function, q2 = q3 = c = qn K q in equilib-
rium. Substituting these equalities into Equation 14.14, we find that the first firm’s 
best-response function, B1, is

 q1 = B1(q2, q3, g , qn) =
a - m

2b
-

n - 1
2

q. (14.15)

The right-hand sides of the other firms’ best-response functions are identical.
All these best-response functions must hold simultaneously. The intersection of 

the best-response functions determines the Nash-Cournot equilibrium. Given that 
all the firms are identical, all choose the same output level in equilibrium. Thus, we 
can solve for the equilibrium by setting q1 = q in Equation 14.15 and rearranging 
terms to obtain

 q =
a - m

(n + 1)b
. (14.16)

Total market output, Q = nq, equals n(a - m)/[(n + 1)b]. The corresponding 
price is obtained by substituting this expression for market output into the demand 
function:

 p =
a + nm
n + 1

. (14.17)

Setting n = 1 in Equations 14.16 and 14.17 yields the monopoly quantity 
and price. As n becomes large, each firm’s quantity approaches zero, total output 
approaches (a - m)/b, and price approaches m, which are the competitive levels.15 
The Lerner Index is

 
p - MC

p
=

a - m
a + nm

. (14.18)

As n grows large, the denominator in Equation 14.18 goes to infinity (∞), so the 
Lerner Index goes to 0, and market power is eliminated.

Airline Example. We can illustrate these results using our airline example, 
where a = 339, b = 1, m = 147, and n = 2. Suppose that additional airlines 
with an identical marginal cost of m = $147 were to fly between Chicago and 
Los Angeles. Table 14.2 shows how the Nash-Cournot equilibrium price and the 
Lerner Index vary with the number of firms. Using the equations for the general 
linear model, we know that each firm’s Nash-Cournot equilibrium quantity is 

15As the number of firms goes to infinity, the Nash-Cournot equilibrium goes to perfect competition 
only if average cost is nondecreasing (Ruffin, 1971).
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q = (339 - 147)/(n + 1) = 192/(n + 1) and the Nash-Cournot equilibrium price 
is p = (339 + 147n)/(n + 1).

As we already know, a single firm in the market would produce the monopoly 
quantity, 96, at the monopoly price, $243. We also know that each duopoly firm’s 
output is 64, so market output is 128 and price is $211. The duopoly market elastic-
ity is ε = -1.65, so the residual demand elasticity that each duopoly firm faces is 
twice as large as the market elasticity, 2ε = -3.3.

As the number of firms increases, each firm’s output falls toward zero, but total out-
put approaches 192, the quantity on the market demand curve where price equals the 
marginal cost of $147. Although the market elasticity of demand falls as the number of 
firms grows, the residual demand curve for each firm becomes increasingly horizontal 
(perfectly elastic). As a result, the price approaches the marginal cost, $147. Similarly, as 
the number of firms increases, the Lerner Index approaches the price-taking level of zero.

The table shows that having extra firms in the market benefits consumers. When 
the number of firms rises from 1 to 4, the price falls by a quarter and the Lerner Index 
is cut nearly in half. At 10 firms, the price is one-third less than the monopoly level, 
and the Lerner Index is one-quarter of the monopoly level.

Table 14.2 Nash-Cournot Equilibrium Varies with the Number of Firms

Number  
of Firms, n

Firm  
Output, q

Market 
Output, Q Price, p

Market  
Elasticity, ε

Residual Demand 
Elasticity, nε

Lerner Index, 
(p - m)/p = −1/(nε)

1 96 96 243 -2.53 -2.53 0.40

2 64 128 211 -1.65 -3.30 0.30

3 48 144 195 -1.35 -4.06 0.25

4 38.4 154 185.40 -1.21 -4.83 0.21

5 32 160 179 -1.12 -5.59 0.18

10 17.5 175 164.45 -0.94 -9.42 0.11

50  3.8 188 150.76 -0.80 -40.05 0.02

100  1.9 190 148.90 -0.78 -78.33 0.01

200  1.0 191 147.96 -0.77 -154.89 0.01

An inability of consumers to switch from an old provider of a service to a new pro-
vider has a similar demand curve effect to that of differentiating the services. When 
mobile phones were introduced in most European countries, a monopoly provided 
the service. After governments opened their markets to new entrants, customers were 
slow to switch firms because of large switching costs, such as having to obtain a new 
phone number and new handsets. Preventing customers from transferring their phone 
number if they switch carriers makes the demand curve facing a given firm less elastic.

To reduce switching costs and increase competition by new firms, many gov-
ernments require Mobile Number Portability (MNP), which allows consumers to 
move their phone number to another mobile phone carrier.16 Cho, Ferreira, and 
Telang (2016) estimated that the introduction of MNP in European countries—
and the increase in effective competitors—decreased phone service prices by 7.9% 
and increased consumer surplus by 2.86€ ($3.86) per person per quarter.

16The United States has required wireless local number portability nationwide since 2003, and Canada 
since 2007. In 2002, the European Commission mandated that MNP be enacted in each European 
Community country. At least 63 countries have MNP.

APPLICATION

Mobile Number 
Portability
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The Cournot Model with Nonidentical Firms
For simplicity, we initially assumed that the firms were identical: All firms had iden-
tical costs and produced identical products. However, costs often vary across firms, 
and firms often differentiate the products they produce from those of their rivals.

Unequal Costs. In the Cournot model, the firm sets its output to equate its marginal 
revenue to its marginal cost, as specified by its first-order condition. If firms’ marginal 
costs vary, then so will the firms’ first-order conditions and hence their best-response 
functions. In the resulting Nash-Cournot equilibrium, the relatively low-cost firm 
produces more, as Solved Problem 14.1 illustrates. However, as long as the products 
are undifferentiated, the firms charge the same price.

If the inverse market demand function facing a duopoly is p = a - bQ, what are 
the Nash-Cournot equilibrium quantities if the marginal cost of Firm 1 is m and 
that of Firm 2 is m + x, where x 7 0? Which firm produces more and which has 
the higher profit?

Answer

1. Determine each firm’s best-response function. Firm 1’s profit is the same as in 
Equation 14.13 where n = 2: π1 = [a - b(q1 + q2)]q1 - mq1. Consequently, 
its best-response function is the same as Equation 14.15,

 q1 =
a - m - bq2

2b
. (14.19)

Firm 2’s profit is the same as in Equation 14.13 except that m is replaced by 
m + x. That is, π2 = q2[a - b(q1 + q2)] - (m + x)q2. Setting the derivative 
of Firm 2’s profit with respect to q2 (holding q1 fixed) equal to zero, and rear-
ranging terms, we find that the first-order condition for Firm 2 to maximize its 
profit is MR2 = a - b(2q2 + q1) = m + x = MC2. Rearranging this expres-
sion shows that Firm 2’s best-response function is

 q2 =
a - (m + x) - bq1

2b
. (14.20)

2. Use the best-response functions to solve for the Nash-Cournot equilibrium. To 
determine the equilibrium, we solve Equations 14.19 and 14.20 simultaneously 
for q1 and q2:

17

 q1 =
a - m + x

3b
, (14.21)

 q2 =
a - m - 2x

3b
. (14.22)

17By substituting the expression for q1 from Equation 14.19 into Equation 14.20, we obtain

q2 = c a - m - x - ba
a - m - bq2

2b
b d /(2b).

Solving for q2, we derive Equation 14.22. Substituting that expression into Equation 14.19 and sim-
plifying, we get Equation 14.21.

SOLVED PROBLEM 
14.1

MyLab Economics
Solved Problem
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Differentiated Products. Firms differentiate their products to increase 
their profits. By differentiating its product from those of a rival, an oli-
gopolistic firm can shift its demand curve to the right and make it less 
elastic. The less elastic the demand curve, the more the firm can charge. 
Consumers are willing to pay more for a product that they perceive as 
being superior.

One way to differentiate a product is to give it unique, “desirable” 
attributes.18 In 2010, Kimberly-Clark introduced a new Huggies dispos-
able diaper with a printed denim pattern, including seams and back pock-
ets, which boosted their sales 15%. The Exo protein bar uses flour made 
from ground crickets, and Epic Bar has one that is beef liver flavored. 
Campbell Soup Co. developed slightly more than 100 varieties in its first 
90 years, but four times that number in the most recent 30 years.

A firm can differentiate its product by advertising, using colorful labels, 
and engaging in other promotional activities to convince consumers that 
its product is superior in some (possibly unspecified) way even though it is 

18The Cow Protection Department of the Rashtriya Swayamsevak Sangh (RSS), India’s largest and 
oldest Hindu nationalist group, announced that it was introducing a new, highly differentiated soft 
drink called gau jal, or “cow water,” made from cow urine—a truly differentiated product. (Jeremy 
Page, “India to Launch Cow Urine as Soft Drink,” Times Online, February 11, 2009.)

3. Use the Nash-Cournot equilibrium quantity equations to determine 
which firm produces more. By inspection of Equations 14.21 and 14.22, 
q1 = [a - m + x]/[3b] 7 q2 = [a - m - 2x]/[3b], because x 7 0. As x 
increases, q1 increases by dq1/dx = 1/[3b] and q2 falls by dq2/dx = -2/[3b].

4. Substitute the Nash-Cournot equilibrium quantity equations into the profit 
functions to determine which firm has a higher profit. The low-cost firm has the 
higher profit. Using Equations 14.21 and 14.22, q1 + q2 = (2a - 2m - x)/(3b). 
Substituting this expression and the expression for q1 from Equation 14.21 into 
the profit function for Firm 1, we find that

 π1 = [a - m - b(q1 + q2)]q1

 = [a - m - (2a - 2m - x)/3](a - m + x)/(3b)

 = (a - m + x)2/[9b]

and, by similar reasoning, π2 = (a - m - 2x)2/[9b]. Thus,

π1 =
(a - m + x)2

9b
7

(a - m - 2x)2

9b
= π2.

Average costs per passenger vary substantially across airlines. The average cost per 
passenger mile in 2017 was 19% higher for “network” carriers such as American, 
Delta, and United than for “value” carriers such as JetBlue and Southwest.

As a result, the price markup or Lerner Index, (p - MC)/p, varies across firms: 
Southwest 21.8%, JetBlue 19.2%, Delta 18.8%, United 14%, and American 
13.8% in 2017. The average profit per passenger varies as well: $29 on JetBlue, 
$22 on Southwest, $19 on Delta, $14 on United, and $10 on American.

APPLICATION

How Do Costs, Price 
Markups, and Profits 
Vary Across Airlines?
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virtually identical to its rivals physically or chemically. Economists call this practice 
spurious differentiation.

Bayer charges more for its chemically identical aspirin than other brands because 
Bayer has convinced consumers that its product is safer or superior in some other way. 
Similarly, Clorox’s customers must believe that its product is superior in some way 
because they pay more for it than for the chemically identical bleach sold by its rivals.

Even if the products are physically identical, if consumers think products differ, the 
Nash-Cournot quantities and prices will differ across firms. Each firm faces a different 
inverse demand function and hence charges a different price. For example,  suppose 
that Firm 1’s inverse demand function is p1 = a - b1q1 - b2q2, where b1 7 b2 if con-
sumers believe that Good 1 is different from Good 2, and b1 = b2 = b if the goods are 
identical. Given that consumers view the products as differentiated and Firm 2 faces 
a similar inverse demand function, we replace the single-market demand with these 
individual demand functions in the Cournot model. Solved Problem 14.2 shows how 
to solve for the Nash-Cournot equilibrium in an actual market.

Intel and Advanced Micro Devices (AMD) are the only firms that produce central 
processing units (CPUs), which are the brains of personal computers. Both because 
the products differ physically and because Intel’s Intel Inside advertising campaign 
has convinced some consumers of its superiority, customers view the CPUs as imper-
fect substitutes. Consequently, the two firms’ inverse demand functions differ:

 pA = 197 - 15.1qA - 0.3qI, (14.23)

 pI = 490 - 10qI - 6qA, (14.24)

where price is dollars per CPU, quantity is in millions of CPUs, the subscript I 
indicates Intel, and the subscript A represents AMD.19 Each firm faces a constant 
marginal cost of m = $40 per unit. (We can ignore the firms’ fixed costs because 
we know that the firms operate and the fixed costs do not affect the marginal 
costs.) Solve for the Nash-Cournot equilibrium quantities and prices.

Answer

1. Determine each firm’s best-response function. Substituting the inverse demand 
Equations 14.23 and 14.24 into the definition of profit and setting m = 40, 
we find that the firms’ profit functions are

 πA = (pA - m)qA = (157 - 15.1qA - 0.3qI)qA, (14.25)

 πI = (pI - m)qI = (450 - 10qI - 6qA)qI. (14.26)

The first-order conditions corresponding to Equations 14.25 and 14.26 are 
0πA/0qA = 157 - 30.2qA - 0.3qI and 0πI/0ql = 450 - 20qI - 6qA. Rear-
ranging these expressions, we obtain the best-response functions:

 qA =
157 - 0.3qI

30.2
, (14.27)

 qI =
450 - 6qA

20
. (14.28)

19I thank Hugo Salgado for estimating these inverse demand functions and providing evidence that 
this market is well described by a Nash-Cournot equilibrium.

SOLVED PROBLEM 
14.2

MyLab Economics
Solved Problem
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2. Use the best-response functions to solve for the Nash-Cournot equilibrium. 
Solving the system of best-response functions 14.27 and 14.28, we find that 
the Nash-Cournot equilibrium quantities are qA ≈ 5 million CPUs, and 
qI ≈ 21 million CPUs. Substituting these values into the inverse demand func-
tions, we obtain the corresponding prices: pA = $115.20 and pI = $250 per CPU.

Bottled water is the most dramatic recent example of spurious product differen-
tiation, where the products do not significantly differ physically. Firms convince 
consumers that their products differ through marketing.

One product that you might think is difficult to differentiate is water. Capehart 
and Berg (2018) found that in a blind taste test, consumers cannot distinguish 
bottled waters or tap water. Water can be carbonated or flavored, but doing so 

caters to only a subset of the $16 billion U.S. bottled water 
market, which grew rapidly from 2010 through 2018.

How did Coca-Cola and Pepsico differentiate their uncar-
bonated, unflavored water? Primarily through marketing. Pep-
sico’s top-selling bottled water, Aquafina, has a colorful blue 
label and a logo showing the sun rising over the mountains. 
From that logo, consumers may infer that the water comes 
from some bubbling spring high in an unspoiled wilderness. 
If so, they’re wrong. Pepsi’s best-selling bottled water comes 
from the same place as tap water: public-water sources. Pepsi 
also claims that it adds value by filtering the water using a 
state-of-the-art “HydRO-7 purification system,” implying that 
such filtering (which removes natural minerals) is desirable. 
Similarly, Coke’s marketing distinguishes its Dasani bottled 
water, even though it, too, is basically bottled public water.

In a recent “blind” taste test reported in Slate, no one could 
distinguish between Aquafina and Dasani, and both are equally 
clean and safe. However, many consumers, responding to per-
ceived differences created by marketing, strongly prefer one or 
the other of these brands and pay a premium for these products.20

20Having succeeded in differentiating water, Coca-Cola turned to milk. In 2015, it started selling its 
Fairlife “super milk.” Using a special filtration process, it has more “natural” protein and calcium, 
and less sugar. Sandy Douglas, President of Coca-Cola North America, said, “It’s basically the premi-
umization of milk. . . . We’ll charge twice as much for it as the milk we’re used to buying in a jug.”

APPLICATION

Differentiating  
Bottled Water  
Through Marketing

 14.4 Stackelberg Oligopoly Model
In the Cournot model, both firms announce their output decisions simultaneously. In 
contrast, suppose that one of the firms, called the leader, can set its output before its 
rival, the follower, does. This type of situation, where one firm acts before the other, 
arises naturally if one firm enters a market before the other. Would the firm that acts 
first have an advantage?

To answer this question, the German economist Heinrich von Stackelberg 
showed how to modify the Cournot model. We introduced the Stackelberg model 
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in Chapter 13, where United and American Airlines could choose among only three 
possible output levels. Here, we consider the more general problem where the air-
lines are free to choose any output level they want. 

How does the leader decide to set its output? The leader realizes that once it sets 
its output, the rival firm will use its Cournot best-response curve to select its best-
response output. Thus, the leader predicts what the follower will do before the fol-
lower acts. Using this knowledge, the leader chooses its output level to “manipulate” 
the follower, thereby benefiting at the follower’s expense.

Calculus Solution
We start by deriving the Stackelberg equilibrium for a general, linear model, and then 
we apply that analysis to the airlines example. We can use calculus to derive the Stack-
elberg equilibrium for a general linear inverse demand function, p(Q) = a - bQ, 
where two firms have identical constant marginal costs, m. Because Firm 1, the 
Stackelberg leader, chooses its output first, it knows that Firm 2, the follower, will 
choose its output using its best-response function. Setting the number of firms n = 2 
in Equation 14.15, we know that Firm 2’s best-response function, B2, is

 q2 = B2(q1) =
a - m

2b
-

1
2

q1. (14.29)

The market price depends on the output of both firms, p(q1 + q2). Consequently, 
the Stackelberg leader’s profit is a function of its own and the follower’s output: 
π1(q1 + q2) = p(q1 + q2)q1 - mq1. By replacing the follower’s output with the fol-
lower’s best-response function Equation 14.29 so that the leader’s profit depends only 
on its own output, we can write the leader’s profit function, π(q1, q2), as

 π1(q1, B2(q1)) = [p(q1 + B2(q1)) - m]q1

 = [a - b(q1 + B2(q1)) - m]q1

 = c a - baq1 +
a - m

2b
-

1
2

q1b - m dq1

  = a a - m - bq1

2
bq1.  (14.30)

The Stackelberg leader’s objective is to choose q1 to maximize its profit in Equa-
tion 14.30. The leader’s first-order condition is derived by setting the derivative of its 
profit with respect to q1 equal to zero: (a - m - 2bq1)/2 = 0. Solving this expression 
for q1, we find that the profit-maximizing output of the leader is

 q1 =
a - m

2b
. (14.31)

Substituting the expression for q1 in Equation 14.31 into the follower’s best-response 
function 14.29 gives the equilibrium output of the follower:

q2 =
a - m

4b
.

Thus, given a linear demand curve and constant marginal cost, the leader produces 
twice as much as the follower.21

21Here, the leader produces the same quantity as a monopoly would, and the follower produces the 
same quantity as it would in the cartel equilibrium. These relationships are due to the linear demand 
curve and the constant marginal cost—they do not hold more generally.
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We can use this analysis to ask what would happen in our airline example if Ameri-
can Airlines can act before United Airlines, so that American is a Stackelberg leader 
and United is a Stackelberg follower. Replacing the parameters in our linear analysis 
with the specific values for the airlines, a = 339, b = 1, m = 147, and n = 2, we 
find that American’s output is q1 = (339 - 147)/2 = 96, and United’s output is 
q2 = (339 - 147)/4 = 48.

Graphical Solution
We can illustrate this airline analysis with graphs. American, the Stackelberg 
leader, uses its residual demand curve to determine its profit-maximizing output. 
American knows that when it sets qA, United will use its Cournot best-response 
function to pick its best-response qU. Thus, American believes it faces a residual 
demand curve, Dr (panel a of Figure 14.4), that is the market demand curve, D 

Figure 14.4 Stackelberg Equilibrium

(a) The residual demand that the 
Stackelberg leader faces is the market 
demand minus the quantity produced 
by the follower, qU, given the leader’s 
quantity, qA. The leader chooses 
qA = 96 so that its marginal revenue, 
MRr, equals its marginal cost. The 
total output, Q = 144, is the sum of 
the output of the two firms. (b) The 
quantity that the follower produces 
is its best response to the leader’s 
output, as given by its Cournot best-
response curve.
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(panel a), minus the output United will produce as summarized by United’s 
best-response curve (panel b). For example, if American sets qA = 192, United’s 
best response is qU = 0 (as United’s best-response curve in panel b shows). As 
a result, the residual demand curve and the market demand curve are identical 
at qA = 192 (panel a).

Similarly, if American set qA = 0, United would choose qU = 96, so the residual 
demand at qA = 0 is 96 less than demand. The residual demand curve hits the verti-
cal axis, where qA = 0, at p = $243, which is 96 units to the left of demand at that 
price. When qA = 96, qU = 48, so the residual demand at qA = 96 is 48 units to the 
left of the demand.

American chooses its profit-maximizing output, qA = 96, where its marginal 
revenue curve that corresponds to the residual demand curve, MRr, equals its 
marginal cost, $147. At qA = 96, the price, which is the height of the residual 
demand curve, is $195. Total demand at $195 is Q = 144. At that price, United 
produces qU = Q - qA = 48, its best response to American’s output of qA = 96. 
Thus, as Figure 14.4 shows, the Stackelberg leader produces twice as much as 
the follower.

Why Moving Sequentially Is Essential
Why don’t we get the Stackelberg equilibrium when both firms move simultane-
ously? Why doesn’t American announce that it will produce the Stackelberg leader’s 
output to induce United to produce the Stackelberg follower’s output level? As we 
discussed in Chapter 13, the answer is that when the firms move simultaneously, 
United doesn’t view American’s warning that it will produce a large quantity as a 
credible threat.

If United believed that threat, it would indeed produce the Stackelberg follower’s 
output level. But United doesn’t believe the threat because it is not in American’s best 
interest to produce that large a quantity of output. If American produced the leader’s 
level of output and United produced the Cournot level, American’s profit would be 
lower than if it, too, produced the Cournot level. Because American cannot be sure 
that United will believe its threat and reduce its output, American will produce the 
Cournot output level.

Indeed, each firm may make the same threat and announce that it wants to be 
the leader. Because neither firm can be sure that the other will be intimidated and 
produce the smaller quantity, both produce the Cournot output level. In contrast, 
when one firm moves first, its threat to produce a large quantity is credible because 
it has already committed to producing the larger quantity, thereby carrying out 
its threat.

Strategic Trade Policy: An Application of  
the Stackelberg Model
Suppose that two identical firms in two different countries compete in a world 
market. Both firms act simultaneously, so neither firm can make itself the Stack-
elberg leader. However, a government may intervene to make its firm a Stackel-
berg leader. For example, the Japanese and French governments often help their 
domestic firms compete with international rivals; occasionally, so do U.S., British, 
Canadian, and many other governments. If only one government intervenes, it 
can make its domestic firm’s threat to produce a large quantity of output cred-
ible, causing foreign rivals to produce the Stackelberg follower’s level of output 
(Spencer and Brander, 1983).
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We have already conducted a similar analysis in Solved Problem 14.1, where 
we showed that a firm with a lower marginal cost would produce more than its 
higher-cost rival in a Nash-Cournot equilibrium. Thus, a government can subsidize 
its domestic firm to make it a more fearsome rival to the unsubsidized firm.

Government Subsidy for an Airline. By modifying our airline example, we can 
illustrate how one country’s government can aid its firm. Suppose that United Airlines 
were owned by one country and American Airlines by another. Initially, United and 
American are in a Nash-Cournot equilibrium. Each firm has a marginal cost of $147 
and flies 64 thousand passengers per quarter at a price of $211.

Now suppose that United’s government gives United a $48-per-passenger subsidy, 
but the other government doesn’t help American. As a result, American’s marginal 
cost remains at $147, while United’s marginal cost after the subsidy drops to only $99.

The firms continue to act as in the Cournot model, but the playing field is no longer 
level.22 How does the Nash-Cournot equilibrium change? Your intuition probably tells 
you that United’s output increases relative to that of American, as we now show.

Nothing changes for American, so its best-response function is unchanged. Unit-
ed’s best response to any given American output is the output at which its marginal 
revenue corresponding to its residual demand, MRr, equals its new, lower marginal 
cost. Because United’s marginal cost curve fell, United wants to produce more than 
before for any given level of American’s output.

Panel a of Figure 14.5 illustrates this reasoning. United’s MRr curve is unaffected, 
but its marginal cost curve shifts down from MC1 to MC2. Suppose we fix American’s 
output at 64 units. Consequently, United’s residual demand, Dr, lies 64 units to the 
left of the market demand, D. United’s corresponding MRr curve intersects its original 
marginal cost curve, MC1 = $147, at 64 and its new marginal cost, MC2 = $99, 
at 88. Thus, if we hold American’s output constant at 64, United produces more as 
its marginal cost falls.

Because this reasoning applies for any level of output American chooses, United’s 
best-response curve in panel b of Figure 14.5 shifts outward as its after-subsidy 
marginal cost falls. As a result, the before-subsidy, Nash-Cournot equilibrium, e1, at 
which both firms sold 64, moves to e2, at which United sells 96 and American sells 48. 
Thus, the $48 subsidy to United causes it to sell the Stackelberg leader quantity and 
American to sell the Stackelberg follower quantity. The subsidy works by convincing 
American that United will produce large quantities of output.

Using the market demand Equation 14.1, we find that the market price drops 
from $211 to $195, benefiting consumers. United’s profit increases from $4.1 million 
to $9.2 million, while American’s profit falls to $2.3 million. Consequently, United 
Airlines and consumers gain and American Airlines and taxpayers lose from the drop 
in United’s marginal cost.

This example illustrates that a government subsidy to one firm can lead to the 
same outcome as in a Stackelberg equilibrium. Would a government want to give the 
subsidy that leads to the Stackelberg outcome?

The answer depends on the government’s objective. Suppose that the govern-
ment is interested in maximizing its domestic firm’s profit net of (not including) the 
government’s subsidy. The subsidy is a transfer from some citizens (taxpayers) to 
others (the owners of United). We assume that the government does not care about 
consumers—as is certainly true if they live in another country. Given this objective, 
the government maximizes its objective by setting the subsidy so as to achieve the 
Stackelberg equilibrium.

22Don’t you think that anyone who uses the phrase “level playing field” should have to pay a fine?
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Table 14.3 shows the effects of various subsidies and a tax (a negative subsidy). If 
the subsidy is zero, we have the usual Nash-Cournot equilibrium. A $48-per-passenger 
subsidy leads to the same outcome as in the Stackelberg equilibrium and maximizes 
the government’s welfare measure. At a larger subsidy, such as $60, United’s profit 
rises, but by less than the cost of the subsidy to the government. Similarly, at smaller 
subsidies or taxes, welfare is also lower.

Figure 14.5 Effect of a Government Subsidy on a Duopoly Nash-Cournot Equilibrium

(a) Due to a government subsidy, United’s marginal cost falls 
from MC1 = $147 to MC2 = $99. If American produces 
qa = 64, United’s best response is to increase its output from 
qU = 64 to 88 given its lower marginal cost. (b) Given that 
both airlines’ marginal cost is $147 before the subsidy, the 

Nash-Cournot equilibrium is e1. After United’s marginal cost 
falls to $99, its best-response function shifts outward. It now 
sells more tickets in response to any given American output 
than previously. At the new Nash-Cournot equilibrium, e2, 
United sells qU = 96, while American sells only qA = 48.
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United’s new best-response
curve (MC = $99)

United’s original best-response
curve (MC = $147)

American’s best-response 
curve (MC = $147)

Table 14.3 Effects of a Subsidy Given to United Airlines

Subsidy,
s

United American

qU πU Welfare, πU - sqU qA πA

60 104 $10.8 $4.58 44 $1.9

48 96 $9.2 $4.61 48 $2.3

30 84 $7.1 $4.50 54 $2.9

0 64 $4.1 $4.10 64 $4.1

-30 44 $1.9 $3.30 74 $5.5

Notes: The subsidy is in dollars per passenger (and is a tax if negative). Output units are in 
thousands of passengers per quarter. Profits and welfare (defined as United’s profits minus 
the subsidy) are in millions of dollars per quarter.
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Problems with Government Intervention. Thus, in theory, a government may 
want to subsidize its domestic firm to make it produce the same output as it would if 
it were a Stackelberg leader. However, if such subsidies are to work as desired, four 
conditions must hold:

1. The other government must not retaliate. (See the Challenge Solution.)
2. The government must be able to set its subsidy before the firms choose their 

output levels. The idea behind this intervention is that one firm cannot act 
before the other, but its government can act first.

3. The government’s actions must be credible. If the foreign firm’s country 
doesn’t believe that the government will subsidize its domestic firm, the 
foreign firm produces the Cournot level. The foreign firm may not believe 

In our duopoly airline example, the government gives United a $48-per-passenger 
subsidy. Use calculus to show that the subsidy causes a parallel shift out of United’s 
best-response curve. Assuming that only United is subsidized, use math to solve 
for the new equilibrium quantities.

Answer

1. Set United’s marginal revenue function equal to its subsidized marginal cost, 
and solve for United’s best-response function. United’s marginal revenue with 
respect to its residual demand function is the same as Equation 14.4 with 
the A and U subscripts reversed: MRU = 339 - 2qU - qA. Because United’s 
original marginal cost was 147, its new marginal cost is 147 - 48 = 99. 
Equating United’s marginal revenue and marginal cost and solving for qU, 
we find that United’s best-response function is

 qU = 120 -
1
2

qA. (14.32)

This best-response function calls for United to provide more output for any 
given qA than in the original best-response function, Equation 14.6, where 
qU = 96 - 1

2qA. Because only the constants differ, these two best-response 
functions are parallel.

2. Substitute for qA from American’s original best-response function into United’s 
new best-response function and solve for United’s new Nash-Cournot equilib-
rium quantity, then substitute that value into American’s best-response function 
to find American’s equilibrium quantity. The subsidy does not affect American, 
so its best-response function remains the same, Equation 14.5: qA = 96 - 1

2qU. 
Substituting this expression for qA into United’s best-response function from 
Equation 14.32, we learn that

 qU = 120 -
1
2

qA = 120 -
1
2
a96 -

1
2

qUb = 72 +
1
4

qU. (14.33)

Solving Equation 14.33 for qU, we find that qU = 4
3 * 72 = 96. Plug-

ging this value into American’s best-response function, we conclude that 
qA = 96 - (1

2 * 96) = 48. Thus, compared to the original equilibrium where 
both firms produced 64, United produces more and American less in this new 
equilibrium.

SOLVED PROBLEM 
14.3

MyLab Economics
Solved Problem
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in the subsidies because governments have difficulty in committing to long-
term policies.23

4. The government must know enough about how the firms behave to intervene 
appropriately. If it doesn’t know the demand function and the costs of all firms 
or whether they are engaged in a Cournot game, the government may intervene 
inappropriately.

Comparison of Collusive, Nash-Cournot, Stackelberg,  
and Competitive Equilibria
The Nash-Cournot and Stackelberg equilibrium prices, quantities, consumer surplus, 
and profits lie between those of the collusive and competitive equilibria. Table 14.4 
compares the four market structures for the airline example.

We’ve already determined the equilibrium price, quantities, and profits for the 
Cournot and Stackelberg cases. If the firms were to act as price takers, they would 
each produce where their residual demand curve intersects their marginal cost curve, 
so the equilibrium price would equal the marginal cost of $147. The price-taking 
equilibrium is qA = qU = 96. The quantities produced by both the firms are 192 
(=  96 + 96) in the competitive equilibrium.

If American and United were to collude, they would maximize joint profits by pro-
ducing the monopoly output, qA + qU = 96. American could act as a monopoly and 
serve all the passengers, qA = 96 and qU = 0, and give United some of the profits. 
Or they could reverse roles so that United served everyone, qA = 0 and qU = 96. Or 
the two airlines could share the passengers in any combination such that the sum of 
the airlines’ passengers equals the monopoly quantity, or, equivalently,

 qU = 96 - qA. (14.34)

Figure 14.6 plots Equation 14.34, the set of possible collusive outcomes, which it labels 
the Contract curve. In the figure, we assume that the collusive firms split the market 
equally so that qA = qU = 48.

Table 14.4 and Figure 14.6 show that the equilibrium market quantity ranges from 
a low of 96 under collusion, to 128, Cournot; 144, Stackelberg; and a high of 192, 

23For example, during the 1996 Republican presidential primaries, many candidates said that, if 
elected, they would reverse President Clinton’s trade policies. The 2004 Democratic presidential can-
didates promised to change President George W. Bush’s trade policies. The major Democratic presi-
dential candidates in the 2008 election had conflicting views on optimal trade policies. Governor 
Romney, the 2012 Republican presidential candidate, said that he would reverse many of President 
Obama’s trade policies.

Table 14.4 Comparison of the Duopoly Airline Competitive, Stackelberg, Cournot, 
and Collusive Equilibria

Competition Stackelberg Cournot Collusion

Total output, Q (thousands)  192  144  128  96

Price, p ($)  147  195  211  243

Consumer surplus ($ million)  18.4  10.4  8.2  4.6

Profit, π ($ million)  0  6.9  8.2  9.2
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competitive. Consequently, the order of the equilibrium market price is the opposite: 
$147, competitive; $195, Stackelberg; $211, Cournot; and $243, collusive.

Consumers prefer the lower prices and have greater consumer surplus, the more 
competitive the market structure. The cartel profits are the highest-possible level of 
profits that the firms can earn. The monopoly profit is $9.2 million per quarter, so 
each firm earns $4.6 million if the firms split the profit equally. In contrast, if the 
firms act independently, each earns the Cournot profit of approximately $4.1 million. 
The Stackelberg leader earns more than the Cournot profit, $4.6 million, while the 
follower earns less, $2.3 million. The competitive firms earn zero.

We showed that the Nash-Cournot equilibrium approaches the competitive, 
price-taking equilibrium as the number of firms grows. Similarly, we can show 
that the Nash-Stackelberg equilibrium approaches the price-taking equilibrium as 
the number of Stackelberg followers grows. As a result, the differences between 
the Cournot, Stackelberg, and price-taking market structures shrink as the number 
of firms grows.

 14.5 Bertrand Oligopoly Model
We have examined how oligopolistic firms set quantities to try to maximize their 
profits. However, many such firms set prices instead of quantities and allow consum-
ers to decide how much to buy. The market equilibrium is different if firms set prices 
rather than quantities.

In monopolistic and competitive markets, the issue of whether firms set quantities 
or prices does not arise. Competitive firms have no choice: They cannot affect price 

Figure 14.6 Duopoly Equilibria

The intersection of the best-
response curves determines the 
Nash-Cournot equilibrium, 
where each firm produces 64. 
The possible cartel equilibria 
lie on the contract curve: 
qU = 96 - qA. The figure 
shows the symmetric cartel case 
where each firm produces 48. 
If the firms act as price takers, 
each firm produces where its 
residual demand equals its 
marginal cost, 96. In the Nash-
Stackelberg equilibrium, the 
leader produces more, 96, than 
the follower, 48.

Price-taking equilibrium

q U
, T

ho
us

an
d 

U
ni

te
d

 p
as

se
ng

er
s 

pe
r 

qu
ar

te
r

United’s best-response curve

Cournot equilibrium

Cartel
equilibrium

Stackelberg equilibrium

Contract
curve

American’s best-response curve

192

64

48

96

0 192966448
qA, Thousand American passengers per quarter



52114.5 Bertrand Oligopoly Model

and hence can choose only quantity (Chapter 8). The monopoly equilibrium is the 
same whether the monopoly sets price or quantity (Chapter 11).

In 1883, the French mathematician Joseph Bertrand rejected Cournot’s assumption 
that oligopolistic firms set quantities. He argued that oligopolies set prices and then 
consumers decide how many units to buy. The resulting Nash equilibrium is called a 
Nash-Bertrand equilibrium or Bertrand equilibrium (or Nash-in-prices equilibrium): 
a set of prices such that no firm can obtain a higher profit by choosing a different 
price if the other firms continue to charge these prices.

We will show that the price and quantity in a Nash-Bertrand equilibrium are 
different from those in a Nash-Cournot equilibrium. In addition, the properties of 
the Nash-Bertrand equilibrium depend on whether firms are producing identical or 
differentiated products.

Nash-Bertrand Equilibrium with Identical Products
We start by examining a price-setting oligopoly in which firms have identical costs 
and produce identical goods. The resulting Nash-Bertrand equilibrium price equals 
the marginal cost, as in the price-taking equilibrium. To show this result, we use 
best-response curves to determine the Nash-Bertrand equilibrium, as we did in the 
Nash-Cournot model.

Best-Response Curves. Suppose that each of two price-setting oligopolistic firms 
in a market produces an identical product and faces a constant marginal and average 
cost of $5 per unit. What is Firm 1’s best response—what price should it set—if Firm 
2 sets a price of p2 = $10? If Firm 1 charges more than $10, it makes no sales because 
consumers will buy from Firm 2. Firm 1 makes a profit of $5 on each unit it sells if it 
also charges $10 per unit. If the market demand is 200 units and both firms charge 
the same price, we would expect Firm 1 to make half the sales, so its profit is $500.

Suppose, however, that Firm 1 slightly undercuts its rival’s price by charging $9.99. 
Because the products are identical, Firm 1 captures the entire market. Firm 1 makes 
a profit of $4.99 per unit and a total profit of $998. Thus, Firm 1’s profit is higher if 
it slightly undercuts its rival’s price. By similar reasoning, if Firm 2 charges $8, Firm 
1 also charges slightly less than Firm 2.

Figure 14.7 shows that, if Firm 2 sets its price above $5, Firm 1’s best response is 
to undercut Firm 2’s price slightly so its best-response curve is above the 45° line by 
the smallest amount possible. (The distance of the best-response curve from the 45° 
line is exaggerated in the figure for clarity.)

Now imagine that Firm 2 charges p2 = $5. If Firm 1 charges more than $5, it makes 
no sales. The firms split the market and make zero profit if Firm 1 charges $5. If Firm 
1 undercuts its rival, it captures the entire market, but it suffers a loss on each unit. 
Thus, Firm 1 will undercut only if its rival’s price is higher than Firm 1’s marginal and 
average cost of $5. By similar reasoning, if Firm 2 charges less than $5, Firm 1 chooses 
not to produce. The two best-response functions intersect only at e, where each firm 
charges $5. If its rival were to charge less than $5, a firm would choose not to produce.

It does not pay for either firm to change its price as long as the other charges $5, 
so e is a Nash-Bertrand equilibrium. In this equilibrium, each firm makes zero profit. 
Thus, the Nash-Bertrand equilibrium when firms produce identical products is the 
same as the price-taking, competitive equilibrium.24 This result remains the same for 
larger numbers of firms.

24This result depends heavily on the firms’ facing a constant marginal cost. If firms face a binding 
capacity constraint so that the marginal cost eventually becomes large (infinite), the Nash-Bertrand 
equilibrium may be the same as the Nash-Cournot equilibrium (Kreps and Scheinkman, 1983).
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Figure 14.7 Nash-Bertrand Equilibrium with Identical Products

With identical products 
and constant marginal and 
average costs of $5, Firm 1’s 
best-response curve starts at 
$5 and then lies slightly above 
the 45° line. That is, Firm 1 
undercuts its rival’s price as 
long as its price remains above 
$5. The best-response curves 
intersect at e, the Bertrand or 
Nash equilibrium, where both 
firms charge $5.
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Bertrand Versus Cournot. This Nash-Bertrand equilibrium differs substantially 
from the Nash-Cournot equilibrium. We can calculate the Nash-Cournot equilibrium 
price for firms with constant marginal costs of $5 per unit, using Equation 14.11:

 p =
MC

1 + 1/(nε)
=

$5
1 + 1/(nε)

, (14.35)

where n is the number of firms and ε is the market demand elasticity. For example, 
if the market demand elasticity is ε = -1 and n = 2, the Nash-Cournot equilibrium 
price is $5/(1 - 1

2) = $10, which is double the Nash-Bertrand equilibrium price.
When firms produce identical products and have a constant marginal cost, the 

Nash-Cournot model is more plausible than the Nash-Bertrand model. The Nash-
Bertrand model—unlike the Nash-Cournot model—appears inconsistent with real 
oligopoly markets in at least two ways.

First, the Nash-Bertrand model’s “competitive” equilibrium price is implausible. 
In a market with few firms, why would the firms compete so vigorously that they 
would make no profit, as in the Nash-Bertrand equilibrium? In contrast, the Nash-
Cournot equilibrium price with a small number of firms lies between the competitive 
price and the monopoly price. Because oligopolies typically charge a higher price than 
competitive firms, the Nash-Cournot equilibrium is more plausible.

Second, the Nash-Bertrand equilibrium price, which depends only on cost, is 
insensitive to demand conditions and the number of firms. In contrast, the Nash-
Cournot equilibrium price, Equation 14.11, depends on demand conditions and 
the number of firms as well as on costs. In our last example, if the number of firms 
rises from two to three, the Cournot price falls from $10 to $5/(1 - 1

3) = $7.50, 
but the Nash-Bertrand equilibrium price remains constant at $5. Again, the 
Cournot model is more plausible because we usually observe market price chang-
ing with the number of firms and demand conditions, not just with changes in 
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costs. Thus, for both of these reasons, economists are much more likely to use the 
Cournot model than the Bertrand model to study markets in which firms produce 
identical goods.

Nash-Bertrand Equilibrium with Differentiated Products
Why don’t they make mouse-flavored cat food?

If most markets were characterized by firms producing homogeneous goods, the 
Bertrand model would probably have been forgotten. However, markets with dif-
ferentiated goods—such as those for automobiles, stereos, computers, toothpaste, 
and spaghetti sauce—are extremely common, as is price setting by firms. In such 
markets, the Nash-Bertrand equilibrium is plausible, and the two problems of the 
homogeneous-goods Bertrand model disappear. That is, firms set prices above mar-
ginal cost, and prices are sensitive to demand conditions.

Indeed, many economists believe that price-setting models are more plausible than 
quantity-setting models when goods are differentiated. If products are differentiated 
and firms set prices, then consumers determine quantities. In contrast, if firms set 
quantities, it is not clear how the prices of the differentiated goods are determined 
in the market.

The main reason the differentiated-goods Bertrand model differs from the 
 undifferentiated-goods version is that one firm can charge more than another for 
a differentiated product without losing all its sales. For example, Coke and Pepsi 
 produce similar but not identical products; many consumers prefer one to the other.25 
If the price of Pepsi were to fall slightly relative to that of Coke, most consumers who 
prefer Coke to Pepsi would not switch. Thus, neither firm has to match its rival’s 
price cut exactly to continue to sell cola.

Product differentiation allows a firm to charge a higher price because the dif-
ferentiation causes its residual demand curve to become less elastic. That is, a given 
decrease in the price charged by a rival lowers the demand for this firm’s product by 
less, the less substitutable the two goods. In contrast, if consumers view the goods as 
perfect substitutes, a small drop in the rival’s price causes this firm to lose all its sales. 
For this reason, differentiation leads to higher equilibrium prices and profits in both 
the Bertrand and the Cournot models. As a result, a firm aggressively differentiates 
its products so as to raise its profit.26

General Demand Functions. We can use calculus to determine the Nash-Bertrand 
equilibrium for a duopoly. We derive equilibrium for general demand functions, and 
then we present the solution for the cola market. In both analyses, we first determine 
the best-response functions for each firm and then solve these best-response functions 
simultaneously for the equilibrium prices for the two firms.

Each firm’s demand function depends on its own price and the other firm’s price. 
The demand function for Firm 1 is q1 = q1(p1, p2) and that of Firm 2 is q2 = q2(p1, p2). 

25The critical issue is whether consumers believe products differ rather than whether the products 
physically differ because the consumers’ beliefs affect their buying behavior. Although few consumers 
can reliably distinguish Coke from Pepsi in blind taste tests, many consumers strongly prefer buying 
one product over the other. I have run blind taste tests in my classes over the years involving literally 
thousands of students. Given a choice between Coke, Pepsi, and a generic cola, a very small fraction 
can consistently identify the products. However, people who do not regularly drink these products 
generally admit that they can’t tell the difference. Indeed, relatively few of the regular cola drinkers 
can clearly distinguish among the brands.
26Chance that a British baby’s first word is a brand name: 1 in 4. —Harper’s Index 2004.
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For simplicity, we assume that marginal cost for both firms is constant, m, and neither 
has a fixed cost.

Firm 1’s objective is to set its price so as to maximize its profit,

 max
p1

 π1(p1, p2) = (p1 - m)q1(p1, p2), (14.36)

where (p1 - m) is the profit per unit. Firm 1 views p2 as a constant. Firm 1’s first-order 
condition corresponding to Equation 14.36 is the derivative of its profit with respect to 
p1 set equal to zero:

 
0π1

0p1
= q1(p1, p2) + (p1 - m)

0q1(p1, p2)

0p1
= 0. (14.37)

Equation 14.37 contains the information in Firm 1’s best-response function: p1 = B1(p2).
Similarly, we can derive Firm 2’s best-response function. Solving the two 

best-response functions simultaneously, we obtain the Nash-Bertrand equilibrium 
prices: p1 and p2. We illustrate this procedure for Coke and Pepsi.

Cola Market. Because many consumers view Coke and Pepsi as imperfect substi-
tutes, the demand for each good depends on both firms’ prices. Gasmi, Laffont, and 
Vuong (1992) estimated the Coke demand function as 27

 qC = 58 - 4pC + 2pP , (14.38)

where qC is the quantity of Coke demanded in tens of millions of cases (a case is 24 
twelve-ounce cans) per quarter, pC is the price of 10 cases of Coke, and pP is the price 
of 10 cases of Pepsi. Partially differentiating Equation 14.38 with respect to pC (that 
is, holding the price of Pepsi constant), we find that the change in quantity for every 
dollar change in price is 0qC /0pC = -4, so a $1-per-unit increase in the price of Coke 
causes the quantity of Coke demanded to fall by 4 units. Similarly, the demand for 
Coke rises by 2 units if the price of Pepsi rises by $1 while the price of Coke remains 
constant: 0qC /0pP = 2.

If Coke faces a constant marginal and average cost of m per unit, its profit is

 πC (pC) = (pC - m)qC = (pC - m)(58 - 4pC + 2pP). (14.39)

To determine Coke’s profit-maximizing price given that Pepsi’s price is held constant, 
we set the partial derivative of the profit function, Equation 14.39, with respect to 
the price of Coke equal to zero,

 
0πC

0pC
= qC + (pC - m)

0qC

0pC
= qC - 4(pC - m) = 0, (14.40)

and solve for pC as a function of pP and m to find Coke’s best-response function:

 pC = 7.25 + 0.25pP + 0.5m. (14.41)

Coke’s best-response function tells us the price Coke charges that maximizes its profit 
as a function of the price Pepsi charges. Equation 14.41 shows that Coke’s best-
response price is 25¢ higher for every extra dollar that Pepsi charges and 50¢ higher 
for every extra dollar of Coke’s marginal cost. Figure 14.8 plots Coke’s best-response 

27Their estimated model allows the firms to set both prices and advertising. We assume that the firms’ 
advertising is held constant. The Coke equation is Gasmi, Laffont, and Vuong’s estimates (with slight 
rounding). Prices (to retailers) and costs are in real 1982 dollars per 10 cases.
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curve given that Coke’s average and marginal cost of production is $5 per unit, so 
its best-response function is

 pC = 9.75 + 0.25pP. (14.42)

If pP = $13, then Coke’s best response is to set pC at $13.
Pepsi’s demand function is28

 qP = 63.2 - 4pP + 1.6pC. (14.43)

Using the same approach as we used for Coke, we find that Pepsi’s best-response 
function (for m = $5) is

 pP = 10.4 + 0.2pC. (14.44)

Thus, neither firm’s best-response curve in Figure 14.8 lies along a 45° line through 
the origin. The Bertrand best-response curves have different slopes than the Cournot 
best-response curves in Figure 14.3. The Cournot best-response curves—which plot 
relationships between quantities—slope downward, showing that a firm produces 
less the more it expects its rival to produce (as Figure 14.3 illustrates for identical 
goods, and Solved Problem 14.2 shows for differentiated goods). In Figure 14.8, 
the Bertrand best-response curves—which plot relationships between prices—slope 
upward, indicating that a firm charges a higher price the higher the price the firm 
expects its rival to charge.

The intersection of Coke’s and Pepsi’s best-response functions, Equations 14.42 
and 14.44, determines the Nash equilibrium. By substituting Pepsi’s best-response 
function, Equation 14.44, for pP in Coke’s best-response function, Equation 14.42, 
we find that

pC = 9.75 + 0.25(10.4 + 0.2pC).

28I have rescaled Gasmi, Laffont, and Vuong’s estimate so that the equilibrium prices of Coke and 
Pepsi are equal.

Figure 14.8 Nash-Bertrand Equilibrium with Differentiated Products

If both firms have a constant marginal cost 
of $5, the best-response curves of Coke and 
Pepsi intersect at e1, where each sets a price 
of $13 per unit. If Coke’s marginal cost rises 
to $14.50, its best-response curve shifts up. 
In the new equilibrium, e2, Coke charges 
a higher price, $18, than does Pepsi, $14.
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The solution to this equation is that pC—the equilibrium price of Coke—is $13. 
Substituting pC = $13 into Equation 14.44, we discover that the equilibrium price 
of Pepsi is also $13, as Figure 14.8 illustrates.

In this Nash-Bertrand equilibrium, each firm sets its best-response price given the 
price the other firm is charging. Neither firm wants to change its price because neither 
firm can increase its profit by doing so.

 Figure 14.8 also shows what happens if Pepsi’s 
marginal cost remains at $5, but Coke’s marginal 
cost rises to $14.50. Coke’s best-response curve shifts 
up, so that in the new equilibrium e2, Coke charges a 
higher price, $18, than does Pepsi, $14.

Product Differentiation and Welfare. We’ve seen 
that prices are likely to be higher when products are 
differentiated than when they are identical, all else 
the same. We also know that welfare falls as the gap 
between price and marginal cost rises. Does it follow 
that differentiating products lowers welfare? Not nec-
essarily. Although differentiation leads to higher prices, 
which harm consumers, differentiation is desirable in 
its own right. Consumers value having a choice, and 
some may greatly prefer a new brand to existing ones.

One way to illustrate the importance of this second 
effect is to consider the value of introducing a new, 
differentiated product. This value reflects how much 
extra income consumers would require to be as well 
off without the good as with it.

Cournot, Bertrand, and other oligopoly models predict that price exceeds marginal 
cost. How large are these markups?

Hall (2018) examined U.S. firms’ markups, which he defined as the ratio of 
price to marginal cost, across all sectors of the economy. He found that the markup 
ratio grew from 1.12 in 1988 to 1.38 in 2015. The growth rates were particularly 
high in the finance and insurance and the utilities sectors.

De Loecker and Eeckhout (2018) examined the same markup for 70,000 firms 
in 134 countries. They estimated that the average global markup increased from 
about 1.1 in 1980 to around 1.6 in 2016. The markup increased the most in North 
America and Europe and the least in Latin America and Asia.

APPLICATION

Rising Market Power

 14.6 Monopolistic Competition
So far, we’ve concentrated on oligopolistic markets where the number of firms is fixed 
because of barriers to entry. We’ve seen that these firms in an oligopoly (such as the 
airlines in our example) may earn positive economic profits. We now consider firms 
in monopolistically competitive markets without barriers to entry, so firms enter the 
market until no more firms can enter profitably in the long run.

If both competitive and monopolistically competitive firms make zero economic 
profits, what distinguishes these two market structures? Competitive firms face hori-
zontal residual demand curves and charge prices equal to marginal cost. In contrast, 
monopolistically competitive firms face downward-sloping residual demand curves 
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and thus charge prices above marginal cost. Monopolistically competitive firms face 
downward-sloping residual demand curves because (unlike competitive firms) they 
have relatively few rivals or sell differentiated products.

The fewer monopolistically competitive firms, the less elastic is the residual 
demand curve each firm faces. As we saw, the elasticity of demand for an individual 
Cournot firm is nε, where n is the number of firms and ε is the market elasticity. 
Thus, the fewer the firms in a market, the less elastic the residual demand curve.

When monopolistically competitive firms benefit from economies of scale at high 
levels of output (the average cost curve is downward sloping), so that each firm is 
relatively large in comparison to market demand, the market has room for only a 
few firms. In the short run, if fixed costs are large and marginal costs are constant 
or diminishing, firms have economies of scale (Chapter 7) at all output levels, so the 
market has room for relatively few firms. In an extreme case with substantial enough 
economies of scale, the market may have room for only one firm: a natural monopoly 
(Chapter 11). The number of firms in equilibrium is smaller the greater the economies 
of scale and the farther to the left the market demand curve.

Monopolistically competitive firms also face downward-sloping residual demand 
curves if each firm differentiates its product so that at least some consumers believe 
that product is superior to other brands. If some consumers believe that Tide laundry 
detergent is better than Cheer and other brands, Tide won’t lose all its sales even if 
Tide charges a slightly higher price. Thus, Tide faces a downward-sloping demand 
curve—not a horizontal one.

One of the hottest food phenomena in the United States is gourmet food trucks, 
which started in major West Coast cities such as Los Angeles, Portland, and Seat-
tle. Now, flocks of food trucks ply their business in previously underserved areas 
of cities across the country. The mobile restaurant business has been exploding. 
As William Bender, a food service consultant in Santa Clara, California, said, “The 
limited menu approach, high quality, and low operating costs have opened up an 
entirely new sector.”

Even top restaurant chefs have entered this business. Celebrity Los Angeles chef 
Ludovic Lefebvre created LudoTruck, a mobile fried chicken outlet. San Fran-
cisco’s Chez Spencer has a “French takeaway,” Spencer on the Go, that serves 
bistro food such as foie gras torchon and toast for $12.

APPLICATION

Monopolistically  
Competitive Food  
Truck Market
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Monopolistically Competitive Equilibrium
In a monopolistically competitive market, each firm tries to maximize its profit, but 
each makes zero economic profit due to entry. Two conditions hold in a monopolisti-
cally competitive equilibrium: Marginal revenue equals marginal cost because firms 
set output to maximize profit, and price equals average cost because firms enter until 
no further profitable entry is possible.

Figure 14.9 shows a monopolistically competitive long-run market equilibrium. 
A typical monopolistically competitive firm faces a residual demand curve Dr. To 
maximize its profit, the firm sets its output, q, where its marginal revenue curve corre-
sponding to the residual demand curve intersects its marginal cost curve: MRr = MC. 
At that quantity, the firm’s average cost curve, AC, is tangent to its residual demand 

Opening a new restaurant is very risky. If demand is less than anticipated, a 
brick-and-mortar firm loses its (large) fixed cost. A food truck has two advantages 
over a traditional restaurant. The cost of entry is very low, ranging from $50,000 
to lease the equipment and pay ancillary expenses, to $250,000 or more for a 
deluxe truck and top-of-the-line cooking and refrigeration facilities. Moreover, if 
the manager of a food truck’s first guess as to where to locate is wrong, it is easy 
to drive to another neighborhood.

How do firms identify profit opportunities? “Lunch is our consistent bread-
and-butter market,” said Matthew Cohen, proprietor of Off the Grid, a food 
truck promoter and location finder in the San Francisco Bay Area. When lines 
in front of his trucks grow longer at lunch time, he sets up additional trucks. 
Having started with about a dozen trucks in June 2010, Off the Grid now has 
over 200 in 2018.

Figure 14.9 Monopolistically Competitive Equilibrium

A monopolistically competitive firm, facing 
residual demand curve Dr, sets its output 
where its marginal revenue equals its 
marginal cost: MRr = MC. Because firms 
can enter this market, the profit of the firm 
is driven to zero, so price equals the firm’s 
average cost: p = AC.
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curve. Because the height of the residual demand curve is the price, at the tangency 
point price equals average cost, p = AC, and the firm makes zero profit.

If the average cost were less than price at that quantity, firms would make posi-
tive profits and entrants would be attracted. If average cost were above price, firms 
would lose money, so firms would exit until the marginal firm was breaking even.

The smallest quantity at which the average cost curve reaches its minimum is 
referred to as full capacity or minimum efficient scale. The firm’s full capacity or 
minimum efficient scale is the quantity at which the firm no longer benefits from 
economies of scale. Because a monopolistically competitive equilibrium occurs in the 
downward-sloping section of the average cost curve (where the average cost curve 
is tangent to the downward-sloping demand curve), a monopolistically competitive 
firm operates at less than full capacity in the long run.

Fixed Costs and the Number of Firms
The number of firms in a monopolistically competitive equilibrium depends on firms’ 
costs. The larger each firm’s fixed cost, the smaller the number of monopolistically 
competitive firms in the market equilibrium.

Although entry is free, if the fixed costs are high, few firms may enter. In the auto-
mobile industry, just to develop a new fender costs $8 to $10 million.29 Developing 
a new pharmaceutical drug could cost more than $350 million.

We can illustrate this relationship using the airlines example, where we now mod-
ify our assumptions about entry and fixed costs. Recall that American and United are 
the only airlines providing service on the Chicago–Los Angeles route. Until now, we 
have assumed that a barrier to entry—such as an inability to obtain landing rights at 
both airports—prevented entry and that the firms had no fixed costs. If fixed cost is 
zero and marginal cost is constant at $147 per passenger, average cost is also constant 
at $147 per passenger. As we showed earlier, each firm in this oligopolistic market 
flies q = 64 thousand passengers per quarter at a price of p = $211 and makes a 
profit of $4.1 million per quarter.

Now suppose that the market has no barriers to entry and each airline incurs a 
fixed cost, F, due to airport fees, capital expenditure, or other factors.30 Each firm’s 
marginal cost remains $147 per passenger, but its average cost,

AC = 147 +
F
q

,

falls as the number of passengers rises, as panels a and b of Figure 14.10 illustrate 
for F = $2.3 million.

In a monopolistically competitive market, what must the fixed costs be so that 
the two firms earn zero profit? We know that these firms each receive a profit of  
$4.1 million in the absence of fixed costs. As a result, the fixed cost must be  
$4.1 million per firm for the firms to earn zero profit. With this fixed cost, the 
monopolistically competitive price and quantity are the same as in the oligopolistic 
equilibrium, q = 64 and p = $211, and the number of firms is the same, but now 
each firm’s profit is zero.

29James B. Treece (“Sometimes, You’ve Still Gotta Have Size,” Business Week, Enterprise 1993: 
2000–2001) illustrates the importance of fixed costs on entry in the following anecdote: “In 1946, 
steel magnate Henry J. Kaiser boasted to a Detroit dinner gathering that two recent stock offerings 
had raised a huge $50 million to invest in his budding car company. Suddenly, a voice from the back 
of the room shot out: ‘Give that man one white chip.’”
30See “Virgin America’s Fixed Costs” in MyLab Economics, Chapter Resources, Chapter 19.
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If the fixed cost is only $2.3 million and the market has only two firms, each 
firm makes a profit, as panel a shows. Each duopoly firm faces a residual demand 
curve (labeled “Dr for 2 firms”), which is the market demand minus its rival’s Nash-
Cournot equilibrium quantity, q = 64. Given this residual demand, each firm pro-
duces q = 64, which equates its marginal revenue, MRr, and its marginal cost, MC. At 
q = 64, the firm’s average cost is AC = $147 + ($2.3 million)/(64 units) ≈ $183, 
so each firm makes a profit of π = (p - AC)q ≈ ($211 - $183) * 64 units per 
quarter ≈ $1.8 million per quarter.

This substantial economic profit attracts an entrant. The entry of a third firm 
causes the residual demand for any one firm to shift to the left in panel b. In the new 
equilibrium, each firm sets q = 48 and charges p = $195. At this quantity, each 
firm’s average cost is $195, so the firms break even. No other firms enter because 
if one did, the residual demand curve would shift even farther to the left and all 
the firms would lose money. Thus, if the fixed cost is $2.3 million, the market has 
three firms in the monopolistically competitive equilibrium. This example illustrates 
a general result: The lower the fixed costs, the more firms in the monopolistically 
competitive equilibrium.

Figure 14.10 Monopolistic Competition Among Airlines

(a) If each identical airline has a fixed cost of $2.3 million, 
and the market has two firms, each firm flies q = 64 
units (thousands of passengers) per quarter at a price of 
p = $211 per passenger and makes a profit of $1.8 million. 

This profit attracts entry. (b) After a third firm enters, the 
residual demand curve shifts, so each firm flies q = 48 
units at p = $195 and makes zero profit, which is the 
monopolistically competitive equilibrium.
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(b) Three Firms in the Market
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What is the monopolistically competitive airline equilibrium if each firm has a 
fixed cost of $3 million?

Answer

1. Determine the number of firms. We already know that the monopolistically 
competitive equilibrium has two firms if the fixed cost is $4.1 million and three 
firms if the fixed cost is $2.3 million. With a fixed cost of $3 million, if the 

SOLVED PROBLEM 
14.4

MyLab Economics 
Solved Problem
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market has only two firms, each makes a profit of $1.1 (=  $4.1 - 3) million. 
If another firm enters, though, each firm’s loss is - $0.7 (=  $2.3 - 3) mil-
lion. Thus, the monopolistically competitive equilibrium has two firms, each 
of which earns a positive profit that is too small to attract another firm. This 
outcome is a monopolistically competitive equilibrium because no other firm 
wants to enter.

2. Determine the equilibrium quantities and prices. We already know that each 
duopoly firm produces q = 64, so Q = 128 and p = $211.

Government Aircraft 
Subsidies

CHALLENGE 
SOLUTION

At various times over the years, the United States has subsidized its aircraft manu-
facturer, Boeing, and various European countries have subsidized their aircraft 
manufacturer, Airbus. What happens if both firms are government subsidized?

To keep our answers to these questions as simple as possible, we assume that 
Airbus and Boeing compete in a Cournot model, they produce identical products 
with identical costs, and they face a linear demand curve. (Our analysis would be 
similar in a Cournot or Bertrand model with differentiated products.)

In Solved Problem 14.3 and Figure 14.5, we showed that a government per-unit 
subsidy to one firm causes its marginal cost to fall and its best-response curve to 
shift out. If only one firm is subsidized, the subsidized firm produces more and the 
other firm less than they would in the absence of a subsidy.

If both governments give identical subsidies that lower each firm’s marginal 
cost, then both firms’ best-response curves shift out as the figure shows. The origi-
nal, unsubsidized equilibrium, e1, is determined by the intersection of the original 

Markets for dentists are normally monopolistically competitive. Dentists provide 
similar services. As the number of dentists in a local market increases, dentists’ 
profits fall.

In areas with relatively few dentists, the price for their services is high. Dunne 
et al. (2013) estimated that relative to an area with five dentists, the profit of each 
dentist is 10% higher in a market with four dentists, 36% higher with three den-

tists, 47% higher with two dentists (a duopoly), and 69% higher 
with one dentist (a monopoly). Thus, the fewer the dentists, the 
higher the profit.

The U.S. Health Resource and Services Administration identi-
fies underserved areas, called Health Professional Shortage Areas 
(HPSAs). The government subsidizes the entry costs of primary 
care physicians, dentists, and mental health professionals in HPSAs. 
Subsidies range from $30,000 to $200,000 per dentist, depending 
on how long they commit to serve the HPSA. A typical subsidy is 
$60,000 for a full-time, two-year commitment.

To enter a market, a dentist incurs fixed costs for equipment and 
office construction. An entrant must construct a new office that has 
multiple treatment rooms with specialized electrical, plumbing, and 
X-ray equipment. The study estimates that on average, the mean 
entry cost is 11% lower in these subsidized markets, which leads to 
an average of one-half an additional dentist per market.

APPLICATION

Subsidizing the Entry 
Cost of Dentists
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best-response curves. The new, sub-
sidized equilibrium, e2, occurs where 
the new best-response curves inter-
sect. Both firms produce more in the 
new equilibrium than in the original: 
q2 7 q1. Thus, total equilibrium out-
put increases, which causes the equi-
librium price to fall.

We can show these results math-
ematically, for the general linear 
model where the inverse demand 
function is p = a - bQ, and the 
marginal cost of each firm is m. A 
per-unit subsidy, s, reduces a firm’s 
after-subsidy marginal cost to m - s. 
Thus, we can use the same equations 
we derived for the Cournot model 
for two firms (n = 2) where we 
replace the original marginal cost m 
by m - s. The subsidy changes the 
best-response function for Firm 1 
from Equation 14.15 to

 q1 =
a - m + s

2b
-

1
2

q2. (14.45)

Similarly, Firm 2’s best-response function is the same as Equation 14.45 with the 
1 and 2 subscripts reversed.

The equilibrium output (q = q1 = q2) expression, formerly Equation 14.16, 
becomes

 q =
a - m + s

3b
. (14.46)

Differentiating Equation 14.46 with respect to s, we find that the equilibrium 
output of each firm increases by dq/ds = 1/(3b) 7 0. (In the American and United 
Airlines example, a $1 subsidy would cause the equilibrium output to rise by a 
third of a unit, or about 333 passengers per quarter.)

Unlike the situation in which only one government subsidizes its firm, each sub-
sidized firm increases its equilibrium output by the same amount so that the price 
falls. Each government is essentially subsidizing final consumers in other countries 
without giving its own firm a strategic advantage over its rival.31

Each government’s welfare function is the sum of its firm’s profit including 
the subsidy minus the cost of the subsidy, which is the firm’s profit ignoring the 
subsidy. Because the firms produce more than in the Nash-Cournot equilibrium, 
both firms earn less (ignoring the subsidies), so both countries are harmed. How-
ever, if a government did not provide a subsidy, its firm would be at a strategic 
disadvantage. Hence, both firms strongly lobby their governments for subsidies.

31In 1992, a U.S.–EU agreement on trade in civil aircraft limited government subsidies, including a 
maximum direct subsidy limit of 33% of development costs and various limits on variable costs. Irwin 
and Pavcnik (2004) found that aircraft prices increased by about 3.7% after this agreement. This price 
hike is consistent with a 5% increase in firms’ marginal costs after the subsidy cuts.
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A widely held view is that export subsidies are desirable:

Most economists who analyze strategic trade policies strongly oppose them 
because they are difficult to implement and mean-spirited, “beggar thy neighbor” 
policies. If only one government intervenes, another country’s firm is harmed. If 
both governments intervene, both countries may suffer. For these reasons, the 
World Trade Organization (WTO) has forbidden the use of all explicit export 
subsidies.

Common Confusion If a country’s government subsidizes a firm’s exports, 
the firm and the country benefit.

1. Market Structures. Prices, profits, and quantities 
in a market equilibrium depend on the market’s 
structure. Because profit-maximizing firms set mar-
ginal revenue equal to marginal cost, price is above 
marginal revenue—and hence marginal cost—only 
if firms face downward-sloping demand curves. In 
monopoly, oligopoly, and monopolistically competi-
tive markets, firms face downward-sloping demand 
curves, in contrast to firms in a competitive market. 
Firms can earn positive profits when entry is blocked 
with a monopoly or an oligopoly, in contrast to the 
zero profits that competitive or monopolistically 
competitive firms earn with free entry. Oligopoly 
and monopolistically competitive firms, in contrast 
to competitive and monopoly firms, must pay atten-
tion to their rivals.

2. Cartels. If firms successfully collude, they pro-
duce the monopoly output and collectively earn the 
monopoly level of profit. Although their individual 
and collective profits rise if all firms collude, each 
individual firm has an incentive to cheat on the cartel 
arrangement so as to raise its own profit even higher. 
For cartel prices to remain high, cartel members must 
be able to detect and prevent cheating, and noncartel 
firms must be unable to supply very much output. 
When antitrust laws or competition policies prevent 
firms from colluding, firms may try to merge if per-
mitted by law.

3. Cournot Oligopoly Model. If oligopolistic firms act 
independently, market output and firms’ profits lie 
between the competitive and monopoly levels. In a 
Cournot model, each oligopoly firm sets its output 
simultaneously. In the Nash-Cournot equilibrium, 
each firm produces its best-response output—the 

output that maximizes its profit—given the output 
its rival produces. As the number of Cournot firms 
increases, the Nash-Cournot equilibrium price, quan-
tity, and profits approach the price-taking levels.

4. Stackelberg Oligopoly Model. If one firm, the Stack-
elberg leader, chooses its output before its rivals, the 
Stackelberg followers, the leader produces more and 
earns a higher profit than each identical-cost follower 
firm. A government may subsidize a domestic oligopolis-
tic firm so that the firm produces the Stackelberg leader 
quantity, which it sells in an international market. For 
a given number of firms, the Stackelberg equilibrium 
output is less than the efficient (competitive market) 
level but exceeds that of the Nash-Cournot equilibrium, 
which exceeds that of the collusive equilibrium (which 
is the same as a monopoly produces). Correspondingly, 
the Stackelberg price is more than marginal cost but 
less than the Cournot price, which is less than the col-
lusive or monopoly price. For a given number of firms, 
the Stackelberg equilibrium output exceeds that of the 
Nash-Cournot equilibrium, which is greater than that 
of the collusive or monopoly equilibrium. Correspond-
ingly, the Stackelberg price is less than the Cournot 
price, which is less than the collusive or monopoly price, 
but greater than the competitive price.

5. Bertrand Oligopoly Model. In many oligopolistic or 
monopolistically competitive markets, firms set prices 
instead of quantities. If the product is homogeneous and 
firms set prices, the Nash-Bertrand equilibrium price 
equals marginal cost (which is lower than the Nash-
Cournot equilibrium price). If the products are differ-
entiated, the Nash-Bertrand equilibrium price is above 
marginal cost. Typically, the markup of price over mar-
ginal cost is greater the more the goods are differentiated.

SUMMARY
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markets are not perfectly competitive because they 
have relatively few firms—possibly because of high 
fixed costs or economies of scale that are large relative 
to market demand—or because the firms sell differen-
tiated products.

6. Monopolistic Competition. In monopolistically com-
petitive markets after all profitable entry occurs, the 
market has few enough firms such that each firm faces 
a downward-sloping demand curve. Consequently, 
the firms charge prices above marginal cost. These 

EXERCISES
All exercises are available on MyLab Economics; * = answer appears at the back of this book; M = mathematical problem.

 2.4 The Federation of Quebec Maple Syrup Producers 
supplies over three-quarters of the world’s maple 
syrup (see the Application “Cheating on the Maple 
Syrup Cartel”). Under government rules, the mem-
ber firms jointly market their syrup through the fed-
eration, which sets quotas on how much each firm 
can produce. Show this cartel’s price determination 
process using a graph similar to Figure 14.1. Show 
how much profit a firm would gain by cheating: by 
producing more than the cartel’s quota.

 2.5 In 2013, a federal judge ruled that Apple colluded 
with five major U.S. publishers to artificially drive 
up the prices of e-books (which could be read on 
Apple’s iPad). Apple collects a 30% commission on 
the price of a book from the publisher. Why would 
Apple want to help publishers raise their price? 
Given Apple’s commission, what price would a book 
cartel want to set? (Hint: The marginal cost of an 
e-book is virtually zero.)

 2.6 In 2012, the U.S. government sued to block the 
world’s biggest beer maker, Anheuser-Busch InBev, 
from buying Mexico’s Grupo Modelo (which man-
ufactures Corona and other beers) for $20 billion 
(Brent Kendall and Valerie Bauerlein, “U.S. Sues to 
Block Big Beer Merger,” Wall Street Journal, Janu-
ary 31, 2013). Currently, Anheuser-Busch InBev 
has 39% of the U.S. beer market, MillerCoors has 
26%, and Grupo Modelo has 7%. When the suit 
was announced, both firms’ stock prices dropped 
sharply. Why?

 2.7 In 2013, the U.S. Federal Trade Commission 
allowed the number two and number three office 
supply companies, OfficeMax Inc. and Office 
Depot, Inc., to merge. Office Depot’s market value 
was $1.3 billion and OfficeMax’s was $933 mil-
lion. Reportedly, the efficiency gains from merging 
would save the new company between $400 and 
$500 million. However, in 2015, a federal judge 
agreed with the U.S. Federal Trade Commission 
(FTC) and blocked a merger valued at $6.3 billion 
between Office Depot and Staples, the largest office 
supply company. Why might the FTC permit the 
earlier merger attempt but not the Staples-Office 
Depot merger?

 1. Market Structures

 1.1 Which market structure best describes (a) airplane 
manufacturing, (b) electricians in a small town,  
(c) farms that grow tomatoes, and (d) cable televi-
sion in a city? Why?

 2. Cartels

 2.1 Many retail stores offer to match or beat the price 
offered by a rival store. Explain why firms that 
belong to a cartel might make this offer.

 *2.2 A market has an inverse demand curve p = 100 - 2Q 
and four firms, each of which has a constant mar-
ginal cost of MC = 20. If the firms form a profit- 
maximizing cartel and agree to operate subject to the 
constraint that each firm will produce the same out-
put level, how much does each firm produce? (Hint: 
See Chapter 11’s treatment of monopoly.) M

 2.3 The European Union fined Sotheby’s auction house 
more than €20 million for operating a price-fixing 
cartel with Christie’s auction house (see “The Art 
of Price Fixing” in MyLab Economics, Chapter 
Resources, Chapter 14). The two auction houses 
were jointly setting the commission rates sellers must 
pay. Let r denote the jointly set auction commission 
rate, Di1r2 represent the demand for auction house 
i’s services by sellers of auctioned items, p denote the 
average price of auctioned items, F represent an auc-
tion house’s fixed cost, and v denote its average vari-
able cost of auctioning an object. At the agreed-upon 
commission rate r, the profit of an auction house i is 
πi = rpDi(r) - [F + vDi(r)].

a. What is the sum of the profits of auction houses 
i and j?

b. Characterize the commission rate that maximizes 
the sum of profits. That is, show that the com-
mission rate that maximizes the sum of profits 
satisfies an equation that looks something like 
the monopoly’s Lerner Index profit-maximizing 
condition (p - MC)/p = -1/ε (Equation 11.11).

c. Do the auction houses have an incentive to cheat on 
their agreement? If Christie’s changes its rate while 
Sotheby’s continues to charge r, what will happen 
to their individual and collective profits? M
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law in cities with only one active firm (Plainville, 
99%; Stamford, 99%; and Wallingford, 99%). The 
price is as high in cities with a duopoly (Ansonia, 
99.6%; Meriden, 98%; and New London, 98%). In 
cities with three or more firms, however, the price 
falls well below the maximum permitted price. The 
fees are only 54% of the maximum in Norwalk  
(3 firms), 64% in New Haven (8 firms), and 78% 
in Bridgeport (10 firms). Give possible explanations 
for this pattern.

 3.8 In 2005, the prices for 36 prescription painkillers 
shot up as much as 15% after Merck yanked its 
once-popular arthritis drug Vioxx from the market 
due to fears that it caused heart problems. Can this 
product’s exit be the cause of the price increases 
if the prices reflect a Nash-Cournot equilibrium? 
Explain.

 3.9 Consider the Cournot model with n firms. The inverse 
linear market demand function is p = a - bQ. Each 
of the n identical firms has the same cost function 
C(q) = Aqi + 1

2Bq2
i , where a 7 A. In terms of n, 

what is each firm’s Nash equilibrium output and 
profit and the equilibrium price? As n gets very large 
(approaches infinity), does each firm’s equilibrium 
profit approach zero? Why? M

 3.10 Using Table 14.2 and other information from the 
chapter, show how the deadweight loss varies in the 
airline market as the number of firms increases from 
one to three. M

* 3.11 The viatical settlement industry enables terminally 
ill consumers, typically HIV patients, to borrow 
against equity in their existing life insurance con-
tracts to finance their consumption and medical 
expenses. The introduction and dissemination of 
effective anti-HIV medication in 1996 reduced 
AIDS mortality, extending patients’ lives, and 
hence delayed when the viatical settlement industry 
would receive the insurance payments. However, 
viatical settlement payments (what patients can 
borrow) fell more than can be explained by greater 
life expectancy. The number of viatical settlement 
firms dropped from 44 in 1995 to 24 in 2001. 
Sood, Alpert, and Bhattacharya (2005) found that 
an increase in market power of viatical settlement 
firms reduced the value of life insurance holdings 
of HIV-positive persons by about $1 billion. When 
marginal cost rises and the number of firms falls, 
what happens to the Nash-Cournot equilibrium 
price? Use graphs or math to illustrate your answer. 
(Hint: If you use math, it may be helpful to assume 
that the market demand curve has a constant elas-
ticity throughout.) M

* 3.12 Why does differentiating its product allow an oli-
gopoly to charge a higher price?

 3. Cournot Oligopoly

 *3.1 What is the duopoly Nash-Cournot equilibrium if 
the market demand function is Q = 1000 - 1000p 
and each firm’s marginal cost is 28¢ per unit? M

 3.2 In the initial Cournot oligopoly equilibrium, both 
firms have constant marginal costs, m, and no fixed 
costs, and the market has a barrier to entry. Use 
calculus to show what happens to the best-response 
function of firms if both firms now face a fixed cost 
of F. M

 3.3 According to Robert Guy Matthews, “Fixed Costs 
Chafe at Steel Mills,” Wall Street Journal, June 10, 
2009, stainless steel manufacturers were increasing 
prices even though the market demand curve had 
shifted to the left. In a letter to its customers, one 
of these companies announced that “Unlike mill 
increases announced in recent years, this is obviously 
not driven by increasing global demand, but rather 
by fixed costs being proportioned across signifi-
cantly lower demand.” If the firms are oligopolistic, 
produce a homogeneous good, face a linear market 
demand curve and have linear costs, and the market 
outcome is a Nash-Cournot equilibrium, does the 
firm’s explanation as to why the market equilibrium 
price is rising make sense? (Hint: See Exercise 3.2.) 
What is a better explanation? M

 3.4 From June 2017 to June 2018, the price of jet fuel 
jumped 33%.

a. Based on a general Cournot model, use calculus 
to show how much a marginal change in the mar-
ginal cost, m, affects the equilibrium price.

b. In 2018, fuel cost was about 23% of airlines’ 
costs. Calculate how much a one-third increase 
in fuel costs would have affected the equilibrium 
price in the airline model in this chapter. Why did 
prices rise less than in proportion to per-passenger-
per-day cost? M

 *3.5 In a Nash-Cournot equilibrium, each of the n firms 
faces a constant marginal cost m, the inverse market 
demand function is p = a - bQ, and the govern-
ment assesses a specific tax of τ per unit. What is the 
incidence of this tax on consumers? M

 *3.6 Your college is considering renting space in the 
student union to one or two commercial textbook 
stores. The rent the college can charge per square 
foot of space depends on the profit (before rent) of 
the firms and hence on the number of firms. Which 
number of stores is better for the college in terms of 
rent? Which is better for students? Why?

 3.7 Connecticut sets a maximum fee that bail-bond 
businesses can charge for posting a given-size bond 
(Ayres and Waldfogel, 1994). The bail-bond fee is 
set at virtually the maximum amount allowed by 
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costs. What happens to the Nash-Cournot equi-
librium if the legal requirement causes the mar-
ginal cost of the second firm to rise to that of the 
first firm, $20?

c. Now suppose that the barrier leaves the marginal 
cost alone but imposes a fixed cost. What is the 
minimal fixed cost that will prevent entry? (Hint: 
See Solved Problem 14.3.) M

 4. Stackelberg Oligopoly Model

 *4.1 Duopoly quantity-setting firms face the market 
demand

p = 150 - q1 - q2.

  Each firm has a marginal cost of $60 per unit.

a. What is the Nash-Cournot equilibrium?

b. What is the Stackelberg equilibrium when Firm 
1 moves first? M

 4.2 Determine the Stackelberg equilibrium with one 
leader firm and two follower firms if the market 
demand curve is linear and each firm faces a con-
stant marginal cost, m, and no fixed cost. M

 4.3 Show the effect of a subsidy on Firm 1’s best-
response function in Solved Problem 14.3 if the firm 
faces a general demand function p(Q). M

 4.4 Two firms, each in a different country, sell homo-
geneous output in a third country. Government 
1 subsidizes its domestic firm by s per unit. The 
other government does not react. In the absence of 
government intervention, the market has a Nash-
Cournot equilibrium. Suppose demand is linear, 
p = 1 - q1 - q2, and each firm’s marginal and 
average costs of production are constant at m. Gov-
ernment 1 maximizes net national income (it does 
not care about transfers between the government 
and the firm, so it maximizes the firm’s profit net of 
the transfers). Show that Government 1’s optimal s 
results in its firm producing the Stackelberg leader 
quantity and the other firm producing the Stack-
elberg follower quantity in equilibrium. (Hint: See 
Solved Problem 14.3.) M

 4.5 Zipcar (now owned by Avis) initiated the business 
of renting cars by the hour and is still the industry 
leader. However, car2go (owned by Daimler), Enter-
prise CarShare, and Hertz 24/7 have more recently 
entered the market. As of 2015, the four companies 
control about 95% of the U.S. car sharing market. 
Zipcar’s large network of members and cars may 
allow it to be a Stackelberg leader. Use graphs to 
show how the entry of rivals affects Zipcar. Discuss 
the difference between a market with a Stackelberg 
leader and one follower versus a market with three 
followers.

 3.13 A duopoly faces an inverse market demand func-
tion of p = 120 - Q. Firm 1 has a constant mar-
ginal cost of 20. Firm 2’s constant marginal cost 
is 40. Calculate the output of each firm, market 
output, and price in (a) a collusive equilibrium or 
(b) a Nash-Cournot equilibrium. (Hint: See Solved 
Problem 14.1.) M

 3.14 Graph the best-response curve of the second firm in 
Solved Problem 14.1 if its marginal cost is m and 
if it is m + x. Add the first firm’s best-response 
curve and show how the Nash-Cournot equilibrium 
changes as its marginal cost increases.

 3.15 In 2015, Spirit reported that its “average cost per 
available seat mile excluding special items and fuel” 
was 5.7¢ compared to 8.5¢ for Southwest. Assuming 
that Spirit and Southwest compete on a single route, 
use a graph to show that their equilibrium quantities 
differ. (Hint: See Solved Problem 14.1.)

 3.16 How would the Nash-Cournot equilibrium change 
in the airline example if United’s marginal cost were 
$100 and American’s were $200? (Hint: See Solved 
Problem 14.1.) M

* 3.17 To examine the trade-off between efficiency and mar-
ket power from a merger, consider a market with two 
firms that sell identical products. Firm 1 has a constant 
marginal cost of 1, and Firm 2 has a constant marginal 
cost of 2. The market demand is Q = 15 - p.

a. Solve for the Nash-Cournot equilibrium price, 
quantities, profits, consumer surplus, and dead-
weight loss. (Hint: See Solved Problem 14.1.)

b. If the firms merge and produce at the lower 
marginal cost, how do the equilibrium values 
change?

c. Discuss the change in efficiency (average cost of 
producing the output) and welfare—consumer 
surplus, producer surplus (or profit), and dead-
weight loss. M

 3.18 The firms in a duopoly produce differenti-
ated products. The inverse demand for Firm 1 is 
p1 = 52 - q1 - 0.5q2. The inverse demand for Firm 
2 is p2 = 40 - q2 - 0.5q1. Each firm has a marginal 
cost of m = 1. Solve for the Nash-Cournot equilib-
rium quantities. (Hint: See Solved Problem 14.2.) M

* 3.19 An incumbent firm, Firm 1, faces a potential entrant, 
Firm 2, that has a lower marginal cost. The market 
demand curve is p = 120 - q1 - q2. Firm 1 has a 
constant marginal cost of $20, while Firm 2’s is $10.

a. What are the Nash-Cournot equilibrium price, 
quantities, and profits without government 
intervention?

b. To block entry, the incumbent appeals to the gov-
ernment to require that the entrant incur extra 
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increases (Bernard Wysocki, Jr., “FTC Targets Hos-
pital Merger in Antitrust Case,” Wall Street Journal, 
January 17, 2005, A1). Hospitals, even within the 
same community, are geographically differentiated 
as well as possibly quality differentiated. Suppose 
that the demand for an appendectomy at Highland 
Park Hospital is a function of the price of the proce-
dure at Highland Park and Evanston Northwestern 
Hospital: qH = 50 - 0.01pH + 0.005pN. The com-
parable demand function at Evanston Northwestern 
is qN = 500 - 0.01pN + 0.005pH. At each hospital, 
the fixed cost of the procedure is $20,000 and the 
marginal cost is $2,000.
a. Use the product-differentiated Bertrand model 

to analyze the prices the hospitals set before the 
merger. Find the Nash equilibrium prices of the 
procedure at the two hospitals.

b. After the merger, find the profit-maximizing 
monopoly prices of the procedure at each hospi-
tal. Include the effect of each hospital’s price on 
the profit of the other hospital.

c. Does the merger result in increased prices? 
Explain. M

 5.9 Two pizza parlors are located within a few feet of each 
other on the Avenue of the Americas in New York 
City. Both were selling a slice of pizza for $1.32 Then, 
Bombay Fast Food/6th Ave. Pizza lowered its price 
to 79¢. The next morning, 2 Bros. Pizza dropped its 
price to 75¢, which Bombay quickly matched. These 
price cuts led to long lines of customers. However, 
both firms claimed that they were losing money. 
The two proprietors had a meeting on the sidewalk. 
According to one, they reached an agreement and 
raised their prices back to a dollar. Can the identical-
goods, Bertrand, or cartel models be used to explain 
this series of events? Why or why not?

 5.10 Firms use marketing to differentiate their bottled water 
products (see the Application “Differentiating Bottled 
Water Through Marketing”). If the firms in this market 
engage in a Bertrand game, what is the effect of this 
differentiation on prices? What is the effect on welfare?

 5.11 A Bertrand duopoly produces differentiated prod-
ucts. The firms face demand curves: qi = q(p1, p2). 
Each firm has a marginal cost of m. What are the 
firms’ best-response functions? Describe how to 
determine the Nash-Bertrand equilibrium. M

 6. Monopolistic Competition

 6.1 What is the effect of a government subsidy that 
reduces the fixed cost of each firm in an industry in 
a Cournot monopolistic competition equilibrium?

32Matt Flegenheimer, “$1 Pizza Slice Is Back After a Sidewalk Showdown Ends Two Parlors’ Price War,” New York Times, 
 September 5, 2012.

 5. Bertrand Oligopoly Model
 5.1 What happens to the homogeneous-good Nash-

Bertrand equilibrium price if the number of firms 
increases? Why?

 *5.2 Will price be lower if duopoly firms set price or if 
they set quantity? Under what conditions can you 
give a definitive answer to this question?

 *5.3 Suppose that identical duopoly firms have con-
stant marginal costs of $10 per unit. Firm 1 faces 
a demand function of q1 = 100 - 2p1 + p2, where 
q1 is Firm 1’s output, p1 is Firm 1’s price, and p2 is 
Firm 2’s price. Similarly, the demand Firm 2 faces is 
q2 = 100 - 2p2 + p1. Solve for the Nash-Bertrand 
equilibrium. M

 5.4 Solve for the Nash-Bertrand equilibrium for the 
firms described in Exercise 5.3 if both firms have a 
marginal cost of $0 per unit. M

 5.5 Solve for the Nash-Bertrand equilibrium for the firms 
described in Exercise 5.3 if Firm 1’s marginal cost is $30 
per unit and Firm 2’s marginal cost is $10 per unit. M

 5.6 In the Coke and Pepsi example, what is the effect of 
a specific tax, τ, on the equilibrium prices? (Hint: 
What does the tax do to the firm’s marginal cost? 
You do not have to use math to provide a qualitative 
answer to this problem.)

 5.7 At a busy intersection on Route 309 in Quakertown, 
Pennsylvania, the convenience store and gasoline 
station, Wawa, competes with the service and gaso-
line station, Fred’s Sunoco. In the Nash-Bertrand 
equilibrium with product differentiation competi-
tion for gasoline sales, the demand for Wawa’s gas 
is qW = 680 - 500pW + 400pS, and the demand for 
Fred’s gas is qW = 680 - 500pS + 400pW. Assume 
that the marginal cost of each gallon of gasoline is 
m = $2. The gasoline retailers simultaneously set 
their prices.

a. What is the Bertrand-Nash equilibrium?

b. Suppose that for each gallon of gasoline sold, 
Wawa earns a profit of 25¢ from its sale of salty 
snacks to its gasoline customers. Fred sells no 
products that are related to the consumption 
of his gasoline. What is the Nash equilibrium? 
(Hint: See Solved Problem 14.3.) M

 5.8 In February 2005, the U.S. Federal Trade Commis-
sion (FTC) went to court to undo the January 2000 
takeover of Highland Park Hospital by Evanston 
Northwestern Healthcare Corp. The FTC accused 
Evanston Northwestern of antitrust violations by 
using its post-merger market power in the Evan-
ston hospital market to impose 40% to 60% price 

Exercises  
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 6.6 Exercise 6.5 shows that a monopolistically competi-
tive firm maximizes its profit where it is operating 
at less than full capacity. Does this result depend 
upon whether firms produce identical or differenti-
ated products? Why?

 6.7 In Solved Problem 14.4, what fixed cost would result 
in four firms operating in the monopolistically com-
petitive equilibrium? What are the equilibrium quan-
tities and prices?

 7. Challenge

 7.1 In the Challenge Solution’s mathematical model, 
how much does Firm 1’s best-response curve shift as 
the subsidy, s, increases?

 7.2 Using the Challenge Solution’s mathematical model, 
how much does Firm 1’s profit (ignoring the subsidy) 
change as the subsidy, s, increases?

 6.2 In the monopolistically competitive airlines model, 
what is the equilibrium if firms face no fixed costs?

 6.3 In a monopolistically competitive market, the gov-
ernment applies a specific tax of $1 per unit of out-
put. What happens to the profit of a typical firm in 
this market? Does the number of firms in the market 
change? Why?

 6.4 Does an oligopoly or a monopolistically competi-
tive firm have a supply curve? Why or why not? 
(Hint: See the discussion in Chapter 11 of whether a 
monopoly has a supply curve.)

 *6.5 Show that a monopolistically competitive firm maxi-
mizes its profit where it is operating at less than full 
capacity or minimum efficient scale, which is the 
smallest quantity at which the average cost curve 
reaches its minimum (the bottom of a U-shaped 
average cost curve). The firm’s minimum efficient 
scale is the quantity at which the firm no longer ben-
efits from economies of scale.
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For most of your childhood, your parents, teachers, or other adults urged you to go to college. 
Is college worth the cost?

According to a 2018 poll, when asked whether a four-year college degree is “a key 
to future success” or “not worth the cost,” 61% of Americans say it is crucial to future 
success. Many people calculate that it is personally worth it. 
In the fall of 2017, two-thirds of high school graduates were 
enrolled in colleges or universities. Enrollment in U.S. colleges 
and universities rose by 5% between fall 2006–2007 and fall 
2017–2018. The share of adults over 25 who have completed 
a bachelor’s or higher degree increased from 21% in 1990 to 
34% in 2017.

Going to college is expensive. In the 2017–2018 school year, 
the average total cost of tuition and fees was $9,970 at a public 
four-year school in-state, $25,620 out-of-state, and $34,740 at 
private nonprofit schools. According to the College Board, the 
average college grad earns 66% more than does a typical high 
school grad over a 40-year working life. How should we weigh 
the costs and benefits to determine if an investment in a college 
education pays financially?

Does Going to  
College Pay?

Factor Markets

I have often thought that if there had been a good rap group around in those days, 
I would have chosen a career in music instead of politics. —Richard Nixon

CHALLENGE

15 

This chapter examines factor markets, such as the markets for labor and capital. 
We want to answer questions such as Nokia faces when manufacturing cell phones: 
How many workers should Nokia hire? How much equipment does it need? Should 
it invest in a new factory? Its decisions depend on wages, the rental price of capital, 
and the interest rate, which the labor and capital factor markets determine.

We first look at factor markets, such as the market for labor. We look at non-
durable services, such as one hour of work by an engineer or a daily truck rental. 
Nondurable services are those consumed when they are purchased or soon thereafter.

Additional analytical complications arise when the input is capital or other durable 
goods: products that are usable for years. Firms use durable goods—such as manu-
facturing plants, machines, and trucks—to produce and distribute goods and services. 
Consumers spend one out of eight dollars on durable goods such as houses, cars, 
and refrigerators.

If a firm rents a durable good by the week, it faces a decision similar to its deci-
sion in buying a nondurable good or service. If the firm must buy or build a capital 
good rather than rent it, the firm cannot apply this rule based on current costs and 
benefits alone. A firm cannot rent many types of specialized capital, such as custom-
built factories or custom equipment.
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We examine how purchases of durable goods or investments in college depend 
critically on the interest rate, which is also determined by the capital market. The 
interest rate also has a critical effect on how fast prices rise in natural resources mar-
kets, such as those for coal and oil.

1. Factor Markets. The intersection of the factor supply curve and the factor demand curve 
(which depends on firms’ production functions and on the market price for output) deter-
mines the equilibrium quantity in a competitive factor market, which is greater quantity 
than in a noncompetitive factor market.

2. Capital Markets and Investing. Investing money in a project pays if the return from that 
investment is greater than that from the best alternative.

3. Exhaustible Resources. Scarcity, rising costs of extraction, and positive interest rates 
may cause the price of exhaustible resources, such as coal and gold, to rise exponentially 
over time.

In this chapter, we 
examine three main 
topics

 15.1 Factor Markets
Virtually all firms rely on factor markets for at least some inputs, such as labor. The 
firms that buy factors may be competitive price takers or noncompetitive price setters, 
such as a monopsony firm. Competitive, monopolistically competitive, oligopolistic, 
and monopolistic firms sell factors.

We start with competitive factor markets. Factor markets are competitive if they 
have many small sellers and buyers. FloraHolland’s daily flower auction in Amster-
dam typifies such a competitive market with many sellers and buyers. The sellers 
supply inputs—flowers in bulk—to buyers, who sell outputs—trimmed flowers in 
vases and wrapped bouquets—at retail to final customers.

Our earlier analysis of the competitive supply curve applies to factor markets. 
Chapter 5 derives the supply curve of labor by examining how individuals’ choices 
between labor and leisure depend on tastes and the wage rate. Chapter 8 determines the 
competitive supply curves of firms in general, including those that produce factors for 
other firms. Given that we know the supply curve, once we determine the factor’s demand 
curve, we can analyze the market for a competitive factor.

 A firm chooses inputs so as to maximize its profit. We illustrate this decision for 
a firm that combines labor, L, and capital, K, to produce output, q, where its produc-
tion function is q = q(L, K).1 Using the theory of the firm (Chapters 6 and 7), we 
show how the amount of each input that the firm demands depends on the prices of 
the factors and the price of the final output. We begin by considering the firm’s short-
run problem when the firm can adjust only labor because capital is fixed. We then 
examine its long-run problem when both inputs are variable.

A Firm’s Short-Run Factor Demand Curve
In the short run, the firm’s capital is fixed at K so the firm can increase its output only 
by using more labor. That is, the short-run production function might be written as 
q = q∼(L, K) = q(L) to show that it is solely a function of labor.

1In Chapters 6 and 7, we wrote the production function as q = f(L, K). Here, for notational simplic-
ity, we write the function as q(L, K).
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The firm chooses how many workers to hire to maximize its profit. The firm is 
a price taker in the labor markets, so it can hire as many workers as it wants at the 
market wage, w. Thus, the firm’s short-run cost is C = wL + F, where F is the fixed 
cost. The firm’s revenue function is R(q(L)).

The firm’s profit function is its revenue function minus its cost function. The firm’s 
objective is to maximize its profit through its labor choice:

  max 
L

 π = R(q(L)) - wL - F. (15.1)

We use the chain rule to derive the firm’s first-order condition for a profit 
maximum:2

dπ
dL

=
dR
dq

 
dq
dL

- w = 0,

hence,

 
dR
dq

 
dq
dL

= w. (15.2)

According to Equation 15.2, a profit-maximizing firm chooses L so that the addi-
tional revenue it receives from employing the last worker equals the wage it must pay 
for the last worker. The additional revenue from the last unit of labor, (dR/dq)(dq/dL), 
is called the marginal revenue product of labor (MRPL). That is, the firm’s marginal 
benefit equals its marginal cost from one extra hour of work.

The marginal revenue product of labor is the marginal revenue from the last unit 
of output, MR = dR/dq, times the marginal product of labor, MPL = dq/dL, which 
is the extra output produced by the last unit of labor (Chapter 6):

MRPL = MR * MPL.

A Competitive Firm’s Short-Run Factor Demand Curve. A competitive firm 
faces an infinitely elastic demand for its output at the market price, p, so its marginal 
revenue is p (Chapter 8), and its marginal revenue product of labor is

MRPL = p
dq
dL

= pMPL.

The marginal revenue product for a competitive firm is also called the value of the 
marginal product because the marginal revenue product equals the market price or 
value times the marginal product of labor, which is the market value of the extra 
output from the last unit of labor.

Thus, for a competitive firm, Equation 15.2 is

 MRPL = pMPL = w. (15.3)

Equation 15.3 is the firm’s short-run labor demand function. It shows that the mar-
ginal revenue product of labor curve is the firm’s demand curve for labor when capital 
is fixed. One interpretation of Equation 15.3 is that the MRPL determines the maxi-
mum wage a firm is willing to pay to hire a given number of workers (or vice versa). 
Dividing both sides of Equation 15.3 by p, we find that the marginal product of labor  

2We assume that the second-order condition, (dR/dq)(d2q/dL2) 6 0, holds and that the firm does 
not want to shut down.
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equals the ratio of the wage to the output price, MPL = dq(L)/dL = w/p, which is 
sometimes called the real wage. Because the marginal product of labor is a function of 
labor, this expression can be restated so that the quantity of labor demanded by a 
competitive firm is a function of the real wage: L = L(w/p).

We can illustrate these calculations using an estimated Cobb-Douglas  production 
function for a paper firm (Hossain et al., 2012): q = L0.6K0.2. If the firm’s 
capital is fixed at K = 32 units in the short run, its short-run production 
function is q = L0.6320.2 = 2L0.6. The firm’s marginal product of labor is 
MPL = d(2L0.6)/dL = 1.2L- 0.4. As a result, Equation 15.3 becomes

 MRPL = 1.2pL- 0.4 = w. (15.4)

If the firm faces a price of p = $50 per unit and a wage of w = $15 an hour, 
Equation 15.4 becomes MRPL = 60L- 0.4 = 15, so the firm should employ L = 32 
workers. More generally, when we solve Equation 15.4 for L in terms of p and w, 
the paper firm’s demand for labor function is

 L = a 1
1.2

 
w
p
b

1/1 - 0.42
≈ 1.577aw

p
b

- 2.5
. (15.5)

Figure 15.1 plots Equation 15.4, the paper firm’s MRPL or labor demand curve, 
for p = $50. The wage line at w = 15 is the supply curve of labor that the firm 
faces. The firm can hire as many workers as it wants at a constant wage of $15. The 
marginal revenue product of labor curve, MRPL, is the firm’s demand curve for labor 
when other inputs are fixed. The MRPL shows the maximum wage that a firm is 
willing to pay to hire a given number of workers. Thus, the intersection of the supply 
curve of labor facing the firm and the firm’s demand curve for labor determines the 
profit-maximizing number of workers.

Effect of a Change in the Wage. What happens to the short-run demand for labor 
if the wage increases or decreases? The firm’s labor demand curve is usually down-
ward sloping because of the law of diminishing marginal returns (Chapter 6). The 
marginal product from extra workers, MPL, of a firm with fixed capital eventually  
falls as the firm increases the amount of labor it uses. Because the marginal product of 
labor declines as more workers are hired, the marginal revenue product of labor 
(which equals a constant price times the marginal product of labor) or the demand 
curve must slope downward as well.

Figure 15.1 Short-Run Labor Demand of a Paper Firm

In the short run, capital is fixed at 32 units. If the market 
price is $50 per unit and the wage is w = $15 per hour, 
a paper firm hires 32 workers at point a, where the labor 
supply curve intersects the mill’s short-run labor demand 
curve. If the wage falls to $10, the mill hires 88 workers 
at point b.
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According to Equation 15.3, the firm hires labor until the value of its marginal 
product of labor equals the wage: pMPL = w. If w increases and p remains constant, 
the only way for the firm to maintain this equality is to adjust its labor force so as 
to cause its marginal product of labor to rise. If the firm operates where the produc-
tion function exhibits diminishing marginal returns to labor, its marginal product of 
labor rises when it reduces its labor force. Thus, the firm’s demand curve for labor 
is downward sloping.

We can confirm this reasoning using a formal comparative static analysis. 
Because Equation 15.3 is an identity, it must hold for all values of w; hence we 
can write the amount of labor demanded as an implicit function of the wage: L(w). 
To show how labor demand varies with the wage, we differentiate Equation 15.3 
with respect to w:

p
dMPL

dL
 
dL
dw

= 1.

Rearranging terms,

 
dL
dw

=
1

p
dMPL

dL

. (15.6)

Thus, if the firm is operating where the production function exhibits diminishing mar-
ginal product of labor, dMPL/dL = d2q/dL2 6 0, dL/dw 6 0, and the demand curve 
for labor slopes downward.

Figure 15.1 shows that the paper firm’s short-run labor demand curve is down-
ward sloping: The quantity of labor services demanded rises from 32 to 88 workers 
if the wage falls from $15 to $10. The reason the firm’s demand curve is downward 
sloping is that its marginal product of labor, MPL = 1.2L- 0.4, falls as the firm uses 
more labor: dMPL/dL = -0.48L- 1.4 6 0. Indeed, because this inequality holds 
for any L, the production function exhibits diminishing marginal product of labor 
at any quantity of labor, and hence the mill’s labor demand curve slopes downward 
everywhere.

How does a competitive firm adjust its short-run demand for labor if the local 
government collects a specific tax of t on each unit of output, where this tax 
does not affect other firms in the market because they are located in other 
communities?

Answer

1. Give intuition. Because the government applies the tax to only one competitive 
firm, it does not affect p or w measurably. The specific tax lowers the after-tax 
price per unit that the firm receives, so we can apply the same type of analysis 
that we would use to show the comparative statics effect of a change in the out-
put price. For a given amount of labor, the marginal revenue product of labor 
falls from pMPL(L) to (p - t)MPL(L). The marginal revenue product of labor 
curve—the labor demand curve—shifts downward until it is only (p - t)/p as 
high as the original labor demand curve at any quantity of labor, so the firm 
demands less labor at any given wage. We now use calculus to derive this result 
formally.

SOLVED PROBLEM 
15.1

MyLab Economics
Solved Problem
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A Noncompetitive Firm’s Short-Run Factor Demand Curve. Factor demand 
curves vary with market power. As we have seen in earlier chapters, the marginal 
revenue of profit-maximizing Firm i, MR = p(1 + 1/εi), is a function of the elasticity 
of demand, εi, facing the firm and of the market price, p. Thus, the firm’s marginal 
revenue product of labor function is

MRPL = pa1 +
1
εi
bMPL.

The labor demand curve is p * MPL for a competitive firm because it faces an infi-
nitely elastic demand at the market price, so its marginal revenue equals the market 
price.

A monopoly operates in the elastic section of its downward-sloping market demand 
curve (Chapter 11), so its demand elasticity is less than -1 and finite: - ∞ 6 ε 6 -1. 
As a result, at any given price, the monopoly’s labor demand, p(1 + 1/ε)MPL, lies 
below the labor demand curve, pMPL, of a competitive firm with an identical mar-
ginal product of labor curve.

Figure 15.2 shows the short-run market labor demand curve for an actual com-
petitive paper firm and the corresponding curve for a monopoly. In the short run, 
the paper firm’s marginal product function is MPL = 1.2L- 0.4. The labor demand is 
p * 1.2L- 0.4 for a competitive firm and p(1 + 1/ε) * 1.2L- 0.4 for a monopoly. In 
the figure, we assume that ε = -2.

A Cournot firm faces an elasticity of demand of nε, where n is the number of 
identical firms and ε is the market elasticity of demand (Chapter 14). If the market 
has a constant elasticity demand curve with an elasticity of ε, the demand elasticity 
faced by a duopoly Cournot firm is twice that, 2ε, of a monopoly. Consequently, 
a Cournot duopoly firm’s labor demand curve, p[1 + 1/(2ε)]MPL, lies above that 
of a monopoly but below that of a competitive firm. Figure 15.2 shows the short-
run market labor demand curve for one of two identical Cournot paper firms is 
p[1 + 1/(2ε)] * 1.2L- 0.4.

2. Differentiate the profit-maximizing condition with respect to the tax. The firm’s 
profit-maximizing condition, Equation 15.3, is (p - t)MPL = w (which we 
evaluate at t = 0 before the tax is imposed). Given that this identity holds for 
all t, the labor demanded is an implicit function of the tax: L(t). Differentiating 
this identity with respect to t, we find that

-MPL + (p - t)
dMPL

dL
 
dL
dt

= 0,

where the right-hand side of the equation is zero because w does not vary with 
t. Rearranging terms,

dL
dt

=
MPL

(p - t)
dMPL

dL

.

Because MPL and (p - t) are positive, the sign of this expression is the same as 
that of dMPL/dL. Thus, if the production process exhibits diminishing marginal 
product of labor, the quantity of labor demanded falls with the tax: dL/dt 6 0.
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A Firm’s Long-Run Factor Demand Curves
In the long run, the firm is free to vary all of its inputs. Thus, in the long run, if the 
wage rises, the firm adjusts both labor and capital. As a result, the short-run marginal 
revenue product of labor curve that holds capital fixed is not the firm’s long-run 
labor demand curve. The long-run labor demand curve takes account of changes in 
the firm’s use of capital as the wage rises.

In the long run, the firm chooses both labor and capital so as to maximize its 
profit. If the firm is a price taker in these factor markets, then the firm’s cost is 
C = wL + rK, where w is the wage and r is the rental cost of capital. Because the 
firm’s production process is q = q(L, K), its revenue function is R(q(L, K)).

The firm’s profit function is its revenue function minus its costs. The firm’s objec-
tive is to maximize its profit through its choice of inputs:

 max
L, K

 π = R(q(L, K)) - wL - rK. (15.7)

The firm’s first-order conditions for a profit maximum are

0π
0L

=
0R
0q

 
0q
0L

- w = 0,

0π
0K

=
0R
0q

 
0q
0K

- r = 0.

These first-order conditions are closely analogous to the short-run profit-maximizing 
condition. They show that the firm sets its marginal revenue product of labor equal 
to the wage and its marginal revenue product of capital equal to the rental price of 
capital:

 MRPL = MR * MPL =
0R
0q

 
0q
0L

= w, (15.8)

Figure 15.2 How a Paper Firm’s Labor Demand Varies with Market Structure

For all profit-maximizing firms, 
the labor demand curve is the 
marginal revenue product of 
l abor :  MRPL = MR * MPL. 
Because marginal revenue differs 
with market structure, so does 
the MRPL. At a given wage, a 
competitive paper firm demands 
more workers than a Cournot 
duopoly firm, which demands 
more workers than a monopoly.
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 MRPK = MR * MPK =
0R
0q

 
0q
0K

= r. (15.9)

A Competitive Firm’s Long-Run Factor Demand Curve. Again, if the firm is 
competitive, MR = p, so Equations 15.8 and 15.9 can be written as

 MRPL = pMPL = p
0q
0L

= w, (15.10)

 MRPK = pMPK =
0q
0K

= r. (15.11)

That is, each input’s factor price equals the value of its marginal product. Equations 
15.10 and 15.11 are the competitive firm’s long-run factor demand equations.

For example, if the production function is Cobb-Douglas, q = ALaKb, then Equa-
tions 15.10 and 15.11 are

paALa - 1Kb = w,

pbALaKb - 1 = r.

Solving these equations for L and K, we find that the factor demand functions are

 L = a a
w
b

(1 - b)/d
ab

r
b

b/d
(Ap)1/d, (15.12)

 K = a a
w
b

a/d
ab

r
b

(1 - a)/d
(Ap)1/d, (15.13)

where d = 1 - a - b.3 By differentiating the input demand Equations 15.12 and 
15.13, we can show that the demand for each factor decreases with respect to its own 
factor price, w or r, and increases with p. Given the parameters for the estimated 
paper firm’s production function, a = 0.6, b = 0.2, and A = 1, the long-run labor 
demand Equation 15.12 is L = (0.6/w)4(0.2/r)p5, and the long-run capital demand 
Equation 15.13 is K = (0.6/w)3(0.2/r)2p5.

The shares of its total revenue that a competitive firm pays to labor and to capital do 
not vary with factor or output prices if the firm has a Cobb-Douglas production func-
tion, q = ALaKb. A competitive firm with a Cobb-Douglas production function pays 
its labor the value of its marginal product, w = pMPL = apALa - 1Kb = apq/L. As a 
result, the share of the firm’s revenue that it pays to labor is ωL = wL/(pq) = a. 
Similarly, ωK = rK/(pq) = b. Thus, the payment shares to labor and to capital for 
the competitive firm are fixed and independent of prices with a Cobb-Douglas pro-
duction function.

Comparing Short-Run and Long-Run Labor Demand Curves. In both the short 
run and the long run, the labor demand curve is the marginal revenue product of labor 
curve. In the short run, the firm cannot vary capital, so the short-run MPL curve and 
hence the short-run MRPL curve are relatively steep. In the long run, when the firm 
can vary all inputs, its long-run MPL curve and MRPL curve are flatter.

Figure 15.3 illustrates this difference for the paper firm, where p = $50 per unit 
and r = $5 per hour. On the short-run labor demand curve where capital is fixed at 

3If the Cobb-Douglas production function has constant returns to scale, d = 0, then Equations 15.12 
and 15.13 are not helpful. The problem with constant returns to scale is that a competitive firm does 
not care how much it produces (and hence how many inputs it uses) as long as the market price and 
input prices are consistent with zero profit.
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K = 32 the firm hires 32 workers per hour at w = $15. Using 32 workers and 
32 units of capital is profit maximizing in the long run, so point a is also on the firm’s 
long-run labor demand curve. The short-run labor demand curve is steeper than the 
long-run curve at point a.4

In the short run, if the wage fell to $10, the firm could not increase its capital, so it 
would hire 88 workers, point b on the short-run labor demand curve, where K = 32. 
However, in the long run, the firm would employ more capital and even more labor 
(because it can sell as much output as it wants at the market price). It would hire 
162 workers and use 108 units of capital, which is point c on both the long-run labor 
demand curve and the short-run labor demand curve for K = 108.

Competitive Factor Markets
To determine the competitive equilibrium in a factor market, we aggregate the individual 
firms’ demand curves to obtain the factor market demand curve, and then we determine 
where the factor market demand curve intersects the factor market supply curve.

A Factor Market Demand Curve. A factor market demand curve is the horizontal 
sum of the factor demand curves of the various firms that use the input. Determin-
ing a factor market demand curve is more difficult than deriving consumers’ mar-
ket demand for a final good. When horizontally summing the demand curves for 

4If p = $50, the paper firm’s short-run labor demand equation is L ≈ 27,885.48w - 2.5. In contrast, 
if r = $5, its long-run labor demand equation is L = 1,620,000w - 4. At w = $15, the two curves 
intersect at L = 32, as Figure 15.3 shows. At that point, the change in labor with respect to a change 
in the wage on the short-run labor demand curve is dL/dw ≈ -2.5(27,885.48)w - 1.5 ≈ -1,200, and 
the corresponding derivative along the long-run curve is dL/dw = -4(1,620,000) * w-3 = -1,920. 
Thus, the slope of the short-run labor demand curve, dw/dL, is steeper than that of the long-run curve.

Figure 15.3 Labor Demand Curves of a Paper Firm

If the long-run market price is $50 per unit, 
the rental rate of capital services is r = $5, 
and the wage is w = $15 per hour, a paper 
firm hires 32 workers (and uses 32 units 
of capital) at point a on its long-run labor 
demand curve. In the short run, if capital 
is fixed at K = 32, the firm still hires 32 
workers per hour at point a on its short-run 
labor demand curve. If the wage drops to 
$10 and capital remains fixed at K = 32, 
the firm would hire 88 workers, point b on 
the short-run labor demand curve. In the 
long run, however, it would increase its 
capital to K = 108 and hire 162 workers, 
point c on the long-run labor demand curve 
and on the short-run labor demand curve 
with K = 108.
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individual consumers in Chapter 2, we were concerned with only a single market. 
However, inputs such as labor and capital are used in many output markets. Thus, 
to derive the labor market demand curve, we first determine the labor demand curve 
for each output market and then sum across output markets to obtain the factor 
market demand curve.

Earlier, we derived the factor demand of a competitive firm that took the output 
market price as given. However, the output market price depends on the factor’s 
price. As the factor’s price falls, each firm, taking the original market price as given, 
uses more of the factor to produce more output. This extra production by all the 
firms in the market causes the market price to fall. As the market price falls, each 
firm reduces its output and hence its demand for the input. Thus, a fall in an input 
price causes less of an increase in factor demand than would occur if the market price 
remained constant, as Figure 15.4 illustrates.

At the initial output market price of $9 per unit, the competitive firm’s labor demand 
curve (panel a of Figure 15.4) is MRPL(p = $9) = $9 * MPL. When the wage is $25 
per hour, the firm hires 50 workers: point a. The 10 firms in the market (panel b) demand 
500 hours of work: point A on the demand curve D(p = $9) = 10 * $9 * MPL. If 
the wage falls to $10 while the market price remains fixed at $9, each firm hires 90 
workers, point c, and all the firms in the market would hire 900 workers, point C. 
However, the extra output drives the price down to $7, so each firm hires 70 workers, 

Figure 15.4 Firm and Market Demand for Labor

When the output price is p = $9, the individual competitive 
firm’s labor demand curve is MRPL(p = $9). If w = $25 
per hour, the firm hires 50 workers, point a in panel a, and 
the 10 firms in the market demand 500 workers, point A on 
the labor demand curve D(p = $9) in panel b. When the 
wage falls to $10, each firm would hire 90 workers, point 

c, if the market price stayed fixed at $9. The extra output, 
however, drives the price down to $7, so each firm hires 
70 workers, point b. The market’s demand for labor that 
takes price adjustments into account, D(price varies), goes 
through points A and B.
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point b, and the firms collectively demand 700 workers, point B. The market labor 
demand curve for this output market that accounts for price adjustments, D(price 
varies), goes through points A and B. Thus, the market’s demand for labor is steeper 
than it would be if output prices were fixed.

Competitive Factor Market Equilibrium. The intersection of the factor market 
demand curve and the factor market supply curve determines the competitive factor 
market equilibrium. We’ve just derived the factor market demand curve. A market 
supply curve for capital, material, and other factors is a typical supply curve. The long-
run factor supply curve for each firm is its marginal cost curve above the minimum of 
its average cost curve, and the factor market supply curve is the horizontal sum of the 
firms’ supply curves. We discussed the labor supply curve in Chapter 5. Because we’ve 
already analyzed competitive market equilibria for markets in general in Chapters 2, 
8, and 9, there’s no point in repeating the analysis. Been there. Done that.

Factor prices are equalized across markets (Chapter 10). For example, if wages 
were higher in one industry than in another, workers would shift from the low-wage 
industry to the high-wage industry until the wages were equalized.

The Black Death—bubonic plague—wiped out between one-third and one-half of 
the population of medieval Western Europe, resulting in a large increase in the real 
wage and sizable drops in the real rents on land and capital. Why?

The plague is characterized by large, dark lumps in the groin or armpits fol-
lowed by livid black spots on the arms, thighs, and other parts of the body. In 

virtually all its victims, the Black Death led to a horrible demise 
within one to three days of onset.

In England, the plague struck in 1348–1349, 1360–1361, 
1369, and 1375. According to one historian, the population fell 
by 40% over the entire period: from 3.76 million in 1348 to 
3.13 million in 1348–1350, 2.75 million in 1360, 2.45 million 
in 1369, and 2.25 million in 1374.

In England, nominal wages rose in the second half of the 
fourteenth century compared to the first half: Thatchers earned 
35% more, thatchers’ helpers 105%, carpenters 40%, masons 
48%, mowers 24%, oat threshers 73%, and oat reapers 61%. 
Adjusting for output price changes (at a medieval consumer 
price index), the average real wage rose by about 25%. In Pis-
toia, Italy, rents in-kind on land fell by about 40%, and the rate 
of return on capital fell by about the same proportion.

Because the plague wiped out one-half to two-thirds of the 
labor force, labor became scarce relative to capital and land, 
which, of course, were unaffected by the disease. The scarcity 
of labor caused the marginal product of labor, MPL, to rise: The 
remaining workers had lots of capital and land to use and hence 
were very productive. In competitive markets, workers are paid 
a wage equal to the value of their marginal product (marginal 
revenue product), w = pMPL. If we rearrange this expression, 
the real wage, w/p, equals the marginal product of labor, 
w/p = MPL. Hence, a large increase in the marginal product of 
labor causes a comparable increase in the real wage. Similarly, 

the fall in labor reduced the marginal products of capital and land, resulting in a 
drop in the real prices that these factors of production received.

APPLICATION

Black Death Raises 
Wages
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 15.2 Capital Markets and Investing
If a firm rents a durable good by the week, it faces a decision similar to the one it 
encounters when buying a nondurable good or service. A firm demands workers’ 
services (or other nondurable input) up to the point at which its current marginal cost 
(the wage) equals its current marginal benefit (the marginal revenue product of the 
workers’ services). A firm that rents a durable good, such as a truck, by the week can 
use the same rule to decide how many trucks to rent per week. The firm rents trucks 
up to the point at which the current marginal rental cost equals its current marginal 
benefit—the marginal revenue product of the trucks.

For simplicity, suppose that medieval England was a single, large, price-taking firm 
that produced one type of output with a constant-returns-to-scale Cobb-Douglas 
production function, q = L0.5K0.5. Labor and capital have inelastic supply curves. 
Everyone, L = 100, works and all capital, K = 100, is used. Suppose that the 
Black Death killed three-fourths of the workers, causing the number of workers 
to fall from L to L* = 1

4L. Show how much the wage, w, rose. Given that p is 
normalized to 1, calculate the changes in the factor prices.

Answer

1. Show how output falls due to a reduction in labor. When labor falls from 
L to L* = 1

4L, output falls from q = L0.5K0.5 to q* = (1
4L)0.5K0.5 =  

1
4

0.5L0.5K0.5 = 1
4

0.5q = 1
2q.That is, when labor falls to one-fourth its original 

level, output falls less than in proportion to one-half its initial level.

2. Given the effect of the plague on output, show how the marginal product of 
labor changed and hence how the real wage changed. We know that the mar-
ginal product of labor for a Cobb-Douglas production function is MPL = 1

2q/L. 
The output-to-labor ratio changes from q/L to q*/L* = 1

2q/(1
4L) = 2q/L 7 q/L. 

Consequently, the marginal product of labor rose from MPL = 1
2q/L to 

MP*L = q/L = 2MPL. The competitive labor demand equation is determined 
by equating the marginal product of labor to the real wage, MPL = w/p. For 
this equation to hold when the marginal product of labor rose, the real wage of 
labor, w*/p = MP*L, had to rise in proportion to MP*L.

3. Show the corresponding effect on capital. Because output fell and capital 
remained the same, the marginal product of capital fell from MPK = 1

2q/K to 
MP*K = 1

4
0.5 * 0.5 * q/K = 1

2MPK. Consequently, the real price of capital, 
r*/p = MPK, dropped.

4. Calculate the changes in wages and the rental price of capital. The initial output 
was q = L0.5K0.5 = 1000.51000.5 = 100. The marginal product of labor was 
MPL = 1

2q/L = 1
2(100/100) = 1

2, so the real wage was w/p = 1
2, given that 

p = 1. Similarly, the marginal product of capital was MPK = 1
2q/K = 1

2, and 
the real price of capital was r/p = 1

2. After the plague, the labor force fell to 
L* = 1

4L = 25, and output dropped to q = 250.51000.5 = 50. Consequently, 
the marginal product of labor rose to MP*L = 1

2(50/25) = 1, so the real wage 
rose to w*/p = 1. Similarly, the marginal product of capital and the real price 
of capital fell to MP*K = 1

2(50/100) = 1
4 = r*/p. Thus, the real wage doubled and 

the real rental rate on capital dropped by half.

SOLVED PROBLEM 
15.2

MyLab Economics
Solved Problem
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5For simplicity, we refer to the interest rate, but most economies have many interest rates. For exam-
ple, a bank charges a higher interest rate to lend you money than the interest rate it pays you to borrow 
your money. (See “Usury” in MyLab Economics, Chapter Resources, Chapter 15, for a discussion of 
ancient people’s opposition to paying interest, and current restrictions on Islamic banks.)

If a firm must buy or build a capital good rather than rent it, the firm cannot apply 
this rule based on current costs and benefits alone. A firm cannot rent many types of 
specialized capital, such as a factory or a customized piece of equipment. In deciding 
whether to build a factory that will last for many years, a firm must compare the current 
cost of the capital to the future higher profits it will make over time by using the plant.

Such comparisons may involve both stocks and flows. A stock is a quantity or 
value that is measured independently of time. Because a durable good lasts for many 
periods, its stock is discussed without reference to its use within a particular time 
period. We say that a firm owns “an apartment building this year” (not “an apart-
ment building per year”). If a firm buys the apartment building for $5 million, we 
say that it has a capital stock worth $5 million today.

A flow is a quantity or value that is measured per unit of time. The consumption 
of nondurable goods, such as the number of ice-cream cones you eat per week, is 
a flow. Similarly, the stock of a durable good provides a flow of services. A firm’s 
apartment building—its capital stock—provides a flow of housing services (apart-
ments rented per month or year) to tenants. In exchange for these housing services, 
the firm receives a flow of rental payments from the tenants. If the capital good or 
asset provides a monetary flow, it is called a financial asset.

Does it pay for a firm to buy an apartment building? To answer this question, we 
need to extend our analysis in two ways. First, we must compare a flow of dollars 
in the future to a dollar today, which we do in this chapter. Second, we need to con-
sider the role of uncertainty about the future. For example, can a firm that builds an 
apartment house rent all its units each month? We address uncertainty in Chapter 16.

We start by showing how we can use interest rates to compare money in the future to 
money today. Then, we show how we can use interest rates to compare streams of pay-
ments or streams of returns from investment over time to money today. Finally, we use 
these means of comparison to analyze how a firm chooses between two investments.

Interest Rates
Because virtually everyone values having a dollar today more than having a dollar in 
the future, you would not loan a bank a dollar today (that is, place money in a sav-
ings account) unless the bank agreed to pay back more than a dollar in the future. 
How much more you must be paid in the future is specified by an interest rate: the 
percentage more that must be repaid to borrow money for a fixed period.5 In the 
following discussion, we assume that the rate of inflation is zero and concentrate on 
real interest rates.

It is crucial that you understand how to use interest rates to make rational deci-
sions about saving and investing. Unfortunately, most people do not understand how 
interest rates work:

Common Confusion In making saving and investment decisions, you just 
need to look at the current interest rate.

You also need to pay attention to how frequently the interest compounds, which is 
“interest on interest.”
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If you save a present value of PV dollars this year and the bank pays i percent 
interest per year, the bank will return a future value of PV * (1 + i) next year. If 
you leave your money in the bank for many years, you will earn interest in later years 
on the interest paid in the earlier years, which is called compounded interest. Thus, 
if you deposit PV dollars in the bank today and allow the interest to compound for 
t years, the future value FV is

 FV = PV * (1 + i)t. (15.14)

Equivalently, we can ask what the present value is of an investment that pays FV 
next year. At an interest rate of i, the present value is PV = FV/(1 + i). By rearrang-
ing Equation 15.14, we find that the amount of money you would have to put in the 
bank today to get FV in t years at an interest rate of i is

 PV =
FV

(1 + i)t. (15.15)

The frequency of compounding matters. If a bank’s annual interest rate is 
i = 10%, but it pays interest two times a year, the bank pays you half a year’s inter-
est, i/2 = 5%, every six months. For every dollar in your account, the bank pays 
you (1 + i/2) = 1.05 dollars after six months. If you leave the interest in the bank, 
at the end of the year, the bank must pay you interest on your original dollar and   
on the interest you received at the end of the first six months. At the end of the year, 
the bank owes you (1 + i/2) * (1 + i/2) = (1 + i/2)2 = (1.05)2 = $1.1025, which 
is your original $1 plus 10.25¢ in interest. With daily compounding, the bank pays 
about 1.1052. At 18%, the interest compounded once a year is 18¢, but it is over 
19.7¢ compounded daily.

Discount Rate
You may value future consumption more or less than other members of society do. 
If you knew you had two years to live, you would place less value on payments three 
or more years in the future than most other people would. We call an individual’s 
personal “interest” rate that person’s discount rate: a rate reflecting the relative value 
an individual places on future consumption compared to current consumption.

People’s willingness to borrow or lend depends on whether their discount rate is 
greater or less than the market interest rate. If your discount rate is nearly zero—you 
view current and future consumption as equally desirable—you would gladly lend 
money in exchange for a positive interest rate. Similarly, if your discount rate is 
high—current consumption is much more valuable to you than future consumption—
you would be willing to borrow at a lower interest rate. In the following discussion, 
we assume for simplicity that an individual’s discount rate is the same as the market 
interest rate unless we explicitly state otherwise.

Stream of Payments
Many people pay a certain amount each month over time for their purchases. These 
payments are flow measures—in contrast to a present value and a future value, 
which are stock measures. For example, a firm may pay for a new factory by making 
monthly mortgage payments. In deciding whether to purchase the factory, the firm 
compares the present value of the stock (the factory) to a flow of payments over time.

One way to evaluate this investment is to determine the present value of the stream 
of payments and compare this value directly to the present value of the factory. The 
present value of the stream of payments is the sum of the present value of each future 
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payment. Thus, if the firm makes a future payment of f per year for t years at an 
interest rate of i, the present value (stock) of this flow of payments is6

PV = f c 1
(1 + i)1 +

1
(1 + i)2 + g +

1
(1 + i)t d

 =
f
i
c1 -

1
(1 + i)t d .  (15.16)

If these payments must be made at the end of each year forever, the present value 
formula is easier to calculate than Equation 15.16. If the firm invests PV dollars into 
a bank account earning an interest rate of i, it receives interest or future payments of 
f = i * PV at the end of each year. Dividing both sides of this expression by i, we 
find that to get a payment of f each year forever, the firm would have to put

 PV =
f
i
 (15.17)

in the bank.7

This payment-in-perpetuity formula, Equation 15.17, provides a good approxi-
mation of a payment for a large but finite number of years. At a 5% interest rate, 
the present value of a payment of $10 a year for 100 years, $198, is close to the 
present value of a permanent stream of payments, $200. At higher interest rates, this 
approximation is nearly perfect. At 10%, the present value of payments for 100 years 
is $99.9927 compared to $100 for perpetual payments. This approximation works 
better at high rates because $1 paid more than 50 or 100 years from now is essentially 
worthless today at high rates.

We just calculated the present value of a stream of payments. This type of compu-
tation can help a firm decide whether to buy something today that it will pay for over 
time. Alternatively, the firm may want to know the future value of a bank account 
if it invests f each year. At the end of t years, the account has8

FV = f [1 + (1 + i)1 + (1 + i)2 + g + (1 + i)t - 1] =
f
i
[(1 + i)t - 1]. (15.18)

6To obtain the last line of Equation 15.16, we first multiply both sides of the first line by (1 + i):

PV(1 + i) = f c1 +
1

(1 + i)
+

1
(1 + i)2 + g +

1
(1 + i)t - 1 d = f c1 +

PV
f

-
1

(1 + i)t d .

Rearranging terms, we obtain the second line of Equation 15.16.

7In Equation 15.16, if the number of periods is infinite, the present value is

PV =
f

1 + i
+

f

(1 + i)2 +
f

(1 + i)3 + g .

Factoring 1/(1 + i) out of the right side, we rewrite the equation as

PV =
1

1 + i
c f +

f

1 + i
+

f

(1 + i)2 +
f

(1 + i)3 + g d =
1

1 + i
(f + PV).

Rearranging terms, we obtain Equation 15.17. This result also follows by taking the limit of the 
second line of Equation 15.16 as t goes to infinity.
8To obtain the expression after the second equality, multiply both sides of the first equality in Equa-
tion 15.18 by (1 + i) to obtain

FV(1 + i) = f [(1 + i) + (1 + i)2 + (1 + i)3 + g + (1 + i)t] = FV + f [(1 + i)t - 1].

Rearranging terms, we obtain the second equality.
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Investing
Frequently, firms must choose between two or more investments that have dif-
ferent streams of payments and streams of returns. For example, MGM, a con-
glomerate, may decide whether to produce a movie starring a muscle-bound hero 
who solves the pollution problem by beating up an evil capitalist, to build a new 
hotel in Reno, to buy a television studio, or to put money in a long-term savings 
account.

For simplicity, we start by analyzing a firm’s choice between two financial assets 
with no uncertainty and no inflation. In such a scenario, all assets must have the 

If all goes well, you’ll live long enough to retire. Will you live like royalty off your 
savings, or will you have to depend on Social Security to provide enough income 
so that you can avoid having to eat dog food to stay alive? (When I retire, I’m 
going to be a Velcro farmer.)

You almost certainly don’t want to hear this now, but it isn’t too early to think 
about saving for retirement. Thanks to the power of compounding (earning inter-
est on interest), if you start saving when you’re young, you don’t have to save as 
much per year as you would if you start saving when you’re middle aged.

Suppose that you plan to work full time from age 22 until you retire at 70 and 
that you can earn 5% on your retirement savings account. Let’s consider two 
approaches:

1. Early bird: You save $5,000 a year for the first 15 years of your working life 
and then let your savings accumulate interest until you retire.

2. Late bloomer: After not saving for the first 15 years, you save $5,000 a year 
for the next 33 years until you retire.

Which scenario leads to a bigger retirement nest egg? To answer this question, 
we calculate the future value at retirement of each of these streams of 
investments.

The early bird adds $5,000 each year for 15 years into a retirement account. 
Using Equation 15.18, we calculate that the account has

$5,000
0.05

[(1.05)15 - 1] = $107,892.82

at the end of 15 years. Leaving this amount in the retirement account for the next 
33 years increases the fund about 5 times, to

$107,898.82 * 1.0533 = $539,808.12.

The late bloomer makes no investments for 15 years and then invests $5,000 a 
year until retirement. Again using Equation 15.18, we calculate that the funds at 
retirement are

$5,000
0.05

[(1.05)33 - 1] = $400,318.85.

Thus, even though the late bloomer contributes to the account for more than twice 
as long as the early bird, the late bloomer has saved slightly less than three-quarters 
as much at retirement. Indeed, to have roughly the same amount at retirement as 
the early bird, the late bloomer would have to save nearly $6,742.22 a year for 33 
years. (By the way, someone who saved $5,000 each year for 48 years would have 
$539,808 + $400,319 = $940,127 salted away by retirement.)

APPLICATION

Saving for Retirement
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same rate of return, because no one would invest in any asset that had less than the 
highest available rate of return.

Just as you would not lend money to a bank unless it paid interest, a firm will not 
invest—tie up its funds for a while—in either a financial asset or a piece of capital 
unless it expects a payoff greater than its initial outlay. The rate of return on an 
investment is the payoff from that investment expressed as a percentage per time 
period. For example, a bond might pay a 5% rate of return per year.

One possible investment is to put $1 (or $1 million) in a bank and earn interest 
of i per year. For example, i might be 4%. The value of this investment next year 
is 1 + i. A second possible investment is to buy an asset this year at $1 and sell it 
with certainty next year for FV, the future value of the asset. The firm is indifferent 
between these two investments only if FV = 1 + i.

We now consider more complex investments. As a general rule, a firm makes an 
investment if the expected return from the investment is greater than the opportunity 
cost (Chapter 7). The opportunity cost is the best alternative use of its money, which 
is what it would earn in the next best use of the money.

Thus, to decide whether to make an investment, the firm needs to compare the 
potential outlay of money to the firm’s best alternative. One possibility is that its 
best alternative is to put the money that it would otherwise spend on this invest-
ment in an interest-bearing bank account. We consider two methods for making 
this comparison: the net present value approach and the internal rate of return 
approach.

Net Present Value Approach. A firm has to decide whether to buy a truck for 
$20,000. Because the opportunity cost is $20,000, the firm should make the invest-
ment only if the present value of expected future returns from the truck is greater 
than $20,000.

More generally, a firm should make an investment only if the present value of the 
expected return exceeds the present value of the costs. If R is the present value of the 
expected returns to an investment and C is the present value of the costs of the invest-
ment, the firm should make the investment if R 7 C.9

This rule is often restated in terms of the net present value, NPV = R - C, which 
is the difference between the present value of the returns, R, and the present value 
of the costs, C. A firm should make an investment only if the net present value is 
positive:

NPV = R - C 7 0.

Assume that the initial year is t = 0, the firm’s revenue in year t is Rt, and its cost 
in year t is Ct. If the last year in which either revenue or cost is nonzero is T, the net 
present value rule holds that the firm should invest if

NPV = R - C

= cR0 +
R1

(1 + i)1 +
R2

(1 + i)2 + g +
RT

(1 + i)T d

- cC0 +
C1

(1 + i)1 +
C2

(1 + i)2 + g +
CT

(1 + i)T d 7 0.

Instead of comparing the present values of the returns and costs, we can examine 
whether the present value of the cash flow in each year (loosely, the annual profit), 

9This rule holds when future costs and returns are known with certainty and investments can be 
reversed but not delayed (Dixit and Pindyck, 1994).



556 CHAPTER 15   Factor Markets

πt = Rt - Ct, is positive. By rearranging the terms in the previous expression, we 
can rewrite the net present value rule as

NPV = (R0 - C0) +
R1 - C1

(1 + i)1 +
R2 - C2

(1 + i)2 + g +
RT - CT

(1 + i)T

  = π0 +
π1

(1 + i)1 +
π2

(1 + i)2 + g +
πT

(1 + i)T 7 0.  (15.19)

This rule does not restrict the firm to making investments only where its cash flow 
is positive each year. For example, a firm buys a piece of equipment for $100 and 
spends the first year learning how to use it, so it makes no revenue from the machine 
and has a negative cash flow that year: π0 = -100. The next year, its revenue is 
$350 and the machine’s maintenance cost is $50, so its second year’s cash flow is 
π1 = $300. At the end of that year, the machine wears out, so the annual cash flow 
from this investment is zero thereafter. Using Equation 15.19, the firm calculates the 
investment’s net present value at i = 5% as

NPV = -100 + 300/1.05 ≈ $185.71.

Because this net present value is positive, the firm buys the equipment.

In 2010, Joe Labob and Peter Guber bought the Golden State Warriors basketball 
team for $450 million. Forbes magazine estimated the team’s net income at that 
time to be $12 million.10 If these owners believed that they would continue to earn 
this annual profit (after adjusting for inflation), f = $12 million, forever, was this 
investment more lucrative than putting the $450 million in a savings account that 
pays a real interest rate of i = 2%?

Answer

Determine the net present value of the team. The net present value of buy-
ing the Warriors is positive if the present value of the expected returns, 
$12 million/0.02 = $600 million, minus the present value of the cost, which is 
the purchase price of $450 million, is positive:

NPV = $600 million - $450 million = $150 million 7 0.

Thus, it paid to buy the Warriors if the owners’ best alternative investment 
paid 2%.

10By 2015, when they won the league championship, their income was $45 million.

SOLVED PROBLEM 
15.3

Internal Rate of Return Approach. Whether the net present value of an investment 
is positive depends on the interest rate. In Solved Problem 15.3, the investors buy the 
basketball team, given an interest rate of 2%. However, if the interest rate were 10%, 
the net present value would be $12 million/0.1 - $450 million = - $330 million, 
and the investors would not buy the team.

At what discount rate (rate of return) is a firm indifferent between making an 
investment and not doing so? The internal rate of return (irr) is the discount rate such 
that the net present value of an investment is zero. Replacing the interest rate, i, in 

MyLab Economics
Solved Problem



55715.2 Capital Markets and Investing

Equation 15.19 with irr and setting the NPV equal to zero, we implicitly determine 
the internal rate of return by solving

NPV = π0 +
π1

1 + irr
+

π2

(1 + irr)2 + g +
πT

(1 + irr)T = 0

for irr.
It is easier to calculate irr when the investment pays a steady stream of profit, f, 

forever and when the cost of the investment is PV. The investment’s rate of return is 
found by rearranging Equation 15.17 and replacing i with irr:

 irr =
f

PV
. (15.20)

Instead of using the net present value rule, we can decide whether to invest by 
comparing the internal rate of return to the interest rate. If the firm is borrowing 
money to make the investment, it pays for the firm to borrow to make the investment 
if the internal rate of return on that investment exceeds that of the next best alterna-
tive (which we assume is the interest rate):11

irr 7 i.

11The net present value approach always works. The internal rate of return method is inapplicable if 
irr is not unique. In Solved Problem 15.4, irr is unique, and using this approach gives the same answer 
as the net present value approach.

Joe Labob and Peter Guber can buy the Golden State Warriors basketball team for 
a PV = $450 million. They expect an annual real flow of payments (profits) of 
f = $12 million forever. If the interest rate is 2%, do they buy the team?

Answer

Determine the internal rate of return to this investment and compare it to the 
interest rate. Using Equation 15.20, we calculate that the internal rate of return 
from buying the Warriors is

irr =
f

PV
=

$12 million
$450 million

≈ 2.667%.

Because this rate of return, 2.667%, is greater than the interest rate, 2%, the 
investors buy the team.

SOLVED PROBLEM 
15.4

Durability
Many firms must decide how durable to make the products they sell or those they 
produce for their own use. Should they make long-lasting products at a relatively 
high cost or less-durable goods at a lower cost?

Suppose the company can vary the quality of a factor (a machine) that it uses in its 
own production process. If it needs exactly one machine, it must replace the machine 
when it wears out. Thus, the firm should pick the durability level for the machine that 
minimizes the present discounted cost of having a machine forever.

MyLab Economics
Solved Problem
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Pacific Gas & Electric (PG&E), a western power utility, must decide how durable 
to make its 132 million wooden utility poles. The poles are a capital stock for 
PG&E, which uses them to provide a flow of services: supporting power and 
phone lines year after year. A wooden utility pole provides the same services each 
year for T years under normal use. After T years, the pole breaks and is replaced 
because it can’t be repaired, but the flow of services must be maintained. Until 
recently, PG&E used poles with a life span of T = 25 years.

The constant marginal cost of manufacturing and installing the poles depends 
on how long they last, m(T). For an additional cost, the firm can extend the life 
span of a pole by treating it with chemicals to prevent bug infestations and rot, 
reinforcing it with metal bands, varying its thickness, or using higher-quality mate-
rials. Because the marginal cost increases with the pole’s expected life span, a pole 
that lasts 50 years costs more than one that lasts 25 years: m(50) 7 m(25).

The replacement cost of a pole that lasts 25 years is m(25) = $1,500. Thus, 
replacing all of PG&E’s poles today would cost $198 billion—which is more than 
the cost of many giant power plants.

PG&E believes that it can save money by switching to a longer-lasting pole. The 
firm picks the duration, T, that minimizes its cost of maintaining its forest of poles. 
Because the utility keeps the same number of poles in place every year, after a pole 
wears out at T years, the firm incurs an expense of m(T) to replace it. The present 
value of providing each pole is the cost of producing it today, m(T), plus the dis-
counted cost of producing another one in T years, m(T)/(1 + i)T, plus the  discounted 
cost of producing another one in 2T years, m(T)/(1 + i)2T, and so on.

The table shows the present value of the cost of maintaining one pole for the 
next 100 years given that the utility faces an interest rate of 5%. Because the cost 
of producing a pole that lasts for 25 years is m(25) = $1,500, the present value 
of the cost of providing a pole for the next 100 years is $2,112 (column 2). If the 
cost of a pole that lasts 50 years were m(50) = $1,943 (column 4), the present 
value would be the same as that for the 25-year pole. If so, the utility would be 
indifferent between using poles that last 25 years and poles that last 50 years.

25-Year Pole 50-Year Pole

Marginal cost, m(T): $1,500 $1,650 $1,943

Year

 0 $1,500 $1,650 $1,943

25 443 0 0

50 131 144 169

75 39 0 0

Present value of the cost of  
providing a pole for 100 years:

$2,112 $1,794 $2,112

Note: Due to rounding, column 2 does not add to the present value.

Thus, PG&E will not use 50-year poles if the extra cost is greater than 
$443 = $1,943 - $1,500 but will use them if the difference in cost is less. The actual 
extra cost is about $150, so m(50) = $1,650. Thus, the present value of the cost of a 
50-year pole is only about $1,794 (column 3 of the table). Because using the 50-year 
poles reduces the present value by $318, or about 15% per pole, the utility wants to 
use the longer-lasting poles. By so doing, PG&E cuts the present value of the cost of 
maintaining all its poles for 100 years by about $42 billion. Thus, the length of time 
one maintains a durable good depends on the alternatives and the rate of interest.

APPLICATION

Durability of  
Telephone Poles
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Time-Varying Discounting
Tomorrow: One of the greatest labor saving devices of today.

People want immediate gratification.12 We want rewards now and costs delayed until 
later: “Rain, rain, go away; come again some other day; we want to go out and play; 
come again some other day.”

Time Consistency. So far in this chapter, we have explained such impatience by 
assuming that people discount future costs or benefits by using exponential discount-
ing, as in Equation 15.15: The present value is the future value divided by (1 + i)t, 
where the number of years, t, is the exponent and the discount rate, i, is constant 
over time. If people use this approach, their preferences are time consistent: They 
will discount an event that occurs a decade from the time they’re asked by the same 
amount today as they will one year from now.

However, many of us indulge in immediate gratification in a manner that is incon-
sistent with our long-term preferences: Our “long-run self” disapproves of the lack of 
discipline of our “short-run self.” Even though we plan today not to overeat tomor-
row, tomorrow we may overindulge. We have present-biased preferences: When con-
sidering the trade-off between two future moments, we put more weight on the earlier 
moment as it gets closer. For example, if you are offered $100 in 10 years or $200 in 
10 years and a day, you will almost certainly choose the larger amount one day later. 
After all, what’s the cost of waiting one extra day a decade from now? However, if you 
are offered $100 today or $200 tomorrow, you may choose the smaller amount today 
because an extra day is an appreciable delay when your planning horizon is short.

Behavioral Economics. One explanation that behavioral economists (see Chapter 11) 
give for procrastination and other time-inconsistent behavior is that people’s personal 
discount rates are smaller in the far future than in the near future. For example, sup-
pose you know that you can mow your lawn today in two hours, but if you wait until 
next week, it will take you two-and-a-quarter hours because the grass will be longer. 
Your displeasure (negative utility) from spending two hours mowing is -20 and from 
spending two-and-a-quarter hours mowing is -22.5. The present value of mowing 
next week is -22.5/(1 + i), where i is your personal discount rate for a week. If 
today your discount rate is i = 0.25, then your present value of mowing in a week 
is -22.5/1.25 = -18, which is not as bad as -20, so you delay mowing. However, 
if you were asked six months in advance, your discount  rate might be much smaller, 
say, i = 0.1. At that interest rate, the present value is -22.5/1.1 ≈ -20.45, which 
is worse than -20, so you would plan to mow on the first of the two dates. Thus, 
falling discount rates may explain this type of time-inconsistent behavior.

Falling Discount Rates and the Environment. A social discount rate that declines 
over time may be useful in planning for global warming or other future environmen-
tal disasters (Karp, 2005). Suppose that the harmful effects of greenhouse gases will 
not be felt for a century and that society used traditional, exponential discounting. 
We would be willing to invest at most 37¢ today to avoid a dollar’s worth of damages 
in a century if society’s constant discount rate is 1%, and only 2¢ if the discount rate 
is 4%. Thus, even such modest discount rates makes us callous toward our distant 
descendants: We are unwilling to incur even moderate costs today to avoid large 
damages far in the future.

12This section draws heavily on Rabin (1998), O’Donoghue and Rabin (1999), and Karp (2005).
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One alternative is for society to use a declining discount rate, although doing so 
will make our decisions time inconsistent. Parents today may care more about their 
existing children than about their unborn grandchildren, and therefore may be willing 
to discount the welfare of their grandchildren significantly relative to that of their chil-
dren. They probably have a smaller difference in their relative emotional attachment 
to the tenth future generation relative to the eleventh generation. If society agrees with 
such reasoning, our future social discount rate should be lower than our current rate. 
By reducing the discount rate over time, we are saying that the weights we place on 
the welfare of any two successive generations in the distant future are more similar 
and lower than the weights on two successive generations in the near future.

If people’s discount rates fall over time, they have a present bias or a self-control 
problem, which means that they prefer immediate gratification to delayed gratifi-
cation.13 Several recent studies argue that governments should help people with 
this bias by providing self-control policies.

Shapiro (2004) found that food stamp recipients’ caloric intake declines by 
10% to 15% over the food stamp month, implying that they prefer immediate 
consumption. With a constant discount rate, they would be more likely to spread 
their consumption evenly over the month. Governments can help people with a 
present bias by delivering food stamps at two-week intervals instead of once a 
month, as several states do with welfare payments.

Cigarette smokers often have inconsistent preferences with respect to smoking. 
Individuals with declining discount rates lack self-control and perpetually post-
pone quitting smoking. A 2018 Gallup poll found that three-quarters of U.S. 
smokers would like to give up smoking. Consequently, a smoker who wants to 
quit may support the government’s impositions of control devices. Based on a 
survey in Taiwan, Kan (2007) finds that a smoker who intends to quit is more 
likely to support a smoking ban and a cigarette tax increase. In 2012, most (59%) 
New Zealand smokers supported more government action on tobacco, and nearly 
half (46%) supported banning sales of cigarettes in 10 years, provided effective 
nicotine substitutes were available. In 2014, 39% of smokers favored higher taxes 
(up from 29% in 2002). However, only 1 in 10 U.S. smokers favor outlawing 
smoking.

In 2009, President Obama—a smoker who wanted to quit—signed a law bringing 
tobacco products under federal law for the first time. He said that this law, aimed 
at stopping children from starting to smoke, would have prevented him from taking 
up smoking. Perhaps the most striking evidence of smokers’ mixed feelings is that 
Gruber and Mullainathan (2005) found that cigarette taxes make people with a 
propensity to smoke happier in both the United States and Canada.

13In the famous marshmallow test, small children are offered one marshmallow now or a second one 
if they wait. See an excellent reenactment at www.youtube.com/watch?v=QX_oy9614HQ. Children 
who could delay gratification did slightly better later in life (Watts, Duncan, and Quan, 2018).

APPLICATION

Behavioral Economics: 
Falling Discount Rates 
and Self-Control

Capital Markets, Interest Rates, and Investments
We’ve seen that an individual’s decision about whether to make an investment 
depends on the market interest rate. The interest rate is determined in the capital 
market, where the interest rate is the price, the quantity supplied is the amount of 
funds loaned, and the quantity demanded is the amount of funds borrowed.

www.youtube.com/watch?v=QX_oy9614HQ
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If the government borrows to pay for its spending, it affects the market interest 
rate:

Unintended Consequences Government borrowing increases your cost of 
borrowing.

If the government borrows to pay for its spending, it affects the market interest rate, 
which affects your cost of investment, such as how much you pay to borrow money 
for college.

Because the capital market is competitive, the interest rate and the quantity of 
funds loaned and borrowed are determined by the intersection of the supply curve 
for funds and the demand curve for funds. Funds are demanded by individuals buy-
ing homes or paying for a college education, governments borrowing money to build 
roads or wage wars, and firms investing in new plants or equipment. The demand 
curve is downward sloping because more is borrowed as the interest rate falls.

The supply curve reflects loans made by individuals and firms. Many people, when 
their earnings are relatively high, save money in bank accounts and buy bonds (which 
they convert back to money for consumption when they retire or during lean times). 
Firms that have no alternative investments with higher returns may also lend money 
to banks or others. Higher interest rates induce greater savings by both groups, so 
the supply curve is upward sloping.

SOLVED PROBLEM 
15.5

Suppose the government wants to borrow money to pay for fighting a war in a 
foreign land. Show that increased borrowing by the government—an increase in 
the government’s demand for money at any given interest rate—raises the equilib-
rium interest rate, which discourages or crowds out private investment.

Answer

Using three side-by-side graphs, show how an outward shift of the government’s 
demand curve affects the equilibrium interest rate and thereby reduces private 
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 15.3 Exhaustible Resources
The meek shall inherit the earth, but not the mineral rights.—J. Paul Getty

Discounting plays an important role in decision making about how fast to consume 
oil, gold, copper, uranium, and other exhaustible resources: nonrenewable natural 
assets that cannot be increased, only depleted. An owner of an exhaustible resource 
decides when to extract and sell it so as to maximize the present value of the resource. 
Scarcity of the resource, mining costs, and market structure affect whether the price 
of such a resource rises or falls over time.

When to Sell an Exhaustible Resource
Suppose that you own a coal mine. In what year do you mine the coal, and in what 
year do you sell it to maximize its present value? To illustrate how to answer these 
questions, we assume that the rate of inflation is zero, you have no uncertainty, you 
can sell the coal only this year or next year in a competitive market, the interest rate 
is i, and that the cost of mining each pound of coal, m, stays constant over time.

Given the last two of these assumptions, the present value of the cost of mining 
a pound of coal is m if you mine this year and m/(1 + i) if you mine next year. As a 
result, if you’re going to sell the coal next year, you’re better off mining it next year 
because you postpone incurring the cost of mining. You mine the coal this year only 
if you plan to sell it this year.

Now that you have a rule that specifies when to mine the coal—at the last possible 
moment—your remaining problem is when to sell it. That decision depends on how 
the price of a pound of coal changes from one year to the next. Suppose you know 
that the price of coal will increase from p1 this year to p2 next year.

To decide in which year to sell, you compare the present value of selling today to 
that of selling next year. The present value of your profit per pound of coal is p1 - m 
if you sell your coal this year and (p2 - m)/(1 + i) if you sell it next year. Thus, to 
maximize the present value from selling your coal:

■■ You sell all the coal this year if the present value of selling this year is greater 
than the present value of selling next year: p1 - m 7 (p2 - m)/(1 + i).

■■ You sell all the coal next year if p1 - m 6 (p2 - m)/(1 + i).
■■ You sell all the coal in either year if p1 - m = (p2 - m)/(1 + i).

investment. In the figure, panel a shows the private-sector demand curve for funds, 
Dp, which are funds that private firms and individuals borrow to make invest-
ments. Panel b shows that the government-sector demand curve shifts to the right 
from D1

g to D2
g. As a result, in panel c, the total demand curve—the horizontal sum 

of the private and government demand curves—shifts from D1 to D2. Panel c 
also shows the supply curve of money, S.

The initial equilibrium, e1 in panel c, is determined by the intersection of the initial 
total demand for funds, D1, and the supply curve, S, where the interest rate is i1 
and the quantity of funds borrowed is Q1. After the government demand curve 
shifts out, the new equilibrium is e2, where the interest rate is higher, i2 7 i1, and 
more funds are borrowed, Q2 7 Q1.

The higher market interest rate causes private investment to fall from Q1
p to Q2

p 
(panel a). That is, the government borrowing crowds out some private investment.
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The intuition behind these rules is that storing coal in the ground is like keeping 
money in the bank. You can sell a pound of coal today, netting p1 - m, invest the 
money in the bank, and have (p1 - m)(1 + i) next year. Alternatively, you can keep 
the coal in the ground for a year and then sell it. If the amount you’ll get next year, 
p2 - m, is less than what you can earn from selling now and keeping the money 
in a bank, you sell the coal now. In contrast, if the price of coal is rising so rapidly 
that the coal will be worth more in the future than the wealth left in a bank, you 
leave your wealth in the mine.

Price of a Scarce Exhaustible Resource
This two-period analysis generalizes to many time periods (Hotelling, 1931). We 
use a multiperiod analysis to show how the price of an exhaustible resource changes 
over time.

The resource is sold both this year, year t, and next year, t + 1, only if the present 
value of a pound sold now is the same as the present value of a pound sold next year: 
pt - m = (pt + 1 - m)/(1 + i), where the price is pt in year t and is pt + 1 in the following 
year. Using algebra to rearrange this equation, we obtain an expression that tells 
us how price changes from one year to the next:

 pt + 1 = pt + i(pt - m). (15.21)

If you’re willing to sell the coal in both years, the price next year must exceed the 
price this year by i(pt - m), which is the interest payment you’d receive if you sold a 
pound of coal this year and put the profit in a bank that paid interest at rate i.

The gap between the price and the constant marginal cost of mining grows over 
time, as Figure 15.5 shows. To see why, we subtract pt from both sides of Equation 
15.21 to obtain an expression for the change in the price from one year to the next:

∆p K pt + 1 - pt = i(pt - m).

This equation shows that the gap between this year’s price and next year’s price 
widens as your cash flow this year, pt - m, increases. Thus, the price rises over time, 

Figure 15.5 Price of an Exhaustible Resource

The price of an exhaustible 
resource in year t + 1 is 
higher than the price in year 
t by the interest rate times the 
difference between the price in 
year t and the marginal cost of 
mining, i(pt - m). Thus, the 
gap between the price line and 
the marginal cost line, pt - m, 
grows exponentially with the 
interest rate.
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and the gap between the price line and the flat marginal cost of mining line grows, 
as the figure illustrates.

Although we now understand how price changes over time, we need more infor-
mation to determine the price in the first year and hence in each subsequent year. 
Suppose mine owners know that the government will ban the use of coal in year T 
(or that a superior substitute will become available that year). They want to price 
the coal so that all of it is sold by year T, because any resource that is unsold by then 
is worthless. The restriction that all the coal is used up by T and Equation 15.21 
determine the price in the first year and the increase in the price thereafter.

Price in a Two-Period Example. To illustrate how the price is determined in each year, 
we assume that the market has many identical competitive mines, no more coal will be 
sold after the second year because of a government ban, and the marginal cost of mining 
is zero in each period. Setting m = 0 in Equation 15.21, we learn that the price in the 
second year equals the price in the first year plus the interest rate times the first-year price:

 p2 = p1 + (i * p1) = p1(1 + i). (15.22)

Thus, the price increases with the interest rate from the first year to the second year.
The mine owners face a resource constraint: They can’t sell more coal than they 

have in their mines. The coal they sell in the first year, Q1, plus the coal they sell in 
the second year, Q2, equals the total amount of coal in the mines, Q. The mine own-
ers want to sell all their coal within these two years because any coal they don’t sell 
does them no good.

Suppose that the demand curve for coal is Qt = 200 - pt in each year t. If the 
amount of coal in the ground is less than would be demanded at a zero price, the sum 
of the amount demanded in both years equals the total amount of coal in the ground:

Q1 + Q2 = (200 - p1) + (200 - p2) = Q.

Substituting the expression for p2 from Equation 15.22 into this resource con-
straint to obtain (200 - p1) + [200 - p1(1 + i)] = Q and rearranging terms, we 
find that

 p1 =
400 - Q

2 + i
. (15.23)

Thus, the first-year price depends on the amount of coal in the ground and the inter-
est rate.

If the mines initially contain Q = 169 pounds of coal, then p1 is $110 at a 10% 
interest rate and $105 at a 20% interest rate, as Table 15.1 shows. At the lower 
interest rate, the difference between the first- and second-year prices is smaller ($11 
versus $21), so relatively more of the original stock of coal is sold in the second year 
(47% versus 44%).

Rents. If coal is a scarce good, its competitive price is above the marginal cost of 
mining the coal (m = 0 in our example). How can we reconcile this result with our 
earlier finding that price equals marginal cost in a competitive market? The answer is 
that when coal is scarce, it earns a rent: a payment to the owner of an input beyond 
the minimum necessary for the input to be supplied (Chapter 9).

The owner of the coal need not be the same person who mines the coal. A miner 
could pay the owner for the right to take the coal out of the mine. After incurring the 
marginal cost of mining the coal, m, the miner earns p1 - m. However, the owner of 
the mine charges that amount in rent for the right to mine this scarce resource, rather 
than giving any of this profit to the miner. Even if the owner of the coal and the miner 
are the same person, the amount beyond the marginal mining cost is a rent to scarcity.
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Table  15.1 Price and Quantity of Coal Reflecting the Amount of Coal and the 
Interest Rate

Q ∙ 169 Q ∙ 400

i ∙ 10% i ∙ 20% Any i

p1 = (400 - Q)/(2 + i) $110 $105 $0

p2 = p1(1 + i) $121 $126 $0

∆p K p2 - p1 = i * p1 11 21 0

Q1 = 200 - p1 90 95 200

Q2 = 200 - p2 79 74 200

Share sold in Year 2 47% 44% 50%

If the coal were not scarce, no rent would be paid, and the price would equal the 
marginal cost of mining. Given the demand curve in the example, the most coal that 
anyone would buy in a year is 200 pounds, which is the amount demanded at a price 
of zero. If the initial quantity of coal in the ground is 400 pounds of coal—enough 
to provide 200 pounds in each year—the coal is not scarce, so the price of coal in 
both years is zero, as Table 15.1 illustrates.14 As Figure 15.6 shows, the less coal in 
the ground initially, Q, the higher the initial price of coal.

14Equation 15.23 holds only when coal is scarce: Q … 400. According to this equation, p1 = 0 when 
Q = 400. If the quantity of coal in the ground is even greater, Q 7 400, coal is not scarce—people 
don’t want all the coal even if the price is zero—so the price in the first year equals the marginal 
mining cost of zero. That is, the price is not negative, as Equation 15.23 would imply if it held for 
quantities greater than 400.

Figure 15.6 First-Year Price in a Two-Period Model

In a two-period model, the 
price of coal in the first year, 
p1, falls as the initial amount 
of coal in the ground, Q, 
increases. This figure is based 
on an interest rate of 10%.
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Rising Prices. Thus, according to our theory, the price of an exhaustible resource 
rises if the resource (1) is scarce, (2) can be mined at a marginal cost that remains 
constant over time, and (3) is sold in a competitive market. The rate of increase in 
the price of old-growth redwood trees is predicted by this theory.

Many of the majestic old-growth redwood trees in America’s western forests are 
several hundred to several thousand years old. If a mature redwood is cut, young 
redwoods will not grow to a comparable size within our lifetimes. Thus, an old-
growth redwood forest, like fossil fuels, is effectively a nonrenewable resource, 
even though new redwoods are being created (very slowly). In contrast, many 
other types of trees, such as those grown as Christmas trees, are quickly replen-
ished and therefore are renewable resources like fish.

The exponential trend line on the graph shows that the real price of redwoods 
rose from 1953 to 1983 at an average rate of 8% a year. By the end of this period, 
virtually no redwood trees were available for sale. The trees either had been har-

vested or were growing in protected forests. The last remaining privately 
owned stand was purchased by the U.S. government and the state of Califor-
nia from the Maxxam Corporation in 1996.

The unusually high prices observed in the late 1960s through the 1970s 
were in large part due to actions of the federal government, which used its 
power of eminent domain to buy, at the market price, a considerable fraction 
of all remaining old-growth redwoods for the Redwood National Park. The 
government bought 1.7 million million-board feet (MBF) in 1968 and  
1.4 million MBF in 1978. The latter purchase represented about two-and- 
a-quarter years of cutting at previous rates. These two government purchases 
combined equaled 43% of private holdings in 1978 of about 7.3 million MBF. 
Thus, the government purchases were so large that they moved up the time of 
exhaustion of privately held redwoods by several years, causing the price to 
jump to the level it would have reached several years later.

APPLICATION

Redwood Trees
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Why Price Might Not Rise
If any one of the three conditions we’ve been assuming—scarcity, constant marginal 
mining costs, and competition—is not met, the price of an exhaustible resource may 
remain steady or fall.15 Most exhaustible resources, such as aluminum, coal, lead, natu-
ral gas, silver, and zinc, have had decades-long periods of falling or constant real prices. 
Indeed, the real price of each major mineral and metal is lower today than in 1948.

Abundance. As we’ve seen, the initial price is set at essentially the marginal cost of 
mining if the exhaustible resource is not scarce. The gap between the price and the 
marginal cost grows with the interest rate. If the good is so abundant that the initial 
gap is zero, the gap does not grow and the price stays constant at the marginal cost. 
Further, if the gap is initially very small, it has to grow for a long time before the 
increase becomes noticeable.

Because of abundance, the real prices for many exhaustible resources have 
remained relatively constant for decades. Moreover, the price falls when the discov-
ery of a large deposit of the resource is announced.

The amount of a resource that can be profitably recovered using current technology 
is called a reserve. Known reserves of some resources are enormous; others are more 
limited.16 The world has enough silicon (from sand) and magnesium to last virtually 
forever at current rates of extraction. Known reserves of zinc will last 19 years; lead, 
17 years; gold, 19 years; and silver, 23 years. Known reserves of aluminum (bauxite) 
will last 106 years, and firms are constantly discovering additional reserves. Because 
of this abundance, the real price of aluminum has remained virtually constant for the 
past 50 years.

Technical Progress. Steady technical progress over many years has reduced the 
marginal cost of mining and thereby lowered the price of many natural resources. A 
large enough drop in the marginal mining cost may more than offset the increase in 
the price due to the interest rate, so the price falls from one year to the next.17

Many advances in mining occurred in the years spanning the end of the nineteenth 
century and the beginning of the twentieth century. As a result of technical progress 
and discoveries of new supplies, the real prices of many exhaustible resources fell. 
For example, the real price of aluminum in 1945 was only 12% of the price 50 years 
earlier. Eventually, as mines play out, prospectors have to dig ever deeper to find 
resources, causing marginal costs to increase and prices to rise faster than they would 
with constant marginal costs.

Changing Market Power. Changes in market structure can result in either a rise 
or a fall in the price of an exhaustible resource. The real price of oil remained virtu-
ally constant from 1880 through 1972. But when the Organization of Petroleum 

15The following discussion of why prices of exhaustible resources might not rise and the accompany-
ing examples are based on Berck and Roberts (1996) and additional data supplied by these authors. 
Their paper also shows that pollution controls and other environmental controls can keep resource 
prices from rising. Additional data are from Brown and Wolk (2000).

16minerals.usgs.gov/minerals/pubs/mcs/2018/mcs2018.pdf.
17When the marginal cost of mining is constant at m, Equation 15.21 shows that pt + 1 = pt + i(pt - m), 
so pt + 1 must be above pt. If we allow mining costs to vary from year to year, then

pt + 1 = pt + i(pt - mt) + (mt + 1 - mt).

Thus, if the drop in the mining costs, mt + 1 - mt, is greater than i(pt - mt), pt + 1 is less than pt.
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Exporting Countries (OPEC) started to act as a cartel in 1973, the price of oil climbed 
rapidly. At its peak in 1981, the real price of oil was nearly five times higher than 
its nearly constant level during the period 1880–1972. When Iran and Iraq went to 
war in 1980, the OPEC cartel began to fall apart, and the real price of oil sank to 
traditional levels, where it remained through the 1990s. Since then, wars have caused 
the price to fluctuate substantially.

Does Going to  
College Pay?

CHALLENGE 
SOLUTION

Probably the most important human capital decision you’ve had to make was 
whether to attend college. If you opted to go to college solely to increase your 
lifetime earnings, did you make a good investment?

Let’s look at your last year of high school. During that year, you have to decide 
whether to invest in a college education or go directly into the job market. If you 
go straight into the job market, we assume that you work full time from age 18 
until you retire at age 70.

If your motivation for attending college is to increase your lifetime earnings, 
you should start college upon finishing high school so that you can earn a higher 
salary for as long as possible. To keep the analysis relatively simple, we’ll assume 
that you graduate from college in four years, during which time you do not work 
and you spend $30,000 a year on tuition and other schooling expenses such as 
books and fees. When you graduate from college, you will work full time from 
age 22 to 70. Thus, the opportunity cost of a college education includes the tuition 
payments plus the four years of forgone earnings for someone with a high school 
diploma. The expected benefit is the stream of higher earnings in the future.

The figure shows how much 
the typical person earns with a 
high school diploma and with a 
college degree at each age.18 At 
age 22, a typical college grad 
earns $49,782 and those with 
only a high school diploma earn 
$35,405. The college grad’s earn-
ings peak at 49 years of age, at 
$94,211. A high school grad’s 
earnings reach a maximum at 
54 years, at $50,551.

If one stream of earnings is 
higher than the other at every 
age, we would pick the higher 
stream. Because these streams of 
earnings cross at age 22, we can-
not use that simple approach to 
answer the question. One way to 
decide whether investing in a col-
lege education pays is to compare 

18The statistical analysis controls for age, education, and demographic characteristics but not innate 
ability. See Sources for Applications for information about the data. We assumed that wages increase 
at the same rate as inflation, so real earnings are constant over time. No adjustment was made for the 
greater incidence of unemployment among high school graduates, which was more than twice that 
of college graduates in 2018.
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Present Value, Thousands of 2017 Dollars

 Discount Rate, % High School College

0 2,417 3,884

2 1,463 1,218

4 970 1,355

6 695 877

8 531 595

9.72 438 438

10 426 418

12 355 301

the present values at age 18 of the two earnings streams. The present values depend 
on the interest rate used, as the table shows.

If potential college students can borrow money at an interest rate of 0%, money 
in the future is worth as much as money today, so the present value equals the 
sum of earnings over time. According to the table, the sum of a college graduate’s 
earnings (including the initial negative earnings) is $3.884 million (first row of the 
table), which is 61% more than the lifetime earnings of a high school grad, $2.417 
million. Thus, it pays to go to college if the interest rate is 0%. The figure also 
illustrates that attending college pays at a 0% discount rate because the benefit 
area is larger than the cost areas.

The table demonstrates that the present value of earnings for a college grad 
equals that of a high school grad at an interest rate of 9.72%. That is, the average 
internal rate of return to the college education is 9.72%. Because the present value 
of earnings for a college grad exceeds that of a high school grad if the real interest 
rate at which they can borrow or invest is less than 9.72%, income-maximizing 
people should go to college if the real interest rate is less than that rate.19

According to www.Payscale.com in 2018, the average internal rate of return of 
going to college is higher for students at some schools than others: 13.0% at SUNY 
Maritime College; 11.9%, Georgia Institute of Technology; 10.2%, Purdue and 
Texas A&M; 9.9%, Iowa State and Utah State; 9.8%, U.C. Berkeley; 9.6%, Uni-
versity of Washington; 8.9%, Rutgers; 8.6%, UCLA and University of Connecti-
cut; 8.5%, MIT; 7.4%, Stanford; 7.2%, Harvard; 6.9%, Lehigh University; 6.3%, 
Columbia University; 4.5%, University of Chicago; 2.6%, Moody Bible Institute; 
0%, Chatham University; and –0.9%, Wesleyan College.20

The decision whether to go to college is more complex for people for whom 
education has a consumption component. Somebody who loves school may go 
to college even if alternative investments pay more. Someone who hates going to 
school invests in a college education only if the financial rewards are much higher 
than those for alternative investments.

19The government-subsidized nominal interest rate on federal Stafford loans was 4.45% in 2017–
2018. Some poor people who cannot borrow to pay for college at all—effectively, they face extremely 
high interest rates—do not go to college, unlike wealthier people with comparable abilities.
20For more schools, see www.payscale.com/college-roi. The Payscale’s calculations, though similar 
to the one used in this Challenge Solution, differ in not controlling for individual characteristics and 
in several other ways.

www.Payscale.com
www.payscale.com/college-roi
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1. Factor Markets. Any firm maximizes its profit by 
choosing the quantity of a factor such that the mar-
ginal revenue product (MRP) of that factor—the 
marginal revenue times the marginal product of the 
factor—equals the factor price. The MRP is the firm’s 
factor demand. A competitive firm’s marginal revenue 
is the market price, so its MRP is the market price 
times the marginal product. The factor demand curves 
of a noncompetitive firm lie to the left of those of a 
competitive firm. The firm’s long-run factor demand 
is usually flatter than its short-run demand because 
the firm can adjust more factors, and thus benefit 
from more flexibility. The market demand for a fac-
tor reflects how changes in factor prices affect output 
prices and hence output levels in product markets. The 
intersection of the market factor demand curve and 
the market factor supply curve determines the factor 
market equilibrium.

2. Capital Markets and Investing. Inflation aside, most 
people value money in the future less than money 
today. An interest rate reflects how much more people 
value a dollar today than a dollar in the future. To 

compare a payment made in the future to one made 
today, we can express the future value in terms of 
current dollars—its present value—by discounting 
the future payment using the interest rate. Similarly, 
a flow of payments over time is related to the pres-
ent or future value of these payments by the interest 
rate. A firm may choose between two options with 
different cash flows over time by picking the one with 
the higher present value. Similarly, a firm invests in a 
project if its net present value is positive or its internal 
rate of return is greater than the interest rate.

3. Exhaustible Resources. Nonrenewable resources, 
such as coal, gold, and oil, are depleted over time 
and cannot be replenished. If these resources are 
scarce, the marginal cost of mining them is constant 
or increasing, and the market structure remains 
unchanged, their prices rise rapidly over time because 
of positive interest rates. However, if the resources 
are abundant, the marginal cost of mining falls over 
time, or the market becomes more competitive, non-
renewable resource prices may remain constant or fall 
over time.

SUMMARY

EXERCISES
All exercises are available on MyLab Economics; * = answer appears at the back of this book; M = mathematical problem.

reduction in quality. If Georges puts g garlic cloves 
in a dish, the dish’s quality, z, is z = 1/2g0.5. Georges 
always fills his restaurant to its capacity, 250 seats. 
He knows that he can raise the price of each dish by 
40¢ for each unit increase in quality and continue 
to fill his restaurant. Jacqueline, who earns $10 per 
hour, minces Georges’ garlic at a rate of 120 garlic 
cloves per hour.

a. What is Jacqueline’s value of marginal revenue 
product?

b. How many hours per afternoon (while the kitchen 
prep work is being done) does Jacqueline work?

c. How many minced cloves of fresh garlic does 
Georges put in each dish? M

 1.6 Show that the quantity of labor or capital that a firm 
demands decreases with a factor’s own factor price 
and increases with the output price when the pro-
duction function is Cobb-Douglas as in Equations 
15.12 and 15.13. M

 1.7 The estimated Cobb-Douglas production function for 
a U.S. tobacco products firm is q = L0.2K0.3 (“Returns 
to Scale in Various Industries” Application, Chapter 6). 

 1. Factor Markets

 1.1 What does a competitive firm’s labor demand curve 
look like at quantities of labor such that the mar-
ginal product of labor is negative? Why?

 *1.2 If a local government starts collecting an ad valorem 
tax of α on the revenue of a competitive firm (and 
all other firms are located outside this jurisdiction), 
what happens to the firm’s demand curve for labor? 
(Hint: See Solved Problem 15.1.)

 1.3 How does a fall in the rental price of capital affect a 
firm’s demand for labor in the long run?

 1.4 Oil companies, prompted by improvements in 
technology and increases in oil prices, are drilling 
in deeper and deeper water. Using a marginal rev-
enue product and marginal cost diagram of drilling 
in deep water, show how improvements in drilling 
technology and increases in oil prices result in more 
deep-water drilling.

 1.5 Georges, the owner of Maison d’Ail, earned his cov-
eted Michelin star rating by smothering his dishes 
in freshly minced garlic. Georges knows that he can 
save labor costs by using less garlic, albeit with a 
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Derive the marginal revenue product of labor for this 
firm. M

 *1.8 A competitive firm has a constant elasticity produc-
tion function, q = (Lρ + Kρ)1/ρ. What is its marginal 
revenue product of labor? q = (Lρ + Kρ)1/ρ

 1.9 Suppose that a firm’s production function is 
q = L + K. Can it be a competitive firm? Why?

 1.10 A monopoly with a Cobb-Douglas production func-
tion, Q = (Lρ + Kρ)1/ρ, faces a constant elasticity 
demand curve. What is its marginal revenue product 
of labor? M

 1.11 How does a monopoly’s demand for labor shift if a 
second firm enters its output market and the result 
is a Cournot duopoly equilibrium?

 1.12 Does a shift in the supply curve of labor have a 
greater effect on wages if the output market is com-
petitive or if it is monopolistic? Explain.

 1.13 What is a monopoly’s demand for labor if it uses a 
fixed-proportions production function in which each 
unit of output takes one unit of labor and one unit 
of capital?

 1.14 In Solved Problem 15.2, show how the results change 
if the share of workers killed by the Black Death was 
one-half.

 1.15 An economic consultant explaining the effect on 
labor demand of increasing health care costs, inter-
viewed for the Wall Street Journal’s Capital column 
(David Wessel, “Health-Care Costs Blamed for Hir-
ing Gap,” March 11, 2004, A2), states, “Medical 
costs are rising more rapidly than anything else in 
the economy—more than prices, wages or profits. It 
isn’t only current medical costs, but also the present 
value of the stream of endlessly high cost increases 
that retards hiring.”

a. Why does the present value of the stream of 
health care costs, and not just the current health 
care costs, affect a firm’s decision whether to cre-
ate a new position?

b. Why should an employer discount future health 
care costs in deciding whether to create a new 
position? M

 2. Capital Markets and Investing

 *2.1 How does an individual with a zero discount rate 
compare current and future consumption? How does 
your answer change if the discount rate is infinite?

 2.2 If you buy a car for $100 down and $100 a year for 
two more years, what is the present value of these pay-
ments at a 5% interest rate? If the interest rate is i? M

 2.3 How much money do you have to put into a bank 
account that pays 10% interest compounded annu-
ally to receive annual payments of $200? M

 2.4 Pacific Gas and Electric sent its customers a com-
parison showing that a person could save $80 per 
year in gas, water, and detergent expenses by replac-
ing a traditional clothes washer with a new tumble- 
action washer. Suppose that the interest rate is 5%. 
You expect your current washer to die in five years. 
If the cost of a new tumble-action washer is $800, 
should you replace your washer now or in five 
years? Explain. M

 2.5 You plan to buy a used refrigerator this year for 
$200 and to sell it when you graduate in two years. 
Assuming that you can get $100 for the refrigerator 
at that time, the rate of inflation is zero, and the 
interest rate is 5%, what is the true cost (your cur-
rent outlay minus the resale value in current terms) 
of the refrigerator to you? M

 2.6 You want to buy a room air conditioner. The price of 
one machine is $200. It costs $20 a year to operate. 
The price of another air conditioner is $300, but it 
costs only $10 a year to operate. Assuming that both 
machines last 10 years, which is a better deal? (Do 
you need to do extensive calculations to answer this 
question?) M

 *2.7 Two different teams offer a professional basketball 
player contracts for playing this year. Both con-
tracts are guaranteed, and payments will be made 
even if the athlete is injured and cannot play. Team 
A’s contract would pay him $1 million today. Team 
B’s contract would pay him $500,000 today and  
$2 million 10 years from now. Assuming that the 
rate of inflation is zero, our pro is concerned only 
about which contract has the highest present value, 
and his personal discount rate is 5%, which con-
tract does he accept? Does your answer change if 
the discount rate is 20%? (Hint: See the Application 
“Saving for Retirement.”) M

 2.8 You are buying a new $20,000 car and have the 
option to pay for the car with a 0% loan or to 
receive $500 cash back at the time of the pur-
chase. With the loan, you pay $5,000 down when 
you purchase the car and then make three $5,000 
payments, one at the end of each year of the 
loan. You currently have $50,000 in your savings 
account.

a. The rate of interest on your savings account is 
4% and will remain so for the next three years. 
Which payment method should you choose?

b. What interest rate, i, makes you indifferent 
between the two payment methods? M

 2.9 Discussing the $350 price of a ticket for one of her 
concerts, Barbra Streisand said, “If you amortize the 
money over 28 years, it’s $12.50 a year. So is it 
worth $12.50 a year to see me sing? To hear me sing 
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be deferred without interest until 2028. In addition, 
the $50 million signing bonus will be spread equally 
over the seven years of the contract. At what interest 
rate is the present value $210 million? What is the 
present value of this contract if the interest rate is 
3%? M

* 2.16 Your gas-guzzling car gets only 10 miles to the gal-
lon and has no resale value, but you are sure that it 
will last five years. You know that you can always 
buy a used car for $8,000 that gets 20 miles to the 
gallon. A gallon of gas costs $2 and you drive 6,000 
miles a year. If the interest rate is 5% and you are 
interested only in saving money, should you buy a 
car now rather than wait until your current car dies? 
Would you make the same decision if you faced a 
10% interest rate? M

 2.17 What would the net present value be in Solved 
Problem 15.3 if the interest rate were 3% instead 
of 2%? M

 2.18 In 2005, Lewis Wolff and his investment group 
bought the Oakland A’s baseball team for $180 mil-
lion. Forbes magazine estimated their net income in 
2005 to be $5.9 million. Suppose the new owners 
believe that they will continue to earn this annual 
profit (after adjusting for inflation), f = $5.9 mil-
lion, forever. Calculate the internal rate of return. If 
the interest rate is 3%, did it pay to buy the team? 
(Hint: See Solved Problem 15.4.) M

 2.19 If the government bars foreign lenders from loaning 
money to its citizens, how does the capital market 
equilibrium change?

 2.20 In the figure in Solved Problem 15.5, suppose that 
the government’s demand curve remains constant at 
D1

g but the government starts to tax private earn-
ings, collecting 1% of all interest earnings. How 
does the capital market equilibrium change? What 
is the effect on private borrowers?

 2.21 You may have read that the Dutch got a good deal 
buying Manhattan from the original inhabitants in 
1626 for about $24 worth of beads and trinkets. 
However, if those Native Americans had had the 
opportunity to sell the beads and invest in tax-free 
bonds with an APR of 7%, what would the bond be 
worth today? M

 2.22 You put $100 in the bank. The bank pays 8% inter-
est, which is compounded quarterly. How much 
interest do you receive at the end of a year? M

22http://mlb.nbcsports.com/2015/01/22/details-of-max-scherzers-seven-year-210-million-contract-with-the-nationals.

live?”21 Under what condition is it useful for an indi-
vidual to apply Ms. Streisand’s rule to decide 
whether to go to the concert? What do we know 
about the discount rate of a person who makes such 
a purchase?

 2.10 If you spend $4 a day on a latte (in real dollars) for 
the rest of your life (essentially forever), what is your 
present discounted value at a 3% interest rate? M

 2.11 At a 10% interest rate, do you prefer to buy a phone 
for $100 or to rent the same phone for $10 a year? 
Does your answer depend on how long you think the 
phone will last? M

* 2.12 A firm is considering an investment in which its cash 
flow is π1 = $1 (million), π2 = - $12, π3 = $20, 
and πt = 0 for all other t. The interest rate is 7%. 
Use the net present value rule to determine whether 
the firm should make the investment. Can the firm 
use the internal rate of return rule to make this 
 decision? M

 2.13 With the end of the Cold War, the U.S. government 
decided to downsize the military. Along with a pink 
slip, the government offered ex-military person-
nel their choice of $8,000 a year for 30 years or 
an immediate lump-sum payment of $50,000. The 
lump-sum option was chosen by 92% of enlisted 
personnel and 51% of officers (Warner and Pleeter, 
2001). What is the break-even personal discount rate 
at which someone would be indifferent between the 
two options? What can you conclude about the per-
sonal discount rates of the enlisted personnel and 
officers? M

 2.14 Dell Computer makes its suppliers wait 37 days on 
average to be paid for their goods; however, Dell is 
paid by its customers immediately. Thus, Dell earns 
interest on this float, the money that it is implicitly 
borrowing. If Dell can earn an annual interest rate of 
4%, what is this float worth to Dell per dollar spent 
on inputs? M

 2.15 According to the Associated Press, in 2015, Max 
Scherzer became the highest-paid right-handed 
pitcher in major league history by agreeing to a 
“$210 million, seven-year contract” with the Wash-
ington Nationals that includes a “record $50 million 
signing bonus.” Reportedly, he will be paid $10 mil-
lion in 2015, $15 million in 2016–2018, and $35 
million in 2019–2021.22 However, the $105 million 
(=  3 * $35 million) for the years 2019–2021 will 

21“In Other Words . . . ,” San Francisco Chronicle, January 1, 1995: Sunday Section, p. 3. She divided the $350 ticket price by  
28 years to get $12.50 as the payment per year.

http://mlb.nbcsports.com/2015/01/22/details-of-max-scherzers-seven-year-210-million-contract-with-the-nationals
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answer change if the interest rate were zero? Show 
in a  figure. M

 4. Challenge

 4.1 If the interest rate is near zero, should an individual 
go to college, given the information in the figure in 
the Challenge Solution? State a simple rule for deter-
mining whether this individual should go to college 
in terms of the areas labeled “Benefit” and “Cost” 
in the figure.

 4.2 At current interest rates, it pays for Bob to go to col-
lege if he graduates in four years. If it takes an extra 
year to graduate from college, does going to col-
lege still pay? Show how the figure in the Challenge 
Solution changes. Illustrate how the present value 
calculation changes using a formula and variables.

 4.3 Which is worth more to you: (a) a $10,000 payment 
today or (b) a $1,000-per-year higher salary for as 
long as you work? At what interest rate would (a) be 
worth more to you than (b)? Does your answer 
depend on how many years you expect to work?

 4.4 In 2012, the Clarkson Community Schools in 
Clarkson, Michigan, paid its starting teachers 
$38,087 with a bachelor’s degree and $41,802 
with a master’s degree. (For simplicity, assume 
that these salaries stay constant and do not increase 
with experience.) Suppose you know that you 
want to work for this school district and want to  
maximize your lifetime earnings. To get a master’s 
degree takes one extra year of schooling and costs 
$20,000. Should you get the master’s if you cannot 
work during that year? Should you get your mas-
ter’s degree if you can work while studying for your 
master’s? In your calculations, assume that you’ll 
work for 40 years and then retire and consider 
interest rates of 3% and 10%. (Hint: You can solve 
exactly using Equation 15.16 or get a reasonable 
approximation by assuming that you work forever 
and use Equation 15.17.)

 2.23 Starting in 2019, the Golden State Warriors basket-
ball team plans to start a “membership” program. 
A fan must pay a one-time fee for the right to buy 
a season ticket for the next 30 years. However, the 
Warriors promise to pay back that fee after 30 years. 
If the fee is $10,000 and the interest rate is 5% (and 
you expect no inflation), what is the present value of 
this membership fee: the upfront expenditure minus 
the present value of the repayment? M

 2.24 You win a lottery. Your prize is either two annual 
payments of $50,000 at the end of each year or a 
lump-sum payment of $87,000 today. You expect 
the interest rate to be 4%. Which prize has a higher 
present value? M

 3. Exhaustible Resources

 3.1 You can sell a barrel of oil today for p dollars. 
Assuming no inflation and no storage cost, how high 
would the price have to be next year for you to sell 
the oil next year rather than now? M

 3.2 If all the coal in the ground, Q, is to be consumed in 
two years and the demand for coal is Qt = A(pt)

ε in 
each year t where ε is a constant demand elasticity, 
what is the price of coal each year? M

 3.3 Trees, wine, and cattle become more valuable over 
time and then possibly decrease in value. Draw a fig-
ure with present value on the vertical axis and years 
(age) on the horizontal axis and show this relation-
ship. Show in what year the owner should “harvest” 
such a good, assuming that the cost of harvesting 
is zero. (Hint: If the good’s present value is P0 and 
we take that money and invest it at interest rate i, 
which is a small number such as 0.02 or 0.04, then 
its value in year t is P0(1 + i)t; or, if we allow con-
tinuous compounding, P0e

it.) Such a curve increases 
exponentially over time and looks like the curve 
labeled “Price” in Figure 15.5. Draw curves with 
different possible present values. Use those curves to 
choose the optimal harvest time. How would your 



574

16 Uncertainty

In America anyone can be president. That’s one of the risks you take. —Adlai Stevenson

BP and Limited 
Liability

On April 20, 2010, a massive explosion occurred on the Transocean Deepwater Horizon oil 
rig, which was leased by the oil company BP. The explosion killed 11 workers and seriously 
injured 17 others. In addition, many of the 90,000 workers who participated in the cleanup 
suffered significant health problems from exposure to various toxins. Safeguards in the well 

to automatically cap the oil in case of an accident 
did not work as expected. Consequently, a massive 
spill of roughly 200 million gallons of oil polluted the 
Gulf of Mexico before the well was finally capped. 
This catastrophic oil spill inflicted gigantic costs for 
cleaning up Louisiana and other Gulf states and 
inflicted very large losses on the Gulf fishing and 
tourism industries.

A bad outcome does necessarily imply that BP 
made bad decisions before the event. BP could 
have taken reasonable safety precautions and 
merely been unlucky. However, government agen-
cies concluded that the explosion and the resulting 
massive oil leak were largely due to a failure to 
take appropriate safety and other precautions by 
BP and its subcontractors.

BP may have ignored or underestimated the chance of these expensive calamities, 
improperly reasoning that such major disasters had not happened to them before and would 
therefore never happen in the future (or at least that the chances were miniscule). However, 
a more likely explanation for BP’s behavior is that it did not expect to bear the full cost if a 
catastrophe occurred. In 1990, Congress passed a law that limited liability beyond cleanup 
costs to $75 million for a rig spill, a tiny fraction of the harm in this case.

In the face of international condemnation for the massive Gulf spill, BP agreed to 
waive this cap. In 2015, BP struck a $20.8 billion agreement to settle damages with Gulf 
Coast states and the federal government. By the start of 2018, BP’s total costs arising 
from the disaster were $65.1 billion, about 870 times larger than $75 million. These 
losses are substantial compared to BP shareholders’ equity of $188 billion at the time 
of the disaster.

BP made a calculated choice about the risks that a catastrophic oil spill would happen, 
presumably taking the $75 million cap on liability into account in making their decisions. How 
does a cap on liability affect a firm’s willingness to make a risky investment or to invest less 
than the optimal amount in safety? How does a cap affect the amount of risk that the firm 
and others in society bear? How does a cap affect the amount of insurance against the costs 
of an oil spill that a firm buys?

CHALLENGE
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Life is a series of gambles. Will your plane crash? Will you receive Social Security 
benefits when you retire? Will you win the lottery tomorrow? Will your stocks’ value 
increase this year? In this chapter, we look at how uncertainty affects consumer 
choice (Chapters 3 through 5), such as how much insurance to buy, and investment 
decisions (Chapter 15).

When making decisions about investments and other matters, consumers and firms 
consider the possible outcomes under various circumstances, or states of nature. Sup-
pose that a regulator will approve or reject a new drug, so the two states of nature are 
approve or reject. The outcome varies with these states of nature. The pharmaceutical 
firm’s stock will be worth $100 per share if the regulator approves the drug and only 
$75 if the regulator rejects it.

We do not know with certainty what will happen in the future, but we may know 
that some outcomes are more likely than are others. Often we can assign a probability to 
each possible outcome. For example, if we toss a coin, the probability of a head or of a 
tail is 50%. Quantifiable uncertainty is called risk: the situation in which the likelihood 
of each possible outcome is known or can be estimated, and no single possible outcome 
is certain to occur. All of the examples in this chapter concern quantifiable uncertainty.1

Consumers and firms behave differently as the degree of risk varies. Most people 
will buy more insurance or take additional preventive actions in riskier situations. 
Most of us will choose a riskier investment over a less risky one only if we expect a 
higher return from the riskier investment.

1Uncertainty is unquantifiable when we do not know enough to assign meaningful probabilities to differ-
ent outcomes or if we do not even know what the possible outcomes are. If asked “Who will be the U.S. 
President in 20 years?” most of us do not even know the likely contenders, let alone the probabilities.

1. Assessing Risk. Probability, expected value, and variance are important concepts that 
are used to assess the degree of risk and the likely profit from a risky undertaking.

2. Attitudes Toward Risk. Whether people choose a risky option over a nonrisky option 
depends on their attitudes toward risk and on the expected payoffs of each option.

3. Reducing Risk. People try to reduce their overall risk by not making risky choices, taking 
actions to lower the likelihood of a disaster, combining offsetting risks, and insuring.

4. Investing Under Uncertainty. Whether people make an investment depends on the 
riskiness of the payoff, the expected return, their attitudes toward risk, the interest rate, 
and whether it is profitable to alter the likelihood of a good outcome.

5. Behavioral Economics and Uncertainty. Because some people do not choose among 
risky options the way that traditional economic theory predicts, some researchers have 
switched to new models that include psychological factors.

In this chapter, we 
examine five main 
topics

 16.1 Assessing Risk
Gregg, a promoter, is considering whether to schedule an outdoor concert on July 
4th. Booking the concert is a gamble: He stands to make a tidy profit if the weather 
is good, but he’ll lose a substantial amount if it rains.

To analyze this decision, Gregg needs a way to describe and quantify risk. A 
 particular event—such as holding an outdoor concert—has a number of possible 
outcomes—here, either it rains or it does not rain. When deciding whether to schedule 
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the concert, Gregg quantifies how risky each outcome is using a probability and then 
uses these probabilities to determine what he can expect to earn.

Probability
A probability is a number between 0 and 1 that indicates the likelihood that a par-
ticular outcome will occur. If an outcome cannot occur, it has a probability of 0. If 
the outcome is sure to happen, it has a probability of 1. If the chance of rain on July 4 
is one in four, the probability of rain is 14 or 25%.

These weather outcomes that it rains or does not rain are mutually exclusive: Only 
one of these outcomes can occur. This list of outcomes is also exhaustive, as no other 
outcomes are possible. If outcomes are mutually exclusive and exhaustive, exactly 
one of these outcomes will occur, and the probabilities sum to 100%.

How can Gregg estimate the probability of rain on July 4? Usually the best approach 
is to use the frequency, which tells us how often an uncertain event occurred in the 
past. Otherwise, one has to use a subjective probability: estimate the probability using 
other information, such as informal “best guesses” of experienced weather forecasters.

Frequency. The probability is the actual chance that an outcome will occur. People 
do not know the true probability, so they have to estimate it. Because Gregg (or the 
weather department) knows how often it rained on July 4 over many years, he can use 
that information to estimate the probability that it will rain this year. He calculates  
θ (theta), the frequency that it rained, by dividing n, the number of years that it rained 
on July 4, by N, the total number of years for which he has data:

θ =
n
N

.

Then Gregg uses θ, the frequency, as his estimate of the true probability that it will 
rain this year.

Subjective Probability. Unfortunately, if an event occurs infrequently, we cannot 
use a frequency calculation to calculate a probability. For example, the disastrous 
magnitude 9.0 earthquake that struck Japan in 2011, with an accompanying tsunami 
and nuclear reactor crisis, was unprecedented in modern history.

We use whatever information we have to form a subjective probability, which 
is a best estimate of the likelihood that the outcome will occur—that is, our best, 
informed guess. The subjective probability can combine frequencies and all other 
available information—even information that is not based on scientific observation.

If Gregg is planning a concert months in advance, he bases his estimate of the 
probability of rain on the frequency of rain in the past. However, as the event 
approaches, a weather forecaster can give him a better estimate that takes into 
account atmospheric conditions and other information in addition to the historical 
frequency. Because the forecaster’s probability estimate uses personal judgment in 
addition to an observed frequency, it is a subjective probability.2

2With repeated events, we can compare our subjective probabilities to observed frequencies. We can 
compare our subjective probability that it rains 50% of the days in January to the frequency of rain 
in January during the recorded history. However if an event is not going to be repeated, it may not 
be possible to check whether our subjective probability is reasonable or accurate by comparing it to a 
frequency. We might believe that the chance of dry weather tomorrow is 75%. If it does rain tomor-
row, that doesn’t mean we were wrong. Only if we believed that the probability of rain was 0% would 
observing rain tomorrow prove us wrong.
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Probability Distributions. A probability distribution relates the probability of 
occurrence to each possible outcome. Panel a of Figure 16.1 shows a probability 
distribution over five possible outcomes: zero to four days of rain per month in a 
relatively dry city. The probability that it rains no days during the month is 10%, as 
is the probability of exactly four days of rain. The chance of two rainy days is 40%, 
and the chance of one or three rainy days is 20% each. The probability that it rains 
five or more days in a month is 0%. These weather outcomes are mutually exclusive 

Figure 16.1 Probability Distribution

The probability distribution shows the probability of 
occurrence for each of the mutually exclusive outcomes. 
Panel a shows five possible mutually exclusive outcomes. 
The probability that it rains exactly two days per month 
is 40%. The probability that it rains more than four days 

per month is 0%. The probability distributions in panels a 
and b have the same expected value or mean. The variance 
is smaller in panel b, where the probability distribution is 
more concentrated around the mean than the distribution 
in panel a.
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Cyberattacks—attempts to gain illegal access to computer systems to steal infor-
mation or harm the system—are one of the newest and largest sources of risk fac-
ing major corporations. A cyberattack on Target Corporation exposed personal 
information of nearly 70 million of their customers. News of the attack resulted 
in reduced customer traffic and many expenses. Target’s earnings before interest 
and taxes fell by nearly 30%, or $1.58 billion, from the year before the attack. Its 
breach-related expenses were $292 million, including the settlement of class-action 
lawsuits. After the 2017 announcement of the cyberattack on Equifax, a consumer 
credit report firm, its stock price fell by almost one-quarter.

Which firms should put a high, subjective probability on an attack? According 
to Kamiya et al. (2018), cyberattacks are more likely to afflict large, visible firms; 
highly valued firms; firms with more intangible assets; and firms whose board pays 
inadequate attention to risk management. They also found that firms suffer major 
losses when consumer financial information is stolen, but attacks have relatively 
little effect otherwise.

APPLICATION

Risk of a Cyberattack
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and exhaustive, so exactly one of these outcomes will occur, and the probabilities 
must sum to 100%. For simplicity in the following examples, we concentrate mainly 
on situations with only two possible outcomes.

Expected Value
One of the common denominators I have found is that expectations rise above that 
which is expected.—George W. Bush

Gregg’s earnings from his outdoor concert will depend on the weather. If it doesn’t 
rain, his profit or value from the concert is V = 15 ($15,000). If it rains, he’ll have 
to cancel the concert and he will lose the money, V = -5, that he must pay the band. 
Although Gregg does not know what the weather will be with certainty, he knows 
that the weather department forecasts a 50% chance of rain.

Gregg may use the mean or the average of the values from both outcomes as a 
summary statistic of the likely payoff from booking this concert. The amount Gregg 
expects to earn is called his expected value (here, his expected profit). The expected 
value is the weighted average of the values of each possible outcome, where the 
weights are the probability of each outcome. That is, the expected value, EV, is the 
sum of the product of the probability and the value of each outcome:3

 EV = [Pr(no rain) * Value(no rain)] + [Pr(rain) * Value(rain)]

 = [1
2 * 15] + [1

2 * (-5)] = 5,

where Pr is the probability of an outcome, so Pr(rain) is the “probability that rain occurs.”
The expected value is the amount Gregg would earn on average if he held the 

event many times. If he puts on such concerts on the same date over many years and 
the weather follows historical patterns, he will earn 15 at half of the concerts (those 
without rain), and he will get soaked for -5 at the other half of the concerts, when it 
rains. Thus, he’ll earn an average of 5 per concert over a long period of time. More 
generally, with n possible outcomes—states of nature—and corresponding payoffs or 
values Vi, i = 1, c, n, and associated probabilities θi, the expected value is

 EV = an
i = 1

θiVi. (16.1)

3The expectation operator, E, tells us to take the weighted average of all possible values, where the 
weights are the probabilities that a particular value will be observed. Given n possible outcomes, 
the value of outcome i is Vi, and the probability of that outcome is Pri, then the expected value is 
EV = Pr1V1 + Pr2V2 + c + PrnVn.

Suppose that Gregg could obtain perfect information so that he can accurately 
predict whether it will rain far enough before the concert that he could book the 
band only if needed. How much would he expect to earn, knowing that he will 
eventually have this perfect information? How much does he gain by having this 
perfect information?

Answer

1. Determine how much Gregg would earn if he had perfect information in each 
state of nature. If Gregg knew with certainty that it would rain at the time of the 
concert, he would not book the band, so he would make no loss or profit: V = 0. 
If Gregg knew that it would not rain, he would hold the concert and make 15.

SOLVED PROBLEM 
16.1

MyLab Economics
Solved Problem



57916.1 Assessing Risk

Variance and Standard Deviation
From the expected value, Gregg knows how much he is likely to earn on average if 
he books many similar concerts. However, he cannot tell from the expected value 
how risky the concert is.

If Gregg’s earnings are the same whether it rains or not, he faces no risk and the 
actual return that he receives is the expected value.5 With risk, the possible outcomes 
differ from one another.

We can measure the risk Gregg faces in various ways. The most common approach is 
to use a measure based on how much the values of the possible outcomes differ from the 
expected value, EV. If it does not rain, the difference between Gregg’s actual earnings, 
15, and his expected earnings, 5, is 10. The difference if it does rain is -5 - 5 = -10. 
Because we have two differences—one difference for each state of nature (possible 
outcome)—it is convenient to combine them in a single measure of risk.

One such measure of risk is the variance, which measures the spread of the prob-
ability distribution. For example, the probability distributions in the two panels in 
Figure 16.1 have the same means (two days of rain) but different variances. The 
variance in panel a, where the probability distribution ranges from zero to four days 
of rain per month, is greater than the variance in panel b, where the probability dis-
tribution ranges from one to three days of rain per month.

Formally, the variance is the probability-weighted average of the squares of the 
differences between the observed outcome and the expected value. Given n possible 
outcomes with an expected value of EV, the value of outcome i is Vi, and the prob-
ability of that outcome is θi, the variance is

 Variance = an
i = 1

θi(Vi - EV)2. (16.2)

The variance puts more weight on large deviations from the expected value than 
on smaller ones. Instead of describing risk using the variance, economists and 

5The Tappet brothers (the hosts of National Public Radio’s Car Talk) offered a risk-free investment. 
Their Capital Depreciation Fund guaranteed a 50% return: If you sent them $100, they would send 
you back $50.

2. Determine how much Gregg would expect to earn before he learns with cer-
tainty what the weather will be. Gregg knows that he’ll make 15 with a 50% 
probability ( =  12) and 0 with a 50% probability because the weather depart-
ment forecasts a 50% chance of rain, so his expected value, given that he’ll 
receive perfect information in time to act on it, is

(1
2 * 15) + (1

2 * 0) = 7.5.

3. Calculate his gain from perfect information as the difference between his expected 
earnings with perfect information and his expected earnings with imperfect 
information. Gregg’s gain from perfect information is the difference between 
the expected earnings with perfect information, 7.5, and the expected earnings 
without perfect information, 5. Thus, Gregg expects to earn 2.50 (=  7.50 - 5) 
more with perfect information than with imperfect information.4

4We can derive this answer directly. Perfect weather information is valuable to Gregg because he can 
avoid hiring the band when it rains. (Having information has no value if it has no use.) The value of 
this information is his expected savings from not hiring the band when it rains: 12 * 5 = 2.50.
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businesspeople often report the standard deviation, which is the square root of the 
variance. The usual symbol for the standard deviation is σ (sigma), so the symbol for 
variance is σ2.

Gregg faces the probability θ1 = 1
2 if it does not rain and θ2 = 1

2 if it rains. The value 
of the concert is V1 = 15 without rain and V2 = -5 with rain, and EV = 5. Thus, the 
variance of the value that Gregg obtains from the outdoor concert is

 σ2 = [θ1 * (V1 - EV)2] + [θ2 * (V2 - EV)2]
 = [1

2 * (15 - 5)2] + [1
2 * (-5 - 5)2]

 = [1
2 * (10)2] + [1

2 * (-10)2] = 100.

Because the variance of the payoff from the outdoor concert is σ2 = 100, the stan-
dard deviation is σ = 10.

Holding the expected value constant, the smaller the standard deviation or vari-
ance, the smaller the risk. Suppose that Gregg’s expected value of profit is the same 
if he stages the concert indoors, but that the standard deviation of his profit is less. 
The indoor theater does not hold as many people as the outdoor venue, so the most 
that Gregg can earn if it does not rain is $10. Rain discourages attendance even at the 
indoor theater, so he just breaks even, earning $0. The expected value of the indoor 
concert, EV = (1

2 * 10) + (1
2 * 0) = 5, is the same as that of the outdoor concert. 

Staging the concert indoors involves less risk, however. The variance of his earnings 
from the indoor concert is

σ2 = [1
2 * (10 - 5)2] + [1

2 * (0 - 5)2] = [1
2 * (5)2] + [1

2 * (-5)2] = 25,

which is only one-fourth of the variance if he holds the event outside.

 16.2 Attitudes Toward Risk
Given the risks Gregg faces if he schedules a concert, will Gregg stage the concert? 
To answer this question, we need to know Gregg’s attitude toward risk.

Expected Utility Theory
If Gregg did not care about risk, then he would decide whether to promote the 
concert based on its expected value (profit) regardless of any difference in the risk. 
However, most people care about risk as well as expected value. Indeed, most people 
are risk averse—they dislike risk. They will choose a riskier option over a less risky 
option only if the expected value of the riskier option is sufficiently higher than that 
of the less risky one.

We need a formal means to judge the trade-off between expected value and 
risk—to determine if the expected value of a riskier option is sufficiently higher to 
justify the greater risk. The most commonly used method is to extend the model of 
utility maximization. In Chapter 3, we noted that one can describe an individual’s 
preferences over various bundles of goods by using a utility function. John von 
Neumann and Oskar Morgenstern (1944) extended the standard utility-maximizing 
model to include risk.6 They did so by treating utility as a cardinal measure rather 

6This approach to handling choice under uncertainty is the most commonly used method. Schoemaker 
(1982) discusses the logic underlying this approach, the evidence for it, and several variants. Machina 
(1989) discusses a number of alternative methods.
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than an ordinal measure (as we did in Chapters 3 through 5). In von Neumann’s 
and Morgenstern’s reformulation, a rational person maximizes expected utility. 
Expected utility, EU, is the probability-weighted average of the utility, U( # ), from 
each possible outcome:

 EU = an
i = 1

θiU(Vi). (16.3)

For example, Gregg’s expected utility, EU, from the outdoor concert is

EU = [θ1 * U(V1)] + [θ2 * U(V2)] = [1
2 * U(15)] + [1

2 * U(-5)],
where his utility function, U, depends on his earnings. For example, U(15) is the 
amount of utility Gregg gets from his earnings of 15. (People have preferences over 
the goods they consume. However, for simplicity we assume that a person receives 
utility from earnings or wealth, which can be spent on consumption goods.)

In short, the expected utility calculation is similar to the expected 
value calculation. Both are weighted averages in which the weights are 
the probabilities that a state of nature will occur. The difference is that 
the expected value is the probability-weighted average of the mon-
etary value, whereas the expected utility is the probability-weighted 
average of the utility from the monetary value.

If we know how an individual’s utility increases with wealth, we can 
determine how that person reacts to risky propositions. We can classify 
people in terms of their willingness to make a fair bet: a wager with 
an expected value of zero. An example of a fair bet is one in which 
you pay 1 if a flipped coin comes up heads and receive 1 if it comes up 
tails. Because you expect to win half the time and lose half the time, 
the expected value of this bet is zero:

[1
2 * (-1)] + [1

2 * 1] = 0.

In contrast, a bet in which you pay 2 if you lose the coin flip and receive 
4 if you win is an unfair bet that favors you, with an expected value of

[1
2 * (-2)] + [1

2 * 4] = 1.

Someone who is unwilling to make a fair bet is risk averse. A person 
who is indifferent about making a fair bet is risk neutral. A person who 
is risk preferring will make a fair bet.

Risk Aversion
We can use our expected utility model to examine how Irma, who is risk averse, 
makes a choice under uncertainty. Figure 16.2 shows Irma’s utility function. The 
utility function is concave to the wealth axis, indicating that Irma’s utility rises 
with wealth but at a diminishing rate. Irma’s utility from wealth W is U(W). She 
has positive marginal utility from extra wealth, dU(W)/dW 7 0; however, her util-
ity increases with wealth at a diminishing rate, d2U(W)/dW2 6 0. That is, she has 
diminishing marginal utility of wealth: The extra pleasure she gets from each extra 
dollar of wealth is smaller than the pleasure she gets from the previous dollar. An 
individual whose utility function is concave to the wealth axis is risk averse, as we 
now illustrate.

Unwillingness to Take a Fair Bet. We can demonstrate that a person whose utility 
function is concave picks the less-risky choice if both choices have the same expected 
value. Suppose that Irma has an initial wealth of 40 and two options. One option is 
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to do nothing and keep the 40, so her utility 
is U(40) = 120 (point d in Figure 16.2) with 
certainty.

Her other option is to buy a share (a unit 
of stock) in a start-up company. Her wealth 
will be 70 if the start-up is a big success and 
10 otherwise. Irma’s subjective probability is 
50% that the firm will be a big success. Her 
expected value of wealth remains

40 = (1
2 * 10) + (1

2 * 70).

Thus, buying the stock is a fair bet because 
she has the same expected wealth whether she 
purchases the stock or not.

If Irma only cared about her expected 
value and didn’t care about risk, she would be 
indifferent between buying the stock or not. 
However, because Irma is risk averse, Irma 

Figure 16.2 Risk Aversion

Initially, Irma’s wealth is 40, so her utility is U(40) = 120, 
point d. If she buys the stock and it’s worth 70, her 
utility is U(70) = 140 at point c. If she buys the 
stock and it’s worth only 10, she is at point a, where 
U(10) = 70. If her subjective probability that the stock 
will be worth 70 is 50%, her expected value of the stock 
is 40 = (0.5 * 10) + (0.5 * 70) and her expected utility 
from buying the stock is 0.5U(10) + 0.5U(70) = 105 at 
point b, which is the midpoint of the line between the 

good outcome, point c, and the bad outcome, point a. 
Thus, her expected utility from buying the stock, 105, is 
less than her utility from having a certain wealth of 40, 
U(40) = 120, so she does not buy the stock. In contrast, 
if Irma’s subjective probability that the stock will be worth 
70 is 90%, her expected utility from buying the stock is 
0.1U(10) + 0.9U(70) = 133, point f, which is more than 
her utility with a certain wealth of 40, U(40) = 120, d, 
so she buys the stock.

U
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Wealth, $10 26 40 64 70
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Stockbrokers at Work
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prefers not buying the stock because both options have the same expected wealth 
and buying the stock carries more risk.

We can show that her expected utility is lower if she buys the stock than if she does 
not. If she buys the stock, her utility if the stock does well is U(70) = 140, point c. 
If it doesn’t do well, her utility is U(10) = 70, point a. Thus, her expected utility 
from buying the stock is

[1
2 * U(10)] + [1

2 * U(70)] = [1
2 * 70] + [1

2 * 140] = 105.

Figure 16.2 shows that her expected utility is point b, the midpoint of a line (called 
a chord) between a and c.7

Because Irma’s utility function is concave, her utility from certain wealth, 120 
at point d, is greater than her expected utility from the risky activity, 105 at point 
b. As a result, she does not buy the stock. Buying this stock, which is a fair bet, 
increases the risk she faces without changing her expected wealth. A person whose 
utility function is concave picks the less risky choice if both choices have the same 
expected value.

7The chord represents all the possible weighted averages of the utility at point a and the utility at 
point c. When the probabilities of the two outcomes are equal, the expected value is the midpoint.

Common Confusion A risk-averse person always chooses the least risky option.

A risk-averse person chooses a riskier option only if it has a sufficiently higher 
expected value. Given her wealth of $40, if Irma were much more confident that the 
stock would be valuable, her expected value would rise and she would buy the stock, 
as Solved Problem 16.2 shows.

Suppose that Irma’s subjective probability is 90% that the stock will be valuable. 
What is her expected wealth if she buys the stock? What is her expected utility? 
Does she buy the stock?

Answer

1. Calculate Irma’s expected wealth. Her expected value or wealth is 10% times 
her wealth if the stock bombs plus 90% times her wealth if the stock does well:

(0.1 * 10) + (0.9 * 70) = 64.

In Figure 16.2, 64 is the distance along the wealth axis corresponding to point f.

2. Calculate Irma’s expected utility. Her expected utility is the probability-
weighted average of her utility under the two outcomes:

[0.1 * U(10)] + [0.9 * U(70)] = [0.1 * 70] + [0.9 * 140] = 133.

Her expected utility is the height on the utility axis of point f. Point f is nine-
tenths of the distance along the line connecting point a to point c.

3. Compare Irma’s expected utility to her certain utility if she does not buy. Irma’s 
expected utility from buying the stock, 133 (point f ), is greater than her certain 
utility, 120 (point d), if she does not. Thus, if Irma is this confident that the 
stock will do well, she buys it. Although the risk is greater from buying than 
from not buying, her expected wealth is sufficiently higher (64 instead of 40) 
that it’s worth taking the chance.

SOLVED PROBLEM 
16.2

MyLab Education 
Solved Problem
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The Risk Premium. The risk premium is the amount that a risk-averse person 
would pay to avoid taking a risk. For example, an individual may buy insurance to 
avoid risk. Equivalently, the risk premium is the minimum extra compensation (pre-
mium) that a decision maker would require to willingly incur a risk.

To calculate a risk premium, we can use the certainty equivalent: the amount of cer-
tain wealth that would yield the same utility as a risky prospect. We can use Figure 16.2, 
where Irma owns the stock that has a 50% chance of being worth 70 and a 50% chance 
of being worth 10, to determine her risk premium. The risk premium is the difference 
between her expected wealth from the risky stock and her certainty equivalent.

Irma’s expected wealth from holding the stock is 40. Her corresponding expected 
utility is 105. The certainty equivalent income is 26, because the utility Irma gets 
from having 26 with certainty is U(26) = 105, the same as her expected utility from 
owning the stock. She would therefore be willing to sell the stock for a price of 26. 
Thus, her risk premium, which is the difference between the expected value and the 
certainty equivalent, is 40 - 26 = 14, as the figure shows.

Jen has a concave utility function of U(W) = 2W. Her only major asset is shares in 
an internet start-up company. Tomorrow she will learn her stock’s value. She believes 
that it is worth $144 with probability 2

3 and $225 with probability 1
3. What is her 

expected utility? What risk premium, P, would she pay to avoid bearing this risk?

Answer

1. Calculate Jen’s expected wealth and her expected utility. Her expected wealth is

EW = (2
3 * 144) + (1

3 * 225) = 96 + 75 = 171.

Her expected utility is

 EU = [2
3 * U(144)] + [1

3 * U(225)]
 = [2

3 * 2144] + [1
3 * 2225]

 = [2
3 * 12] + [1

3 * 15] = 8 + 5 = 13.

2. Solve for P such that her expected utility equals her utility from her expected 
wealth minus P. Jen would pay up to an amount P to avoid bearing the risk, 
where U(EW - P) equals her expected utility from the risky stock, EU. That is,

U(EW - P) = U(171 - P) = 2171 - P = 13 = EU.

Squaring both sides, we find that 171 - P = 169, or P = 2. That is, Jen would 
accept an offer for her stock today of $169 (or more), which reflects a risk 
premium of $2.

SOLVED PROBLEM 
16.3

The value of most stocks is more variable over time than are bonds. Because stocks 
are riskier than bonds, for both to sell in the market to risk-averse investors, the 
anticipated rates of return on investing in stocks must exceed those on bonds over 
the period that the investor plans to hold these investments. This greater return is 
an investor’s risk premium for stocks.

For example, a U.S. government bond is essentially free of any risk that the U.S. 
government will default. As Figure 16.2 illustrates, an investor will buy a stock 
only if it provides a risk premium over a risk-free U.S. government bond. That is, 

APPLICATION

Stocks’ Risk Premium

MyLab Economics
Solved Problem
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Risk Neutrality
Someone who is risk neutral has a constant marginal utility of wealth: Each extra 
dollar of wealth raises that person’s utility by the same amount as the previous dollar. 
With constant marginal utility of wealth, the utility curve is a straight line in a utility 
and wealth graph. As a consequence, a risk-neutral person’s utility depends only on 
wealth and not on risk.

Suppose that Irma is risk neutral and has the straight-line utility function in panel 
a of Figure 16.3. She would be indifferent between buying the stock and not buying 

the investor buys the stock only if the expected return on the stock exceeds the 
rate of return on the bond.

In 2017, the stocks in the Standard and Poor’s index of 500 leading stocks, the 
S&P 500, had a return of 21.6%, which exceeded the 2.8% return on 10-year 
U.S. treasury bonds by a large margin. However, stocks do not always outperform 
safe government bonds. In certain years, such as 2008 and 2011, stocks have 
performed worse than bonds.

Nonetheless, stocks have had a higher rate of return over the long run. For the 
50-year period 1968–2017, the annualized return was 10.0% for S&P 500 stocks 
and 6.8% on long-term bonds. Jorda et al. (2017) estimated that the annual real 
rate of return from 1870 to 2015 across 16 high-income nations was 6.89% for 
stocks and 2.50% for bonds.

Figure 16.3 Risk Neutrality and Risk Preference

(a) If Irma’s utility curve is a straight line, she is risk neutral 
and is indifferent as to whether or not to make a fair bet. Her 
expected utility from buying the stock, 105 at b, is the same 
as from a certain wealth of 40 at b. (b) If Irma’s utility curve 

is convex to the horizontal axis, Irma has increasing marginal 
utility to wealth and is risk preferring. She buys the stock 
because her expected utility from buying the stock, 105 at b, 
is higher than her utility from a certain wealth of 40, 82 at d.
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it if her subjective probability is 50% that it will do well. Her expected utility from 
buying the stock is the average of her utility at points a (10) and c (70):

[1
2 * U(10)] + [1

2 * U(70)] = [1
2 * 70] + [1

2 * 140] = 105.

Her expected utility exactly equals her utility with certain wealth of 40 (point b) 
because the line connecting points a and c lies on the utility function and point b is 
the midpoint of that line.

Here, Irma is indifferent between buying and not buying the stock, a fair bet, 
because she doesn’t care how much risk she faces. Because the expected wealth from 
both options is 40, she is indifferent between them.

In general, a risk-neutral person chooses the option with the highest expected value 
because maximizing expected value maximizes utility. A risk-neutral person chooses 
the riskier option if it has even a slightly higher expected value than the less risky 
option. Equivalently, the risk premium for a risk-neutral person is zero.

Risk Preference
An individual with an increasing marginal utility of wealth is risk preferring: that is, 
willing to take a fair bet. If Irma has the utility curve in panel b of Figure 16.3, she 

is risk preferring. Her expected utility from buying the 
stock, 105 at point b, is higher than her certain utility if 
she does not buy the stock, 82 at point d. Therefore, she 
buys the stock.

A risk-preferring person is willing to pay for the right 
to make a fair bet (a negative risk premium). As the 
figure shows, Irma’s expected utility from buying the 
stock is the same as the utility from a certain wealth of 
58. Given her initial wealth of 40, if you offer her the 
opportunity to buy the stock or offer to give her 18, she 
is indifferent. With any payment smaller than 18, she 
prefers to buy the stock.

Most people say that they don’t like bearing risk. Consistent with such statements, 
most consumers purchase insurance such as car insurance, homeowner’s insurance, 
medical insurance, and other forms of insurance that reduce the risks they face. 
But many of these same people gamble.

According to one estimate, global gaming revenues were $138 billion in 2018, 
over half of which were generated in the United States and China. Over half of 
the countries in the world have lotteries.

Not only do many people gamble, but they make unfair bets, in which the 
expected value of the gamble is negative. That is, if they play the game repeatedly, 
they are likely to lose money in the long run. For example, the British government 
keeps half of the total amount bet on its lottery. Americans lose 7% of all legal 
money bet.

According to a Wall Street Journal study, internet gamblers win money 30% 
of the days they wager, but only 11% were in the black over two years (and most 
of those were ahead by less than $150). Of the top 10% most frequent bettors, 
95% lost money. One estimate put U.S. gamblers’ losses at $119 billion in legal 
betting in 2018.

APPLICATION

Gambling
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Degree of Risk Aversion
Figures 16.2 and 16.3 illustrate that whether Irma is risk averse depends on the 
shape of her utility function over wealth, U(W). Economists sometimes use quanti-
tative measures of the curvature of the utility function to describe the degree of an 
individual’s risk aversion.

Arrow-Pratt Measure of Risk Aversion. One of the most commonly used measures 
is the Arrow-Pratt measure of risk aversion (Pratt, 1964):

 ρ(W) = -
d2U(W)/dW2

dU(W)/dW
. (16.4)

Because Irma’s marginal utility of wealth is positive, dU(W)/dW 7 0, ρ(W) 
has the opposite sign of d2U(W)/dW2. Irma is risk averse if her utility function is 
concave to the horizontal axis, so she has diminishing marginal utility of wealth, 
d2U(W)/dW2 6 0. Thus, if she is risk averse, the Arrow-Pratt measure is positive.

Why do people take unfair bets? Some people gamble 
because they are risk preferring or because they have a 
compulsion to gamble.8 However, neither of these 
observations is likely to explain noncompulsive gam-
bling by most people who exhibit risk-averse behavior in 
the other aspects of their lives, such as buying insurance. 
Risk-averse people may make unfair bets because they 
get pleasure from participating in the game or because 
they falsely believe that the gamble favors them.

The first explanation is that gambling provides enter-
tainment as well as risk. Risk-averse people insure their 
property, such as their homes, because they do not want 
to bear the risk of theft, flooding, and fire. However, these 
same people may play poker or bet on horse races because 
they get enough pleasure from playing those games to put 
up with the financial risk and the expected loss.

Many people definitely like games of chance. One survey found that 65% of 
Americans say that they engage in games of chance even when the games involve 
no money or only trivial sums. That is, they play because they enjoy the games. The 
anticipation of possibly winning and the satisfaction and excitement arising from a 
win generate greater benefits than the negative feelings associated with a loss.

Instead, or in addition, people may gamble because they make mistakes.9 People 
either do not know the true probabilities or cannot properly calculate expected 
values, so they do not realize that they are participating in an unfair bet. And some 
gamblers are simply overconfident: They overestimate their likelihood of winning.

8Friedman and Savage (1948) suggest that some gamblers are risk averse with respect to small gambles 
but risk preferring for large ones, such as a lottery.
9Economists, who know how to calculate expected values and derive most of their excitement from 
economic models, are apparently less likely to gamble than are other people. A number of years ago, 
an association of economists met in Reno, Nevada. Reno hotels charge low room rates on the assump-
tion that they’ll make plenty from guests’ gambling losses. However, the economists gambled so little 
that they were asked pointedly not to return.
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If Irma has the concave utility function U(W) = ln W, then dU(W)/dW = 1/W 
and d2U(W)/dW2 = -1/W2, so her Arrow-Pratt measure is ρ(W) = 1/W 7 0. 
Her degree of risk aversion falls with wealth. In contrast, if she has an exponen-
tial utility function, U(W) = -e-aW, where a 7 0, her Arrow-Pratt measure is 
ρ(W) = -(-a2e-aW)/(ae-aW) = a, so her measure of risk aversion is constant over 
all possible values of wealth.

The Arrow-Pratt measure is zero if Irma is risk neutral. For example, if her utility 
function is U(W) = aW, then dU(W)/dW = a, d2U(W)/dW2 = 0, and her Arrow-
Pratt risk aversion measure is ρ(W) = -0/a = 0. The Arrow-Pratt measure is nega-
tive if Irma is risk preferring.

Arrow-Pratt Measure and the Willingness to Gamble. We can show that the 
smaller the Arrow-Pratt measure of risk aversion, the more small gambles that 
an individual will take. Suppose Ryan’s house is currently worth W. He consid-
ers painting it bright orange, which he believes will lower its value by A with 
probability θ and raise it by B with probability 1 - θ. He takes this gamble 
if his expected utility is higher than his certain utility when he does not gamble: 
θU(W - A) + (1 - θ)U(W + B) 7 U(W). Let B(A) show how large B must be for 
a given value of A such that Ryan’s expected utility equals his certain utility:

 θU(W - A) + (1 - θ)U[W + B(A)] = U(W). (16.5)

From Equation 16.5, if A = 0, B(0) = 0. Given that A is initially 0, how much 
does B change as we slightly increase A? That is, how much does the house’s value 
have to rise in the good state of nature to offset the drop in value in the bad state 
such that Ryan is willing to take the gamble on painting his house? To answer these 
questions, we differentiate Equation 16.5 with respect to A,

 - θ
dU(W - A)

dA
+ (1 - θ)

dU(W + B(A))
dA

 
dB(A)

dA
= 0, (16.6)

and evaluate at A = 0:

- θ
dU(W)

dA
+ (1 - θ)

dU(W)
dA

 
dB(0)

dA
= 0.

Rearranging this last expression, we learn that

 
dB(0)

dA
=

θ
1 - θ

. (16.7)

That is, Ryan will be willing to engage in this gamble if the increase in B in response 
to an increase in A equals the odds θ/(1 - θ).

For a given θ, A, and B, Ryan is more likely to take this gamble, the less risk averse 
he is. How risk averse he is depends on the curvature of his utility function, which is 
reflected by the second derivative of his utility function. Differentiating the identity 
in Equation 16.6 again with respect to A and evaluating at A = 0, we discover that

 θ
d2U(W)

dA2 + (1 - θ)
d2U(W)

dA2 c dB(0)
dA

d
2

+ (1 - θ)
dU(W)

dA
 
d2B(0)

dA2 = 0. (16.8)

Substituting Equation 16.7 into Equation 16.8, rearranging terms, and finally sub-
stituting in the definition from Equation 16.4, we obtain

d2B(0)
dA2 =

θ
(1 - θ)2 c -

d2U(W)/dA2

dU(W)/dA
d =

θ
(1 - θ)2 ρ(W).
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That is, d2B(0)/dA2 is proportional to the Arrow-Pratt risk-aversion measure. The 
larger d2B/dA2, the greater the rate that B must increase as A increases for Ryan to be 
willing to gamble. Thus, for a given θ, A, and B, he is more likely to take the gamble, 
the smaller his Arrow-Pratt measure.

Jen’s utility function is U(W) = W0.5, while Ryan’s is U(W) = W0.25. Use the 
Arrow-Pratt measure to show that Ryan is more risk averse. Next, suppose that 
each owns a home worth 100 (for simplicity) and is considering painting it orange. 
If each does so, each house is worth 81 with a 50% probability and is worth 121 
with a 50% probability. Will either person take this gamble?

Answer

1. Calculate their Arrow-Pratt measures using Equation 16.4. Differentiating 
Jen’s utility function, U(W) = W0.5, with respect to W, we find that dU/dW =
0.5W-0.5. Differentiating again, we learn that d2U/dW2 =  -0.25W-1.5. 
Thus, her Arrow-Pratt risk measure is ρJ = -(d2U/dW2)/(dU/dW)=
0.25W-1.5/0.5W-0.5 = 0.5/W. Ryan’s utility function is U(W) = W0.25, so 
dU/dW = 0.25W-0.75, d2U/dW2 = -0.1875W-1.75, and his Arrow-Pratt risk 
measure is ρR = 0.1875W-1.75/0.25W-0.75 = 0.75/W. Subtracting one Arrow-
Pratt risk measure from the other shows that ρR - ρJ = (0.75 - 0.5)/W 7 0 
or ρR 7 ρJ. Thus, Ryan is more risk averse than Jen.

2. By comparing their expected utility with the gamble to their utility with-
out the gamble, determine if either is willing to take the gamble. Without 
the gamble, Jen’s utility is U(100) = 1000.5 = 10. With the gamble, her 
expected utility is 0.5U(81) + 0.5U(121) = (0.5 * 9) + (0.5 * 11) = 10. 
Consequently, she is indifferent to the gamble. Ryan’s certain utility  
is U(100) = 1000.25 ≈ 3.1623. With the gamble, his expected utility is 
0.5U(81) + 0.5U(121) ≈ (0.5 * 3) + (0.5 * 3.3166) = 3.1583, which is 
less than 3.1623, so he is unwilling to take the gamble. Thus, Jen may take this 
gamble, unlike Ryan, who is more risk averse.

SOLVED PROBLEM 
16.4

 16.3 Reducing Risk
Risk-averse people want to eliminate or reduce the risks they face. Risk-neutral peo-
ple avoid unfair bets that are stacked against them, and even risk-preferring people 
avoid very unfair bets. Individuals can avoid optional risky activities, but often they 
can’t escape risk altogether. Property owners, for instance, always face the possibility 
that their property will be damaged or stolen. However, they may be able to reduce 
the probability that bad events (such as earthquakes, tornadoes, fires, floods, and 
thefts) happen to them.

Individuals can avoid optional risky activities, but they can’t escape risk altogether. 
Property owners, for instance, face the possibility that their property will be damaged 
or stolen or will burn down. They may be able to reduce the probability that bad 
states of nature occur, however.

Just Say No
The simplest way to avoid risk is to abstain from optional risky activities. No one 
forces you to bet on the lottery, work in a high-risk environment, or invest in a start-
up biotech firm.

MyLab Economics
Solved Problem
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Even when you can’t avoid risk altogether, you can take precautions to reduce 
the probability of bad states of nature happening or the magnitude of any loss that 
might occur. By maintaining your car as the manufacturer recommends, you reduce 
the probability that it will break down. By locking your apartment door, you lower 
the chance of having your television stolen. Getting rid of the four-year-old collec-
tion of newspapers in your basement lessens the likelihood that your house will 
burn down. In 2015, DuPont Pioneer introduced a corn seed that it claims is more 
drought resistant than traditional seeds, which farmers can use to reduce their risk 
from drought.

Obtaining Information
Collecting accurate information before acting is one of the most important ways in 
which people can reduce risk and increase expected value and expected utility, as 
Solved Problem 16.1 illustrated. Armed with information, people may avoid making 
a risky choice, or may be able to take actions that reduce the probability of a disaster 
or the size of a loss.

Before buying a car or refrigerator, many people read Consumer Reports to 
determine how frequently a particular brand is likely to need repairs. By collecting 
such information before buying, they can reduce the likelihood of making a costly 
mistake.10

Diversification
Although it may sound paradoxical, individuals and firms can reduce their overall 
risk by making many risky investments instead of only one. This practice is called 
risk pooling or diversifying. As your grandparents may have told you, “Don’t put 
all your eggs in one basket.”11

The extent to which diversification reduces risk depends on the degree to which 
various events are correlated over states of nature. The degree of correlation ranges 
from negatively correlated to uncorrelated to positively correlated.12

If two investments are positively correlated, one performs well when the other per-
forms well. If two investments are negatively correlated, when one performs well, the 
other performs badly. If the performances of two investments move independently—
do not move together predictably—their payoffs are uncorrelated.

Diversification can eliminate risk if two events are perfectly negatively correlated. 
Suppose that two firms are competing for a government contract and have an equal 
chance of winning. Because only one firm can win, the other must lose, so the two 
events are perfectly negatively correlated. You can buy a share of stock in either firm 
for $20. The stock of the firm that wins the contract will be worth $40, while the 

10See “Bond Ratings” in MyLab Economics, Chapter Resources, Chapter 16 for a discussion of how 
the riskiness of bonds is reported.
11Unlike the supermarket manager who left all his baskets in one exit, where they were smashed by 
a car.
12A measure of the correlation between two random variables x and y is

ρ = Eax - x
σx

 
y - y

σy
b ,

where the E1 # 2 means “take the expectation” of the term in parentheses, x and y are the means, 
and σx and σy are the standard deviations of x and y. This correlation can vary between -1 and 1. If 
ρ = 1 these random variables are perfectly positively correlated, if ρ = -1 they have a perfect nega-
tive correlation, and if ρ = 0 they are uncorrelated.
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stock of the loser will be worth $10. If you buy two shares of one firm, the expected 
value of the two shares is

EV = (1
2 * 80) + (1

2 * 20) = 50

with a variance of

σ2 = [1
2 * (80 - 50)2] + [1

2 * (20 - 50)2] = 900.

However, if you buy one share of each firm, your two shares will be worth 
40 + 10 = 50 no matter which firm wins, and the variance is zero.

Diversification can reduce (but not eliminate) risk even when investments are not 
perfectly negatively correlated. Indeed, diversification reduces risk even if the two 
investments are uncorrelated or imperfectly positively correlated.

Now suppose that the two stocks’ values are uncorrelated: Whether one firm wins 
a contract is independent of whether the other firm gets one. Each of the two firms 
has a 50% chance of receiving a government contract. The chance that each firm’s 
share is worth 40 is 1

4, the chance that one is worth 40 and the other is worth 10 
is 12, and the chance that each is worth 10 is 14. If you buy one share of each firm, the 
expected value of these two shares is

EV = (1
4 * 80) + (1

2 * 50) + (1
4 * 20) = 50,

and the variance is

σ2 = [1
4 * (80 - 50)2] + [1

2 * (50 - 50)2] + [1
4 * (20 - 50)2] = 450.

The expected value is the same as when buying two shares of one firm, but the 
variance is only half as large. Thus, diversification lowers risk when the values are 
uncorrelated.

You may find it surprising that diversification can reduce risk even if the investments 
are positively correlated, provided that the correlation is not perfect. However, diversi-
fication does not reduce risk if two investments have a perfect positive correlation. For 
example, if the government awards contracts only to both firms or to neither firm, the 
risks are perfectly positively correlated. The expected value of the stocks and the vari-
ance are the same whether you buy two shares of one firm or one share of each firm.

Because the stock price of any given firm is not perfectly positively correlated with 
the stock price of other firms, an investor or a manager can reduce risk by buying 
the stocks of many companies rather than the stock of just one firm. One way to 
effectively own shares in a number of companies at once is by buying shares in a 
mutual fund of stocks. A mutual fund share is issued by a company that buys stocks 
in many other companies.

One well-known type of mutual fund is the Standard & Poor’s Composite Index 
of 500 Stocks (S&P 500), which is a value-weighted average of 500 large firms’ 
stocks.13 The S&P 500 companies constitute only about 7% of all the publicly traded 
firms in the United States, but they represent approximately 80% of the total value 
of the U.S. stock market.

However, a stock mutual fund has a market-wide risk, a risk that is common to the 
overall market, which arises because the prices of almost all stocks tend to rise when 
the economy is expanding and to fall when the economy is contracting. You cannot 
avoid the systematic risks associated with shifts in the economy that have a similar 
effect on most stocks even if you buy a diversified mutual stock fund.

13The Calvert, Domini Social Investments, Pax World Funds, and hundreds of other mutual funds have 
portfolios consisting of only socially responsible firms (by their criteria). An alternative, the Barrier 
Fund (formerly the Vice Fund), invests in only sin stocks. Adding additional restrictions may lower 
the returns to mutual funds.
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Insurance
I detest life-insurance agents; they always argue that I shall some day die, which is 
not so. —Stephen Leacock

People and firms can also avoid or reduce risk by purchasing insurance. As we’ve 
seen, a risk-averse person is willing to pay money—a risk premium—to avoid risk. 
The demand for risk reduction is met by insurance companies, which bear the risk 
for anyone who buys an insurance policy. Many risk-averse individuals and firms 
buy insurance, leading to an industry of enormous size. According to the Swiss Re 
Institute, global insurance premiums in 2017 were about $4.9 trillion, which is more 
than 6% of world GDP.14

Determining the Amount of Insurance to Buy. Many individuals and firms buy 
insurance to shift some or all of the risk they face to an insurance company. A risk-
averse person or firm pays a premium to the insurance company, and the insurance 
company transfers money to the policyholder if a bad outcome occurs, such as sick-
ness, an accident, or property loss due to theft or fire.

Because Scott is risk averse, he wants to insure his home, which is worth 500. The 
probability that his home will burn next year is 20%. If a fire occurs, the home will 
be worth nothing.

With no insurance, the expected value of his home is

EV = (0.2 * 0) + (0.8 * 500) = 400.

Scott faces a good deal of risk. The variance of the value of his home is

σ2 = [0.2 * (0 - 400)2] + [0.8 * (500 - 400)2] = 40,000.

14institute.swissre.com/research/overview/sigma/3_2018.html.

Foolishly, many corporate employees fail to diversify their portfolios. Much of 
their wealth is tied up in their employer’s stock. Managers and other corporate 
employees may receive stock bonuses, which they do not sell. For others, their 
employer matches their investment in the company’s retirement plans with com-
pany stock. Others invest voluntarily as a sign of loyalty.

If the firm fails, these employees lose not only their jobs but also much of 
the value of their retirement portfolio, as happened to many of Radio Shack’s 
employees when it declared bankruptcy in 2015. That’s typical. Duan et al. (2015) 
analyzed 20 years of data for 729 troubled, large, publicly traded companies. They 
found that employees kept the amounts of money they held in company stock 
relatively stable during periods of trouble. Pension losses were particularly bad 
during the Great Recession of 2007–2009.

Many investment advisors recommend investing at most 5% in employer 
stock—much less than the 26% level found by a 2006 survey of large U.S. 
pension plans. The good news is that the share of company stock in pension 
plans has decreased in recent years as participants have become more educated, 
and both employees and firms have taken the lessons of the Great Recession 
to heart. Many firms now restrict employees’ ability to invest their pension 
savings in company stock. The 2018 Investment Company Fact Book reports 
that younger workers were down to holding only about 5% of their pension 
savings in company stock.

APPLICATION

Failure to Diversify

institute.swissre.com/research/overview/sigma/3_2018.html
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Suppose that an insurance company offers fair insurance: a contract between an 
insurer and a policyholder in which the expected value of the contract to the policy-
holder is zero. That is, the insurance is a fair bet. With fair insurance, for every $1 
that Scott pays the insurance company, the premium, the insurance company will 
pay Scott $5 to cover the damage if the fire occurs, so that he has $1 less if the fire 
does not occur, but $4 (=5 - 1) more if it does occur.

Because Scott is risk averse and the insurance is fair, he wants to fully insure by 
buying enough insurance to eliminate his risk altogether. That is, he wants to buy the 
amount of fair insurance that will leave him equally well off in both states of nature. 
That is, he pays a premium of x so that he has 500 - x if the fire does not occur, and 
has 4x if the fire occurs, such that 500 - x = 4x, or x = 100.15 If no fire occurs, 
he pays a premium of 100 and has a home worth 500 for a net value of 400. If a fire 
occurs, Scott pays 100 but receives 500 from the insurance company for a net value 
of 400. Thus, Scott’s wealth is 400 in either case.

Although Scott’s expected value with full and fair insurance is the same as his 
expected value without insurance, the variance he faces drops from 10,000 without 
insurance to 0 with insurance. Scott is better off with full fair insurance because he 
has the same expected value and faces no risk. A risk-averse person always wants full 
insurance if the insurance is fair.

Sometimes insurance companies put limits on the amount of insurance offered. 
For example, the insurance company could offer Scott fair insurance but only up to 
a maximum gross payment of, for example, 400 rather than 500. Given this limit, 
Scott would buy the maximum amount of fair insurance that he could.

15The expected value of Scott’s insurance contract is [0.8 * (-100)] + [0.2 * 400] = 0, which 
shows that the insurance is fair.

The local government collects a property tax of 20 on Scott’s home. If the tax is 
collected whether or not the home burns, how much fair insurance does Scott buy? 
If the tax is collected only if the home does not burn, how much fair insurance 
does Scott buy?

Answer

1. Determine the after-tax expected value of the house with and without insur-
ance. If the tax is always collected, the house is worth 480 = 500 - 20 if it 
does not burn and -20 if it does burn. Thus, the expected value of the house is

380 = [0.2 * (-20)] + [0.8 * 480].

If the tax is collected only if the fire does not occur, the expected value of the 
house is

384 = [0.2 * 0] + [0.8 * 480].

2. Calculate the amount of fair insurance Scott buys if the tax is always collected. 
Because Scott is risk averse, he wants to fully insure so that the after-tax value of his 
house is the same in both states of nature. If the tax is always collected, he pays a 
premium of x such that 500 - x - 20 = 4x - 20, so x = 100. If no fire occurs, 
his net wealth is 500 - 100 - 20 = 380. If a fire occurs, the insurance company 
pays 500, or a net payment of 400 above the cost of the insurance, and Scott pays 
20 in taxes, leaving him with 380 once again. That is, he buys the same amount of 
insurance as he would without any taxes. The tax has no effect on his insurance 
decision because he owes the tax regardless of the state of nature.

SOLVED PROBLEM 
16.5

MyLab Economics
Solved Problem
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Fairness and Insurance. We have been examining situations where the insurance is 
fair so that the customer’s insurance contract has an expected value of zero. However, 
an insurance company could not stay in business if it offered fair insurance. With fair 
insurance, the insurance company’s expected payments would equal the premiums 
that the insurance company collects. Because the insurance company has operating 
expenses, it loses money if it provides fair insurance. Thus, we expect that real-world 
insurance companies offer unfair insurance, charging a premium that exceeds the 
fair-insurance premium. Although a risk-averse consumer fully insures if offered fair 
insurance, they will buy less than full insurance if insurance is unfair.16

How much can insurance companies charge for insurance? A monopoly insurance 
company could charge an amount up to the risk premium a person is willing to pay 
to avoid risk. For example, in Figure 16.2, Irma would be willing to pay up to $14 
for an insurance policy that would compensate her if her stock did not perform well. 
The more risk averse an individual is, the more a monopoly insurance company can 
charge. If many insurance companies compete, the price of an insurance policy is 
less than the maximum that risk-averse individuals are willing to pay—but still high 
enough that the firms can cover their operating expenses.

16As Solved Problem 16.5 shows, tax laws may offset the problem of unfair insurance, so that some 
insurance may be fair or more than fair after taxes.

3. Calculate the amount of fair insurance Scott buys if the government collects 
the tax only if a fire occurs. With this tax rule, Scott pays a premium of x such 
that 500 - x - 20 = 4x, so x = 96. 

 Scott pays the insurance company 96 and receives 480 if a fire occurs. Without 
a fire, Scott’s wealth is 500 - 96 - 20 = 384. If a fire occurs, the insurance 
company pays 480, so Scott’s wealth is 480 - 96 = 384. Thus, he has the same 
after-tax wealth in both states of nature.

Comment: Because the tax system is partially insuring Scott by dropping the tax 
in the bad state of nature, he purchases less private insurance, 480, than the 500 
he buys if the tax is collected in both states of nature. That is,

Unintended Consequence Property taxes encourage risk-averse people to 
“underinsure.”

That airline that doesn’t kill me makes me stronger.

Many folks fear flying: “If flying is so safe, why do they call the airport the terminal?” 
Many companies such as Travel Guard (TG) offer accidental death insurance for 
individual flights. If, just before I take my next regularly scheduled commercial 
flight, I pay TG $25 and I die on that flight, TG will pay my family $500,000. 
(Although I can get much larger amounts of air travel insurance, it seems a bad 
idea to make myself worth more to my family dead than alive.)

Is Travel Guard (TG) flight insurance fair? If θ is my probabil-
ity of dying on a flight, my family’s expected value from this bet with TG is 
[θ * 500,000] + [(1 - θ) * (-25)]. For this insurance to be fair, this expected 
value must be zero, which is true if θ ≈ 0.000115. That is, one in every 20,040 
passengers dies.

APPLICATION

Flight Insurance
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Insurance Only for Diversifiable Risks. Why is an insurance company willing 
to sell policies and take on risk? By pooling the risks of many people, the insurance 
company can lower its risk much below that of any individual. If the probability 
that one car is stolen is independent of whether other cars are stolen, the risk to an 
insurance company of insuring one person against car theft is much greater than the 
average risk of insuring many people.

However, if the risks from disasters to its policyholders are highly positively cor-
related, an insurance company is not well diversified just by holding many policies. A 
war affects all policyholders, so the outcomes that they face are perfectly correlated. 
Because wars are nondiversifiable risks, insurance companies normally do not offer 
policies insuring against wars.

How great is the danger of being in a fatal commer-
cial airline crash? According to the National Transpor-
tation Safety Board, no fatalities occurred on scheduled 
U.S. commercial airline flights in 2002, 2007, 2008, 
and from 2010 through at least August 2018.

In 2001, the probability was much higher than any 
other year because of the 525 on-board deaths caused 
by the terrorist hijacking and crashes on September 
11 and the subsequent sharp reduction in the number 
of flights. However, even in 2001, the probability was 
0.00000077, or 1 in 1.3 million fliers—much lower 
than the probability that makes TG’s insurance a fair 
bet. For the decade 2008–2017, the probability was 
0.00000000531, or one fatality per 188 million fliers.

Given that probability, if I fly each day for 100 
years, the probability of avoiding a fatal crash is 
99.98%. The probability drops to 99.81% after flying 
every day for 1,000 years and to 98.07% after 10,000 
years of flying every day. (For most people, the great-

est risk of an airplane trip is the drive to and from the airport. More than twice as 
many people are killed in vehicle-deer collisions than in plane crashes.)

Given that my chance of dying in a fatal crash is θ = 0.00000000531 (the rate 
for the decade 2008–2017), the fair rate to pay for $500,000 of flight insurance 
is about 0.27¢. Thus, TG is offering to charge me 9,259 times more than the fair 
rate for this insurance.

I would have to be incredibly risk averse to be take TG up on their kind offer. 
Even if I were that risk averse, I would be much better off buying general life 
insurance, which is much less expensive than flight insurance and covers accidental 
death from all types of accidents and diseases.

But dear! Flying is safer than driving.

Global economic losses from natural disasters in 2017 were $337 billion. About 
43% of these losses, $144 billion, were insured, setting a new annual record for 
insured natural disaster losses. Hurricanes Harvey, Irma, and Maria and the asso-
ciated flooding accounted for $92 billion of this loss.

In recent years, many insurance companies have started viewing some major 
natural disasters as nondiversifiable risks because such catastrophic events cause 
many insured people to suffer losses at the same time. As people build more 
homes in flood-prone areas, the size of the potential losses to insurers from 

APPLICATION

Flooded by  
Insurance Claims
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 16.4 Investing Under Uncertainty
Don’t invest with anyone named Slick.

We now investigate how uncertainty affects the investment decision. In particular, 
we examine how attitudes toward risk affect individuals’ willingness to invest, how 
people evaluate risky investments that last for many periods, and how investors pay 
to alter their probabilities of success.

In the following examples, the owner of a monopoly decides whether to open 
a new store. Because the firm is a monopoly, the owner’s return from the invest-
ment does not depend on the actions of other firms. As a result, the owner faces 
no strategic considerations. The owner knows the cost of the investment but is 
unsure about how many people will patronize the new store; hence, the profits 
are uncertain.

How Investing Depends on Attitudes Toward Risk
We start by considering an investor who is only interested in the uncertain payoff 
for this year, so that we can ignore the problem of discounting the future profits. 
Whether the owner invests depends on how risk averse he or she is and on the 
risks involved.

We first consider the decision of Chris, a risk-neutral owner. Because she is risk 
neutral, she invests if the expected value of the firm rises due to the investment. 
Any action that increases her expected value must also increase her expected utility 
because she is indifferent to risk. In contrast, in the next example, Ken is risk averse, 
so he might not make an investment that increases his firm’s expected value if the 
investment is very risky. That is, maximizing expected value does not necessarily 
maximize his expected utility.

nondiversifiable risks has grown. Thus, in disaster-prone areas, private flood insur-
ance is generally not available. Homeowners rely on government programs, such 
as the U.S. National Flood Insurance Program (NFIP).

A few insured properties account for a disproportionate share of NFIP claims. 
Brian Harman’s property in Texas is one of several million insured by NFIP. Shortly 
after completing major home renovations in 2017, Mr. Harman was flooded by 
Hurricane Harvey. The flood should not have been a surprise. Mr. Harmon’s 
house, situated in a flood plain of the San Jacinto River, has flooded 22 times since 
1979. Between 1979 and 2015, the NFIP paid out almost $2 million—much more 
than the property is worth—to fix the house multiple times.

For many frequently flooded properties, it would be cheaper for the NFIP to 
buy them and return them to an undeveloped state rather than repeatedly repair 
flood damage. The U.S. government is trying to do just that, but homeowners 
often do not want to move, and local governments often oppose losing developed 
properties from their tax base.

Largely because of such “frequent flooders,” NFIP has taken in much less in 
premiums than it has paid out in recent years. Even before the 2017 floods, the 
NFIP owed the U.S. Treasury $24.6 billion. For a combination of political and 
other reasons, premiums for the high-risk properties are less than the actuarially 
fair value. In addition, President Trump rescinded an executive order signed by 
President Obama requiring that projects receiving federal building funds consider 
future effects of flooding in their construction plans.



59716.4 Investing Under Uncertainty

Risk-Neutral Investing. Chris, the risk-neutral owner of the monopoly, uses a deci-
sion tree (panel a of Figure 16.4) to decide whether to invest. The rectangle, called 
a decision node, indicates that she must make a decision about whether to invest or 
not. The circle, a chance node, denotes that a random process determines the outcome 
(consistent with the given probabilities). If Chris does not open the new store, she 
makes 0. If she opens the new store, she expects to make 200 with 80% probability 
and to lose 100 with 20% probability. The expected value from a new store (see the 
circle in panel a) is

EV = (0.8 * 200) + [0.2 * (-100)] = 140.

Because she is risk neutral, she prefers an expected value of 140 to a certain one of 
0, so she invests. Thus, her expected value in the rectangle is 140.

Risk-Averse Investing. We can compare Chris’s decision to that of Ken, a risk-
averse owner of a monopoly who faces the same investment decision. Ken invests in 
the new store if his expected utility from investing is greater than his certain utility 
from not investing. Panel b of Figure 16.4 shows the decision tree for a particular 
risk-averse utility function. The circle shows that Ken’s expected utility from the 
investment is

 EU = [0.2 * U(-100)] + [0.8 * U(200)]

 = (0.2 * 0) + (0.8 * 40) = 32.

Ken’s certain utility from not investing is U102 = 35, which is greater than 32. 
Thus, Ken does not invest. As a result, his expected utility in the rectangle is 35 (his 
certain utility from not investing).

Figure 16.4 Investment Decision Tree with Uncertainty

Chris and Ken, each the owner of a 
monopoly, must decide whether to invest 
in a new store. (a) The expected value of 
the investment is 140, so it pays for Chris, 
who is risk neutral, to invest. (b) Ken is 
so risk averse that he does not invest even 
though the expected value of the investment 
is positive. His expected utility falls if he 
makes this risky investment.
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Do not invest
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Do not invest
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Investing with Uncertainty and Discounting
Now suppose that the uncertain returns or costs from an investment are spread out 
over time. In Chapter 15, we derived an investment rule when we know future costs 
and returns with certainty. We concluded that an investment pays if its net present 
value (calculated by discounting the difference between the return and the cost in 
each future period) is positive.

How does this rule change if the returns are uncertain? A risk-neutral person 
chooses to invest if the expected net present value is positive. We calculate the 
expected net present value by discounting the difference between expected return 
and expected cost in each future period.

Sam is risk neutral. His decision tree, Figure 16.5, shows that his cost of investing 
is C = $25 this year. Next year, he receives uncertain revenues from the investment 
of $125 with 80% probability or $50 with 20% probability. Thus, the expected value 
of the revenues next year is

EV = (0.8 * $125) + (0.2 * $50) = $110.

With a real interest rate of 10%, the expected present value of the revenues is

EPV = $110/1.1 = $100.

Subtracting the $25 cost incurred this year, Sam determines that his expected net 
present value is ENPV = $75. As a result, he invests.

We have been assuming that nature dictates the probabilities of various possible 
events. However, sometimes we can alter the probabilities at some expense. Gau-
tam, who is risk neutral, is considering whether to invest in a new store, as the 
figure shows. After investing, he can increase the probability that demand will be 
high at the new store by advertising at a cost of $50 (thousand). If he makes the 
investment but does not advertise, he has a 40% probability of making 100 and a 
60% probability of losing 100. Should he invest in the new store?

Answer

1. Calculate the expected value of the investment and determine if it pays if 
 Gautam does not advertise. If Gautam makes the investment but does not 
advertise, the expected value of his investment is

[0.4 * 100] + [0.6 * (-100)] = -20.

SOLVED PROBLEM 
16.6

Figure 16.5 Investment Decision Tree with Uncertainty and Discounting

The risk-neutral owner invests if the expected 
net present value is positive. The expected 
value, EV, of the revenue from the investment 
next year is $110. With an interest rate of 
10%, the expected present value, EPV, of the 
revenue is $100. The expected net present 
value, ENPV, is EPV = $100 minus the $25 
cost of the investment this year, which is $75. 
The owner therefore invests.
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 16.5 Behavioral Economics and Uncertainty
In the expected utility model, as in the standard utility model, we assume that people 
make rational choices (Chapter 3). However, many individuals make choices that 
are inconsistent with the predictions of the expected utility model. Economists and 
psychologists use behavioral economics to explain some of these departures from 
the predictions of the expected utility model. Researchers have established that some 
people have difficulty determining probabilities or making probability calculations. 
Through experiments, they’ve shown that how people behave under similar circum-
stances differs. New theories have been developed to explain behavior that is incon-
sistent with expected utility theory.

Biased Assessment of Probabilities
People often have mistaken beliefs about the probability that an event will occur. 
These biases in estimating probabilities come from several sources, including false 
beliefs about causality and overconfidence.

Gambler’s Fallacy. Many—perhaps most—people subscribe to the gambler’s fallacy:

Thus, if he does not advertise, he expects to lose money if he makes this investment.

2. Calculate the expected value of the investment and determine if it pays given 
that Gautam advertises. With advertising, Gautam’s expected value before pay-
ing for the advertisements is

[0.8 * 100] + [0.2 * (-100)] = 60.

Thus, his expected value after paying for the advertisements is 10 (=  60 - 50). 
As a result, he is better off investing and advertising than not investing at all or 
investing without advertising.

EV = 10

Invest

Do not invest
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–100

Low demand
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100

40%

60%
–100
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0

EV = 60

EV = –20
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–50
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Common Confusion Past events affect current, independent outcomes.17

17The false belief that one event affects another independent event is captured by the joke about a man 
who brings a bomb on board a plane whenever he flies because he believes that “The chance of hav-
ing one bomb on a plane is very small, so the chance of having two bombs on a plane is near zero!”
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For example, suppose that you flip a fair coin and it comes up heads six times in a 
row. What are the odds that you’ll get a tail on the next flip? Because past flips do 
not affect this one, the chance of a tail remains 50%, yet many people believe that a 
head is much more likely because they’re on a “run.” Others hold the opposite but 
equally false view that the chance of a tail is high because a tail is “due.”

Suppose that you have an urn with three black balls and two red ones. If you 
draw a ball without looking, your probability of getting a black ball is 3

5 = 60%. 
If you replace the ball and draw again, the chance of a picking a black ball remains 
the same. However, if you draw a black ball and do not replace it, the probability of 
drawing a black ball again falls to 24 = 50%. Thus, the belief that a tail is due after 
several heads are tossed in a row is analogous to falsely believing that you are draw-
ing without replacement when you are actually drawing with replacement.

Overconfidence. Another common explanation for why some people engage in 
gambles that the rest of us avoid like the plague is that these gamblers are overcon-
fident. For example, Golec and Tamarkin (1995) found that football bettors tend to 
make low-probability bets because they greatly overestimate their probabilities of 
winning certain types of exotic football bets (an exotic bet depends on the outcome 
of more than one game). In a survey, gamblers estimated their chance of winning a 
particular bet at 45% when the objective probability was 20%.

Few groups exhibit more overconfidence than male high school athletes. Many 
U.S. high school basketball and football players believe they will get an athletic 
scholarship to attend college, but less than 5% receive one. Only 1% of high school 
basketball players play in Division I (the top level) of college basketball. Of those, 
three-quarters believe that it is at least “somewhat” likely that they will play pro-
fessionally. Only 1.2% are drafted into the National Basketball Association (and 
not all of them play). Thus, only about 0.01% of high school basketball athletes 
make it to the pros.18

18See Rossi and Armstrong (1989), www.ncaa.org/about/resources/research/probability-competing-
beyond-high-school (viewed September 7, 2015) and www.insidehighered.com/news/2015/01/27/
college-athletes-greatly-overestimate-their-chances-playing-professionally.

Factor by which Americans are more likely to be killed by a cow than  
by a shark: 27. — Harper’s Index 2015

Do scare stories in newspapers, TV shows, and movies cause people to overesti-
mate relatively rare events and underestimate relatively common ones? Newspa-
pers are more likely to publish “man bites dog” stories than the more common 
“dog bites man” reports.19

If you have seen the movie Jaws, you can’t help but think about sharks before 
wading into the ocean. In 2018, news media around the world reported shark 
attacks along the Florida, New York, Western Australia, Brazil, and Egypt coasts. 
Do you worry about shark attacks? You really shouldn’t.

Only eight people were killed by sharks in U.S. waters in the decade from 
2008 through 2017—fewer than one a year. Being killed by a shark is less likely 
than suffocating in a beanbag chair. The annual number of deaths from potable 

19For example, Indian papers reported on a man bites snake story, noting that Neeranjan Bhaskar has 
eaten more than 4,000 snakes (Calcutta Telegraph, August 1, 2005) and the even stranger “Cobra 
Dies after Biting Priest of Snake Temple!” (Express India, July 11, 2005).

APPLICATION

Biased Estimates
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Violations of Expected Utility Theory
Over the years, economists and psychologists have shown that some people’s choices 
vary with circumstances, which contradicts expected utility theory. One important 
class of violations arises because people change their choices in response to ines-
sential changes in how choices are described or framed, even when the underlying 
probabilities and events do not change. Another class of violations arises because of 
a bias toward certainty.

Framing. A widely held view is that people are generally rational:

pool drownings is 23, car–deer collisions 211; motorcycles 
2,500; firearm homicides 11,000; all homicides 16,000; 
car crashes 34,000; prostate cancer 40,000; breast cancer 
46,000; cancer 500,000; tobacco-related causes 500,000; 
and heart disease 734,000.

Benjamin, Dougan, and Buschena (2001) reported that, 
when asked to estimate the frequency of deaths from vari-
ous causes for the entire population, people overestimate 
the number of deaths from infrequent causes and underesti-
mate those from more common causes. In contrast, if asked 
to estimate the number of deaths among their own age 
group from a variety of causes, their estimates are essen-
tially unbiased. That is not to say that people know the true 
probabilities—only that their mistakes are not systematic. 

(However, you should know that, despite the widespread warnings issued every 
Christmas season, no one has died from a poinsettia.)

Common Confusion People react the same way when given equivalent 
choices no matter how they are posed.

However, experiments show that many people reverse their preferences when a prob-
lem is presented, or framed, in different but equivalent ways. Tversky and Kahneman 
(1981) posed the problem that the United States expects an unusual disease, such as 
avian flu, to kill 600 people. The government is considering two alternative programs 
to combat the disease. The “exact scientific estimates” of the consequences of these 
programs are

 7 If Program A is adopted, 200 people will be saved.
 7 If Program B is adopted, 600 people will be saved with a one-third probability 

and no one will be saved with a two-thirds probability.

When college students were asked to choose, 72% opted for the certain gains of 
Program A over the riskier, but less likely, gains of Program B.

A second group of students was asked to choose between an alternative pair of 
programs, and were told

 7 If Program C is adopted, 400 people will die.
 7 If Program D is adopted, no one will die with a one-third probability, and 600 

people will die with a two-thirds probability.
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When faced with this choice, 78% chose the uncertain, but more likely, losses of 
Program D over the certain losses of Program C. These results are surprising if people 
maximize their expected utility: Program A is identical to Program C, and Program B is 
the same as Program D in the sense that these pairs have identical expected outcomes. 
Thus, expected utility theory predicts consistent choices for the two pairs of programs.

In many similar experiments, researchers have repeatedly observed this pattern, 
called the reflection effect: Attitudes toward risk are reversed (reflected) for gains 
versus losses. People are often risk averse when making choices involving gains, but 
they are often risk preferring when making choices involving losses.

Certainty Effect. Many people put excessive weight on outcomes that they consider 
to be certain relative to risky outcomes. This certainty effect (or Allais effect, named 
for the French economist who first noticed it) can be illustrated using an example 
from Kahneman and Tversky (1979). First, a group of subjects were asked to choose 
between two options:

 7 Option A. You receive $4,000 with probability 80% and $0 with probability 
20%.

 7 Option B. You receive $3,000 with certainty.

The vast majority, 80%, chose the certain outcome, B.
Then, the subjects were given another set of options:

 7 Option C. You receive $4,000 with probability 20% and $0 with probability 
80%.

 7 Option D. You receive $3,000 with probability 25% and $0 with probability 
75%.

Now, 65% prefer C.
Kahneman and Tversky found that more than half the respondents violated 

expected utility theory by choosing B in the first experiment and C in the second 
one. If U(0) = 0, then choosing B over A implies that the expected utility from 
B is greater than the expected utility from A, so that U(3,000) 7 0.8U(4,000), 
or U(3,000)/U(4,000) 7 0.8. Choosing C over D implies that 0.2U(4,000) 7
0.25U(3,000), or U(3,000)/U(4,000) 6 0.8 (=  0.2/0.25). Thus, these choices are 
inconsistent with each other, and hence inconsistent with expected utility theory.

Expected utility theory is based on gambles with known probabilities, whereas 
most real-world situations involve unknown or subjective probabilities. Ellsberg 
(1961) pointed out that expected utility theory cannot account for an ambiguous 
situation where many people are reluctant to put substantial decision weight on 
any outcome. He illustrated the problem in a “paradox.” You know that one urn 
has 50 red and 50 black balls. You know that another urn has 100 red and black 
balls, but you do not know the ratio of red to black balls. Most of us would agree 
that the known probability of drawing a red from the first urn equals the subjective 
probability of drawing a red from the second urn. Yet, most people would prefer to 
bet that a red ball will be drawn from the first urn rather than from the second urn.

Prospect Theory
Kahneman and Tversky’s (1979) prospect theory, an alternative theory of decision 
making under uncertainty, can explain some of the choices people make that are 
inconsistent with expected utility theory. According to prospect theory, people are 
concerned about gains and losses—the changes in wealth—rather than the level of 
wealth, as in expected utility theory. People start with a reference point and consider 
lower outcomes as losses and higher ones as gains.
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Comparing Expected Utility and Prospect Theories
We can illustrate the differences in the two theories by comparing how people would 
act under the two theories when facing the same situation. Both Muzhe and Rui 
have initial wealth W. They may choose a gamble whereby they get A dollars with 
probability θ or B dollars with probability 1 - θ. For example, A might be negative, 
reflecting a loss, and B might be positive, indicating a gain.

Muzhe wants to maximize his expected utility. If he does not gamble, his utility is 
U(W). To calculate his expected utility if he gambles, Muzhe uses the probabilities θ 
and 1 - θ to weight the utilities from the two possible outcomes:

EU = θU(W + A) + (1 - θ)U(W + B),

where U(W + A) is the utility he gets from his after-gambling wealth if A occurs and 
U(W + B) is the utility if he receives B. He chooses to gamble if his expected utility 
from gambling exceeds his certain utility from his initial wealth: EU 7 U(W).

In contrast, Rui’s decisions are consistent with prospect theory. Rui compares the 
gamble to her current reference point, which is her initial situation where she has W 
with certainty. The value she places on her reference point is V(0), where 0 indicates 
that she has neither a gain nor a loss with this certain outcome. The negative value 
that she places on losing is V(A), and the positive value from winning is V(B).

To determine the value from taking the gamble, Rui does not calculate the expecta-
tion using the probabilities θ and 1 - θ, as she would with expected utility theory. 
Rather, she uses decision weights w(θ) and w(1 - θ), where the w function assigns a 
weight that differs from the original probability. If people assign disproportionately 
high weights to rare events (see the Application “Biased Estimates”), the weight w(θ) 
exceeds θ for low values of θ and is less for high values of θ.

Properties of Prospect Theory. To resolve various choice mysteries, the prospect 
theory value function, V, corresponds to an S-shaped curve, as in Figure 16.6. This 
curve has three properties. First, the curve passes through the reference point at the 
origin, because gains and losses are determined relative to the initial situation that 
has neither gain nor loss.

Second, both sections of the curve are concave to the horizontal, outcome axis. 
Because of this curvature, Rui is less sensitive to a given change in the outcome 
for large gains or losses than for small ones. For example, she cares more about 
whether she has a loss of $1 instead of $2 than she does about a loss of $1,001 
instead of $1,002.

Third, the curve is asymmetric with respect to gains and losses. People treat gains 
and losses differently, in contrast to the predictions of expected utility theory. The 
S-curve in the figure shows that people suffer more from a loss than they benefit 
from a comparable size gain. That is, the value function reflects loss aversion: People 
dislike making losses more than they like making gains.

Given the subjective weights, valuations based on gains and losses, and the shape 
of the value curve, prospect theory can resolve some of the behavioral mysteries of 
choice under uncertainty. Because the S-shaped curve shows that people treat gains 
and losses differently, it can explain the reflection effect in the disease experiment 
described earlier in this section, where people make different choices when identical 
outcomes are stated in terms of lives saved instead of lives lost. It also provides an 
explanation of why some people engage in unfair lotteries: They put heavier weight 
on rare events than the true probability used in expected utility theory.

Similarly, we could use a weighting function to resolve the Ellsberg paradox. 
For example, with the urn containing an unknown ratio of black and red balls, an 
individual might put 40% on getting a black ball, 40% on getting a red ball, and 
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leave 20% to capture an unwillingness to take a gamble when faced with substantial 
ambiguity. Doing so reduces the expected value of the gamble relative to that of the 
initial, certain situation in which one does not gamble.

BP and Limited 
Liability

CHALLENGE 
SOLUTION

As the Challenge at the beginning of this chapter noted, firms such as BP and 
Transocean that have deepwater oil rigs may face limited liability for a major spill. 
Although it is possible that BP and Transocean underestimated the true probabilities 
of disaster prior to the 2010 spill, a cap on the firms’ liability may have also influ-
enced these firms’ behavior and led to the disaster. In particular, we now address the 
three questions raised in the Challenge: How does a cap on liability affect a firm’s 
willingness to make a risky investment or to invest less than the optimal amount in 
safety? How does a cap affect the amount of risk borne by the firm and by the rest 
of society? How does a cap affect the amount of insurance that a firm buys?

To illustrate the basic ideas, suppose that an oil rig firm expects to earn $1 bil-
lion in the absence of a spill on its new rig and to lose $39 billion if a spill occurs. 
The probability of a spill is θ. We start by considering whether the firm invests 
in a new rig (the analysis would be similar if it were deciding to invest in a given 
safety feature for a rig).

If the firm is risk neutral, then it invests in the new rig only if the expected return 
is positive, [(1 - θ) * 1] + [θ * (-39)] 7 0, or if θ 6 1/40 = 2.5%.20 If the firm 
is risk averse, this threshold probability—the highest probability at which the firm 
is willing to invest—is less than 2.5%.

20The firm compares the expected return to that of the second-best investment opportunity, which 
we assume is zero for simplicity.

Figure 16.6 Prospect Theory Value Function

The prospect theory value function has an S shape. It 
passes through the reference point at the origin because 
gains and losses are measured relative to the initial 
condition. Because both sections of the curve are concave 
to the outcome axis, decision makers are less sensitive to 

a given change in the outcome for large gains or losses 
than for small ones. Because the curve is asymmetric with 
respect to gains and losses, people treat gains and losses 
differently. This S-curve shows a bigger impact to a loss 
than to a comparable size gain, reflecting loss aversion.

Losses Gains
Outcome

Value
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Now suppose that the firm’s liability is capped at $19 billion. If the firm is 
risk neutral, it invests in the new rig if [(1 - θ) * 1] + [θ * (-19)] 7 0, or if 
θ 6 1/20 = 5%. Similarly, if the firm is risk averse, the threshold probability is 
higher than it would be without the limit on liability.

A limit on liability increases society’s total risk if it encourages the drilling 
company to drill when it would not otherwise do so. If the drilling company 
is risk neutral, the probability of a spill is θ = 3%, and the firm bears the full 
liability for the damages from a spill, then the company’s expected earnings are 
[0.97 * 1] + [0.03 * (-39)] = -0.2 6 0, so it would not drill. However, 
if its liability is capped at $19 billion, then its expected gain from drilling is 
[0.97 * 1] + [0.03 * (-19)] = 0.4 7 0, so it would drill. Because the firm is 
more likely to drill because of the liability cap, the cap causes the rest of society’s 
total risk to increase. Moreover, the rest of society bears the risk from the $20 
billion ($39 billion - $19 billion) for which it is now responsible if a spill occurs.

If the firm is risk averse, it wants to buy fair insurance to cover its risk. To illustrate 
the effect of the cap on its decision regarding how much insurance the firm buys, we 
now assume that the probability of a disaster is θ = 1%. Without either a liability 
cap or insurance, the firm’s expected gain is [0.99 * 1] + [0.01 * (-39)] = $0.6 
billion. If an insurance company would provide fair insurance, the drilling firm 
could buy $100 of insurance for each $1 spent. Given that the drilling company 
is risk averse, it fully insures, so that if a spill occurs, the insurance company pays 
$39 billion. To buy this much insurance, the drilling company pays $0.39 billion, 
so that the expected value of the insurance contract is -0.39 + [0.01 * 39] = $0. 
With the insurance, the company earns [0.99 * 1] - 0.39 = $0.6 billion whether 
or not a spill occurs.

If the drilling company’s liability is capped at $19 billion, it buys $19 billion 
worth of insurance for $0.19 billion, so that its expected gain in either state of 
nature is [0.99 * 1] + [0.01 * (-19)] = $0.8 billion. Therefore, the drilling 
company’s expected profit increases by $0.2 billion due to the limit on its liability. 
This amount is a transfer from the rest of society to the firm, because society will 
be responsible for the extra $20 billion in damages if the spill occurs.

1. Assessing Risk. A probability measures the likeli-
hood that a particular state of nature occurs. People 
use historical frequencies to calculate probabilities. 
If they lack frequencies, people may form subjective 
estimates of a probability using other information. 
The expected value is the probability-weighted aver-
age of the values in each state of nature. One widely 
used measure of risk is the variance (or the standard 
deviation, which is the square root of the variance). 
The variance is the probability-weighted average of 
the squared difference between the value in each state 
of nature and the expected value.

2. Attitudes Toward Risk. Whether people choose a 
risky option over a nonrisky one depends on their 
attitudes toward risk and the expected payoffs of 

the various options. Most people are risk averse. 
They choose a riskier option only if its expected 
value is sufficiently higher than that of a less risky 
option. Risk-neutral people choose the option with 
the highest rate of return because they do not care 
about risk. Risk-preferring people may choose the 
riskier option even if it has a lower rate of return 
because they like risk. They will give up some 
expected return to take on more risk. A utility func-
tion reflects a person’s attitude toward risk. People 
pick the option with the highest expected utility. 
Expected utility is the probability-weighted average 
of the utility from the outcomes in the various states 
of nature. The larger an individual’s Arrow-Pratt 
measure of risk aversion, the less likely that person 
will take a small gamble.

SUMMARY
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risk, the interest rate, and the cost of altering the likeli-
hood of a good outcome. An investment pays for risk- 
neutral people if the expected net present value is 
positive. Risk-averse people invest only if invest-
ing raises their expected utilities. Thus, risk-averse 
people make risky investments if those investments 
pay higher rates of return than do safer investments. 
If an investment takes place over time, a risk-neutral 
investor invests if the expected net present value is 
positive. People pay to alter the probabilities of vari-
ous outcomes from an investment if doing so raises 
their expected utility.

5. Behavioral Economics and Uncertainty. Some peo-
ple’s actions in uncertain situations are inconsistent 
with expected utility theory. Their choices may be 
due to biased estimates of probabilities or different 
objectives than maximizing expected utility. Prospect 
theory explains some of these puzzling choices. Under 
this theory, people may care more about losses than 
gains and weight outcomes differently than with the 
probabilities used in expected utility theory.

3. Reducing Risk. People reduce their risk in several 
ways. They can avoid some risks and take actions to 
lower the probabilities of bad events. They might act to 
reduce the harm from bad events. Investors make better 
choices if they have more information. Unless returns to 
the different investments are perfectly positively corre-
lated, diversification reduces risk. Insurance companies 
diversify by pooling risks across many individuals.

Insurance is fair if the expected return to the 
policyholder is zero: The expected payout equals the 
premium paid. Risk-averse people fully insure if fair 
insurance is available. Because insurance companies 
must earn enough income to cover their costs, they 
offer unfair insurance. Risk-averse people often buy 
unfair insurance, but they buy less than full insur-
ance. When buying unfair insurance, policyholders 
exchange the risk of a large loss for the certainty of a 
smaller loss (paying the premium).

4. Investing Under Uncertainty. Whether an individual 
invests depends on the uncertainty of the payoff, the 
expected return, the individual’s attitudes toward 

EXERCISES
All exercises are available on MyLab Economics; * = answer appears at the back of this book; M = mathematical problem.

By how much would the seismic study increase EZ’s 
expected value? What is the most that it will pay for 
such a study? (Hint: See Solved Problem 16.1.) M

 1.5 What is the difference—if any—between an individ-
ual gambling at a casino and gambling by buying a 
stock? What is the difference for society?

 *1.6 To discourage people from breaking the traffic 
laws, society can increase the probability that some-
one exceeding the speed limit will be caught and 
punished, or it can increase the size of the fine for 
speeding. Explain why either method can be used to 
discourage speeding. Which approach is a govern-
ment likely to prefer, and why?

 1.7 Suppose that most people will not speed if the 
expected fine is at least $500. The actual fine for 
speeding is $800. How high must the probability 
of being caught and convicted be to discourage 
speeding? M

 1.8 A drug development company develops a new anti-
viral medication. It applies for a patent and for Fed-
eral Drug Administration (FDA) approval to sell it. 
The firm estimates that the patent application has a 
60% chance of success and that FDA approval has 
a probability of 50%. The firm believes these events 
are independent. If both applications are successful, 
the drug can be sold to a major drug producer for 
$10 million. If FDA approval is obtained but the 

 1. Assessing Risk

 1.1 In a neighborhood with 1,000 houses, 5 catch fire 
(but are not damaged by high winds), 7 are dam-
aged by high winds (but do not catch fire), and the 
rest are unharmed during a one-year period. What 
is the probability that a fire or high winds damage 
the house? M

 *1.2 Asa buys a painting. With a 20% probability, the 
artist will become famous and the painting will be 
worth $1,000. With a 10% probability, a fire will 
destroy the painting so that it becomes worthless. If 
the painting is not destroyed and the artist does not 
become famous, it will be worth $500. What is the 
expected value of the painting? M

 *1.3 By next year, your stock has a 25% chance of being 
worth $400 and a 75% probability of being worth 
$200. What are the expected value and the variance? M

 1.4 The EZ Construction Company is offered a $20,000 
contract to build a new deck for a house. The com-
pany’s profit if it does not have to sink piers (vertical 
supports) down to bedrock will be $4,000. How-
ever, if it has to sink the piers, it will lose $1,000. 
The probability it has to put in the piers is 25%. 
What is the expected value of this contract? Now, 
EZ learns that it can obtain a seismic study of the 
property that would specify whether piers have to be 
sunk before EZ must accept or reject this contract. 
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 2.9 Would risk-neutral people ever buy insurance that 
was not fair (that was biased against them)? Explain.

 2.10 Lisa just inherited a vineyard from a distant relative. 
In good years (with no rain or frost during harvest 
season), she earns $100,000 from the sale of grapes 
from the vineyard. If the weather is poor, she loses 
$20,000. Lisa’s estimate of the probability of good 
weather is 60%.

a. Calculate the expected value and the variance of 
Lisa’s income from the vineyard.

b. Lisa is risk averse. Ethan, a grape buyer, offers 
Lisa a guaranteed payment of $70,000 each 
year in exchange for her entire harvest. Will Lisa 
accept this offer? Explain.

c. Why might Ethan make such an offer?

 2.11 Joanna is considering three possible jobs. The fol-
lowing table shows the possible incomes she might 
get in each job.

Outcome A Outcome B

Probability Earnings Probability Earnings

Job 1 0.5 20 0.5 40

Job 2 0.3 15 0.7 45

Job 3 1 30

  For each job, calculate the expected value, the vari-
ance, and the standard deviation. If Joanna is averse 
to risk (as measured by variance), what can you pre-
dict about her job choice? What if she is risk neutral?

 2.12 Suppose that Irma’s utility function with respect to 
wealth is U(W) = 100 + 100W - W2. Show that 
for W 6 10, Irma’s Arrow-Pratt risk-aversion mea-
sure increases with her wealth. (Hint: See Solved 
Problem 16.4.) M

 2.13 Carolyn and Sanjay are neighbors. Each owns a car 
valued at $10,000. Neither has comprehensive insur-
ance (which covers losses due to theft). Carolyn’s 
wealth, including the value of her car, is $80,000. 
Sanjay’s wealth, including the value of his car, is 
$20,000. Carolyn and Sanjay have identical utility 
of wealth functions, U(W) = W0.4. Carolyn and 
Sanjay can park their cars on the street or rent space 
in a garage. In their neighborhood, a street-parked 
car has a 50% probability of being stolen during the 
year. A garage-parked car will not be stolen.

a. What is the largest amount that Carolyn is will-
ing to pay to park her car in a garage? What is the 
maximum amount that Sanjay is willing to pay?

b. Compare Carolyn’s willingness-to-pay to San-
jay’s. Why do they differ? Include a comparison 
of their Arrow-Pratt measures of risk aversion. 
(Hint: See Solved Problem 16.4.) M

patent application is unsuccessful, the drug can be 
sold for $4 million. If the drug is not approved by 
the FDA, it is worth nothing. What are the expected 
value and variance of this drug? (Work in units of 
$1 million.) M

 2. Attitudes Toward Risk

 2.1 Guojun offers to bet Kristin that if a six-sided die 
comes up with one or two dots showing, he will pay 
her $3, but if it comes up with any other number of 
dots, she’ll owe him $2. Is that a fair bet for Kristin? M

 2.2 Jen’s utility function with respect to wealth is 
U(W) = 2W. Plot her utility function. Use your 
figure and calculus to show that Jen is risk averse. 
(Hint: You can also use calculus to see if she is risk 
averse by determining the sign of the second deriva-
tive of the utility function.) M

 *2.3 Jen, in Exercise 2.2, may buy Stock A or Stock B. 
Stock A has a 50% chance of being worth $100 and 
50% of being worth $200. Stock B’s value is $50 
with a chance of a half or $250 with a probability 
of 50%. Show that the two stocks have an equal 
expected value but different variances. Show that 
Jen prefers Stock A to Stock B because her expected 
utility is higher with Stock A. M

 2.4 Suppose that an individual is risk averse and has 
to choose between $100 with certainty and a risky 
option with two equally likely outcomes: $100 - x 
and $100 + x. Use a graph (or math) to show that 
this person’s risk premium is smaller, the smaller x 
is (the less variable the gamble is).

 *2.5 Given the information in Solved Problem 16.2, Irma 
prefers to buy the stock. Show graphically how 
high her certain wealth would have to be for her to 
choose not to buy the stock.

 2.6 In Solved Problem 16.3, what is Jen’s risk premium 
if her utility function were ln(W)? M

 *2.7 Hugo has a concave utility function of 
U(W) = W0.5. His only asset is shares in an inter-
net start-up company. Tomorrow he will learn the 
stock’s value. He believes that it is worth $144 with 
probability 23 and $225 with probability 13. What is 
his expected utility? What risk premium would he 
pay to avoid bearing this risk? (Hint: See Solved 
Problem 16.3.) M

 2.8 Mary’s utility function is U(W) = W0.33, where W is 
wealth. Is she risk averse? Mary has an initial wealth 
of $27,000. How much of a risk premium would she 
require to participate in a gamble that has a 50% 
probability of raising her wealth to $29,791 and a 
50% probability of lowering her wealth to $24,389? 
(Hint: See Solved Problem 16.3 and the discussion of 
the risk premium in Figure 16.2.) M
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that the price of the coverage is $150. Should a 
wealthy person purchase the coverage? Should 
a poor person purchase the coverage? Do your 
answers depend on the policyholder’s degree of 
risk aversion? Does the policyholder’s degree of 
risk aversion depend on his or her wealth?

b. The agent advises wealthy people not to purchase 
insurance to protect against possible small losses. 
Why? M

 3.5 Using information in the Application “Flight Insur-
ance,” show how to calculate the price of fair insur-
ance if the probability of being in a crash were as 
high as the frequency in 2001, 0.00000077? Use a 
graph to illustrate why a risk-averse person might 
buy unfair insurance. Show on the graph the risk 
premium that the person would be willing to pay.

 3.6 After Hurricane Katrina in 2005, the government 
offered subsidies to people whose houses were 
destroyed. How does the expectation that the gov-
ernment will offer subsidies for future major disas-
ters affect the probability that risk-averse people 
will buy insurance and the amount they buy? Use a 
utility function for a risk-averse person to illustrate 
your answer. (Hint: See the Application “Flooded by 
Insurance Claims” and Solved Problem 16.5.)

 4. Investing Under Uncertainty

 *4.1 Andy and Kim live together. Andy may invest 
$10,000 (possibly by taking on an extra job to earn 
the additional money) in Kim’s MBA education this 
year. This investment will raise the current value of 
Kim’s earnings by $24,000. If they stay together, 
they will share the benefit from the additional earn-
ings. However, the probability is 12 that they will split 
up in the future. If they were married and then split, 
Andy would get half of Kim’s additional earnings. If 
they were living together without any legal ties and 
they split, then Andy would get nothing. Suppose 
that Andy is risk neutral. Will Andy invest in Kim’s 
education? Does your answer depend on the couple’s 
legal status? M

 4.2 Use a decision tree to illustrate how a risk-neutral 
plaintiff in a lawsuit decides whether to settle a claim 
or go to trial. The defendants offer $50,000 to set-
tle now. If the plaintiff does not settle, the plaintiff 
believes that the probability of winning at trial is 
60%. If the plaintiff wins, the amount awarded is 
x. How large can x be before the plaintiff refuses to 
settle? How does the plaintiff’s attitude toward risk 
affect this decision? M

 4.3 Use a decision tree to illustrate how a patient with 
kidney disease would decide whether to have a trans-
plant operation. The patient currently uses a dialysis 

 2.14 Based on the information in the Application “Gam-
bling,” provide at least three reasons why many risk-
averse people gamble in casinos.

 2.15 Do the following utility functions imply risk aver-
sion, risk neutrality, or risk preference?

a. U(W) = ln(W)

b. U(W) = W0.4

c. U(W) = W2

d. U(W) = 2W M

 3. Reducing Risk

 3.1 Lori, who is risk averse, has two pieces of jewelry, 
each worth $1,000. She plans to send them to her sis-
ter’s firm in Thailand, which will sell them there. She 
is concerned about the safety of shipping them. She 
believes that the probability that any box shipped 
will not reach its destination is θ. Is her expected 
utility higher if she sends the articles together or in 
two separate shipments? M

 3.2 Helen, the owner of Dubrow Labs, worries about 
the firm being sued for botched results from blood 
tests. If it isn’t sued, the firm expects to earn a profit 
of 100, but if it is successfully sued, its profit will be 
10. Helen believes that the probability of a successful 
suit is 5%. If fair insurance is available and Helen is 
risk averse, how much insurance will she buy? M

 3.3 Jill possesses $160,000 worth of valuables. She faces 
a 0.2 probability of a burglary, where she would lose 
jewelry worth $70,000. She can buy an insurance 
policy for $15,000 that would fully reimburse the 
$70,000. Her utility function is U(X) = 4X0.5.

a. What is the actuarially fair price for the insur-
ance policy?

b. Should she buy this insurance policy?

c. What is the most she is willing to pay for an 
insurance policy that fully covers her valuables 
against loss? M

 3.4 An insurance agent (interviewed in Jonathan Cle-
ments, “Dare to Live Dangerously: Passing on Some 
Insurance Can Pay Off,” Wall Street Journal, July 
23, 2005, D1) states, “On paper, it never makes 
sense to have a policy with low deductibles or carry 
collision on an old car.” But the agent notes that 
raising deductibles and dropping collision cover-
age can be a tough decision for people with a low 
income or little savings. Collision insurance is the 
coverage on a policyholder’s own car for accidents 
where another driver is not at fault.
a. Suppose that the loss is $4,000 if an old car is 

in an accident. During the six-month coverage 
period, the probability that the insured person 
is found at fault in an accident is 1

36. Suppose 
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 5. Behavioral Economics and Uncertainty

 5.1 Before reading the rest of this exercise, answer the 
following two questions about your preferences:

a. You are given $5,000 and offered a choice 
between receiving an extra $2,500 with certainty 
or flipping a coin and getting $5,000 more if 
heads or $0 if tails. Which option do you prefer?

b. You are given $10,000 if you will make the fol-
lowing choice: return $2,500 or flip a coin and 
return $5,000 if heads and $0 if tails. Which 
option do you prefer?

  Most people choose the sure $2,500 in the first case 
but flip the coin in the second. Explain why this 
behavior is not consistent. What do you conclude 
about how people make decisions concerning uncer-
tain events? M

 5.2 What are the major differences between expected 
utility theory and prospect theory?

 5.3 Draw an individual’s utility curve to illustrate that 
the person is risk averse with respect to a loss but is 
risk preferring with respect to a gain.

 5.4 Evan is risk seeking with respect to gains and risk 
averse with respect to losses. Louisa is risk seeking with 
respect to losses and risk averse with respect to gains. 
Illustrate both utility functions. Which person’s atti-
tudes toward risk are consistent with prospect theory?

 5.5 Is someone who acts as described in prospect theory 
always more likely or less likely to take a gamble than 
someone who acts as described by expected utility the-
ory? Why? What conditions (such as on the weights), 
if any, allow you to answer this question definitively?

 6. Challenge

 6.1 Global Gas International offers to subcontract the 
Halidurton Heavy Construction Corporation to 
build an oil pipeline from Canada to New Orleans 
for $500 million. The probability that the oil pipe-
line will leak, causing environmental damage, is θ. 
If so, the legal liabilities will be $600 million.

a. If Halidurton is risk neutral and liable for the 
damages from a leak, what is the θ such that it 
is indifferent between accepting or rejecting the 
contract?

b. If Halidurton is risk averse and fair insurance is 
offered, how much insurance would it buy?

c. If Global Gas International will partially indem-
nify Halidurton so that the largest damages that 
Halidurton would have to pay is $200 million, 
what is the θ that leaves it indifferent about 
accepting the contract?

d. If partially indemnified, how much fair insurance 
will Halidurton buy?

machine, which lowers her utility. If the operation 
is successful, her utility will return to its level before 
the onset of her kidney disease. However, she has 
a 5% probability of dying if she has the operation. 
(If it will help, make up utility numbers to illustrate 
your answer.)

 4.4 Robert Green repeatedly and painstakingly applied 
herbicides to kill weeds that would harm his beet 
crops in 2007. However, in 2008, he planted beets 
genetically engineered to withstand Monsanto’s 
Roundup herbicide. Roundup destroys weeds but 
leaves the crop unharmed, thereby saving a farmer 
thousands of dollars in tractor fuel and labor 
(Andrew Pollack, “Round 2 for Biotech Beets,” 
New York Times, November 27, 2007). However, 
this policy is risky. In the past when beet breed-
ers announced they were going to use Roundup- 
resistant seeds, sugar-using food companies like 
Hershey and Mars objected, fearing consumer resis-
tance. Now, though, sensing that consumer concerns 
have subsided, many processors have cleared their 
growers to plant the Roundup-resistant beets. A Kel-
logg spokeswoman said her company was willing 
to use such beets, but Hershey and Mars declined 
to comment. Thus, a farmer like Mr. Green faces 
risks by switching to Roundup Ready beets. Use a 
decision tree to illustrate the analysis that a farmer 
in this situation needs to do.

 4.5 In Solved Problem 16.6, advertising increases the 
probability of high demand to 80%. What is the 
minimum probability of high demand resulting from 
advertising such that Gautam decides to invest and 
advertise? M

 4.6 Because a state’s governor can substantially influence 
new laws, uncertainty about the outcome of a guber-
natorial election may affect whether firms make new 
investments. Shelton and Falk (2018) estimate that 
in a state with average partisan polarization, dou-
bling the electoral uncertainty causes a 2.7% drop 
in manufacturing firms’ investments. Explain a pos-
sible reason for this result. Does your explanation 
require that the firms’ managers are risk averse?

 4.7 A risk-neutral firm believes that the probability of 
a harmful cyberattack (see Application “Risk of a 
Cyberattack”) is 25%. It expects to make a profit 
of $200 million if no attack occurs and $120 mil-
lion if it is attacked. The firm can spend $5 million 
to increase its electronic defenses, which reduces the 
probability of a successful cyberattack to 10%. Use a 
decision tree similar to Figure 16.4 to assess whether 
the firm should make this investment.

 4.8 R&D investments are a major source of business 
uncertainty. Do all risk-averse managers fail to 
invest in R&D? Why or why not?
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17Property Rights, 
Externalities, Rivalry, 
and Exclusion

I shot an arrow in the air and it stuck.

Trade and Pollution

An estimated 3.3 million people a year die from air pollution (Lelieveld et al., 2015). 
Does free trade cause much of this pollution? That’s what protestors in many coun-

tries allege. For years, these protesters have disrupted meet-
ings of the World Trade Organization (WTO), which promotes 
free trade among its 161 member countries. The WTO forbids 
member countries from passing laws that unreasonably block 
trade, including environmental policies. The environmental 
protesters argue that when rich countries with relatively strong 
pollution laws import from poor countries without controls, 
world pollution rises. Even a country that cares only about its 
own welfare wants to know the answer to the question: Does 
exporting benefit a country if it does not regulate its domestic 
pollution?

CHALLENGE

In this chapter, we show that a market failure is likely if no one has a property right: 
ownership that confers exclusive control of a good. By owning this book, you have 
a property right to read it and to stop others from reading or taking it. But, many 
goods have incomplete or unclear property rights.

Unclearly defined property rights may cause externalities, which occur when someone’s 
consumption or production activities help or harm someone else outside of a market. An 
externality occurs when a manufacturing plant spews pollution, harming neighboring 
firms and individuals. When people lack a property right to clean air, factories, drivers, 
and others pollute the air rather than incur the cost of reducing their pollution.

Indeed, if no one holds a property right for a good or a bad (like pollution), it is 
unlikely to have a price. If you had a property right to be free from noise pollution, 
you could use the courts to stop your neighbor from playing loud music. Or, you 
could sell your right, permitting your neighbor to play the music. If you did not have 
this property right, no one would be willing to pay you a positive price for it.

Some of the most important bad externalities arise as a by-product of production 
(such as water pollution from manufacturing) and consumption (such as congestion 
or air pollution from driving). A competitive market produces more pollution than a 
market that is optimally regulated by the government, but a monopoly may not create 
as much of a pollution problem as a competitive market. Clearly defined property 
rights may reduce externality problems.

Market failures due to externalities also occur if a good lacks exclusion. A good 
has exclusion if its owner has clearly defined property rights and can prevent others 
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from consuming it. You have a legal right to stop anyone from eating your apple. 
However, a country’s national defense cannot protect some citizens without protect-
ing all citizens, so it does not have exclusion.

Market failures may also occur if a good lacks rivalry, where only one person can 
consume it, such as an apple. National defense lacks rivalry because my consumption 
does not prevent you from consuming it.

We look at three types of markets that lack exclusion or rivalry or both. An open-
access common property is an unregulated resource, such as an ocean fishery, where 
exclusion of potential users is impossible. A club good, such as a swimming pool, is 
a good or service that allows for exclusion but is nonrival: One person’s consumption 
does not use up the good, and others can also consume it (at least until capacity is 
reached). A public good, such as national defense, is both nonexclusive and nonrival. 
Goods that lack exclusion or rivalry may not have a market or the market undersup-
plies or oversupplies these goods.

When such market failures arise, government intervention may raise welfare. A 
government may regulate an externality such as pollution directly, or indirectly con-
trol an externality through taxation or laws that make polluters liable for the damage 
they cause. Similarly, a government may provide a public good.

1. Externalities. By-products of consumption and production may benefit or harm others.

2. The Inefficiency of Competition with Externalities. A competitive market produces too 
much of a harmful externality.

3. Regulating Externalities. Taxation or regulation can prevent overproduction of pollution 
and other externalities.

4. Market Structure and Externalities. With a harmful externality, a noncompetitive 
market equilibrium may be closer to the socially optimal level than that of a competitive 
equilibrium.

5. Allocating Property Rights to Reduce Externalities. Clearly assigning property rights 
allows exchanges that reduce or eliminate externality problems.

6. Rivalry and Exclusion. If goods lack rivalry or exclusion, competitive markets suffer from 
a market failure.

In this chapter, we 
examine six main 
topics

 17.1 Externalities
Tragedy is when I cut my finger. Comedy is when you walk into an open sewer 
and die. —Mel Brooks

An externality occurs when the action of consumers or firms directly affects another 
person’s well-being or a firm’s production capability rather than indirectly through 
changes in prices. A firm whose production process generates fumes that harm its 
neighbors is creating an externality for which no market exists. In contrast, the firm 
is not causing an externality when it harms a rival by selling extra output that lowers 
the market price.

Externalities may either help or harm others. A negative externality harms oth-
ers. For example, a chemical plant spoils a lake’s beauty when it dumps its waste 
products into the water and in so doing harms a firm that rents boats for use on that 
waterway. In Sydney, government officials played loud Barry Manilow music to 
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drive away late-night revelers from a suburban park—and in the process drove local 
residents out of their minds.

A positive externality benefits others.1 By installing attractive shrubs and sculp-
tures around its store, a firm provides a positive externality to its neighbors.

A single action may confer positive externalities on some people and negative 
externalities on others. For example, some people think that their wind chimes are 
pleasing to their neighbors, but anyone with an ounce of sense would realize that 
those chimes are annoying! Similarly, according to one report, the efforts to clean 
the air in Los Angeles, while enabling people to breathe more easily, caused radiation 
levels to increase much faster than if the air had remained dirty.

1See the Application “Positive Externality: The Superstar Effect” in MyLab Economics, Chapter 17.

A firm may be able to capture a positive externality that it would otherwise create 
for another company. Walt Disney made relatively few mistakes. But one that he 
greatly regretted concerned the positive externalities from his widely successful 
theme park, Disneyland.

When he built Disneyland in Anaheim, California, in the early 1950s, this little 
town was surrounded by acres of orange groves. Disney purchased 160 acres of 
orange groves and built his Magic Kingdom. Eventually, it grew to 300 acres.

Soon after the park opened, it was surrounded by hotels, gift shops, restaurants, 
and other businesses that benefited from the crowds that Disneyland attracted. 
Not only was Disney losing that business, but he also worried that the tackiness 
of the surrounding businesses could harm his theme park.

He vowed that he’d never make that mistake again. Early in the 1960s, he set 
up dozens of dummy corporations (with names like “M. T. Lott”) to buy land 
southwest of Orlando. The Walt Disney Company acquired 30,000 acres or 47 
square miles of land, which is the size of San Francisco, California, and twice as 
big as Manhattan. Eventually, the company built four theme parks including Walt 
Disney World, but they occupied only 7,100 acres.

Because Disney owns all the surrounding land, a visitor to Walt Disney World 
who wants to stay at a hotel, eat at a restaurant, or buy a souvenir now deals 
directly with Disney, and no one else. That is, Disney captured the potential exter-
nality for itself.

APPLICATION

Disney’s Positive 
Externality

 17.2 The Inefficiency of Competition 
with Externalities
Competitive firms and consumers do not have to pay for the harms of their negative 
externalities, so they create excessive amounts. Similarly, because producers are not 
compensated for the benefits of a positive externality, too little of these externalities 
is produced.

To illustrate why externalities lead to nonoptimal production, we examine a com-
petitive market in which paper mills produce paper and by-products of the produc-
tion process—such as air and water pollution—that harm people who live nearby. 
We’ll call the pollution gunk. Each ton of paper produced increases the amount of 
gunk by one unit. The only way to decrease the volume of gunk is to reduce the 
amount of paper manufactured. No less-polluting technologies are available, and it 
is not possible to locate plants where the gunk bothers no one.



61317.2 The Inefficiency of Competition with Externalities

Paper firms do not have to pay for the harm from the pollution they cause. As a result, 
each firm’s private cost—the cost of production only, not including externalities—includes 
its direct costs of labor, energy, and wood pulp but not the indirect costs of the harm 
from gunk. The true social cost is the private cost plus the cost of the harms from 
externalities.

Supply-and-Demand Analysis
The paper industry is the major industrial source of water pollution. We use a supply-
and-demand diagram for the paper market in Figure 17.1 to illustrate that a competi-
tive market produces excessive pollution because each firm’s private cost is less than 
the social cost. In the competitive equilibrium, a firm considers only its private costs 
when making decisions and ignores the harms of the pollution externality it inflicts on 

Figure 17.1 Welfare Effects of Pollution in a Competitive Market

The competitive equilibrium, ec, is determined by the inter   -
section of the demand curve and the competitive supply or 
private marginal cost curve, MCp, which ignores the cost of 
pollution. The social optimum, es, is at the intersection of the 

demand curve and the social marginal cost curve, MCs =
MCp + MCg, where MCg is the marginal cost of the pollution 
(gunk). Private producer surplus is based on the MCp curve, 
and social producer surplus is based on the MCs curve.
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others. The market supply curve is the aggregate private marginal cost curve, MCp, 
which is the horizontal sum of the private marginal cost curves above their minimum 
average variable cost of each of the paper manufacturing plants.

The intersection of the market demand curve and the market supply curve for 
paper determines the competitive equilibrium, ec. The inverse market demand func-
tion in the figure is p = 450 - 2Q. The inverse market supply function—the sum 
of the private marginal cost curves of the individual firms—is MCp = 30 + 2Q. 
Equating these functions and solving (or looking at the figure), we find that the 
competitive equilibrium quantity is Qc = 105 tons per day, and the competitive 
equilibrium price is pc = $240 per ton.

The firms’ private producer surplus is the producer surplus of the paper mills 
based on their private marginal cost curve: the area F + G + H, which is below 
the market price and above MCp up to the competitive equilibrium quantity, 105. 
The competitive equilibrium maximizes the sum of consumer surplus and private 
producer surplus (Chapter 9). Without an externality, the sum of consumer surplus 
and private producer surplus would equal welfare, so competition would maximize 
welfare.

Because of the pollution externality, however, the competitive equilibrium does 
not maximize welfare. Competitive firms produce too much gunk because they do 
not have to pay for the harm it causes. This market failure (Chapter 9) results from 
competitive forces that equalize the price and private marginal cost rather than social 
marginal cost, which includes both the private costs of production and the external-
ity damage.

For a given amount of paper production, the full 
cost of one more ton of paper to society, the social 
marginal cost (MCs), is the cost to the paper firms 
of manufacturing one more ton of paper plus the 
additional externality damage to people in the com-
munity from producing this last ton of paper. Thus, 
the height of the social marginal cost curve, MCs, 
at any given quantity equals the vertical sum of 
the height of the private marginal cost curve, MCp, 
plus the height of the marginal externality dam-
ages curve, MCg = Q at that quantity: MCs(Q) =
MC p(Q) + MCg(Q) = (30 + 2Q) + Q = 30 + 3Q.

The social marginal cost curve intersects the demand 
curve at the socially optimal quantity, Qs = 84, and 
price ps = 282. At smaller quantities, the price—the 
value consumers place on the last unit of the good 
sold—is higher than the social marginal cost. That is, 
the gain to consumers of paper exceeds the full cost of 
producing an extra unit of output, which includes the 
cost of an extra unit of gunk. At larger quantities, the 

price is below the social marginal cost, so the gain to consumers is less than the cost 
of producing an extra unit.

Welfare is the sum of consumer surplus and social producer surplus. The social 
producer surplus is the area below the price and above the social marginal cost curve 
(rather than the private marginal cost curve) up to the quantity produced. Equat-
ing the price and social marginal cost maximizes welfare. At the social optimum, es, 
welfare equals A + B + F: the area between the demand curve and the MCs curve 
up to the optimal quantity, 84 tons of paper.

Welfare at the competitive equilibrium, ec, is lower: A + B + F - E, the area 
between the demand curve and the MCs curve up to 105 tons of paper. The area 

Good news. Production’s up 13%!
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between these curves from 84 to 105, E, is a deadweight loss because the social cost 
exceeds the value that consumers place on the last 21 tons of paper. A deadweight 
loss results because the competitive market equates price with private marginal cost 
instead of with social marginal cost.

Welfare is higher at the social optimum than at the competitive equilibrium 
because the gain from reducing pollution from the competitive to the socially opti-
mal level more than offsets the loss to consumers and paper producers. The cost of 
the pollution to people who live near the factories is the area under the MCg curve 
between zero and the quantity produced. By construction, this area is the same as 
the area between the MCp and the MCs curves. The total damage from the gunk is 
C + D + E + G + H at the competitive equilibrium and only C + G at the social 
optimum. Consequently, the extra pollution damage from producing the competitive 
output rather than the socially optimal quantity is D + E + H.

Paper buyers lose if the market produces at the social optimal level rather than 
at the competitive output level. Their price per ton of paper increases from $240 to 
$282. Their consumer surplus falls to A from A + B + C + D. The corresponding 
change in private producer surplus is B + C - H, which is positive in this figure.

The figure illustrates two main results with respect to negative externalities. First, a 
competitive market produces excessive negative externalities. Because the price of the 
pollution to the firms is zero, which is less than the marginal cost that the last unit of 
pollution imposes on society, an unregulated competitive market produces more pol-
lution than is socially optimal. Second, the optimal amount of pollution is greater than 
zero. Even though pollution is harmful and we’d like to have none of it, we cannot wipe 
it out without eliminating virtually all production and consumption. Making paper, 
dishwashers, and televisions creates air and water pollution. Agricultural fertilizers 
pollute the water supply, and people pollute the air by driving by your home.

Cost-Benefit Analysis
We’ve used a supply-and-demand analysis to show that a competitive market produces 
excessive pollution because the price of output equals the marginal private cost rather 
than the marginal social cost. By using a cost-benefit analysis, we obtain another inter-
pretation of the pollution problem in terms of the marginal cost and benefit of pollution.

Let H = G - G be the amount that gunk, G, is reduced from the competitive 
level, G. Let B(H) be the benefit to society of reducing the units of gunk produced 
by H, and C(H) be the associated social cost due to the forgone consumption of the 
good so as to reduce gunk. Society wants to maximize welfare, which is defined as 
the benefit net of the cost: W = B(H) - C(H). To find the optimal amount of gunk 
to remove to maximize this measure of welfare, we set the derivative of welfare with 
respect to H equal to zero:

dW(H)
dH

=
dB(H)

dH
-

dC(H)
dH

= 0.

Thus, welfare is maximized when marginal benefit, dB(H)/dH, equals marginal cost, 
dC(H)/dH.

In the cost-benefit diagram, panel a of Figure 17.2 (which corresponds to  Figure 17.1), 
the quantity on the horizontal axis starts at the competitive level, 105 tons, and 
decreases to the right. That is, H is zero at the origin of the axis and increases as G 
diminishes. Thus, a movement to the right indicates a reduction in paper and gunk.

The benefit of reducing output is the reduced damage from gunk. At any given quan-
tity, the height of the benefit curve in panel a is the difference between the pollution 
harm at that quantity and the harm at the competitive quantity. The cost of reducing 
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Figure 17.2 Cost-Benefit Analysis of Pollution

(a) The benefit curve reflects the reduction in harm from 
pollution as the amount of gunk falls from the competitive 
level. The cost of reducing the amount of gunk is the fall 
in output, which reduces consumer surplus and private 
producer surplus. Welfare is maximized at 84 tons of paper 

and 84 units of gunk, the quantities at which the difference 
between the benefit and cost curves, the net benefit, is 
greatest. (b) The net benefit is maximized where the marginal 
benefit, MB, which is the slope of the benefit curve, equals 
the marginal cost, MC, the slope of the cost curve.
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output is the fall in consumer surplus plus private producer surplus. The height of the 
cost curve at a given quantity is the sum of consumer surplus and private producer 
surplus at that quantity minus the corresponding value at the competitive quantity.

If society reduced output to 63 tons, the quantity at which the total benefit equals 
the total cost, society would be no better off than it is in the competitive equilibrium. 
To maximize welfare, we want to set output at 84 tons, the quantity at which the 



61717.3 Regulating Externalities

gap between the total benefit and total cost is greatest. At that quantity, the slope 
of the benefit curve, the marginal benefit, MB, equals the slope of the cost curve, 
the marginal cost, MC, as panel b of the figure shows.2 Thus, reducing output and 
 pollution until the marginal benefit from less pollution equals the marginal cost of 
less output maximizes welfare.

2The marginal cost curve, MC, in Figure 17.2 reflects the social cost of removing the last unit of paper, 
whereas the social marginal cost curve, MCs, in Figure 17.1 captures the extra cost to society from 
providing the last unit of paper, which includes the cost from one more unit of gunk.

Spam—unsolicited bulk e-mail messages—inflicts a major negative externality 
on businesses and individuals around the world by forcing people to waste time 
removing it, by inducing people to reveal private information unintentionally, and 
by infecting computers with malicious software. Spammers take advantage of the 
open-access nature of e-mail. A spammer targets people who might be interested 
in the information provided in the spam message. This target group is relatively 
small compared to the vast majority of recipients who do not want the message 
and who incur the costs of reading and removing it. (Moreover, many spam mes-
sages are scams.) In 2018, 14.5 billion spam messages were sent daily, constituting 
45% of global e-mail traffic.

The worldwide cost of spam is enormous. Firms incur large costs to delete spam 
by installing spam filters and using employees’ labor. A study at a German univer-
sity found that the working time losses caused by spam were approximately 1,200 
minutes or 2.5 days per employee per year (Caliendo et al., 2012). The Radicati 
research group estimated that the annual cost to business of spam grew almost 
13-fold from $20.5 billion in 2012 to $257 billion in 2018. Various estimates of 
the cost range from $20 billion to $50 billion per year. Yahoo! researchers Rao and 
Reiley (2012) concluded that society loses $100 for every $1 of profit to a spam-
mer, a rate that is “at least 100 times higher than that of automobile pollution.”

APPLICATION

Spam: A Negative 
Externality

 17.3 Regulating Externalities
Because competitive markets produce excessive negative externalities, government 
intervention may increase welfare. In 1952, London suffered from a thick “pea souper” 
fog—pollution so dense that people had trouble finding their way home—that killed an 
estimated 4,000 to 12,000 people. Those dark days prompted the British government to 
pass the first Clean Air Act in 1956. The United States passed a Clean Air Act in 1970.

Now virtually the entire world is concerned about pollution. Burning fossil fuels is 
the primary source of additional carbon dioxide (CO2), which is a major contributor 
to global warming and causes additional damage, such as to marine life. China and 
the United States are by far the largest producers of CO2 from industrial production, 
as Table 17.1 shows. China produces 28% of the world’s CO2, the United States 
spews out 16%, India is responsible for 6%, and Russia emits nearly 5%. Thus, these 
four countries are responsible for 55% of the world’s CO2.

Emissions grew very rapidly from 2006 to 2016 in India and China, but decreased 
in relatively rich countries. The amount of CO2 per person is extremely high in the 
United States, Canada, and Russia.

Developing countries spend little on controlling pollution, and many developed coun-
tries’ public expenditures on pollution regulation have fallen in recent years. In response, 
various protests have erupted. China and India now face regular pollution protests.
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Politicians around the world disagree about how and whether to control pollu-
tion. In 2012 at the United Nations (U.N.) Rio + 20 meeting, 120 heads of state 
and 50,000 environmentalists, social activists, and business leaders met to encourage 
sustainable, green growth in poor countries. They argued and accomplished little. 
The one bright spot is the 2015 Paris Agreement. Each U.N. member country that 
signed agreed to implement national goals to restrict greenhouse emissions. By the 
end of 2016, almost the entire U.N. membership had ratified the agreement, including 
the United States. Russia and Iran were the notable hold-outs. However, President 
Donald Trump gave formal notice in 2017 that the United States would withdraw 
from the agreement at the first legal opportunity in 2020.

However, suppose that a government wants to regulate pollution and it has full 
knowledge about the marginal damage from pollution, the demand curve, the costs, 
and the production technology. The government could optimally control pollution 
directly by restricting the amount of pollution that firms produce or by taxing the 
pollution they create. A limit on the amount of air or water pollution that may be 
released is a pollution standard. A tax on air pollution is an emissions fee, and a tax 
on discharges into the air or waterways is an effluent charge.

Frequently, however, a government controls pollution indirectly, through quantity 
restrictions or taxes on outputs or inputs. Whether the government restricts or taxes 
outputs or inputs may depend on the nature of the production process. It is generally 
better to regulate pollution directly than to regulate output, because direct regulation 
of pollution encourages firms to adopt efficient, new technologies to control pollution 
(a possibility we ignore in our paper example).

Regulation can effectively reduce pollution. Shapiro and Walker (2015) observe that 
emissions of the most common air pollutants from U.S. manufacturing fell by 60% 
between 1990 and 2008 even though U.S. manufacturing output increased substantially. 
They estimated that at least 75% of the reduction was due to environmental regulation.

Emissions Standard
We can use the paper mill example in Figure 17.1 to illustrate how a government may 
use an emissions standard to reduce pollution. Here, the government can achieve the 
social optimum by forcing the paper mills to produce no more than 84 units of paper 

Table 17.1 Industrial CO2 Emissions Production, 2016

CO2, Million  
Metric Tons

Global share  
of CO2 (%)

Change 2006  
to 2016 (%)

CO2 Tons  
per Capita

China 10,151 28.2 56 6.6

United States 5,312 16.0 -12 15.5

India 2,431 6.2 87 1.6

Russian Federation 1,635 4.5 -1 10.2

Japan 1,209 3.7 -6 9.0

Germany 802 2.2 -9 8.9

Canada 563 1.7 -1 15.3

United Kingdom 389 1.1 -31 6.0

France 343 1.0 -17 4.4

Source: www.statista.com/statistics/270499/co2-emissions-in-selected-countries/, www.statista.com/ 
statistics/270508/co2-emissions-per-capita-by-country/, www.statista.com/statistics/271748/the- 
largest-emitters-of-co2-in-the-world/ (viewed on September 4, 2018).

www.statista.com/statistics/270499/co2-emissions-in-selected-countries/
www.statista.com/statistics/270508/co2-emissions-per-capita-by-country/
www.statista.com/statistics/271748/thelargest-emitters-of-co2-in-the-world/
www.statista.com/statistics/270508/co2-emissions-per-capita-by-country/
www.statista.com/statistics/271748/thelargest-emitters-of-co2-in-the-world/
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per day. (Because, in this example, output and pollution move in lockstep, regulating 
either reduces pollution in the same way.)

Unfortunately, the government usually does not know enough to regulate opti-
mally. To set quantity restrictions on output optimally, the government must know 
how the marginal social cost curve, the demand for paper curve, and pollution vary 
with output. The ease with which the government can monitor output and pollution 
may determine whether it sets an output restriction or a pollution standard.

Even if the government knows enough to set the optimal regulation, it must enforce 
this regulation to achieve the desired outcome. The U.S. Environmental Protection 
Agency (EPA) periodically tightens its ozone standard, which is currently 0.075 parts 
per million. In 2018, 50 areas were marginally out of compliance with this rule, seven 
moderately, two seriously, two severely, and two extremely (the Los Angeles–South 
Coast Air Basin and the San Joaquin Valley, California).3

Emissions Fee and Effluent Charge
The government may impose costs on polluters by taxing their output or the amount of 
pollution produced. (Similarly, a law could make a polluter legally liable for damages.) 
In our paper mill example, taxing output works as well as taxing the pollution directly 
because the relationship between output and pollution is fixed. However, if firms can 
vary the output-pollution relationship by varying inputs or adding pollution-control 
devices, then the government should tax pollution rather than output.

In our paper mill example, if the government knows the marginal cost of the gunk, 
MCg, it can set the output tax equal to this marginal cost curve, t(Q) = MCg, so that 
the tax varies with output, Q. Figure 17.3 illustrates the manufacturers’ after-tax 
marginal cost, MCs = MCp + t(Q).

3See www.epa.gov/sites/production/files/2018-04/documents/placeholder_0.pdf (viewed on August 
6, 2018) and www.epa.gov/green-book for details on noncompliance with EPA standards, and 
 scorecard.goodguide.com/ to learn about environmental risks in your area.

Figure 17.3 Taxes to Control Pollution

Placing a tax on firms equal to the harm 
from the gunk, t(Q) = MCg, causes them 
to internalize the externality, so their 
private marginal cost is the same as the 
social marginal cost, MCs. As a result, 
the competitive after-tax equilibrium 
is the same as the social optimum, es. 
Alternatively, applying a specific tax of 
t = $84 per ton of paper, which is the 
marginal harm from the gunk at Qs = 84, 
also results in the social optimum.
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The output tax causes a manufacturer to internalize the externality: to bear the 
cost of the harm that it inflicts on others. The after-tax private marginal cost or 
supply curve is the same as the social marginal cost curve. As a result, the after-tax 
competitive equilibrium is the social optimum.

Usually, the government sets a specific tax rather than a tax that varies with the 
amount of pollution, as MCg does. As Solved Problem 17.1 shows, applying an 
appropriate specific tax results in the socially optimal level of production.

Presumably because they expect carbon emissions will soon carry a price, in 2017, 
almost 1,400 companies, such as Microsoft and Shell, reported that they put an 
internal price on carbon for planning purposes.4

4www.cdp.net/en/campaigns/commit-to-action/price-on-carbon and www.c2es.org/2017/09/ 
companies-set-their-own-price-on-carbon/ (viewed on September 2, 2018).

For the market with pollution in Figure 17.1, what constant, specific tax, t, on 
output could the government set to maximize welfare?

Answer

Set the specific tax equal to the marginal harm of pollution at the socially optimal 
quantity. At the socially optimal quantity, Qs = 84, the marginal harm from the 
gunk is $84, as Figure 17.3 shows. If the specific tax is t = $84, the after-tax 
private marginal cost (the after-tax competitive supply curve), MCp + t, equals 
the social marginal cost at the socially optimal quantity. Consequently, the after-
tax competitive supply curve intersects the demand curve at the socially optimal 
quantity. By paying this specific tax, the firms internalize the cost of the externality 
at the social optimum. All that is required for optimal production is that the tax 
equals the marginal cost of pollution at the optimum quantity; the tax need not 
equal the marginal cost of pollution at other quantities.

SOLVED PROBLEM 
17.1

Driving causes many externalities including pollution, congestion, and accidents. 
Taking account of pollution from producing fuel and driving, Hill et al. (2009) 
estimated that burning one gallon of gasoline (including all downstream effects) 
causes a carbon dioxide–related climate change cost of 37¢ and a health-related 
cost of conventional pollutants associated with fine particulate matter of 34¢.

A driver imposes delays on other drivers during congested periods. Parry, Walls, 
and Harrington (2007) estimated that this cost is $1.05 per gallon of gas on aver-
age across the United States.

Edlin and Karaca-Mandic (2006) measured the accident externality from addi-
tional cars by the increase in the cost of insurance. These externalities are big in 
states with a high concentration of traffic but not in states with low densities. In 
California, with lots of cars per mile, an extra driver raises the total statewide 
insurance costs of other drivers by between $1,725 and $3,239 per year, and a 
1% increase in driving raises insurance costs 3.3% to 5.4%. While the state could 
build more roads to lower traffic density and hence accidents, it’s cheaper to tax 
the externality.

Vehicles are inefficiently heavy because owners of heavier cars ignore the 
greater risk of death that they impose on other drivers and pedestrians in accidents 

APPLICATION

Why Tax Drivers

MyLab Economics
Solved Problem

www.cdp.net/en/campaigns/commit-to-action/price-on-carbon
www.c2es.org/2017/09/companies-set-their-own-price-on-carbon/
www.c2es.org/2017/09/companies-set-their-own-price-on-carbon/
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Benefits Versus Costs from Controlling Pollution
The Clean Air Act of 1970 and the Clean Air Act Amendments of 1990 cleansed U.S. 
air. Between 1980 and 2017, the national average of sulfur dioxide (SO2) plummeted 
90%, carbon monoxide (CO) fell 84%, lead dove 99%, nitrogen dioxide (NO2) 
tumbled 60%, and ozone dropped 32%.5

The EPA believes that the Clean Air Act saves over 160,000 lives a year; avoids 
more than 100,000 hospital visits; prevents millions of cases of respiratory problems; 
and saves 13 million lost workdays. The EPA (2011) estimated the costs of complying 
with the Clean Air Act in 2010 were $53 billion, but the benefits were $1.3 trillion. 
Thus, benefits outweighed costs by nearly 25 to 1.

Taxes Versus Standards Under Uncertainty
To control pollution, the United States is more likely to use standards and the European 
Union is more likely to use taxes. Is it better to tax pollution or to set standards? With 
full information, a government can induce a firm to produce efficiently by setting either 
a tax or a standard optimally. However, if the government is uncertain about the cost 
of pollution abatement, which approach is better depends on the shape of the marginal 
benefit and marginal cost curves for abating pollution (Weitzman, 1974).

Figure 17.4 shows the government’s knowledge about the shape and location of 
the marginal benefit (MB) curve of reducing gunk, a pollutant, and the marginal cost 
(MC) of abating it. We assume that the government knows the MB curve, which the 
figure shows, but is uncertain about the MC curve. The government believes that it 
is equally likely that the true marginal cost of abatement curve is MC1 or MC2.

To start our analysis, we ask how the government would regulate if it were cer-
tain that the MC curve equaled the expected marginal cost of abatement curve in 

5According to www3.epa.gov/airtrends/ (viewed on November 25, 2018).

(Anderson and Auffhammer, 2014). Raising the weight of a vehicle that hits you 
by 1,000 pounds increases your chance of dying by 47%. The higher externality 
risk due to the greater weight of vehicles since 1989 is 26¢ per gallon of gasoline, 
and the total fatality externality roughly equals a gas tax of between 97¢ and 
$2.17 per gallon. Taking account of both carbon dioxide emissions and accidents, 
Sheehan-Connor (2015) estimates that the optimal flat tax is $1.14 per gallon.

Traditionally, governments have relied mainly on gasoline taxes to address driv-
ing externalities and to pay for roads. Vehicle taxes and carbon taxes have also 
been used. However, such taxes have been much lower than the marginal cost of 
the externalities and have not been adequately sensitive to vehicle weight or the 
time of day when the vehicle is driven. In California, a tax equal to the marginal 
externality cost of accidents would raise $66 billion annually—more than the  
$57 billion raised by all existing state taxes—and over $220 billion nationally.

Gasoline taxes target consumption of gasoline, but gasoline use is not the only 
problem. Even electric vehicles contribute to congestion and accidents but do not 
pay a gasoline tax. Some governments have adopted a vehicle miles traveled tax 
(VMT) to either supplement or replace gasoline taxes. Such a tax can be linked to 
vehicle weight or time of day. As of 2018, Germany, Austria, Slovakia, the Czech 
Republic, Poland, Hungary, and Switzerland had some form of a VMT. The state 
of Oregon has a voluntary VMT system in place, and several other U.S. states are 
considering a similar approach.

www3.epa.gov/airtrends/
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the figure, to set an emissions standard, s, on emissions (gunk) or an emissions fee, 
f, per unit. The government would set an emissions standard at s = 100 units or an 
emissions fee at f = $70 per unit, both of which are determined by the intersection 
of the MB and the expected MC curves.

Although either regulation would be optimal in a world of certainty, these regu-
lations are not optimal if the actual marginal cost curve is higher or lower than 
the expected curve. For example, if the true marginal cost of abatement curve is 
MC1, which is higher than the expected marginal cost curve, the optimal standard is 
s1 = 70 and the optimal fee is f1 = $85. Thus, if the government uses the expected 
MC curve, it sets the emissions standard too high and the fee too low. In this example, 
the deadweight loss from too high an emissions standard, DWL1

s , is greater than the 
deadweight loss from too low a fee, DWL1

f , as the figure illustrates.
If the true marginal cost is less than expected, MC2, the government has set the 

standard too low and the fee too high. Again, the deadweight loss from the wrong 
standard, DWL2

s  is greater than that from the wrong fee, DWL2
f . Consequently, in 

this figure, if the government is uncertain about the marginal cost curve, it should 
use the fee.

However, if we redraw the figure with a much steeper marginal benefit curve, 
the deadweight loss from the fee will be greater than that from the standard. Thus, 
whether it is optimal to use fees or standards depends on the government’s degree of 
uncertainty and the shape of the marginal benefit and marginal cost curves.

Figure 17.4 Fees Versus Standards Under Uncertainty

The government knows the marginal benefit curve but 
is uncertain about the marginal cost curve from abating 
gunk. If the government uses the expected marginal 
cost curve to set a fee of $70 or a standard of 100, the 

deadweight loss from the fee will be smaller than the 
deadweight loss from the standard regardless of whether 
the actual marginal cost curve is MC1 or MC2.
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 17.4 Market Structure and Externalities
Two of the main results concerning competitive markets and negative externalities—
too much pollution is produced and a tax equal to the marginal social cost of the 
externality solves the problem—do not hold for other market structures. Although a 
competitive market always produces too many negative externalities, a noncompeti-
tive market may produce more or less than the optimal level of output and pollution. 
If a tax is set so that firms internalize the externalities, a competitive market produces 
the social optimum, whereas a noncompetitive market does not.

Monopoly and Externalities
We use the paper mill example to illustrate these results. In Figure 17.5, the monop-
oly equilibrium, em, is determined by the intersection of the marginal revenue, MR, 
and private marginal cost, MCp, curves. Like the competitive firms, the monopoly 
ignores the harm its pollution causes, so it considers just its direct, private costs in 
making decisions.

Figure 17.5 Monopoly, Competition, and Social Optimum with Pollution

At the competitive equilibrium, ec, more is produced than 
at the social optimum, es. As a result, the deadweight loss 
in the competitive market is D. The monopoly equilibrium, 
em, quantity, 70, is determined by the intersection of the 
marginal revenue and the private marginal cost, MCp, 

curves. The social welfare (based on the marginal social 
cost, MCs, curve) under monopoly is A + B. Here, the 
deadweight loss of monopoly, C, is less than the deadweight 
loss under competition, D.
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Output is only 70 tons in the monopoly equilibrium, em, which is less than the 
84 tons at the social optimum, es.

6 Thus, this figure illustrates that the monopoly 
outcome may be less than the social optimum even with an externality.

Although the competitive market with an externality always produces more output 
than the social optimum, a monopoly may produce more than, the same as, or less 
than the social optimum. The reason that a monopoly may produce too little or too 
much is that it faces two offsetting effects. The monopoly tends to produce too little 
output because it sets its price above its marginal cost. However, the monopoly tends 
to produce too much output because its decisions depend on its private marginal cost 
instead of the social marginal cost.

Which effect dominates depends on the elasticity of demand for the output and 
on the extent of the marginal damage the pollution causes. If the demand curve is 
very elastic, the monopoly markup is small. As a result, the monopoly equilibrium 
is close to the competitive equilibrium, ec, and is greater than the social optimum, 
es. If extra pollution causes little additional harm—when MCg is close to zero at the 
equilibrium—the social marginal cost essentially equals the private marginal cost, 
and the monopoly produces less than the social optimum.

Monopoly Versus Competitive Welfare with Externalities
In the absence of externalities, welfare is greater under competition than under an 
unregulated monopoly (Chapter 11). However, with an externality, welfare may be 
greater with a monopoly than with competition.7

If both monopoly and competitive outputs are greater than the social optimum, 
welfare must be greater under monopoly because the competitive output is larger 
than the monopoly output. If the monopoly produces less than the social optimum, 
we must check which distortion is greater: the monopoly’s producing too little or the 
competitive market’s producing too much.

Welfare is lower at the monopoly equilibrium, area A + B, than at the social 
optimum, A + B + C, in Figure 17.5. The deadweight loss of monopoly, C, results 
from the monopoly’s producing less output than is socially optimal.

In this figure, the deadweight loss from monopoly, C, is less than the deadweight loss 
from competition, D, so welfare is greater under monopoly. The monopoly produces 
only slightly too little output, whereas competition produces excessive output—and 
hence far too much gunk.

7Alabama, Idaho, New Hampshire, North Carolina, Pennsylvania, Utah, Virginia, and Washington 
use state-owned or county-owned monopolies to sell liquor. By charging high prices, they may reduce 
the externalities created by alcohol consumption, such as drunk driving (though New Hampshire 
does not do that).

In Figure 17.5, what is the effect on output, price, and welfare of taxing the 
monopoly an amount equal to the marginal harm of the externality?

Answer

1. Show how the monopoly equilibrium shifts if the firm is taxed. A tax equal to the 
marginal cost of the pollution causes the monopoly to internalize the externality 

SOLVED PROBLEM 
17.2

6Given that the inverse demand function is p = 450 - 2Q, the monopoly’s revenue function is 
R = 450Q - 2Q2, so its marginal revenue function is MR = 450 - 4Q. If the monopoly is unregu-
lated, its equilibrium is found by equating its marginal revenue function and its private marginal cost 
function, MCp = 30 + 2Q, and solving: Qm = 70 and (using the inverse demand function) pm = 310.

MyLab Economics
Solved Problem
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Taxing Externalities in Noncompetitive Markets
Many people argue that the government should tax firms an amount equal to the 
marginal harm of pollution because such a tax achieves the social optimum in a com-
petitive market. That contention is true in a competitive market, but not necessarily 
in a noncompetitive market.

and to view the social marginal cost as its private cost. The intersection of the 
marginal revenue, MR, curve and the social marginal cost, MCs, curve determines 
the taxed-monopoly equilibrium, et. The tax causes the equilibrium quantity to 
fall from 70 to 60 and the equilibrium price to rise from $310 to $330.

2. Determine how this shift affects the deadweight loss of monopoly. The sum 
of consumer and producer surplus is only A after the tax, compared to A + B 
before the tax. Thus, welfare falls. Welfare at the social optimum, A + B + C, 
minus A is B + C, which is the deadweight loss from the taxed monopoly. 
The tax exacerbates the monopoly’s tendency to produce too little output. The 
deadweight loss increases from C to B + C. The monopoly produced too little 
before the tax; the taxed monopoly produces even less.

Unintended Consequence Taxing firms an amount equal to the marginal 
harm of pollution may lower welfare in a noncompetitive market.

Solved Problem 17.2 shows an example where such a tax lowers welfare when 
applied to a monopoly. The tax definitely lowers welfare if the untaxed monopoly 
produces less than the social optimum. If the untaxed monopoly was originally pro-
ducing more than the social optimum, a tax may cause welfare to increase.

If the government has enough information to determine the social optimum, it can 
force either a monopolized or a competitive market to produce the social optimum. 
If the social optimum is greater than the unregulated monopoly output, however, the 
government has to subsidize (rather than tax) the monopoly to get it to produce as 
much output as is desired.

In short, trying to solve a negative externality problem is more complex in a non-
competitive market than it is in a competitive market. To achieve a social optimum 
in a competitive market, the government only has to reduce the externality, possibly 
by decreasing output. In a noncompetitive market, the government must eliminate 
problems arising from both externalities and the exercise of market power. Thus, the 
government needs more information to regulate a noncompetitive market optimally 
and may require more tools, such as a subsidy. To the degree that the problems aris-
ing from market power and pollution are offsetting, however, the failure to regulate a 
noncompetitive market is less harmful than the failure to regulate a competitive market.

 17.5 Allocating Property Rights  
to Reduce Externalities
Instead of controlling externalities directly through emissions fees and emissions stan-
dards, the government may take an indirect approach by assigning a property right: 
an exclusive privilege to use an asset. If no one holds a property right for a good or 
a bad, the good or bad is unlikely to have a price. If you had a property right that 
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assured you of the right to be free from air pollution, you could go to court to stop 
a nearby factory from polluting the air. Or you could sell your right, permitting the 
factory to pollute. If you did not have this property right, no one would be willing 
to pay you a positive price for it. Because of this lack of a price, a polluter’s private 
marginal cost of production is less than the full social marginal cost.

Coase Theorem
Before Ronald Coase published his classic paper in 1960, economists, like other 
people, suffered from a

Common Confusion A polluter will necessarily pollute more if the government 
grants it the right to pollute than if the government grants the victim of pollution 
the right to be free from pollution.

According to the Coase Theorem (Coase, 1960), a polluter and its victim can achieve 
the optimal levels of pollution if property rights are clearly defined and they can 
bargain at low cost. Coase’s Theorem is not a practical solution to most pollution 
problems. Rather, it demonstrates that a lack of clearly defined property rights is the 
root of the externality problem.

To illustrate the Coase Theorem, we consider two adjacent firms, Alice’s Auto Body 
Shop and Theodore’s Tea House. The noise from the auto body shop hurts the tea 
house’s business, as Table 17.2 illustrates. As the auto body shop works on more cars 
per hour, its profit increases, but the resulting extra noise reduces the tea house’s profit. 
The last column shows the total profit of the two firms. Having the auto body shop 
work on one car at a time maximizes their joint profit: the socially optimal solution.

No Property Rights. Initially, no one has clearly defined property rights concerning 
noise. Alice won’t negotiate with Theodore. After all, why would she reduce her out-
put and the associated noise, if Theodore has no legal right to be free of noise? Why 
would Theodore pay Alice to reduce the noise if he harbors the hope that the courts 
will eventually declare that he has a right to be free from noise pollution? Thus, Alice’s 
shop works on two cars per hour, which maximizes her profit at 400. The resulting 
excessive pollution drives Theodore out of business, so their joint profit is 400.

Property Right to Be Free of Pollution. Now, suppose that the courts grant Theodore 
the right to silence. He can force Alice to shut down, so that he makes 400 and their joint 
profit is 400. However, if Alice works on one car, her gain is 300, while Theodore’s loss is 
200. They should be able to reach an agreement whereby she pays him between 200 and 
300 for the right to work on one car. As a result, they maximize their joint profit at 500.

Why doesn’t Alice buy the rights to work on two cars instead of one? Her gain 
of 100 from working on the second car is less than Theodore’s loss of 200, so they 
cannot reach a deal to let her work on the second car.

Table 17.2 Daily Profits Vary with Production and Noise

Auto Body Shop’s Output,  
Cars per Hour

Profits, $

Auto Body Shop Tea House Total

0  0 400 400

1 300 200 500

2 400  0 400
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Property Right to Pollute. Alternatively, suppose the court says that Alice has the 
right to make as much noise as she wants. Unless Theodore pays her to reduce the 
noise, he has to shut down. The gain to Theodore of 200 from Alice working on 
one rather than two cars is greater than the 100 loss to Alice. They should be able to 
reach a deal in which Theodore pays Alice between 100 and 200, she works on only 
one car, and they maximize their joint profit at 500.

Summary. This example illustrates the three key results of the Coase Theorem:

1. Without clearly assigned property rights, one firm pollutes excessively and joint 
profit is not maximized.

2. Clearly assigning property rights results in the social optimum, maximizing 
joint profit, regardless of who gets the rights.

3. However, who gets the property rights affects how they split the joint profit. 
Because the property rights are valuable, the party without property rights pays 
the party with the property rights.

Problems with the Coase Approach. To achieve the socially optimal outcome, the 
two sides must bargain successfully with each other. However, the parties may not be 
able to bargain successfully for at least three important reasons.

First, if transaction costs are very high, it might not pay for the two sides to meet. For 
example, if a manufacturing plant pollutes the air, thousands or even millions of people 
may be affected. The cost of getting all of them together to bargain is prohibitive.

Second, if firms engage in strategic bargaining behavior, the firms may not be able 
to reach an agreement. For instance, if one party says, “Give me everything I want” 
and will not budge, reaching an agreement may be impossible.

Third, if either side lacks information about the costs or benefits of reducing pol-
lution, the outcome is likely not to be optimal. It is difficult to know how much to 
offer the other party and to reach an agreement if you do not know how the polluting 
activity affects the other party.

For these reasons, Coasian bargaining is likely to occur in relatively few situations. 
Where bargaining cannot occur, the allocation of property rights affects the amount 
of pollution.

When the EPA stated that the 
James Gavin American Elec-
tric Power plant was violating 
the Clean Air Act by pollut-
ing Cheshire, Ohio, the EPA 
effectively gave the residents 
the right to be free from pollu-
tion. To avoid the higher cost 
of litigation and installing new 
equipment and other actions 
to reduce pollution at its plant, 
the company bought the town 
for $20 million, inducing the 
residents to pack up and leave. As of 2018, only 129 people still live in Cheshire.

Thus, once clear property rights are established, a firm may find it less expen-
sive to purchase those rights from others rather than incur endless litigation and 
pollution-reduction costs.

APPLICATION

Buying a Town
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Markets for Pollution
If high transaction costs preclude bargaining, society may be able to overcome this 
problem by using a market, which facilitates exchanges between individuals. Starting 
in the early 1980s, the U.S. federal government, some state governments, and many 
governments around the world introduced a cap-and-trade system. Under a cap-and-
trade system, the government distributes a fixed number of permits that allow firms 
to produce a specified amount of pollution. These permits not only create a property 
right to pollute but also limit or cap the total amount of pollution. Firms can trade 
these permits in a market, often by means of an auction. Firms that do not use all 
their permits sell them to other firms that want to pollute more—much as sinners 
bought indulgences in the Middle Ages.

Firms whose products are worth a lot relative to the harm from pollution they 
create buy rights from firms that make less valuable products. Suppose that the 
cost in terms of forgone output from eliminating each ton of pollution is $200 at 
one firm and $300 at another. If the government reduces the permits it gives to 
each firm so that each must reduce its pollution by 1 ton, the total cost is $500. 
With tradable permits, the first firm can reduce its pollution by 2 tons and sell 
one permit to the second firm, so the total social cost is only $400. The trading 
maximizes the value of the output for a given amount of pollution damage, thus 
increasing efficiency.

If the government knew enough, it could assign the optimal amount of pollution 
to each firm, and trading would be unnecessary. By using a market, the government 
does not have to collect this type of detailed information to achieve efficiency. It only 
has to decide how much total pollution to allow.

The purpose of the Acid Rain Program, which was part of the 1990 U.S. Clean 
Air Act, was to reduce the primary components of acid rain, sulfur dioxide (SO2) 
and nitrogen oxides (NOx). Between 1990 and 2017 by 90%, it reduced the SO2 
by 90% and the NOx by 60%.

Under the law, the EPA issues SO2 permits to firms that collectively equal an 
aggregate emission cap, which the EPA lowers over time. Each permit allows a 
firm to emit 1 ton of SO2 annually. The government fines a firm $2,000 per ton on 
emissions above its allowance. If a company’s emissions are less than its allowance, it 
may sell the extra permits to another firm, thus providing the firm with an incen-
tive to reduce its emissions.

The EPA holds an annual spot auction for permits that firms may use in the 
current year and an advanced auction for permits effective in seven years. Anyone 
can purchase allowances. In some years, environmental groups, such as the Acid 
Rain Retirement Fund, the University of Tampa Environmental Protection Coali-
tion, University of Tampa Environmental Protection Coalition, and Bates College 
Environmental Economics classes, purchased permits and withheld them from 
firms to reduce pollution further. (You can see the outcome of the annual auctions 
at www.epa.gov/airmarkets/so2-allowance-auctions.)

According to some estimates, pollution reduction under this market pro-
gram costs about a quarter to a third less than it would cost if permits were not 
 tradable—a savings on the order of $225 to $375 million per year. Moreover, the 
EPA calculated the Acid Rain Program’s annual benefits in 2010 at approximately 
$359 billion (in 2016 dollars), at an annual cost of about $8.4 billion, or a 43-to-1 
benefit-to-cost ratio.

APPLICATION

Acid Rain Program

www.epa.gov/airmarkets/so2-allowance-auctions
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 17.6 Rivalry and Exclusion
Until now, we’ve focused on private goods, which have the properties of rivalry and 
exclusion. A good is rival if only one person can consume the good. If Jane eats an 
orange, that orange is gone. Exclusion means that the owner of a good can prevent 
others from consuming it. If Jane owns an orange, she can easily prevent others from 
consuming that orange by, for example, locking it in her home. Thus, an orange is 
subject to rivalry and exclusion.

If a good lacks rivalry, everyone can consume the same good, such as clean air or 
national defense. If a market charges a positive price for that good, market failure 
occurs because the marginal cost of providing the good to one more person is zero.

If the good lacks exclusion, such as clean air, no one can be stopped from consuming 
it because no one has an exclusive property right to the good. Consequently, a market 
failure may occur as when people who don’t have to pay for the good overexploit it, 
as when they pollute the air. If the market failure is severe, as it often is for open-access 
common resources and for public goods, governments may play an important role in 
provision or control of the good. For example, governments usually pay for streetlights.

We can classify goods by whether they exhibit rivalry and exclusion. Table 17.3 
outlines the four possibilities: private good (which has rivalry and exclusion); open-
access common property (rivalry, no exclusion); club good (no rivalry, exclusion); 
and public good (no rivalry, no exclusion).

Open-Access Common Property
An open-access common property is an unregulated resource that is nonexclusive but 
rival, such as an open-access fishery or an aquifer that provides water for municipal or 
agricultural use. Everyone has free access and an equal right to exploit this resource.

Many fisheries have common access such that anyone can fish and no one has an 
exclusive property right to a fish until someone catches it. Each fisher wants to land 
a fish before others do to gain the property right to that fish, which is rival. The lack 
of clearly defined property rights leads to overfishing. Fishers have an incentive to 
catch more fish than they would if the fishery were private property.

Suppose instead that each fisher owns a private lake. No externality occurs because 
each fisher has clearly defined property rights. Each owner is careful not to overfish 
in any one year to maintain the stock (or number) of fish in the future.

Most ocean fisheries are open-access and no property rights. Like polluting manu-
facturers, ocean fishers look only at their private costs. In calculating these costs, fishers 
include the cost of boats, other equipment, a crew, and supplies. They do not include the 
cost that they impose on future generations by decreasing the stock of fish today, which 
reduces the number of fish in the sea next year. The fewer fish in the sea, the harder it 
is to catch any, so reducing the population today raises the cost of catching fish in the 
future. As a result, fishers do not forgo fishing now to leave fish for the future.

Table  17.3 Rivalry and Exclusion

Exclusion No Exclusion

Rivalry
Private good: apple, pencil, 
computer, car

Open-access common property: 
fishery, freeway, park

No Rivalry
Club good: cable television, 
concert, tennis club

Public good: national defense, 
clean air, lighthouse
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The social cost of catching a fish is the private cost plus the externality cost from 
reduced current and future populations of fish. Thus, the market failure arising from 
open-access common property can be viewed as a special type of negative externality.

Other important examples of open-access common property are petroleum, water, 
and other fluids and gases that are extracted from a common pool. Owners of wells 
drawing from a common pool compete to remove the substance most rapidly, thereby 
gaining ownership of the good. This competition creates an externality by lowering 
fluid pressure, which makes further pumping more difficult. Iraq justified its invasion 
of Kuwait, which led to the Persian Gulf War in 1991, on the grounds that Kuwait 
was overexploiting common pools of oil underlying both countries.8

If many people try to access a single website at one time, congestion may slow 
traffic to a crawl. In addition, everyone can send e-mail messages freely, even though 
the messages may impose handling costs on recipients, leading to excessive amounts 
of unwanted or junk e-mail, a negative externality (as the Application “Spam: A 
Negative Externality” discusses).

If you own a car, you have a property right to drive that car, but public roads and 
freeways are common property. But, because you lack an exclusive property right 
to the highway on which you drive, you cannot exclude others from driving on the 
highway and must share it with them. Each driver, however, claims a temporary 
property right in a portion of the highway by occupying it, thereby preventing oth-
ers from occupying the same space. Competition for space on the highway leads to 
congestion, a negative externality that slows every driver.

To prevent overuse of a common resource, a government can clearly define prop-
erty rights, restrict access, or tax users. Many developing countries over the past 
century have broken up open-access, common agricultural land into smaller private 
farms with clearly defined property rights. Governments frequently grant access to a 
resource on a first-come, first-served basis, such as at some popular national parks.

Alternatively, the government can impose a tax or fee to use the resource. Only 
those people who value the resource most gain access. Governments often charge an 
entrance fee to a park or a museum. Tolls are common on highways and bridges. 
By applying a tax or fee equal to the externality harm that each individual imposes 
on others (such as the value of increased congestion on a highway), the government 
forces each person to internalize the externality.

8Similarly, the State of Alaska proposed leasing land next to the federal Alaska National Wildlife 
Reserve, which would allow the leasing companies to drill and potentially drain oil from the Reserve, 
where drilling is prohibited. Phil Taylor, “Alaska Unveils Plan to ‘Drain’ Federal Crude from ANWR,” 
E&E News, June 30, 2011.

Roads and freeways belong to all of us. Anyone can drive on them for free. When 
many people try to use them at the same time, the resulting congestion—a nega-
tive externality—harms all drivers. That is, roads are a common resource that are 
overexploited or congested.

The cost in time, gasoline, and pollution from road congestion is extremely high 
in most developed nations. A study estimated that congestion cost U.S. drivers 
nearly $305 billion in 2017, which is an average of $1,445 per driver. Commuters 
wasted 8 billion hours in traffic, which exceeds the time it would take to drive to 
Pluto (given the existence of a road and no congestion).

The typical U.S. consumer lost 41 hours to traffic delay. The hours spent in 
congestion were 102 in Los Angeles (12% of total drive time in congestion), 91 
in Moscow (26%) and New York (13%), 86 in Sao Paulo, Brazil (22%), and 79 
in San Francisco (12%).

APPLICATION

Road Congestion
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Club Goods
A club good is a good that is nonrival but is subject to exclusion, such as swimming 
clubs or golf clubs. These clubs exclude people who do not pay membership fees, 
but the services they provide, swimming or golfing, are nonrival. An extra person 
can swim or golf without reducing the enjoyment of others until congestion occurs 
as capacity is reached.

However, the most significant club goods do not involve actual clubs. An impor-
tant example is cable television. A cable television company, such as Comcast, can 
supply service to additional consumers at almost no additional cost (provided they 
have the cable in place). The service lacks rivalry, as adding one more viewer does 
not impair the viewing experience of other viewers (and the marginal cost is nearly 
zero).9 However, a cable television company can easily exclude people. Only people 
who pay for the service receive the signal and can view the channel. As a result, some 
cable subscribers who are willing to pay to view a channel (but less than the current 
price) cannot watch it, which is a deadweight loss to society.

Although club goods create a market failure, government intervention is rare 
because it is difficult for the government to help. As with regulation, an attempt to 
eliminate deadweight loss by forcing a cable television company to charge a price 
equal to its zero marginal cost would be self-defeating, as the service would not be 
produced and even more total surplus would be lost. However, some local govern-
ments try (generally ineffectively) to cap the price of cable television. If they could 
set the price equal to average cost, they would reduce but would not eliminate the 
deadweight loss.

9Club goods with a zero marginal cost are generally natural monopolies (Chapter 11).

Charging to use roads, such as tolls on some bridges and highways, decreases 
the number of drivers, reducing congestion. For example, people must pay a toll to 
drive on the Golden Gate Bridge into San Francisco or through the Callahan Tunnel 
into Boston. London has a congestion charge for cars driving in Central London.

One of the most important examples of a good that is not rival but does allow for 
exclusion is computer software, such as Microsoft Word. Software is nonrival. 
At almost no extra cost, Microsoft can provide a copy of the software program 
to another consumer. Because Microsoft charges a (high) positive price, a market 
failure results in which Microsoft sells too few units.

However, Microsoft has problems enforcing its property right to allow it to 
exclude nonpayers. Severe pirating of its software—the use of software without 
paying for it—could cause an even greater market failure: Microsoft could stop 
producing the product altogether. (This problem is severe in the music industry.)

In countries where the cost of excluding nonpaying users is high, computer 
software is pirated and widely shared, which reduces the profitability of produc-
ing and selling software. In its 2018 report, the Business Software Alliance (BSA) 
estimated that the share of software installed on personal computers globally 
that was pirated was 37%. They estimated that the share of unlicensed software 
exceeds 50% in the majority of countries, and ranges from relatively low levels of 
15% in the United States, 20% in Germany, and 21% in the United Kingdom, to 
higher rates in poorer countries: 59% in Mexico, 56% in India, 66% in China, 
and 89% in Venezuela.

APPLICATION

Microsoft Word Piracy
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Public Goods
A public good is nonrival and nonexclusive. Clean air is a public good. One person’s 
enjoyment of clean air does not stop other people from enjoying clean air as well, 
so clean air is nonrival. In addition, if we clean up the air, we cannot prevent others 
who live nearby from benefiting, so clean air is nonexclusive.

A public good is a special type of externality. If a firm reduces the amount of 
pollution it produces, it provides a nonpriced benefit to its neighbors, which is a 
positive externality.

Free Riding. Unfortunately, markets undersupply public goods due to a lack of 
clearly defined property rights. Because people who do not pay for the good can-
not be excluded from consuming it, the provider of a public good cannot exercise 
property rights over the services provided by the public good. This problem is due to 
free riding: benefiting from the actions of others without paying. That is, free riders 
want to benefit from a positive externality. Consequently, it is very difficult for firms 
to provide a public good profitably because few people want to pay for the good no 
matter how valuable it is to them.

We illustrate the free rider problem using an example in which a market underpro-
vides a public good. Two families, Family 1 and Family 2, live at the end of a road 
outside town. They would both benefit equally from streetlights along their road. 
They must pay for the lights themselves.

Figure 17.6 shows the demand curves for the two families, D1 and D2. Each fam-
ily’s demand curve reflects its willingness to pay for a given number of lights. Family 
1’s demand curve, D1, lies below Family 2’s demand curve, D2. For example, to install 
six streetlights, Family 1 is willing to pay $80 each (point a) and Family 2 is willing 
to pay $160 each (point b).

The figure also shows the market or social demand curve, D. The market demand 
curve for a public good differs from that for a private good.

The social marginal benefit of a private good is the same as the marginal benefit to 
the individual who consumes that good. Thus, the market demand or social marginal 

Figure 17.6 Inadequate Provision of a Public Good

Only two families live at the end 
of a road outside town. They must 
pay to install streetlights. The social 
demand curve D is the vertical sum 
of the families’ individual demand 
curves D1 and D2. The supply curve is 
horizontal at the marginal cost of $240 
per streetlight. The social optimum 
occurs where the social demand curve 
intersects the supply curve at es, where 
the families pay for six streetlights. If 
the families act independently, Family 
2 buys four streetlights at ep, where D2 
intersects the supply curve. The supply 
curve is everywhere above D1, so 
Family 1 buys no streetlights and free 
rides on Family 2’s four streetlights. 
Thus, the families buy too few 
streetlights if they act independently. Streetlights
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benefit curve for private goods is the horizontal sum of the demand curves of each 
individual (Chapter 2).

In contrast, the social marginal benefit of a public good is the sum of the marginal 
benefit to each person who consumes the good. Because a public good lacks rivalry, 
all people can get pleasure from the same unit of output. Consequently, the social 
demand curve or social willingness-to-pay curve for a public good is the vertical sum 
of the demand curves of each individual. For example, the social willingness to pay 
for six streetlights is $240 (point es), which is the sum of the amounts each of the two 
families are willing to pay, $80 + $160.

The competitive supply curve is horizontal at $240 per streetlight, which is the social 
marginal cost. In the social optimum, es, the social marginal cost equals the social willing-
ness to pay. That is, the social optimum, es, occurs where the competitive supply curve 
intersects the social demand curve. In the social optimum, the families buy six streetlights.

However, if the families act independently, they buy only four streetlights at the 
market equilibrium, ep. The supply curve intersects D2 at ep, where Family 2 buys 
four streetlights. It is above D1 everywhere, so Family 1 does not want to buy any 
streetlights: Family 1 free rides on Family 2’s streetlights. Family 1 benefits from 
the streetlights without paying because the streetlights are a public good. Thus, the 
competitive market provides fewer streetlights, four, than the socially optimal six.

In more extreme cases, no public good is provided because people who don’t pay 
cannot be stopped from consuming the good. Usually, if the government does not 
provide a nonexclusive public good, no one provides it.

The only two stores in a mall decide whether to hire one guard or none—extra 
guards provide no extra protection. The guard patrolling the mall provides a ser-
vice without rivalry, simultaneously protecting both stores. A guard costs 20 per 
hour. The benefit to each store is 16 per hour. The stores play a game in which 
they act independently. The table shows their payoffs. What is the outcome of this 
game? What is the social optimum?

Answer

1. Use a best-response analysis (Chapter 13) to determine the Nash equilibrium 
to this game.

If Store 1 hires a guard, Store 2’s payoff is –4 if it hires a guard and 16 if it does 
not, so its best response is to not hire. The light-green triangle in the lower-left 
cell shows this choice. Similarly, if Store 1 does not hire a guard, Store 2’s payoff 
is –4 if it hires and 0 if it does not, so its best response is not to hire. Thus, Store 
2 has a dominant strategy of not hiring. Using a similar analysis, Store 1 also 

SOLVED PROBLEM 
17.3

Hire 
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Hire Do Not Hire
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–4

16
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has a dominant strategy of not hiring (as the dark-green triangles show). The 
only Nash equilibrium to this game is for neither store to hire.

2. Calculate the benefits and costs of hiring a guard to determine the social opti-
mum. The cost of a guard is 20, but the payoff to the two stores combined is 
32, so it pays to hire a guard.

Comment: Acting independently, the stores do not achieve the social optimum 
because each firm tries to free ride. This game is an example of the prisoners’ 
dilemma (Chapter 14).

Measles vaccination is a public good. A person who gets a vaccination provides 
a positive externality to other free-riding people by helping to limit the spread of 
the disease. Immunizing most of the population against measles reduces the risk 
of exposure for everyone in the community, including people who refuse vaccina-
tions: The populace has herd immunity. That is, a vaccinated person provides a 
positive externality to others, lowering their probability of getting the disease.

In contrast, when too many people free ride by forgoing vaccination, the 
entire herd becomes more vulnerable. A person with the disease inflicts a nega-
tive externality on others. Measles is so contagious that 90% of people who are 
exposed become infected. One sick person typically infects 12 to 18 others who 
lack immunity.

The disease spreads rapidly in areas that lack herd immunity. Before the intro-
duction of the measles vaccine in 1963, measles infected 90% of Americans by the 
time they were 15. One in every 1,000 children who contracts the disease develops 
brain damage and two die from complications. The vaccine has prevented an esti-
mated 35 million cases since 1963.

The United States declared measles eliminated in 2000. However, travelers from 
other countries continue to import the disease. The United States had 667 cases in 
2014, 118 cases in 2017, and 124 cases through August, 2018.

The best estimate is that herd immunity requires at least a 92% to 94% vaccina-
tion rate. Vaccination of schoolchildren is mandatory in Mississippi, where 99.7% 
of kindergarten students receive vaccinations, so the state has herd immunity. 
However, in recent years, several states allowed families to avoid vaccinating their 
children for religious or other reasons. In large part because some people believe 
a discredited study that the vaccine causes autism, vaccination rates are low in 
some of these states. In 2014, seven states and Washington, D.C., had vaccination 
rates below 90%. After the major outbreak of measles in that year, several states 
tightened their rules. By the 2016–2017 school year, the national median rate was 
94%. However, rates remain below 90% in Alaska, Colorado, Idaho, Indiana, 
Kansas, and the District of Columbia.

APPLICATION

Free Riding on  
Measles Vaccinations

Optimal Provision of a Public Good. To illustrate how to determine the socially opti-
mal level of a public good, we use an example of a society consisting of two people. Indi-
vidual i ’s utility, Ui(G, Pi), is a function of a public good, G, and that person’s consumption 
of a private good, Pi. Each has an income, Yi, which can be used to pay for a unit of either 
good at a price of $1 per unit. Thus, Individual i buys Gi amount of the public good and 
Pi = Yi - Gi of the private good. Thus, Ui(G, Pi) = Ui(G1 + G2, Yi - Gi).

We use the Pareto concept to evaluate society’s optimal policy (Chapter 10). Any 
reallocation that increases one person’s utility while holding the other person’s utility 
constant is Pareto superior. Thus, to allocate resources efficiently, society chooses G1 
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and G2 to maximize Person 1’s utility while holding Person 2’s utility at a given level, 
U2 (or vice versa). The corresponding Lagrangian expression is

 ℒ = U1(G1 + G2, Y1 - G1) + λ[U2(G1 + G2, Y2 - G2) - U2], (17.1)

where λ is the Lagrangian multiplier. The first-order conditions are
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By subtracting Equation 17.3 from Equation 17.2, we learn that 0U1/0P1 = λ0U2/0P2. 
Dividing Equation 17.2 by 0U1/0P1 and substituting λ0U2/0P2 for 0U1/0P1 in the sec-
ond term, we find that

 
0U1/0G

0U1/0P1
+

0U2/0G

0U2/0P2
= 1, (17.4)

or

 MRS1 + MRS2 = 1. (17.5)

That is, the sum of the marginal rates of substitution of all the members of society 
equals one.

An individual chooses a bundle of two goods to equate the consumer’s marginal 
rate of substitution between the goods with the marginal rate of transformation in the 
market (Chapter 3). Here, the marginal rate of transformation between the public good 
and a private good is one: You can trade one unit of the public good for one unit of 
the private good. With a public good, instead of equating one person’s marginal rate of 
substitution with the marginal rate of transformation, we equate the sum of the mar-
ginal rates of substitution for the two people with the marginal rate of transformation. 
Because both people suffer if one person contributes less to the public good, society’s 
marginal rate of substitution must reflect how much of the public good all members of 
society are willing to give up for one more unit of the private good.

For example, suppose that the individuals have Cobb-Douglas utility func-
tions, Ui(G, Pi) = ai ln G + ln Pi. The marginal utilities are 0Ui /0G = ai /G and 
0Ui /0Pi = 1/Pi. Substituting these expressions into Equation 17.4, we obtain 
a1P1/G + a2P2/G = 1, or

 G = a1P1 + a2P2. (17.6)

We know that the two individuals can each allocate Yi to the goods, so the total 
constraint on this society is

 P1 + P2 + G = Y1 + Y2. (17.7)

We have two equations, Equations 17.6 and 17.7, to determine three values, P1, 
P2, and G.10 Thus, these equations restrict the optimal set of allocations, but an 
 infinite number of combinations of G, P1, and P2 are consistent with these equations, 
so we do not obtain a unique solution.

10Or, substituting Equation 17.6 into Equation 17.7, we have (1 + a1)P1 + (1 + a2)P2 = Y1 + Y2, 
so we have one equation to determine P1 + P2 (with G determined residually) for given Y1 and Y2.
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Reducing Free Riding
Unfortunately, individuals rarely contribute the optimal amounts toward a public 
good. One solution to the free riding problem is for the government to provide it. 
Governments provide public defense, roads, and many other public goods.

Alternatively, governmental or other collective actions can reduce free riding. Meth-
ods that may be used include social pressure, mergers, privatization, and compulsion.

Social pressure may reduce or eliminate free riding, especially for a small group. 
Such pressure may cause most firms in a mall to contribute “voluntarily” to hire 
security guards. The firms may cooperate in a repeated prisoners’ dilemma game, 
especially if the mall has relatively few firms.

A direct way to eliminate free riding by firms is for them to merge into a single 
firm and thereby internalize the positive externality. The sum of the benefit to the 
individual stores equals the benefit to the merged firm, so it hires guards optimally.

If the independent stores sign a contract that commits them to share the cost of 
the guards, they achieve the practical advantage from a merger. However, the ques-
tion remains as to why they would agree to sign the contract, given the prisoners’ 
dilemma problem (Chapter 13).

Privatization—exclusion—eliminates free riding. A good that would be a public 
good if anyone could use it becomes a private good if access to it is restricted. An exam-
ple is clean water, which water utilities can monitor and price using individual meters.

Another way to overcome free riding is through mandates. Some outside entity such 
as the government may mandate (dictate) a solution to a free-riding problem. For exam-
ple, the management of a mall with many firms may require tenants to sign a rental 
contract committing them to pay fees to hire security guards that are determined through 
tenants’ votes. If the majority votes to hire guards, all must share the cost. Although a 
firm might be unwilling to pay for the guard service if it has no guarantee that others 
will also pay, it may vote to assess everyone—including itself—to pay for the service.

What is the optimal level of the public good if the utility functions are quasilinear, 
Ui(G, Pi) = ai ln G + Pi?

Answer

Rewrite the optimality Equation 17.4 using these specific utility functions and 
solve for G. The marginal utilities are 0Ui /0G = ai /G and 0Ui /0Pi = 1. Thus, 
Equation 17.4 becomes a1/G + a2G = 1, or

 G = a1 + a2. (17.8)

Thus, we have determined a unique G that is optimal if society has adequate 
resources so that this G does not violate Equation 17.7. That is, G … Y1 + Y2.

SOLVED PROBLEM 
17.4

Under U.S. federal law, agricultural producers can force all industry members to 
contribute to public goods if the majority of firms agrees. Under the Beef Promotion 
and Research Act, all beef producers must pay a $1-per-head fee on cattle sold in 
the United States. The $80 million raised by this fee annually finances research, edu-
cational programs on mad cow disease, and collective advertising, such as its 2012 
“Stay Home. Grill Out” campaign and its 2015, 2016, and 2018 “Beef: It’s What’s 
for Dinner” campaign. Supporters of this collective advertising estimate that produc-
ers receive $5.67 in additional marginal revenue for every dollar they contribute.

APPLICATION

What’s Their Beef?

MyLab Economics
Solved Problem
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Valuing Public Goods
To ensure the production of a public good, a government usually produces it or com-
pels others to do so. Issues faced by a government when it provides such a public good 
include whether to provide it at all and, if so, how much of the good to provide. When 
grappling with these questions, the government needs to know the cost—usually the 
easy part—and the value of the public good to many individuals—the hard part.

Through surveys or voting results, the government may try to determine the value 
that consumers place on the public good. A major problem with these methods is 
that most people do not know how much a public good is worth to them. How 
much would you pay to maintain the National Archives? How much does reducing 
air pollution improve your health? How much better do you sleep at night knowing 
that the Army stands ready to protect you?

Even if people know how much they value a public good, they have an incentive to 
lie on a survey. Those who value the good highly and want the government to provide 
it may exaggerate its value. Similarly, people who place a low value on it may report 
too low a value—possibly even a negative one—to discourage government action.

Rather than relying on surveys, a government may ask its citizens to vote on pub-
lic goods. Suppose the government holds a separate, majority-rule vote on whether 
to install a traffic signal—a public good—for each of several street corners. If the 
majority vote for a signal, the government taxes all voters equally to pay for it. An 
individual votes to install a signal if the value of the signal to that voter is at least as 
much as the tax that each voter must pay for the signal.

Whether the majority votes for the signal depends on the preferences of the median 
voter: the voter with respect to whom half the populace values the project less and 
half values the project more. If the median voter wants to install a signal, then at least 
half the voters agree, so the vote carries. Similarly, if the median voter is against the 
project, at least half the voters are against it, so the vote fails.

It is efficient to install the signal if the value of the signal to society is at least as 
great as its cost. Does majority voting result in efficiency? The following examples 
illustrate that efficiency may not occur.

Each signal costs $300 to install. Each of the three voters votes for the signal only 
if that person values the signal at least $100, which is the tax each person pays if the 
signal is installed. Table 17.4 shows the value that each voter places on installing a 
signal at each of three intersections.

For each of the proposed signals, Hayley is the median voter, so her views “deter-
mine” the outcome. If Hayley, the median voter, likes the signal, then she and Asa, 
a majority, vote for it. Otherwise, Nancy and Hayley vote against it. The majority 
favors installing a signal at corners A and C and is against doing so at corner B. It 
would be efficient to install the signal at corner A, where the social value is $300, 
and at corner B, where the social value is $375, because each value equals or exceeds 
the cost of $300.

Table  17.4 Voting on $300 Traffic Signals

Value to Each Voter, $

Signal Location Nancy Hayley Asa Value to Society, $ Outcome of Vote*

Corner A 50 100 150 300 Yes

Corner B 50  75 250 375 No

Corner C 50 100 110 260 Yes

*An individual votes to install a signal at a particular corner if and only if that person thinks 
the signal is worth at least $100, the tax that the individual must pay if the signal is installed.
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At corner A, the citizens vote for the signal, and that outcome is efficient. The 
other two votes lead to inefficient outcomes. They vote against a signal at corner B, 
where society values the signal at more than $300. However, they vote for a signal 
at corner C, where society values the signal at less than $300.

The problem with yes-no votes is that they ignore the intensity of preferences. 
Voters indicate only whether they value the project by more or less than a certain 
amount. Thus, such majority voting fails to value the public good fully and hence 
does not guarantee the efficient provision of a public good.11

11Although voting does not reveal how much a public good is worth, Tideman and Tullock (1976) 
and other economists have devised taxing methods that can sometimes induce people to reveal their 
true valuations. However, these methods are rarely used.

Trade and Pollution

CHALLENGE 
SOLUTION

In the Challenge at the beginning of the chapter, we asked whether free trade ben-
efits a country if it does not regulate its domestic pollution. This issue is increas-
ingly important as nations move toward free trade and trade expands.

The United States has signed free-trade agreements (FTA) that eliminate or 
reduce tariffs and quotas and liberalize rules on foreign investment to increase 
trade with Australia, Bahrain, Canada, Chile, Costa Rica, Dominican Republic, 
El Salvador, Guatemala, Honduras, Israel, Jordan, Mexico, Morocco, Nicara-
gua, Oman, Panama, Peru, Singapore, and South Korea (with several addi-
tional treaties under negotiation as of 2018). As of April 2018, FTA countries 
accounted for 47% of U.S. exports and 34% of imports. However, the Trump 
administration has acted to end several free-trade agreements and impose new 
tariffs.

Liberalized trade has expanded trade. Trade was 27% of the U.S. gross domes-
tic product (GDP) in 2016, compared to slightly less than 10% in 1965. The GDP 
share of trade is greater in many other countries: 31% in Japan, 38% in China, 
41% in India, 62% in the United Kingdom, 64% in Canada, 78% in Mexico, and 
86% in the European Union.

Everyone can gain from free trade if winners compensate losers and if 
domestic markets are perfectly competitive (not distorted by taxes, tariffs, 
or pollution). Business and jobs lost in one sector from free trade are more 
than offset by gains in other sectors. However, if an economy has at least two 
market distortions, correcting one of them may either increase or decrease 
welfare.12 For example, if a country bars trade and has uncontrolled pollu-
tion, then allowing free trade without controlling pollution may not increase 
welfare.

What are the welfare effects of permitting trade if a country’s polluting export 
industry is unregulated? To analyze this question, we couple the trade model from 
Chapter 9 with the pollution model from this chapter.

Suppose that the country’s paper industry is a price taker on the world paper 
market. The world price is pw. Panel a of the figure shows the gain to trade in 
the usual case without pollution or where pollution is optimally regulated by 
the government. The domestic supply curve, S, is upward sloping, but the home 
country can import as much as it wants at the world price, pw. In the free-trade 

12In the economics literature, this result is referred to as the Theory of the Second Best.
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equilibrium, e1, the equilibrium quantity is Q1 and the equilibrium price is the 
world price, pw. With a ban on imports, the equilibrium is e2, quantity falls to 
Q2, and price rises to p2. Consequently, the deadweight loss from the ban is area 
D. (See the discussion of Figure 9.8 for a more thorough analysis.)

In panel b, we include pollution in the analysis. The supply curve S* is the sum 
of the firms’ private marginal cost curves where the firms do not bear the cost of 
the pollution (and similar to curve MCp in Figure 17.1). If the government imposes 
a specific tax, t, that equals the marginal cost of the pollution per ton of paper, 
then the firms internalize the cost of pollution, and the resulting supply curve is S 
(similar to MCs in Figure 17.1).

If the government does not tax or otherwise regulate pollution, the private sup-
ply curve S* lies below the social supply curve, which results in excess domestic 
production. If trade is banned, the equilibrium is e3, with a larger quantity, Q3, 
than in the original free-trade equilibrium and a lower consumer price, p3. Because 
the true marginal cost (the height of the S curve at Q3) is above the consumer price, 
society suffers a deadweight loss.

With free trade, the Theory of the Second Best tells us that welfare does not nec-
essarily rise, because the country still has the pollution distortion. The free-trade 
equilibrium is e4. Firms sell all their quantity, Q4, at the world price, with Q1 going 
to domestic consumers and Q4 - Q1 to consumers elsewhere. The private gain to 
trade—ignoring the government’s cost of providing the subsidy—is area A + B. 
However, the expansion of domestic output increases society’s cost due to excess 
pollution from producing Q4 rather than Q3, which is area B + C. The height of 
this area is the distance between the two supply curves, which is the marginal and 
average costs of the pollution damage (t), and the length is the extra output sold 
(Q4 - Q3). Thus, if area C is greater than area A, trade results in a net welfare 
loss. In this diagram, C is greater than A, so allowing trade lowers welfare if pol-
lution is not taxed.

Should the country prohibit free trade? No, the country should allow free trade 
and regulate pollution to maximize welfare.
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1. Externalities. An externality occurs when a consum-
er’s well-being or a firm’s production capabilities are 
directly affected by the actions of other consumers or 
firms rather than indirectly affected through changes 
in prices. An externality that harms others is a nega-
tive externality, and one that helps others is a positive 
externality. Some externalities benefit one group and 
harm another.

2. The Inefficiency of Competition with Externali-
ties. Because producers do not pay for a negative exter-
nality such as pollution, the private costs are less than the 
social costs. Consequently, competitive markets produce 
more negative externalities than are optimal. If the only 
way to cut externalities is to decrease output, the opti-
mal solution is to set output where the marginal benefit 
from reducing the externality equals the marginal cost 
to consumers and producers from less output. It is usu-
ally optimal to have some negative externalities, because 
eliminating all of them requires eliminating desirable 
outputs and consumption activities as well. If the gov-
ernment has sufficient information about demand, pro-
duction cost, and the harm from the externality, it can 
use taxes or quotas to force the competitive market to 
produce the social optimum. It may tax or limit the nega-
tive externality, or it may tax or limit output.

3. Regulating Externalities. Governments may use taxes 
(emissions fees or effluent charges) or pollution stan-
dards to control externalities. If the government has 
full knowledge, it can set a tax equal to the marginal 
harm of the externality that causes firms to internal-
ize the externality and produce the socially optimal 
output. Similarly, the government can set a standard 
that achieves the social optimum. However, if the gov-
ernment lacks full information, whether it should use 
a tax or standard depends on a number of factors.

4. Market Structure and Externalities. Although a com-
petitive market produces excessive output and negative 
externalities, a noncompetitive market may produce 
more or less than the optimal level. With a negative 
externality, a noncompetitive equilibrium may be closer 

than a competitive equilibrium to the social optimum. 
Although a tax equal to the marginal social harm of a 
negative externality results in the social optimum when 
applied to a competitive market, such a fee may lower 
welfare when applied to a noncompetitive market.

5. Allocating Property Rights to Reduce Externali-
ties. Externalities arise because property rights are 
not clearly defined. According to the Coase Theo-
rem, allocating property rights to either of two par-
ties results in an efficient outcome if the parties can 
bargain. However, the assignment of the property 
rights affects income distribution because the rights 
are valuable. Unfortunately, bargaining is usually not 
practical, especially when many people are involved. 
In such cases, using markets for permits to produce 
externalities may overcome the externality problem.

6. Rivalry and Exclusion. Private goods are subject to 
rivalry—if one person consumes a unit of the good, 
it cannot be consumed by others—and to exclusion—
others can be stopped from consuming the good. 
Some goods lack one or both of these properties. 
Open-access common property, such as an ocean 
fishery, is nonexclusive but is subject to rivalry. This 
lack of exclusion causes overfishing because users of 
the fishery do not take into account the costs they 
impose on others (forgone fish) when they go fishing. 
A club good is nonrival but exclusive. For example, 
a swimming club lacks rivalry up to capacity but can 
exclude nonmembers. A market failure occurs if a 
positive price is charged for such a good while the 
club has extra capacity, because the marginal cost of 
providing the good to one more person is zero, which 
is less than the price. A public good such as public 
defense is both nonrival and nonexclusive. The lack 
of exclusion causes a free rider problem in a market: 
People use the good without paying for it. Therefore, 
potential suppliers of such goods are not adequately 
compensated and underprovide the good. Because pri-
vate markets tend to underprovide nonprivate goods, 
governments often produce or subsidize such goods.

SUMMARY

EXERCISES
All exercises are available on MyLab Economics; * = answer appears at the back of this book; M = mathematical problem.

that people who have overweight friends are more 
likely to be overweight, all else the same, is that an 
example of a negative externality? Why? (Hints: Is 
this relationship a causal one, or do heavier people 
choose heavier friends? Also, people with thinner 
friends may be thinner.)

 1. Externalities

 1.1 According to a study in the New England Journal 
of Medicine, your friendships or “social networks” 
are more likely than your genes to make you obese 
(Jennifer Levitz, “Can Your Friends Make You Fat?” 
Wall Street Journal, July 26, 2007, D1). If it is true 
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 3. Regulating Externalities

 3.1 Various countries, including Australia, Ireland, and 
the United States, require that firms sell more fuel-
efficient light bulbs (such as compact fluorescent 
bulbs) instead of incandescent light bulbs. These 
restrictions were designed to reduce carbon and 
global warming. What alternative approaches could 
be used to achieve the same goals? What are the 
advantages and disadvantages of a ban relative to 
the alternatives?

 3.2 Markowitz (2012) found that limiting the number 
of liquor stores reduces crime. To maximize wel-
fare, taking into account the harms associated with 
alcohol sales, how should a regulatory agency set 
the number of liquor licenses? Should the profit- 
maximizing owner of a liquor store lobby for or 
against tighter restrictions on licenses?  (Hint: See 
the Challenge Solution in Chapter 9.)

 3.3 Many jurisdictions strictly limit sales of hard liquor 
(liquor with a significantly higher alcohol con-
tent than wine) in an effort to limit the associated 
negative externalities (de Mello et al., 2013). One 
approach is to impose a high tax on sales of such 
products. Another approach is to require sellers to 
obtain licenses and to limit the number of licenses to 
the socially desirable number. Often the government 
sells these licenses to the highest bidder. However, in 
other jurisdictions, the government sets the price of 
licenses at a low enough level that extensive excess 
demand for licenses occurs.

a. Under what circumstances would auctioning 
licenses be equivalent to a tax?

b. Why might regulators or politicians favor under-
pricing of liquor licenses? (Hint: Such licenses 
often end up in the hands of political donors or 
of friends and associates of donors.)

 3.4 In 1998, the National Highway Traffic Safety 
Administration distributed the film Without Hel-
met Laws, We All Pay the Price. Two reasons for 
this title are that some injured motorcyclists are 
treated at public expense (Medicaid) and that the 
dependents of those killed in accidents receive public 
assistance.

a. Does the purchase of a motorcycle by an individ-
ual who does not wear a helmet create a negative 
externality? Explain.

b. If so, how should government set a no-helmet 
tax that would lead to a socially desirable level 
of motorcycle sales?

 *3.5 In the paper mill example in this chapter, what 
are the optimal emissions fee and the optimal tax 
on output (assuming that only one fee or tax is 
applied)?

 1.2 According to the digital media company Captivate 
Network, employees viewing the 2012 Olympics 
instead of working caused a $1.38 billion loss in 
productivity for U.S. companies. Is this productivity 
loss an example of a negative externality? Explain.

 1.3 Other sports teams benefit financially from playing 
a team with a superstar whom fans want to see. Do 
such positive externalities lower social welfare? If 
not, why not? If so, what could the teams do to solve 
that problem?

 1.4 Many of the Florida manatees have made a startling 
discovery: The warm water pouring out of power 
plants makes an excellent winter refuge. The warm 
water prevents them from dying from cold stress. As 
a result, manatees were reclassified from endangered 
to threatened in 2016. Do power plants provide an 
externality? What type?

 2. The Inefficiency of Competition with Externalities

 2.1 Why isn’t zero pollution the best solution for society? 
Can society have too little pollution? Why or why not?

 2.2 In Figure 17.1, explain why area D + E + H is the 
externality cost difference between the social opti-
mum and the private equilibrium.

 2.3 Let H = G - G be the amount that gunk, G, is 
reduced from the competitive level, G. The ben-
efit of reducing gunk is B(H) = AHα. The cost is 
C(H) = Hβ. If the benefit is increasing but at a 
diminishing rate as H increases, and the cost is rising 
at an increasing rate, what are the possible ranges of 
values for A, α, and B? M

 2.4 Applying the model in Exercise 2.3, use calculus to 
determine the optimal level of H. M

 2.5 More than four times as many antibiotics are used 
for promoting growth and preventing disease in ani-
mals than for human use (Teillant and Laxminarayan, 
2015). The extensive use of antibiotics in live-
stock contributes to the increase in drug-resistant 
pathogens in animals that might be transmitted to 
humans, harming their health. Use graphs to analyze 
the equilibrium and welfare effects of using growth 
hormones in livestock.

 2.6 In 2009, when the world was worried about the 
danger of the H1N1 influenza virus (swine flu), Rep-
resentative Rosa DeLauro and Senator Edward Ken-
nedy proposed the Healthy Families Act in Congress 
to guarantee paid sick days to all workers. Although 
the Centers for Disease Control and Prevention urges 
ill people to stay home from work or school to keep 
from infecting others, many workers—especially those 
who do not receive paid sick days—ignore this advice. 
Evaluate the efficiency and welfare implications of the 
proposed law, taking account of externalities.
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fee for each e-mail, would the extent and impact of 
this negative externality decline? What effect would 
such a charge have on the net benefits arising from 
non-spam e-mails? How would the charge affect the 
proportion of spam in overall e-mail traffic?

 3.13 Countries around the world provide consumers with 
fossil fuel subsidies (Coady et al., 2017). In 2015, 
the subsidies reached $5.3 trillion (6.5% of global 
gross domestic product). Davis (2017) estimated 
that subsidies cause $4 billion in external costs annu-
ally. In a figure, show the effect of these subsidies 
and compare the post-subsidy equilibrium to the 
pre-subsidy equilibrium and to the social optimum, 
which accounts for pollution harms.

 4. Market Structure and Externalities

 4.1 Suppose that the only way to reduce pollution from 
paper production is to reduce output. The govern-
ment imposes a tax on the monopoly producer that 
is equal to the marginal harm from the pollution. 
Show that the tax may raise welfare. (Hint: See 
Solved Problem 17.2.)

 4.2 In the following, use the model in Exercise 3.8.

a. What is the unregulated monopoly equilibrium?

b. How could you optimally regulate the monop-
oly? What is the resulting (socially optimal) equi-
librium? (Hint: See Solved Problem 17.2.) M

 5. Allocating Property Rights to Reduce Externalities

 5.1 List three specific examples where Coasian bargain-
ing may result in the social optimum.

 5.2 Analyze the following statement. Is garbage a posi-
tive or a negative externality? Why is a market solu-
tion practical here?

 Since the turn of the twentieth century, hog farmers 
in New Jersey fed Philadelphia garbage to their pigs. 
Philadelphia saved $3 million a year and reduced its 
garbage mound by allowing New Jersey farmers to 
pick up leftover food scraps for their porcine recy-
clers. The city paid $1.9 million to the New Jersey 
pig farmers for picking up the waste each year, which 
was about $79 a ton. Otherwise, the city would have 
had to pay $125 a ton for curbside recycling of the 
same food waste.

 5.3 Austin is going on holiday with his infant daughter 
and has a first-class air ticket. He values being in first 
class instead of coach at $300. A CEO has the seat 
adjacent to him and is considering offering to pay 
Austin to move to one of the empty seats in coach.

a. The CEO values quiet at $600. Can Austin and 
the CEO reach a mutually agreeable price for 
Austin to move to coach?

 3.6 In Figure 17.1, could the government use a price 
ceiling or a price floor to achieve the optimal level 
of production?

 3.7 In Figure 17.3, the government may optimally 
regulate the paper market by taxing output. Given 
that the output tax remains constant, what are the 
welfare implications of a technological change that 
drives down the private marginal cost of production?

 *3.8 Suppose that the inverse demand curve for paper is 
p = 200 - Q, the private marginal cost (unregu-
lated competitive market supply) is MCp = 80 + Q, 
and the marginal harm from gunk is MCg = Q.

a. What is the unregulated competitive equilibrium?

b. What is the social optimum?

c. What specific tax t (per unit of output of gunk) 
results in the social optimum? (Hint: See Solved 
Problem 17.1.) M

 3.9 Connecticut announced that commercial fleet opera-
tors would get a tax break if they converted vehicles 
from ozone-producing gasoline to what the state said 
were cleaner fuels, such as natural gas and electricity. 
For every dollar spent on the conversion of their fleets 
or building alternative fueling stations, operators could 
deduct 50¢ from their corporate tax. Is this approach 
likely to be a cost-effective way to control pollution?

 3.10 If global warming occurs, output of three of the 
major U.S. cash crops could decline by as much as 
80% according to Roberts and Schlenker (2013). 
Crop yields increase on days when the temperature 
rises above 50°, but fall precipitously on days when 
it is above 86°. Given this relationship between agri-
cultural output and temperature, what would be the 
government’s optimal policy if it can predictably 
control pollution and hence temperature (and this 
agricultural effect is the only externality from global 
warming)? Can you use either a tax or an emissions 
standard to achieve your optimal policy? How does 
your policy recommendation change if the govern-
ment is uncertain about its ability to control pollu-
tion or predict the temperature?

 *3.11 Suppose that the government knows the marginal 
cost, MC, curve of reducing pollution but is uncer-
tain about the marginal benefit, MB, curve. With 
equal probability, the government faces a relatively 
high or a relatively low MB curve, so its expected 
MB curve is the same as the one in Figure 17.4. 
Should the government use an emissions fee or 
an emissions standard to maximize expected wel-
fare? Explain. (Hint: Use an analysis similar to that 
employed in Figure 17.4.)

 3.12 Spam imposes significant negative externalities on 
e-mail users (see the Application “Spam: A Nega-
tive Externality”). If the sender had to pay a small 
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necessary to help prevent pandemics, or can society 
rely solely on markets? (Hint: See the Application 
“Free Riding on Measles Vaccinations.”)

 *6.9 According to the Application “What’s Their Beef?” 
collective generic advertising produces $5.67 in 
additional marginal revenue for every dollar con-
tributed by producers. Is the industry advertising 
optimally (see Chapter 12)? Explain.

 6.10 Guards patrolling a mall protect the mall’s two 
stores. The electronics store’s demand curve for 
guards is greater at all prices than that of the ice-
cream parlor. The marginal cost of a guard is $10 
per hour. Use a diagram to show the equilibrium, 
and compare that to the socially optimal equilib-
rium. Now suppose that the mall’s owner will pro-
vide a subsidy of s per-hour-per-guard. Show in your 
graph the optimal s that leads to the socially optimal 
outcome for the two stores.

 6.11 Two tenants of a mall are protected by the guard 
service, q. The number of guards per hour demanded 
by the electronics store is q1 = a1 + b1p, where p 
is the price of one hour of guard services. The ice-
cream parlor’s demand is q2 = a2 + b2p. What is the 
social demand for this service? M

 6.12 In the analysis of the optimal level of a public good, 
suppose that each person’s utility function is quasi-
linear: Ui(G) + Pi. Show that the optimal G is unique 
and independent of P1 and P2 if society has adequate 
resources. (Hint: See Solved Problem 17.4.) M

 6.13 Anna and Bess are assigned to write a joint paper within 
a 24-hour period about the Pareto optimal provision of 
public goods. Let A denote the number of hours that 
Anna contributes to the project and B the number of 
hours that Bess contributes. The numeric grade that 
Anna and Bess earn is a function, 23 ln(A + B), of 
the total number of hours that they contribute to the 
project. If Anna contributes tA, then she has (24 - A) 
hours in the day for leisure. Anna’s utility function is 
UA = 23 ln(A + B) + ln(24 - A); and Bess’ utility 
function is UB = 23 ln(A + B) + ln (24 - B). If 
they choose the hours to contribute simultaneously 
and independently, what is the Nash equilibrium num-
ber of hours that each will provide? What is the num-
ber of hours each should contribute to the project that 
maximizes the sum of their utilities? M

 6.14 Patent trolls are firms that buy patents in the hope 
of bringing patent infringement lawsuits against 
major firms rather than producing goods themselves. 
Recently, 53 firms such as Google, Microsoft, Ford 
Motor Company, JP Morgan Chase, Solar City, 
and Uber have joined the LOT (License of Transfer) 

b. If instead the CEO values quiet at $200, can Aus-
tin and the CEO reach a mutually agreeable price 
for Austin to move to coach?

c. Assuming efficient bargaining, for what range 
of the CEO’s value of quiet will Austin move to 
coach?

 6. Rivalry and Exclusion

 6.1 List three examples of goods that do not fit neatly 
into the categories in Table 17.3 because they are not 
strictly rivalrous or exclusive.

 6.2 Are heavily used bridges, such as the Bay Bridge, 
Brooklyn Bridge, and Golden Gate Bridge, com-
mons? If so, what can be done to mitigate externality 
problems?

 6.3 States and cities are increasingly using tolls on 
express lanes to reduce highway congestion. The 
tolls increase as traffic builds. However, Los Angeles 
and Miami have put caps on tolls, which limit the 
maximum amount of toll they can pay.13 Show why 
a toll based on the amount of traffic can increase 
welfare. Show the effect of a cap on the toll. (Hint: 
The marginal cost is the cost per trip.)

 6.4 To prevent overfishing, could one set a tax on fish or 
on boats? Explain and illustrate with a graph.

 6.5 After Hurricane Katrina destroyed much of New 
Orleans, the Louisiana Road Home rebuilding grant 
program helped individuals pay for rebuilding their 
homes. Fu and Gregory (forthcoming) estimated 
that each additional rebuilt home generated positive 
externalities of $4,950 to other people who wanted to 
rebuild their homes but weren’t eligible for the grant. 
Use a supply-and-demand figure to illustrate how the 
grant affected the market for rebuilding homes.

 6.6 You and your roommate have a stack of dirty dishes 
in the sink. Either of you would wash the dishes if 
the decision were up to you; however, neither will do 
it, in the expectation (hope?) that the other will deal 
with the mess. Explain how this example illustrates 
the problem of public goods and free riding.

 6.7 Do publishers sell the optimal number of intermedi-
ate microeconomics textbooks? Discuss in terms of 
public goods, rivalry, and exclusion.

 6.8 A pandemic influenza (akin to the severe 1918 flu 
epidemic) that kills 2 million or more people could 
also cause annual income loss of 4% to 5% of global 
national income (see Fan, Jamison, and Summers, 
2016). Using the concepts in this chapter (such as 
externalities, free riding, and public goods), explain 
the effects of a pandemic. Is government intervention 

13Scott Calvert, “Why Not All Tolls Rise to Nearly $50,” Wall Street Journal, May 4, 2018.

Exercises  
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neighborhood rises by 3%. This effect demonstrates 
which economic concepts?

 6.17 In 2018, the U.S. Centers for Disease Control and 
Prevention (CDC) cut 80% of its epidemic preven-
tion activities overseas. The former chief of the CDC 
says that this decision “would significantly increase 
the chance an epidemic will spread without our 
knowledge and endanger lives in our country and 
around the world.”15 What economic concepts does 
this story reflect?

 7. Challenge

 *7.1 Redraw panel b of the Challenge Solution figure to 
show that it is possible for trade to increase wel-
fare even when pollution is not taxed or otherwise 
regulated.

 *7.2 In the Challenge Solution, if society does not have a pol-
lution problem (as in panel a of the figure), how do we 
know that winners from trade can compensate losers 
and still have enough left over to benefit themselves?

15www.cnn.com/2018/02/03/health/cdc-slashes-global-epidemic-programs-outrage/index.html.

Network.14 These companies control about 360,000 
patents. If any fall into the hands of a troll, these 
companies automatically cross-license the patent to 
all members so that the troll cannot sue them. Ken 
Seddon, LOT executive director, says that this pro-
gram is similar to the herd immunity conferred by 
vaccines. Moreover, the more companies that join, 
the more attractive it is for additional companies to 
join. Explain this reasoning. (Hint: See the Applica-
tion “Free Riding on Measles Vaccinations.”)

 6.15 In Solved Problem 17.3, suppose that the firms will 
split the cost of a guard if they both vote to hire one. 
Show the new payoff matrix. Do they hire a guard?

 6.16 People who use AirBnb, a home-sharing platform, to 
rent apartments often leave reviews, which provides 
a means of tracking the number of times properties 
are rented. Alyakoob and Rahman (2018) found 
that if Airbnb activity (reviews per household) 
increases by 2%, Yelp restaurant reviews in the area 
arise by 7% and restaurant employment in that 

14Carolyn Said, “Tech, Auto Companies Join Forces to Thwart Patent Trolls,” San Francisco Chronicle, January 28, 2016.

www.cnn.com/2018/02/03/health/cdc-slashes-global-epidemic-programs-outrage/index.html
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In part because of the differing amounts that firms invest in safety, jobs in some firms are 
more dangerous than in others. Thousands of U.S. workers are killed on the job every year—
5,190 in 2016 or about 14 per day.

Major disasters have occurred in many countries. 
An apparel factory collapse in Bangladesh killed 
1,129 workers in 2013. A warehouse explosion in the 
port of Tianjin, China, in 2015 killed over 100 workers. 
In 2017, a power plant explosion in Unchahar, India, 
killed 38 workers and seriously injured about 100 oth-
ers. The International Labor Organization estimates 
that over two million workers die in industrial acci-
dents or due to work-related illnesses every year.

Injury rates vary dramatically by industry. For 2016, 
the financial services industry, the safest industry, had 
a rate of only 0.4 fatal injuries per 100,000 workers. 
Rates are relatively low in health care, 0.7, and educa-
tion, 1.07 (although students risk dying of boredom). 
Construction and mining, 10.1, agriculture, 20.9, and 
truck driving, 25.6, are much more dangerous. The 
most dangerous industries are fishing, hunting, and 
trapping, 69.1, and logging, 100.1.1

If people are rational and fear danger, they agree to work in a dangerous job only if that 
job pays a sufficiently higher wage than less-risky alternative jobs. Economists find that work-
ers receive compensating wage differentials in industries and occupations that government 
statistics show are relatively risky.

However, if workers are unaware of the greater risks at certain firms within an industry, 
they may not receive compensating wage differentials from more dangerous employers within 
that industry. Workers are likely to have a sense of the risks associated with an industry: 
Everyone knows that mining is relatively risky—but they do not know which mining compa-
nies are particularly risky until a major accident occurs. For example, in the decade before 
Massey Energy was acquired by Alpha Natural Resources in 2011, 54 coal miners were killed 

1Government statistics also tell us that males have an accident rate, 6.0, that is an order of mag-
nitude greater than that of females, 0.7. Some of this difference is due to different occupations 
and some to different attitudes toward risk. How many women are injured after saying, “Hey! 
Watch this!”?

Dying to Work

Asymmetric 
Information
The buyer needs a hundred eyes, the seller not one. —George Herbert (1651)

CHALLENGE

18 
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So far, we’ve examined models in which everyone is equally knowledgeable or equally 
uninformed: They have symmetric information. In the competitive model, everyone 
knows the relevant facts. In uncertainty models in Chapter 16, the companies that sell 
insurance and the people who buy it may be equally uncertain about future events. 
In contrast, in this chapter’s models, people have asymmetric information: One party 
to a transaction has relevant information that another party lacks. For example, the 
seller knows the quality of a product and the buyer does not.

Two important types of asymmetric information are hidden characteristics and 
hidden actions. A hidden characteristic is an attribute of a person or thing that is 
known to one party but unknown to others. For example, the owner of a property 
may possess extensive information about the mineral composition of the land that is 
unknown to a mining company that is considering buying the land.

A hidden action is an act by one party to a transaction that is unknown by the 
other parties. An example is a firm’s manager using a company jet for personal use 
without the owners’ knowledge.

When both parties to a transaction have equal information or equally limited 
information, neither has an advantage over the other. However, asymmetric infor-
mation leads to opportunistic behavior, where one party takes economic advantage 
of another when circumstances permit. Such opportunistic behavior due to asym-
metric information leads to market failures, and destroys many desirable properties 
of competitive markets.

Two problems of opportunistic behavior arise from asymmetric information. 
One—adverse selection—is due to hidden characteristics, while the other—moral 
hazard—is associated with hidden actions. The problem of adverse selection arises 
when one party to a transaction possesses information about a hidden characteristic 
that is unknown to other parties and takes economic advantage of this information. 
For example, if a roadside vendor sells a box of oranges to a passing motorist and 
only the vendor knows that the oranges are of low quality, the vendor may allege 
that the oranges are of high quality and charge a premium price for them. That is, 
the seller seeks to benefit from an informational asymmetry due to a hidden charac-
teristic, the quality of the oranges. If potential buyers worry about such opportunistic 
behavior, they may be willing to pay only low prices or may forgo purchasing the 
oranges entirely.

The primary problem arising from hidden action is moral hazard, which occurs 
when an informed party takes an action that the other party cannot observe and 

in Massey mines, a much higher rate than at other mines, yet there’s no evidence that these 
workers received higher pay than workers at other mining firms.2

One justification often given for government intervention is that firms have more informa-
tion than workers do about job safety at their plants. Prospective employees often do not 
know the injury rates at individual firms but may know the average injury rate over an entire 
industry, in part because governments report such data. Does such a situation cause firms 
to underinvest in safety? Can government intervention overcome such safety problems?

2 The U.S. Mine Safety and Health Administration issued Massey 124 safety-related citations in 2010 
prior to the April 2010 accident at Massey’s Upper Big Branch mine in West Virginia that killed 29 
workers. Massey had 515 violations in 2009. Mine Safety and Health Administration safety officials 
concluded in 2011 that the 2010 explosion that took 29 lives could have been prevented by Massey. 
The former head of security at the mine was prosecuted and convicted of two felonies and ultimately 
sentenced to 36 months in prison.
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that harms the less-informed party. If you pay a mechanic by the hour to fix your 
car, and you do not actually watch the repairs, then the time spent by the mechanic 
on your car is a hidden action. Moral hazard occurs if the mechanic bills you for 
excessive hours.

This chapter focuses on adverse selection and unobserved characteristics. Adverse 
selection often leads to markets in which some desirable transactions do not take 
place or even the market as a whole cannot exist. We also discuss methods that some-
times solve adverse selection problems. Chapter 19 concentrates on moral hazard 
problems due to unobserved actions and on the use of contracts to deal with them.

1. Adverse Selection. Adverse selection may prevent desirable transactions from occur-
ring, possibly eliminating a market.

2. Reducing Adverse Selection. Government regulations, contracts between involved 
parties, and means of equalizing information may reduce or eliminate the harms from 
adverse selection.

3. Price Discrimination Due to False Beliefs About Quality. If some consumers incor-
rectly think that quality varies across identical products, a firm may price discriminate.

4. Market Power from Price Ignorance. Firms gain market power from consumers’ igno-
rance about the price that each firm charges.

5. Problems Arising from Ignorance When Hiring. Attempts to eliminate information 
asymmetries in hiring may raise or lower social welfare.

In this chapter, we 
examine five  
main topics

 18.1 Adverse Selection
One of the most important problems associated with adverse selection is that con-
sumers may not make purchases to avoid being exploited by better-informed sellers. 
As a result, not all desirable transactions occur, and potential consumer and producer 
surplus is lost. Indeed, in the extreme case, adverse selection may prevent a market 
from operating at all. We illustrate this idea using two important examples of adverse 
selection problems: insurance and products of unknown quality.

Insurance Markets
Hidden characteristics and adverse selection are very important in the insurance 
industry. Were a health insurance company to provide fair insurance by charging 
everyone a rate for insurance equal to the average cost of health care for the entire 
population, the company would lose money due to adverse selection. Many unhealthy 
people—people who expect to incur health care costs that are higher than aver-
age—would view this insurance as a good deal and would buy it. In contrast, unless 
they were very risk averse, healthy people would not buy it because the premiums 
exceed their expected health care costs. Given that a disproportionately large share 
of unhealthy people would buy the insurance, the market for health insurance would 
exhibit adverse selection, and the insurance company’s average cost of medical care 
for covered people would exceed the population’s average.

Adverse selection results in an inefficient market outcome because the sum of pro-
ducer and consumer surplus is not maximized. The loss of potential surplus occurs 
because some potentially beneficial sales of insurance to relatively healthy individuals 
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do not occur. These consumers are willing to buy insurance at 
a lower rate that is closer to the fair rate for them given their 
superior health. The insurance company is willing to offer such 
low rates only if it is sure that these individuals are healthy.

Products of Unknown Quality
Anagram for General Motors: or great lemons.

Adverse selection often arises because sellers of a product 
have better information about the product’s quality—a hidden 
 characteristic—than do buyers. Used cars that appear to be 
identical on the outside often differ substantially in the num-
ber of repairs they will need. Some cars—lemons—are cursed. 
They have a variety of insidious problems that become appar-
ent to the owner only after driving the car for a while. Thus, 
the owner knows from experience if a used car is a lemon, but 
a potential buyer does not.

If buyers have the same information as sellers, no adverse selection problem arises. 
However, when sellers have more information than buyers, adverse selection is likely 
to occur. In this case, many people believe that

Common Confusion If consumers know that some goods are low quality and 
others are high quality, but not which is which, all the goods will sell for the 
average price of the two types of goods.

As intuitively appealing as this belief is, it is generally untrue.
If consumers don’t know the quality before they buy a good, the presence of 

low-quality goods in the market may drive high-quality products out of the market 
(Akerlof, 1970). Why? Used-car buyers worry that a used car might be a lemon. As 
a result, they will not pay as high a price as they would if they knew the car was of 
good quality. They will only buy if the price is low enough to reflect the possibility 
of getting a lemon. Given that sellers of excellent used cars do not want to sell their 
cars for that low a price, they do not enter the market. Adverse selection has driven 
the high-quality cars out of the market, leaving only the lemons.

In the following example, we assume that sellers cannot alter the quality of their 
used cars and that the number of potential used-car buyers is large. All potential 
buyers are willing to pay $4,000 for a lemon and $8,000 for a good used car: The 
demand curve for lemons, DL, is horizontal at $4,000 in panel a of Figure 18.1, and 
the demand curve for good cars, DG, is horizontal at $8,000 in panel b.

Although the number of potential buyers is virtually unlimited, only 1,000 owners 
of lemons and 1,000 owners of good cars are willing to sell. The reservation price of 
lemon owners—the lowest price at which they will sell their cars—is $3,000. Con-
sequently, the supply curve for lemons, SL in panel a, is horizontal at $3,000 up to 
1,000 cars, where it becomes vertical (no more cars are for sale at any price). The 
reservation price of owners of high-quality used cars is v, which is less than $8,000. 
Panel b shows two possible values of v. If v = $5,000, the supply curve for good cars, 
S1, is horizontal at $5,000 up to 1,000 cars and then becomes vertical. If v = $7,000, 
the supply curve is S2.

Market Equilibrium with Symmetric Information. If sellers and buyers know the 
quality of all the used cars before any sales take place (they have full, symmetric 
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information), all 2,000 cars are sold, and the good cars sell for more than the lemons. 
In panel a of Figure 18.1, the intersection of the lemons demand curve DL and the 
lemons supply curve SL determines the equilibrium at e in the lemons market, where 
1,000 lemons sell for $4,000 each. Regardless of whether the supply curve for good 
cars is S1 or S2 in panel b, the equilibrium in the good-car market is E, where 1,000 
good cars sell for $8,000 each.

This market is efficient because the goods go to the people who value them the 
most. All current owners, who value the cars less than the potential buyers, sell 
their cars.

More generally, all buyers and sellers may have symmetric information by being 
equally informed or equally uninformed. All the cars are sold if everyone has the 
same information. It does not matter whether they all have full information or all lack 
information—it’s the equality of information that matters. However, the amount of 
information they have affects the price at which the cars sell. With full information, 
good cars sell for $8,000 and lemons sell for $4,000.

If information is symmetric because buyers and sellers are equally uninformed 
(neither group knows if a car is good or a lemon), all cars sell for the same price. 
A buyer has an equal chance of buying a lemon or a good car. The expected value 
of a used car is

(1
2 * $4,000) + (1

2 * $8,000) = $6,000.

Suppose buyers and sellers are risk neutral (Chapter 16). Buyers are willing to pay 
$6,000 for a car of unknown quality. Because sellers cannot distinguish between the 

Figure 18.1 Markets for Lemons and Good Cars

If everyone has full information, the equilibrium in the 
lemons market is e (1,000 cars sold for $4,000 each), and 
the equilibrium in the good-car market is E (1,000 cars 
sold for $8,000 each). If buyers can’t tell quality before 
buying but assume that equal numbers of the two types 
of cars are for sale, their demand in both markets is D*, 

which is horizontal at $6,000. If the good-car owners’ 
reservation price is $5,000, the supply curve for good cars 
is S1, and 1,000 good cars (point F) and 1,000 lemons 
(point f ) sell for $6,000 each. If their reservation price 
is $7,000, the supply curve is S2. No good cars are sold; 
1,000 lemons sell for $4,000 each (point e).
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cars either, sellers accept this amount and sell all the cars.3 Thus, this market is effi-
cient because the cars go to people who value them more than their original owners.

If only lemons were sold, they would sell for $4,000. The presence of good-quality 
cars raises the price received by sellers of lemons to $6,000. Similarly, if only good 
cars were sold, they would sell for $8,000. The presence of lemons lowers the price 
that sellers of good cars receive to $6,000. Thus, sellers of good-quality cars are 
effectively subsidizing sellers of lemons.

Market Equilibrium with Asymmetric Information. If sellers know the quality 
but buyers do not, the market may be inefficient: Possibly, owners sell none of the 
better-quality cars even though buyers value good cars more than the owners do. The 
equilibrium in this market depends on whether the value that the owners of good cars 
place on their cars, ν, is greater or less than the expected value of buyers, $6,000. The 
two possible equilibria are: (1) All cars sell at the average price, or (2) only lemons 
sell at a price equal to the value that buyers place on lemons.

Initially, let’s assume that the sellers of good cars value their cars at ν = $5,000, 
which is less than the buyers’ expected value of the cars, $6,000, so transactions can 
occur. The equilibrium in the good-car market is determined by the intersection of 
S1 and D* at point F, where 1,000 good cars sell for $6,000. Similarly, owners of 
lemons, who value their cars at only $3,000, are very happy to sell them for $6,000. 
The new equilibrium in the lemons market is f.

Thus, all cars sell at the same price. Consequently, here asymmetric information 
does not cause an efficiency problem, but it does have equity implications. Sellers of 
lemons benefit and sellers of good cars suffer from consumers’ inability to distinguish 
quality. Consumers who buy the good cars get a bargain, and buyers of lemons are 
left with a sour taste in their mouths.

Now suppose that the sellers of good cars place a value of ν = $7,000 on their cars, 
so they are unwilling to sell them for $6,000. As a result, the lemons drive good cars out 
of the market. Buyers realize that they can buy only lemons at any price less than $7,000. 
Consequently, in equilibrium, the 1,000 lemons sell for the expected (and actual) price 
of $4,000, and no good cars change hands. This equilibrium is inefficient because high-
quality cars remain in the hands of people who value them less than potential buyers do.

In summary, if buyers have less information about product quality than sellers 
do, the result might be a lemons problem in which high-quality cars do not sell, even 
though potential buyers value the cars more than their current owners do. If so, the 
asymmetric information causes a competitive market to lose its desirable efficiency 
and welfare properties. However, if the information is symmetric, the lemons problem 
does not occur. That is, if buyers and sellers of used cars know the quality of the cars, 
each car sells for its true value in a perfectly competitive market. Moreover, if, as with 
new cars, neither buyers nor sellers can identify lemons, both good cars and lemons 
sell at a price equal to the expected value rather than at their (unknown) true values.

3Risk-neutral sellers place an expected value of (1
2 * $3,000) + 1

2ν = $1,500 + 1
2ν on a car of 

unknown quality. If ν = 7,000, this expected value is $1,500 + $3,500 = $5,000. If ν = $5,000 
this expected value is only $4,000. In either case, sellers are happy to sell their cars for $6,000.

Suppose that everyone in our used-car example is risk neutral; potential car buy-
ers value lemons at $4,000 and good used cars at $8,000; the reservation price of 
lemon owners is $3,000; and the reservation price of owners of high-quality used 
cars is $7,000. The share of current owners who have lemons is θ. (In our previous 
example, the share was θ = 1

2 = 1,000/[1,000 + 1,000]). For what values of θ do 
all the potential sellers sell their used cars? Describe the equilibrium.

SOLVED PROBLEM 
18.1

MyLab Economics
Solved Problem
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Varying Quality with Asymmetric Information. Most firms can adjust their prod-
uct’s quality. If consumers cannot identify high-quality goods before purchase, they 
pay the same for all goods regardless of quality. Because the price that firms receive 
for top-quality goods is the same they receive for low-quality items, they do not 
produce top-quality goods. Such an outcome is inefficient if consumers are willing 
to pay sufficiently more for top-quality goods.

This unwillingness to produce high-quality products is due to an externality (Chap-
ter 17): A firm does not completely capture the benefits from raising the quality of 
its product. By selling a better product than what other firms offer, a seller raises the 
average quality in the market, so buyers are willing to pay more for all products. As 
a result, the high-quality seller shares the benefits from its high-quality product with 
sellers of low-quality products by raising the average price to all. The social value 
of raising the quality, as reflected by the increased revenues shared by all firms, is 
greater than the private value, which is only the higher revenue received by the firm 
with the good product.

Answer

1. Determine how much buyers are willing to pay if all cars are sold. Because buy-
ers are risk neutral, if they believe that the probability of getting a lemon is θ, 
the most they are willing to pay for a car of unknown quality is

p = [$8,000 * (1 - θ)] + ($4,000 * θ) = $8,000 - ($4,000 * θ). (18.1)

For example, p = $6,000 if θ = 1
2 and p = $7,000 if θ = 1

4.

2. Solve for the values of θ such that all the cars are sold, and describe the equilib-
rium. All owners will sell if the market price equals or exceeds their reservation 
price, $7,000. Using Equation 18.1, we know that the market (equilibrium) 
price is $7,000 or more if a quarter or fewer of the used cars are lemons, θ … 1

4. 
Thus, for θ … 1

4, all the cars are sold at the price given in Equation 18.1.

It costs $10 to produce a low-quality wallet and $20 to produce a high-quality 
wallet. Consumers cannot distinguish between the products before purchase, do 
not make repeat purchases, and value the wallets at the cost of production. The 
five firms in the market produce 100 wallets each. Each firm produces only high-
quality or only low-quality wallets. Consumers pay the expected value of a wallet. 
Do any of the firms produce high-quality wallets?

Answer

1. Calculate the expected value of wallet. If all five firms make a low-quality wal-
let, consumers pay $10 per wallet. If one firm makes a high-quality wallet and 
all the others make low-quality wallets, the probability that a consumer buys 
a high-quality wallet is 15. Thus, the expected value per wallet to consumers is

($10 * 4
5) + ($20 * 1

5) = $12.

2. Show that it does not pay for a single firm to make high-quality wallets if the 
other firms make low-quality wallets due to asymmetric information. If one 

SOLVED PROBLEM 
18.2

MyLab Economics
Solved Problem
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 18.2 Reducing Adverse Selection
Because adverse selection results from one party exploiting asymmetric information 
about a hidden characteristic, the two main methods for solving adverse selection prob-
lems are to equalize information among the parties and to restrict the ability of the 
informed party to take advantage of hidden information. Responses to adverse selection 
problems increase welfare in some markets, but may do more harm than good in others.

Equalizing Information
Providing information to all parties eliminates adverse selection problems. Either 
informed or uninformed parties can act to eliminate or reduce informational asym-
metries. Three methods for reducing informational asymmetries are:

1. An uninformed party (such as an insurance company) can use screening to infer 
the information possessed by informed parties.

2. An informed party (such as a person seeking to buy health insurance) can use 
signaling to send information to a less-informed party.

3. A third party, such as a firm or a government agency, not directly involved in the 
transaction may collect information and sell or give it to the uninformed party.

Screening. Uninformed people may eliminate their disadvantage by screening to 
gather information on the hidden characteristics of informed people. Life insur-

ance companies reduce adverse selection problems by 
requiring medical exams. Based on this information, a 
firm may decide not to insure high-risk individuals or 
to charge them a higher premium as compensation for 
the extra risk.

It is costly to collect information on a person’s 
health or dangerous habits such as smoking, drinking, 
or skydiving. As a result, insurance companies collect 
information only up to the point at which the marginal 
benefit from the extra information they gather equals 
the marginal cost of obtaining it. Over time, insurance 
companies have increasingly concluded that it pays to 
collect information about whether individuals exer-
cise, have a family history of dying young, or engage 
in potentially life-threatening activities.

Consumers can use screening techniques, too. For 
example, a potential customer can screen a used car 
by test-driving it; by having an objective, trustworthy Congratulations! You qualify for our auto insurance.

firm raises the quality of its product, all firms benefit because the wallets sell 
for $12 instead of $10. The high-quality firm receives only a fraction of the 
total benefit from raising quality but bears the entire cost. It gets $2 extra per 
high-quality wallet sold, which is less than the extra $10 it costs to make the 
better wallet. (In contrast, the other firms benefit from the higher price without 
incurring the extra cost.) Therefore, due to asymmetric information, no firm 
produces high-quality goods even though consumers are willing to pay for the 
extra quality.
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mechanic examine the car; or by paying a company such as CARFAX to check the 
history of the repairs on the vehicle. As long as the consumers’ costs of securing infor-
mation are less than the private benefits, they obtain the information, transactions 
occur, and markets function smoothly.

In some markets, consumers can avoid the adverse selection problem by buying 
only from a firm that has a reputation for providing high-quality goods. For example, 
consumers know that a used-car dealer that expects repeat purchases has a stronger 
incentive not to sell defective cars than does an individual.

Signaling. An informed party may signal the uninformed party to eliminate adverse 
selection. However, signals solve the adverse selection problem only when the recipients 
view them as credible. Smart consumers may place little confidence in a firm’s unsubstan-
tiated claims. Do you believe that a used car runs well just because an ad tells you so?

If only high-quality firms find it worthwhile to send a signal, then a signal is 
credible. Producers of high-quality goods often try to signal to consumers that their 
products are of better quality than those of their rivals. If consumers believe their 
signals, these firms can charge higher prices for their goods.

But if the signals are to be effective, they must be credible. For example, a firm may 
distribute a favorable review of its product by an independent testing agency to try to 
convince buyers that its product is of high quality. Only if low-quality firms cannot obtain 
such a report from a reliable independent testing agency do consumers believe this signal.

A warranty may serve as both a signal and a guarantee. It is less expensive for the 
manufacturer of a reliable product to offer a warranty than it is for a firm that pro-
duces low-quality products. Consequently, if one firm offers a warranty and another 
does not, then a consumer may infer that the firm with the warranty produces a 
superior product. Of course, sleazy firms may try to imitate high-quality firms by 
offering a warranty that they do not intend to honor.

An applicant for life insurance can present an insurance company with a written 
statement from the doctor as a signal of good health. If only people who believe they 
can show that they are better than others want to send a signal, insurance companies 
may rely upon it. However, an insurance company may not trust such a signal if it is 
easy for people to find unscrupulous doctors who will report falsely that they are in 
good health. Here, screening by the insurance company using its own doctors may 
work better because the information is more credible.

Are you healthy? Your insurance company wants to know. And it wants to keep 
you healthy. Life insurance companies in Australia, Europe, Singapore, and South 
Africa use the internet to allow customers to signal that they’re healthy.

When Andrew Thomas swipes his membership card upon arriving at his gym, 
his South African life insurance company, Vitality, receives instant information. The 
company checks whether he’s still there 30 minutes later by tracking his location using 
his smartphone. In return for sharing medical and exercise information with his insur-
ance company, Mr. Thomas earns points, which reduce his insurance premium by 9%.

John Hancock was the first U.S. life insurance company to introduce a similar pro-
gram. The company provides customers with Fitbit monitors that automatically upload 
their activity levels. The most active customers will earn a discount of up to 15% on 
their life insurance premium, Amazon gift cards, and half-price stays at Hyatt hotels.

U.S. health insurance companies also provide incentives. In 2017, Humana 
started providing members with incentives for a range of exercise and other activi-
ties. United Healthcare provides incentives of up to $1,460 a year, which it puts 
into a health savings account. One-quarter of its members were wearing a fitness 
device in 2017, up from 13% the previous year.

APPLICATION

Discounts for Data
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Third-Party Information. In some markets, consumer groups, nonprofit organiza-
tions, and government agencies provide buyers with information about the quality 
of different goods and services. If this information is credible, it can reduce adverse 
selection by enabling consumers to avoid buying low-quality goods or paying less 
for poorer-quality products.

For an outside organization to provide believable information, it must convince 
consumers that it is trustworthy. Consumers Union, which publishes the product 
evaluation guide Consumer Reports, tries to establish its trustworthiness by refusing 
to accept advertising or other payments from firms.

Unfortunately, experts undersupply information because it is a public good (nonri-
valrous and only sometimes exclusive—see Chapter 17). Consumers Union does not 
capture the full value of its information through sales of its Consumer Reports because 
buyers lend their copies to friends, libraries stock it, and newspapers report on its 
findings. As a result, Consumers Union conducts less research than is socially optimal.

Auditing is another important example of third-party assessment, in which an 
independent accounting firm assesses the financial statements of a firm or other orga-
nization. Sometimes a firm obtains an audit voluntarily to enhance its reputation (a 
signal). Sometimes audits are required as a condition of being listed on a particular 
exchange or of participating in a particular transaction, and sometimes laws require 
audits be performed (screening).

Governments, consumer groups, industry groups, and others may establish a standard, 
which is a metric or scale for evaluating the quality of a particular product. For 
example, the R-value of insulation tells how effectively insulation works. Consum-
ers learn of a brand’s quality through certification: a report that a particular product 
meets or exceeds a given standard level.

Many industry groups set their own standards and get an outside group or firm, 
such as Underwriters Laboratories (UL) or Factory Mutual Engineering Corporation 
(FMEC), to certify that their products meet specified standard levels. For example, 
by setting standards for the size of the thread on a screw, we ensure that screws work 
in products regardless of brand.

When standard and certification programs inexpensively and completely inform con-
sumers about the relative quality of all goods in a market and do not restrict the goods 
available, the programs are socially desirable. Licenses or certifications that restrict entry 
raise the average quality in the industry by eliminating low-quality goods and services. 
However, they drive up prices to consumers by restricting supply. As a result, welfare 
may go up or down, depending on whether the increased-quality effect or the higher-
price effect dominates.

Thus, life and health insurance companies are helping their customers signal that 
they’re healthy, reducing the adverse selection problem. In addition, the companies 
are using this information to provide incentives for their customers to lead healthier 
lives so that their families have to wait longer to collect on their life insurance.

Because consumers can’t see a good before buying it over the internet, it’s easy for a 
shady seller to misrepresent its quality. In the worst-case lemons-market scenario, 
low-quality goods drive out high-quality goods.

Adverse selection concerns are particularly strong for electronic goods sold on 
eBay, as consumers cannot screen by inspecting the product (“squeeze the orange”) 
before purchase. That this market exists on eBay indicates that sellers have found 
ways to signal quality or consumers have found ways to screen.

APPLICATION

Adverse Selection  
and Remanufactured 
Goods
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Laws to Prevent Opportunism
In addition to setting standards and certifying goods and services, governments and var-
ious organizations prevent opportunism in several ways. Three common examples are 
disclosure requirements, product liability laws, and universal coverage requirements.

Disclosure Requirements. Governments often require the informed party to dis-
close all relevant information to the uninformed party. For example, many local 
governments require that sellers disclose all relevant facts about a house to potential 
buyers, such as its age and any known defects in the electrical work or plumbing. By 
doing so, these governments protect buyers against adverse selection due to undis-
closed defects.

Product Liability Laws. In many countries, product liability laws protect consum-
ers from being stuck with nonfunctional or dangerous products. Moreover, many U.S. 
state supreme courts have concluded that new products carry an implicit understand-
ing that they will safely perform their intended functions. If they do not, consumers 
can sue the seller even in the absence of product liability laws. If consumers can rely 
on explicit or implicit product liability laws to force a manufacturer to compensate 
consumers for defective products, they do not need to worry about adverse selection. 
However, the transaction costs of going to court are very high.

Consumers know that selling on eBay creates an enforceable contract, so sellers’ 
signals reduce adverse selection on eBay. Sellers have a variety of ways to signal. 
Some sellers offer money back guarantees or warranties. Some pay extra to eBay 
to post flashy displays. One important signal is whether the good is new, remanu-
factured, or used. For years, manufacturers of cameras, computers, mobile phones, 
MP3 players, and other consumer durables have refurbished or upgraded returned 
products before trying to sell them again. Even though these remanufactured prod-
ucts may be comparable to new ones, consumers do not perceive them that way, 
so they are willing to pay a premium for new ones.

Neto, Bloemhof, and Corbett (2016) studied sales on eBay of three types of 
iPods: the Classic, the Touch, and the Nano. They found, for example, that the 
average price of a used iPod Nano was 65% of a new one, while a remanufactured 
Nano was 82% of a new one. Thus, the signal of the good’s type affects the price.

What about other signals, such as positive descriptions? Consumers view used 
goods as varying more in quality than remanufactured or new products: The prices 
of used goods have greater variance than those of the others. As a result, quality 
claims may be more likely to affect the price of used goods than those of new and 
remanufactured goods. Positive descriptions affect the price of most types of used 
iPods, but not new and remanufactured iPods.

Consumers can also screen using eBay’s feedback (reputation) score: the per-
centage of positive ratings by past customers. A sleazy seller will have a bad feed-
back score. Subramanian and Subramanyam (2012) studied the sales of electronic 
goods on eBay. They found that a higher seller feedback score reduced the price 
differential between new and remanufactured goods. They also discovered that 
consumers pay higher prices for products remanufactured by the original manufac-
turer or their authorized factories than for those remanufactured by third parties.

Thus, third-party information in the form of ratings from previous customers, 
which consumers use to screen, and a variety of signals from firms help reduce the 
adverse selection problem for used and remanufactured goods.
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Universal Coverage. Health insurance markets have adverse selection because 
low-risk consumers do not buy insurance at prices that reflect the average risk. Such 
adverse selection can be eliminated by providing insurance to everyone or by mandat-
ing that everyone buy insurance. Firms often provide mandatory health insurance as 
a benefit to all employees, rather than paying them a higher wage and allowing them 
to decide whether to buy such insurance on their own. By doing so, firms reduce 
adverse selection problems for their insurance carriers: Both healthy and unhealthy 
people are covered. As a result, firms can buy medical insurance for their workers at 
a lower cost per person than workers can obtain on their own.

Similarly, Canada, the United Kingdom, and many other countries provide basic 
health insurance to all residents, financed by a combination of mandatory premiums 
and taxes. The U.S. Supreme Court confirmed the constitutionality of the “individual 
mandate” in the 2010 Patient Protection and Affordable Care Act, which required 
virtually all Americans to have health care coverage or pay a penalty. However, effec-
tive 2019, Congress removed the penalty for violating the mandate on the grounds 
that the government shouldn’t force people to buy health insurance.

Unintended Consequence Eliminating universal coverage raises the price of 
insurance.

 18.3 Price Discrimination Due to False Beliefs 
About Quality
We’ve seen that bad products can drive out good products if consumers cannot 
distinguish lemons from good-quality products at the time of purchase. The market 
outcome also changes if consumers falsely believe that identical products differ in 
quality. Consumers pay more for a product that they believe is of higher quality.

If some consumers know that two products are identical while others believe that 
they differ in quality, a firm can profitably price discriminate. The firm takes advan-
tage of the less-informed customers by charging them a high price for the allegedly 
superior product. The firm does not want to charge informed customers this same 
high price. Doing so would reduce profit because the resulting drop in sales would 
exceed the gain from the higher price.

Asymmetric information on the part of some, but not all, consumers makes price 
discrimination possible. However, if all customers are informed or all are uninformed 
about the quality of different products, firms charge a single price.

By intentionally increasing consumer uncertainty, a firm may be better able to 
exploit uninformed consumers and earn a higher profit (Salop, 1977). One way in 
which firms confuse consumers is to create noise by selling virtually the same product 
under various brand names. A noisy monopoly may be able to sell a product under its 
own brand name at a relatively high price and supply grocery or discount stores with 
a virtually identical product that sells at a lower price under a private-label (house 
or store) brand. For example, Campbell Soup produces Prego spaghetti sauce and 
similar house brands for various grocery stores.

As only relatively unhealthy or risk-averse people will buy the insurance after the 
mandate ends, the price will rise.4

4By one forecast, the price of health plans will rise by 2.5% to 7.5% to compensate for the 
loss of the mandate (www.vox.com/policy-and-politics/2018/4/13/17226566/obamacare- 
penalty-2018-individual-mandate-still-in-effect).

(www.vox.com/policy-and-politics/2018/4/13/17226566/obamacarepenalty-2018-individual-mandate-still-in-effect
(www.vox.com/policy-and-politics/2018/4/13/17226566/obamacarepenalty-2018-individual-mandate-still-in-effect
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If some consumers know that two products are identical while others believe that 
their qualities differ, a firm can engage in a special type of price discrimination (Chap-
ter 12). For example, a food manufacturer may take advantage of less-informed 
customers by charging a higher price for the allegedly superior national brand, while 
informed customers buy a less expensive but equally good private-label brand.

Brand proliferation pays if the cost of producing multiple brands is relatively low 
and the share of consumers who are willing to buy the higher-price product is rela-
tively large. Otherwise, the firm makes a higher profit by selling a single product at a 
moderate price than by selling one brand at a low price and another at a high price.

By selling the same product under more than one brand name, firms can charge 
uninformed consumers higher prices. For decades, Amana, Caloric, GE, Gibson, 
Jenn-Air, Toshiba, and Whirlpool manufactured products that Sears, Roebuck & 
Company sold under its house brand names—Kenmore, DieHard, and Craftsman.

Frequently, the Kenmore product was identical to or even superior to the brand-
name product and cost less. Knowledgeable consumers, realizing that the two 
brands were identical except for the label, bought the Sears brand at the lower 
price. But customers who falsely believed that the name brand was better than the 
Kenmore product paid more for the name brand. Amazon is currently following 
this approach, with its Amazon Basic and many other private-label brands.

Over time, as consumers have become familiar with private-label brands and 
recognized their quality, private-label products have rapidly gained market share. 
According to the Nielsen Company’s 2018 report, the private-label value share 
was 16.7% globally, 31.4% in the European Union, and 17.7% in North America. 
As consumers gain more knowledge about the quality of private-label brands, the 
advantage from maintaining multiple brands diminishes, which partially explains 
why Sears sold its Craftsman brand in 2017 and put the Kenmore brand up for 
sale in 2018.

APPLICATION

Reducing Consumers’ 
Information

 18.4 Market Power from Price Ignorance
We’ve seen that consumer ignorance about quality can keep high-quality goods out 
of markets. We now illustrate that consumer ignorance about price variation across 
firms gives firms market power. As a result, firms have an incentive to make it difficult 
for consumers to collect pricing information. Because of this incentive, some stores 
won’t quote prices over the phone.

If consumers (unlike sellers) do not know how prices vary across firms, firms may 
gain market power and set prices above marginal cost. Suppose that you go to Store 
A to buy a television set. If you know that Store B is charging $499 for the same 
TV, you are willing to pay Store A at most $499 (or perhaps a little more to avoid 
having to go to Store B). Knowledge is power. However, if you don’t know Store B’s 
price for that TV, Store A might charge you much more than $499. Ignorance costs.

In this section, we examine why asymmetric pricing information leads to noncom-
petitive pricing in a market that would otherwise be competitive. Suppose that many 
stores in a town sell the same good. If consumers have full information about prices, 
all stores charge the full-information competitive price, p*. If one store raises its price 
above p*, the store loses all its business. Each store faces a residual demand curve 
that is horizontal at the going market price and has no market power.

In contrast, if consumers have limited information about the price that firms 
charge for a product, one store can charge more than others and not lose all its 
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 customers. Customers who do not know that the product is available for less else-
where buy from the high-price store.5 Thus, each store faces a downward-sloping 
residual demand curve and has some market power.

Tourist-Trap Model
We now show that if such a market has a single price, it is higher than p*. Suppose 
you arrive in a small town in California near the site of the discovery of gold. Souve-
nir shops crowd the street. Wandering by one of them, you see that it sells the town’s 
distinctive snowy: a plastic ball filled with water and imitation snow featuring a 
model of the Donner Party. You decide that you must buy at least one of these taste-
ful souvenirs—perhaps more if the price is low enough. Your bus is leaving soon, so 
you can’t check the price at each shop to find the lowest price. Moreover, determining 
which shop has the lowest price won’t be useful to you in the future because you do 
not intend to return anytime soon.

Let’s assume that you and other tourists have a guidebook that reports how many 
souvenir shops charge each possible price for the snowy, but it does not provide the price 
at any particular shop.6 You and the other tourists have identical demand functions.

It costs each tourist c in time and expenses to visit a shop to check the price or 
buy a snowy. Thus, if the price is p, the cost of buying a snowy at the first shop you 
visit is p + c. If you go to two souvenir shops before buying at the second shop, the 
cost of the snowy is p + 2c.

When Price Is Not Competitive. Will all souvenir shops charge the same price? If 
so, what is it? We start by considering whether each shop charges the full-information, 
competitive price, p*.

The full-information, competitive price is the equilibrium price only if no firm has 
an incentive to charge a different price. No firm charges less than p*, which equals 
marginal cost, because it would lose money on each sale.

However, a shop can gain by charging a higher price than p*, so p* is not an equi-
librium price. If all other shops charge p*, a shop can profitably charge p1 = p* + M, 
where M, a small positive number, is the shop’s price markup. Suppose you walk into 
this shop and learn that it sells the snowy for p1. You know from your guidebook 
that all the other souvenir shops charge only p*. You say to yourself, “How unfortunate 
[or other words to that effect]! I’ve wandered into the only expensive shop in town.” 
Annoyed, you consider going elsewhere. Nonetheless, you do not go to another shop if 
this first shop’s markup, M = p1 - p*, is less than c, the cost of going to another shop.

As a result, it pays for this shop to raise its price by an amount that is just slightly 
less than the cost of an additional search, thereby deviating from the proposed equi-
librium where all other shops charge p*. Thus, if consumers have limited information 
about price, an equilibrium in which all firms charge the full-information, competi-
tive price is impossible.

Monopoly Price. We’ve seen that the market price cannot be lower than or equal 
to the full-information, competitive price. Can an equilibrium exist in which all 
stores charge the same price and that price is higher than the competitive price? In 

5A grave example concerns the ripping-off of the dying and their relatives. A cremation arranged through 
a memorial society—which typically charges a nominal enrollment fee of $10 to $25—often costs half or 
less than the same service when it is arranged through a mortuary. Consumers who know about memorial 
societies—which get competitive bids from mortuaries—can obtain a relatively low price.
6We make this assumption about the guidebook to keep the presentation as simple as possible. This 
assumption is not necessary to obtain the following result.
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particular, can an equilibrium exist in which all shops charge p1 = p* + M? No, 
because shops would deviate from this proposed equilibrium for the same reason 
that they would deviate from charging the competitive price. A shop can profitably 
raise its price to p2 = p1 + M = p* + 2M. Again, it does not pay for a tourist who is 
unlucky enough to enter that shop to go to another shop as long as M 6 c. Thus, p1 
is not the equilibrium price. By repeating this reasoning, we can reject other possible 
equilibrium prices that are above p* and less than the monopoly price, pm.

However, the monopoly price may be an equilibrium price. No firm wants to raise 
its price above the monopoly level because its profit would fall due to reduced sales. 
When tourists learn the price at a particular souvenir shop, they decide how many 
snowies to buy. If the price is set too high, the shop’s lost sales more than offset the 
higher price, so its profit falls. Thus, although the shop can charge a higher price 
without losing all its sales, it chooses not to do so.

The only remaining question is whether a shop would like to charge a price lower 
than pm if all other shops charge that price. If not, pm is an equilibrium price.

Should a shop reduce its price below pm by less than c? If it does so, it does not pay 
for consumers to search for this low-price firm. The shop makes less on each sale, so 
its profits must fall. Thus, a shop should not deviate by charging a price that is only 
slightly less than pm.

Does it pay for a shop to drop its price below pm by more than c? If the town has 
few shops, consumers may search for this low-price shop. Although the shop makes 
less per sale than the high-price shops, its profits may be higher because of greater 
sales volume. However, if the town has many shops, consumers do not search for the 
low-price shop because their chances of finding it are low. As a result, when the pres-
ence of a large number of shops makes searching for a low-price shop impractical, 
no firm lowers its price, so pm is the equilibrium price. Thus, when consumers have 
asymmetric information and when search costs and the number of firms are large, 
the only possible single-price equilibrium is at the monopoly price.

If a firm charging a low price can break the single-price equilibrium at pm, then 
no single-price equilibrium is possible. Either the market has no equilibrium or it has 
an equilibrium in which prices vary across shops (see Stiglitz, 1979, or Carlton and 
Perloff, 2005). Multiple-price equilibria are common.

Initially, many souvenir shops compete. Each charges pm (because consumers do 
not know the shops’ prices). Buyers’ search costs are c. If the government pays for half 
of consumers’ search costs, is a single-price equilibrium at a price less than pm 
possible?

Answer

Show that the argument we used to reject a single-price equilibrium at any price 
except the monopoly price does not depend on the size of the search cost. If all other 
stores charge any single price p, where p* … p 6 pm, a firm profits from raising 
its price. As long as it raises its price by no more than c/2 (the new cost of search 
to a consumer), unlucky consumers who stop at this deviant store will not search 
further. This profitable deviation shows that the proposed single-price equilibrium 
is not an equilibrium. Again, the only possible single-price equilibrium is at pm.7

7If the search cost is low enough, a firm can break the single-price equilibrium at pm by profitably 
charging a low price, so only a multiple-price equilibrium is possible. If the search cost falls to zero, 
consumers have full information, so the only possible equilibrium is at the full-information, competi-
tive price.

SOLVED PROBLEM 
18.3

MyLab Economics
Solved Problem
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Advertising and Prices
The U.S. Federal Trade Commission (FTC), a consumer protection agency, opposes 
groups that want to forbid price advertising; the FTC argues that advertising about price 
benefits consumers. If a firm informs consumers about its unusually low price, it may 
be able to gain enough additional customers to more than offset its loss from the lower 
price. If low-price stores advertise their prices and attract many customers, they can break 
the monopoly-price equilibrium that occurs when consumers must search store by store 
for low prices. The more successful the advertising, the larger these stores grow and the 
lower the average price in the market. If enough consumers become informed, all stores 
may charge the low price. Thus, without advertising, no store may find it profitable to 
charge low prices, but with advertising, all stores may charge low prices.

 18.5 Problems Arising from Ignorance  
When Hiring
Asymmetric information is frequently a problem in labor markets. Prospective employ-
ees may have less information about working conditions than firms do. Firms may 
have less information about potential employees’ abilities than potential workers do.

Information asymmetries in labor markets lower welfare below the full-information 
level. Workers may signal and firms may screen to reduce the asymmetry in informa-
tion about workers’ abilities. Signaling and screening may raise or lower welfare, as 
we now consider.

Cheap Talk
Honesty is the best policy—when there is money in it. —Mark Twain

We now consider situations in which workers have more information about their 
ability than firms do. We look first at inexpensive signals sent by workers, then at 
expensive signals sent by workers, and finally at screening by firms.

When an informed person voluntarily provides information to an uninformed per-
son, the informed person engages in cheap talk: unsubstantiated claims or statements 
(see Farrell and Rabin, 1996). People use cheap talk to distinguish themselves or their 
attributes at low cost. Even though informed people may lie when it suits them, it is 
often in their and everyone else’s best interest for them to tell the truth. Nothing stops 
me from advertising that I have a chimpanzee for sale, but doing so serves no purpose 
if I actually want to sell a refrigerator. One advantage of cheap talk, if it is effective, 
is that it is a less-expensive method of signaling ability to a potential employer than 
paying to have that ability tested.

Suppose that a firm plans to hire Cyndi to do one of two jobs. The demanding job 
requires someone with high ability. The undemanding job can be performed better by 
someone with low ability because the job bores more able people, who then work poorly.

Cyndi knows whether her ability level is high or low, but the firm is unsure, 
initially thinking that either level is equally likely. Panel a of Table 18.1 shows the 
payoffs to Cyndi and the firm under various possibilities.8 If Cyndi has high ability, 
she enjoys the demanding job: Her payoff is 3 (which includes her wage and the 
dollar value of the pleasure or displeasure from working at this job). If she has low 

8Previously, we used a 2 * 2 matrix to show a simultaneous-move game, in which both parties choose 
an action simultaneously. In contrast, in Table 18.1, only the firm can make a move. Cyndi does not 
take an action, because she cannot choose her ability level.
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ability, she finds the demanding job too stressful—her payoff is only 1—but she has 
a payoff of 2 at the undemanding job. The payoff to the firm is greater if Cyndi is 
properly matched to the job: She is given the demanding job if she has high ability 
and the undemanding job if she has low ability.

We can view this example as a two-stage game. In the first stage, Cyndi tells the 
firm something. In the second stage, the firm decides which job she gets.

Cyndi could make many possible statements about her ability. For simplicity, 
though, we assume that she says either, “My ability is high” or “My ability is low.” 
This two-stage game has an equilibrium in which Cyndi tells the truth, and the firm, 
believing her, assigns her to the appropriate job. If she claims to have high ability, 
the firm gives her the demanding job.

If the firm reacts to her cheap talk in this manner, Cyndi has no incentive to lie. 
If she does, the firm would make a mistake, and a mistake would be bad for both 
parties. Cyndi and the firm want the same outcome, so cheap talk works.

In many other situations, however, cheap talk does not work. Given the payoffs 
in panel b, Cyndi and the firm do not want the same outcome. The firm still wants 
Cyndi in the demanding job if she has high ability and in the undemanding job oth-
erwise. But Cyndi wants the demanding job regardless of her ability, so she claims 
to have high ability regardless of the truth. Knowing her incentives, the firm views 
her statement as meaningless—it does not change the firm’s view that her ability is 
equally likely to be high or low.

Given that belief, the firm gives her the undemanding job, for which its expected 
payoff is higher. The firm’s expected payoff is (1

2 * 1) + (1
2 * 4) = 2.5 if it 

gives her the undemanding job and (1
2 * 2) + (1

2 * 1) = 1.5 if it assigns her to the 
demanding job. Thus, given the firm’s asymmetric information, the outcome is inef-
ficient if Cyndi has high ability.

When the interests of the firm and the individual diverge, cheap talk does not 
provide a credible signal. Here, an individual has to send a more expensive signal to 
be believed. We now examine such a signal.

Table  18.1  Employee-Employer Payoffs

1

1High

Low

Demanding Undemanding

13
2

1
1

2
4
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Demanding Undemanding
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2

3
1

2
4

(b) When Cheap Talk Fails

(a) When Cheap Talk Works

Cyndi’s Ability

Job That the Firm Gives to Cyndi

Job That the Firm Gives to Cyndi

Cyndi’s Ability
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Education as a Signal
No doubt you’ve been told that you should go to college to get a good job. Going 
to college may result in a better job because you obtain valuable training. Or, a col-
lege degree may land you a good job because it signals your ability to employers. If 
high-ability people are more likely to go to college than low-ability people, schooling 
signals ability to employers (Spence, 1974).

To illustrate how such signaling works, we’ll make the extreme assumptions that 
graduating from an appropriate school serves as the signal and that schooling pro-
vides no useful training to firms (Stiglitz, 1975). High-ability workers are θ share of 
the workforce, and low-ability workers are 1 - θ share. For a firm, the value of out-
put produced by a high-ability worker is worth wh, and that of a low-ability worker 
is wl (over their careers). If competitive employers knew workers’ ability levels, they 
would pay this value of the marginal product to each worker, so a high-ability worker 
receives wh and a low-ability worker earns wl .

However, suppose that employers cannot directly determine a worker’s skill level. For 
example, when production is a group effort a firm cannot determine the productivity 
of a single employee.

Two types of equilibria are possible, depending on whether employers can distin-
guish high-ability workers from others. If employers have no way of distinguishing 
workers, the outcome is a pooling equilibrium: Dissimilar people are treated (paid) 
alike or behave alike. Employers pay all workers the average wage:

 w = θwh + (1 - θ)wl . (18.2)

Risk-neutral, competitive firms expect to break even because they underpay high-
ability people by enough to offset the losses from overpaying low-ability workers.

We assume that high-ability individuals can get a degree by spending c to attend a 
school, but low-ability people cannot graduate from the school (or that the cost of doing 
so is prohibitively high). If high-ability people graduate and low-ability people do not, a 
degree is a signal of ability to employers. Given such a clear signal, the outcome is a sepa-
rating equilibrium: One type of people takes actions (such as sending a signal) that allow 
them to be differentiated from other types of people. Here, a successful signal causes 
high-ability workers to receive wh and others to receive wl , so wages vary with ability.

We now examine whether a pooling or a separating equilibrium is possible. We 
consider whether anyone would want to change behavior in an equilibrium. If no 
one wants to change, the equilibrium is feasible.

In addition to auctions, eBay allows a seller to offer to sell a good for a specified 
price. The buyer may allow a potential buyer to respond with a best offer of a 
lower price. The seller may accept the best-offer bid, decline it, or make a coun-
teroffer. The transaction is completed when a buyer or the seller accept the other 
side’s offer.9

Backus, Blake, and Tadelis (forthcoming) suggested that some sellers use cheap 
talk by posting an initial price that is a multiple of $100. Items listed in multiples 
of $100 receive offers 6 to 11 days sooner that are 5% to 8% lower, and are 3% 
to 5% more likely to sell than are items listed at similar “precise” prices such as 
$99 or $109. Thus, these round numbers may provide information that helps 
both parties: The seller makes a quick sale, and the customer buys at a low price.

9Because this game (Chapter 13) is very complicated, participants have difficulty devising optimal 
strategies.

APPLICATION

Cheap Talk in eBay’s 
Best Offer Market
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Separating Equilibrium. In a separating equilibrium, high-ability people pay c to 
get a degree and are employed at a wage of wh, while low-ability individuals do 
not get a degree and work at a wage of wl . The low-ability people have no choice, 
because they can’t get a degree. High-ability individuals have the option of not going 
to school. Without a degree, however, they are viewed as having low ability once 
they are hired, so they receive wl . If they go to school, their net earnings are wh - c. 
Thus, it pays for a high-ability person to go to school if wh - c 7 wl . Rearranging 
terms in this expression, we find that a high-ability person chooses to get a degree if

 wh - wl 7 c. (18.3)

Equation 18.3 says that the benefit from graduating, the extra pay wh - wl , 
exceeds the cost of schooling, c. If Equation 18.3 holds, no worker wants to change 
behavior, so a separating equilibrium is feasible.

Suppose that c = $15,000 and that high-ability workers are twice as produc-
tive as others: wh = $40,000 and wl = $20,000. Here, the benefit to a high-ability 
worker from graduating, wh - wl = $20,000, exceeds the cost by $5,000. Thus, no 
one wants to change behavior in this separating equilibrium.

Pooling Equilibrium. In a pooling equilibrium, all workers are paid the average 
wage from Equation 18.2, w. Again, because low-ability people cannot graduate, 
they have no choice. A high-ability person must choose whether or not to go to 
school. Without a degree, that individual is paid the average wage. With a degree, 
the worker is paid wh. It does not pay for the high-ability person to graduate if the 
benefit from graduating, the extra pay wh - w, is less than the cost of schooling:

 wh - w 6 c. (18.4)

If Equation 18.4 holds, no worker wants to change behavior, so a pooling equilibrium 
persists.

For example, if wh = $40,000, wl = $20,000, and θ = 1
2, then

w = (1
2 * $40,000) + (1

2 * $20,000) = $30,000.

If the cost of going to school is c = $15,000, the benefit to a high-ability person from 
graduating, wh - w = $10,000, is less than the cost, so a high-ability individual does 
not want to go to school. As a result, a pooling equilibrium exists.

If c = $15,000, wh = $40,000, and wl = $20,000, for what values of θ is a pool-
ing equilibrium possible?

Answer

1. Determine the values of θ for which it pays for a high-ability person to go to 
school. From Equation 18.4, we know that a high-ability individual does not go 
to school if wh - w 6 c. Using Equation 18.2, we substitute for w in Equation 
18.4 and rearrange terms to find that high-ability people do not go to school if 
wh - 3θwh + (1 - θ)wl4 6 c, or

 θ 7 1 -
c

wh - wl
. (18.5)

If almost everyone has high ability, so θ is large, a high-ability person does 
not go to school. The intuition is that, as the share of high-ability workers, θ, 

SOLVED PROBLEM 
18.4

MyLab Economics
Solved Problem
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Unique Equilibrium or Multiple Equilibria. Depending on differences in abilities, 
the cost of schooling, and the share of high-ability workers, only one type of equi-
librium may be possible or both may be possible. In the following examples, using 
Figure 18.2, wh = $40,000 and wl = $20,000.

Only a pooling equilibrium is possible if schooling is very costly: c 7 wh - wl =
$20,000, so Equation 18.3 does not hold. The horizontal line in Figure 18.2 shows 
where c = wh - wl = $20,000. Only a pooling equilibrium is feasible above that line, 
c 7 $20,000, because it is not worthwhile for high-ability workers to go to school.

Equation 18.5 shows that if the market has few high-ability people (relative to the 
cost and earnings differential), only a separating equilibrium is possible. The figure 
shows a sloped line where θ = 1 - c/(wh - wl). Below that line, θ 6 1 - c/(wh - wl), 
relatively few people have high ability, so the average wage, w, is low. A pooling equi-
librium is not possible because high-ability workers would want to signal. Thus, below 
this line, only a separating equilibrium is possible. Above this line, Equation 18.5 holds, 

gets large (close to 1), the average wage approaches wh (Equation 18.2), so the 
benefit, wh - w, of going to school shrinks.

2. Solve for the possible values of θ for the specific parameters. If we substitute 
c = $15,000, wh = $40,000, and wl = $20,000 into Equation 18.5, we find 
that high-ability people do not go to school—that is, a pooling equilibrium is 
possible—when θ 7 1

4.

Figure 18.2 Pooling and Separating Equilibria

If firms know workers’ abilities, high-ability workers 
are paid wh = $40,000 and low-ability workers get 
wl = $20,000. The type of equilibrium depends on the 
cost of schooling, c, and on the share of high-ability 
workers, θ. If c 7 $20,000, only a pooling equilibrium, 

in which everyone gets the average wage, is possible. 
If the market has relatively few high-ability people, 
θ 6 1 - c/$20,000, only a separating equilibrium is 
possible. Between the horizontal and sloped lines, either 
type of equilibrium may occur.
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so a pooling equilibrium is possible. (The answer to Solved Problem 18.3 shows that 
no one wants to change behavior in a pooling equilibrium if c = $15,000 and θ 7 1

4, 
which are points to the right of x in the figure, such as y.)

Below the horizontal line where the cost of signaling is less than $20,000 and 
above the sloped line where the market has relatively many high-ability workers, 
either equilibrium may occur. For example at y, where c = $15,000 and θ = 1

2, 
Equations 18.3 and 18.4 (or, equivalently, Equation 18.5) hold, so both a separating 
equilibrium and a pooling equilibrium are possible. In the pooling equilibrium, no 
one wants to change behavior, so that equilibrium is possible. Similarly, no one wants 
to change behavior in a separating equilibrium.

A government could ensure that one or the other of these equilibria occurs. It can 
achieve a pooling equilibrium by banning schooling (and other possible signals). 
Alternatively, the government can create a separating equilibrium by subsidizing 
schooling for some high-ability people. Once some individuals start to signal, so that 
firms pay either a low or a high wage (not a pooling wage), it is worthwhile for other 
high-ability people to signal.

Efficiency. In our example of a separating equilibrium, high-ability people get an 
otherwise useless education solely to show that they differ from low-ability people. 
An education is privately useful to the high-ability workers if it serves as a signal that 
gets them higher net pay. In our extreme example, education is socially inefficient 
because it is costly and provides no useful training.

Signaling changes the distribution of wages. Without signaling, everyone receives 
the average wage. With signaling, high-ability workers earn more than low-ability 
workers. Nonetheless, the total amount that firms pay is the same, so firms make 
zero expected profits in both equilibria.10 Moreover, everyone is employed in both 
the pooling and screening equilibria, so total output is the same.

Nonetheless, everyone may be worse off in a separating equilibrium. At point y in 
Figure 18.2 (wh = $40,000, wl = $20,000, c = $15,000, and θ = 1

2), either a pool-
ing equilibrium or a separating equilibrium is possible. In the pooling equilibrium, 
each worker is paid w = $30,000 and no wasteful signaling occurs. In the separating 
equilibrium, high-ability workers make wh - c = $25,000 and low-ability workers 
make wl = $20,000.

High-ability people earn less in the separating equilibrium, $25,000, than 
they would in the pooling equilibrium, $30,000. Nonetheless, if anyone signals, 
all the other high-ability workers want to send a signal to prevent their wage 
from falling to that of a low-ability worker. High-ability workers net an extra 
[wh - c] - wl = $25,000 - $20,000 = $5,000. The reason socially undesirable 
signaling happens is that the private return to signaling, $5,000, exceeds the net social 
return to signaling. The gross social return to the signal is zero because the signal 
changes only the distribution of wages. The net social return is negative because the 
signal is costly.

This inefficient expenditure on education is due to asymmetric information and 
the desire of high-ability workers to signal their ability. The government can increase 
total social wealth by banning wasteful signaling (eliminating schooling). Both low-
ability and high-ability people benefit from such a ban.

In other cases, however, high-ability people do not want a ban. At point z (where 
θ = 1

2 and c = $5,000), only a separating equilibrium is possible without govern-
ment intervention. In this equilibrium, high-ability workers earn wh - c = $35,000 

10 Firms pay high-ability workers more than they pay low-ability workers in a separating equilibrium, 
but the average amount they pay per worker is w, the same as in a pooling equilibrium.
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and low-ability workers make wl = $20,000. If the government bans signaling, both 
types of workers earn $30,000 in the resulting pooling equilibrium, so high-ability 
workers are harmed, losing $5,000 each. Thus, although the ban raises efficiency by 
eliminating wasteful signaling, high-ability workers oppose the ban.

In this example, efficiency can always be increased by banning signaling because 
signaling is unproductive. However, some signaling is socially efficient because it 
increases total output. Education may raise output because its signal results in a bet-
ter matching of workers and jobs or because it provides useful training and serves as 
a signal. Also, education may make people better citizens. In conclusion, total social 
output falls with signaling if signaling is socially unproductive but may rise with 
signaling if signaling also raises productivity or serves some other desirable purpose.

Empirical evidence on the importance of signaling is mixed. For example, Tyler, 
Murnane, and Willett (2000) find that, for the least-skilled high school dropouts, 
passing the General Educational Development (GED) credential (the equivalent of a 
high school diploma) increases white dropouts’ earnings by 10% to 19% but does 
not have a statistically significant effect on nonwhite dropouts.

Screening in Hiring
Firms screen prospective workers in many ways. An employer may hire someone 
based on a characteristic that the employer believes is correlated with ability, such 
as how a person dresses or speaks. Or a firm may use a test. Further, some employ-
ers engage in statistical discrimination, believing that an individual’s gender, race, 
religion, or ethnicity is a proxy for ability.

Interviews and Tests. Most societies accept the use of interviews and tests by 
potential employers. Firms commonly assess abilities using interviews and tests. If 
such screening devices are accurate, firms benefit by selecting superior workers and 
assigning them to appropriate tasks. However, as with signaling, these costly activities 
are inefficient if they do not increase output. In the United States, the use of hiring 
tests may be challenged and rejected by the courts if the employer cannot demonstrate 
that the tests accurately measure skills or abilities required on the job.

Statistical Discrimination. If employers think that people of a certain age, gender, 
race, religion, or ethnicity have higher ability than others on average, they may 
engage in statistical discrimination (Aigner and Cain, 1977) and hire only people with 
that characteristic. Employers may engage in this practice even if they know that the 
correlation between these factors and ability is imperfect.11

Figure 18.3 illustrates one employer’s belief that members of Race 1 have, on aver-
age, lower ability than members of Race 2: Much of the distribution curve for Race 
2 lies to the right of the curve for Race 1. Nonetheless, the figure also shows that the 
employer believes that the highest-skilled members of Race 1 have higher ability than 
the lowest-skilled members of Race 2: Part of the Race 1 curve lies to the right of part 
of the Race 2 curve. Still, because the employer believes that a group characteristic, 
race, is an (imperfect) indicator of individual ability, the employer hires only people 
of Race 2 if enough of them are available.

The employer may claim not to be prejudiced but to be concerned only with maxi-
mizing profit. Nonetheless, this employer’s actions harm members of Race 1 as much 
as they would if they were due to racial hatred.

11 Other common sources of employment discrimination are prejudice (Becker, 1971) and the exercise 
of monopsony power (Madden, 1973).
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Even though ability distributions are identical across races, eliminating statistical 
discrimination is difficult. If all employers share the belief that members of Race 1 
have such low ability that it is not worth hiring them, people of that race are never 
hired, so employers never learn that their beliefs are incorrect. Here, false beliefs can 
persist indefinitely. Such discrimination lowers social output by preventing skilled 
members of Race 1 from performing certain jobs.

However, statistical discrimination may be based on true differences between 
groups. For example, insurance companies offer lower auto insurance rates to young 
women than to young men because young men are more likely, on average, to have 
an accident. The companies report that this practice lowers their costs of providing 
insurance by reducing moral hazard. Nonetheless, this practice penalizes young men 
who are unusually safe drivers, and benefits young women who are unusually reck-
less drivers.

Figure 18.3 Statistical Discrimination

This figure shows the 
beliefs of an employer 
who thinks that people 
of Race 1 have less 
ability on average than 
people of Race 2. This 
employer hires only 
people of Race 2 even 
though the employer 
believes that some 
members of Race 1 
have greater ability than 
some members of Race 
2. Because this employer 
never employs members 
of Race 1, the employer 
may never learn that 
workers of both races 
have equal ability.
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Dying to Work

CHALLENGE 
SOLUTION

In the Challenge at the beginning of the chapter, we asked whether a firm under-
invests in safety if the firm knows how dangerous a job is but potential employees 
do not. Can the government intervene to improve this situation?

Consider an industry with two firms that are simultaneously deciding whether 
to make costly safety investments, such as sprinkler systems in a plant or escape 
tunnels in a mine. Unlike the firms, potential employees do not know how safe it 
is to work at each firm. They know only how risky it is to work in this industry. 
If only Firm 1 invests, workers do not know that safety has improved at Firm 1’s 
plant only. Because the government’s accident statistics for the industry fall, work-
ers realize that it is safer to work in the industry, so both firms pay lower wages.

The profit table shows how the firms’ profits depend on their safety invest-
ments. Firm 1 has a dominant strategy (Chapter 13). If Firm 2 invests (compare 
profits in the cells in the right column), Firm 1’s no investment strategy has a 
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higher profit, 250, than its investment strategy, 225. Similarly, if Firm 2 does not 
invest (compare the cells in the left column), Firm 1’s profit is higher if it doesn’t 
invest, 200, than if it does. Thus, not investing is its dominant strategy and invest-
ing is the dominated strategy, as is indicated by the horizontal red line through 
the investing strategy. Because the game is symmetric, Firm 2’s dominant strategy 
is not to invest.

The pair of dominant strategies where neither firm invests (the upper-left cell) 
is the Nash equilibrium. Both firms receive an equilibrium profit of 200. If both 
firms invest in safety (the lower-right cell), each earns 225, which is more than they 
earn in the Nash equilibrium. However, the pair of strategies where both firms 
invest is not an equilibrium, because each firm can increase its profit from 225 to 
250 by not investing if the other firm invests.

The firms are engaged in a prisoners’ dilemma game. Because each firm bears 
the full cost of its safety investments but derives only some of the benefits, the 
firms underinvest in safety.

This prisoners’ dilemma outcome results because workers do not know which 
firm is safer. If workers know how safe each firm is, a firm that invests in safety 
could hire at a lower wage than one that does not. Because that changes the profits, 
firms are more likely to invest in safety. Thus, if the government or a union col-
lects and provides workers with firm-specific safety information, the firms might 
opt to invest. However, they will collect and provide this information only if their 
cost of doing so is sufficiently low.

Firm 1

Firm 2

100
No Investment

No Investment

Investment

Investment

250200

100 225

250

200

225

Asymmetric information causes market failures when 
informed parties engage in opportunistic behavior at the 
expense of uninformed parties. Two types of problems 
arise from opportunism. Adverse selection occurs when 
someone with a characteristic that is unknown by other 
parties to a deal exploits this information to the detri-
ment of the less informed. Moral hazard occurs when an 
informed party takes advantage of a less-informed party 
through a hidden action.

1. Adverse Selection.  Adverse selection creates prob-
lems in insurance markets because people with low 
risk do not buy insurance, which drives up the price 
for high-risk people. Due to adverse selection, not all 
desirable transactions take place. As a result, low-
quality items tend to be overrepresented in transac-
tions, as with the lemons problem associated with 
used cars and many other products. Bad products may 
drive good products out of the market.

SUMMARY
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2. Reducing Adverse Selection.  Methods for dealing 
with adverse selection problems include consumer 
screening (such as by using experts or relying on firms’ 
reputations), signaling by firms (including establishing 
brand names and providing guarantees or warranties), 
the provision of information by third parties such as 
government agencies or consumer groups, and laws 
limiting the ability of informed parties to exploit their 
private information.

3. Price Discrimination Due to False Beliefs About 
Quality.  Firms may price discriminate if some con-
sumers incorrectly think that quality varies across 
identical products. Because only some consumers col-
lect information about quality, only those consumers 
know whether the quality differs between products in 
some markets. Firms can exploit uninformed consum-
ers by creating noise: selling the same good under two 
different brand names at different prices.

4. Market Power from Price Ignorance.   If consumers 
do not know how prices vary across firms, a firm can 
raise its price without losing all its customers. Conse-
quently, consumers’ ignorance about price creates mar-
ket power. In a market that would be competitive with 
full information, consumer ignorance about price may 
lead to a monopoly price or a distribution of prices.

5. Problems Arising from Ignorance When Hiring.    
Companies use signaling and screening to try to 
eliminate information asymmetries in hiring. Where 
prospective employees and firms share common 
interests—such as assigning the right worker to the right 
task—everyone benefits from eliminating the informa-
tion asymmetry by having informed job candidates 
honestly tell the firms—through cheap talk—about their 
abilities. When the two parties do not share common 
interests, cheap talk does not work. Potential employees 
may inform employers about their abilities by using an 
expensive signal such as a college degree. An unproduc-
tive signal (as when education serves only as a signal 
and provides no training) may be privately beneficial but 
socially harmful. A productive signal (as when educa-
tion provides training or leads to greater output due to 
more appropriate job assignments) may be privately and 
socially beneficial. Firms may also screen. Job interviews, 
objective tests, and other screening devices that lead to a 
better matching of workers and jobs may be socially ben-
eficial. However, screening by statistical discrimination 
harms the discriminated-against groups. Employers who 
discriminate based on a particular group characteristic 
may never learn that their discrimination is based on 
false beliefs because they never test these beliefs.

EXERCISES
All exercises are available on MyLab Economics; * = answer appears at the back of this book; M = mathematical problem.

$1,000 for healthy people and $10,000 for unhealthy 
people. In a given year, any one person (regardless 
of health) either becomes sick or does not become 
sick. The probability that any one person gets sick 
is 0.4. Each person’s utility of wealth function is 
U(Y) = Y0.5, where Y is the person’s wealth. Each 
worker’s initial wealth is $30,000. Although each 
person knows whether he or she is healthy, the 
insurance company does not have this information. 
The insurance company offers complete, actuarially 
fair insurance. Because the insurance company can-
not determine whether a person is healthy or not, it 
must offer each person the same coverage at the same 
price. The only costs to the company are the medical 
expenses of the coverage. Under these conditions, the 
insurance company covers all the medical expenses of 
its policyholders, and its expected profit is zero.

a. If everyone purchases insurance, what is the price 
of the insurance?

b. At the price you determined in part a, do healthy 
people purchase the optimal amount of insurance?

c. If only unhealthy people purchase insurance, 
what is the price?

 1. Adverse Selection

 1.1 According to the Federal Trade Commission, mil-
lions of U.S. consumers were victims of weight-loss 
fraud, ranging from a tea that promised to help 
people shed pounds to fraudulent clinical trials and 
fat-dissolving injections. Do these frauds illustrate 
adverse selection or moral hazard?

 1.2 A grocery advertises a low price on its milk as a 
“loss leader” to induce customers to shop there. It 
finds that some people buy only milk there and do 
their other grocery shopping elsewhere. Is that an 
example of adverse selection or moral hazard?

 1.3 You want to determine whether a lemons problem 
occurs in the market for single-engine airplanes. Can 
you use any of the following information to help 
answer this question? If so, how?

a. Repair rates for original-owner planes versus 
resold planes.

b. The fraction of planes resold in each year after 
purchase.

 1.4 Suppose that half the population is healthy and the 
other half is unhealthy. The cost of getting sick is 
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d. At the price you determined in part c, do 
unhealthy people purchase the optimal amount 
of insurance?

e. Given that each person has the option to pur-
chase insurance, which type actually purchases 
insurance? What is the price of the insurance? 
Discuss the adverse selection problem. M

 1.5 If you buy a new car and try to sell it in the first year—
indeed, in the first few days after you buy it—the price 
that you get is substantially less than the original price. 
Use your knowledge about signaling and Akerlof’s 
lemons model to explain this much-lower price.

 1.6 What are the answers to Solved Problem 18.1 if cus-
tomers are willing to pay $10,000 for a good used car?

 *1.7 Many potential buyers value high-quality used cars 
at the full-information market price of p1 and lem-
ons at p2. A limited number of potential sellers value 
high-quality cars at v1 … p1 and lemons at v2 … p2. 
Everyone is risk neutral. The share of lemons among 
all the used cars that might potentially be sold is θ. 
Under what conditions are all the cars sold? When 
are only lemons sold? Under what, if any, conditions 
are no cars sold? (Hint: See Solved Problem 18.1.) M

 1.8 Suppose that the buyers in the previous question 
incur a transaction cost of $200 to purchase a car. 
This transaction cost is the value of their time to find 
a car. What is the equilibrium? Is it possible that no 
cars are sold? (Hint: See Solved Problem 18.1.) M

 1.9 Suppose that everyone in the used-car example in 
the text is risk neutral, potential car buyers value 
lemons at $2,000 and good used cars at $10,000, the 
reservation price of lemon owners is $1,500, and the 
reservation price of owners of high-quality used cars 
is $8,000. The share of current owners who have 
lemons is θ. For what values of θ do all the potential 
sellers sell their used cars? Describe the equilibrium. 
(Hint: See Solved Problem 18.1.) M

 1.10 It costs $12 to produce a low-quality electric stapler 
and $16 to produce a high-quality stapler. Consum-
ers cannot distinguish good staplers from poor sta-
plers when they make their purchases. Four firms 
produce staplers. Consumers value staplers at their 
cost of production and are risk neutral. Will any 
of the four firms be able to produce high-quality 
staplers without making losses? What happens if 
consumers are willing to pay $36 for high-quality 
staplers? (Hint: See Solved Problem 18.2.) M

 1.11 In Solved Problem 18.2, show that, if all the other 
firms produce a high-quality wallet, it pays for one 
firm to start producing a low-quality wallet. M

 1.12 In Solved Problem 18.2, will any of the firms pro-
duce high-quality wallets if the cost of producing a 
higher-quality wallet is only $11? Explain. M

 1.13 Many wineries in the Napa Valley region of  California 
enjoy strong reputations for producing high-quality 
wines and want to protect those reputations. Fred T. 
Franzia, the owner of Bronco Wine Co., sold Napa-
brand wines that do not contain Napa grapes (Julia 
Flynn, “In Napa Valley, Winemaker’s Brands Divide 
an Industry,” Wall Street Journal, February 22, 
2005, A1). Other Napa wineries sued Mr. Franzia, 
contending that his wines, made from lower-quality 
grapes, damaged the reputation of the Napa wines. 
Suppose that the wine market has 2,000 wineries, 
and each sells one bottle of wine. Half, 1,000, have 
Napa grapes that they can turn into wine, and half 
have Central Valley grapes. The marginal opportunity 
cost of selling a Napa wine is $20, and the marginal 
opportunity cost of selling a Central Valley wine is $5. 
A large number of risk-neutral consumers with identi-
cal tastes are willing to buy an unlimited number of 
bottles at their expected valuations. Each consumer 
values a wine made from Napa grapes at $25 and 
a wine made from Central Valley grapes at $10. By 
looking at the bottles, consumers cannot distinguish 
between the Napa and the Central Valley wines.

a. If all of the wineries choose to sell wine, what is 
a consumer’s expected value of the wine? If only 
the wineries with Central Valley grapes sell wine, 
what is a consumer’s expected value of the wine?

b. What is the market equilibrium price? In the market 
equilibrium, which wineries choose to sell wine?

c. Suppose that wine bottles clearly label where the 
grapes are grown. What are the equilibrium price 
and quantity of Napa wine? What are the equi-
librium price and quantity of wine made from 
Central Valley grapes?

d. Does the market equilibrium exhibit a lemons 
problem? If so, does clearly labeling the origin of 
the grapes solve the lemons problem? M

 2. Reducing Adverse Selection

 2.1 Some states prohibit insurance companies from 
using car owners’ home addresses to set auto insur-
ance rates. Why do insurance companies use home 
addresses? What are the efficiency and equity impli-
cations of forbidding such practices?

 *2.2 California set up its own earthquake insurance pro-
gram for homeowners. The rates vary by zip code, 
depending on the proximity of the nearest fault line. 
However, critics claim that the people who set the 
rates ignored soil type. Some houses rest on bedrock; 
others sit on unstable soil. What are the implications 
of such rate setting?

 *2.3 A firm spends a great deal of money in advertis-
ing to inform consumers of the brand name of its 
mushrooms. Should consumers conclude that its 
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mushrooms are likely to be of higher quality than 
unbranded mushrooms? Why or why not?

 2.4 According to Edelman (2011), the widely used 
online “trust” authorities issue certifications without 
adequate verification, giving rise to adverse selec-
tion. Edelman finds that TRUSTe certified sites are 
more than twice as likely to be untrustworthy as 
uncertified sites. Explain why.

 2.5 What actions do John Hancock Life Insurance and 
other insurance companies take to reduce adverse 
selection? (Hint: See the Application “Discounts for 
Data.”)

 2.6 Grocery stores, hotels, and other firms give their cus-
tomers free loyalty cards. A customer who uses the 
card receives a discount. Are these firms signaling, 
screening, price discriminating, or engaging in other 
activities?

 2.7 The Application “Adverse Selection and Remanufac-
tured Goods” reports that, for electronic goods sold 
on eBay, higher seller feedback scores reduce the 
price differential between new goods and remanu-
factured goods. Explain why this pattern is consis-
tent with the theory of adverse selection. Would you 
also expect higher seller feedback to reduce the price 
differential between new goods and used (but not 
remanufactured) goods?

 3. Price Discrimination Due to False Beliefs About 
Quality

 3.1 Explain how a monopoly firm can price discrimi-
nate by advertising sales in newspapers or magazines 
that only some of its customers see. Is it a noisy 
monopoly?

 3.2 Some food manufacturers sell a national brand prod-
uct for more than an identical private-label product. 
Is such a firm a noisy monopoly (or oligopoly)?

 3.3 Some firms sell the same product under two brand 
names at different prices. For example, although 
the Chevy Tahoe and the GMC Yukon are virtu-
ally twins, General Motors sold the 2018 Yukon for 
$1,600 more than the 2018 Tahoe. Give an asym-
metric information explanation as to why the firm 
might use pairs of brand names and why one prod-
uct might sell for more than another.

 4. Market Power from Price Ignorance

 *4.1 In Solved Problem 18.3, if the vast majority of all 
consumers knows the true prices at all stores and 
only a few shoppers have to incur a search cost to 
learn the prices, is the equilibrium a single price at 
the monopoly level, pm?

 4.2 The Federal Trade Commission objected to the Cali-
fornia Dental Association’s prohibitions against its 

members engaging in advertising about prices, call-
ing them restraints on trade. What effect should such 
restraints have on equilibrium prices?

 5. Problems Arising from Ignorance When Hiring

 5.1 In the education signaling model, suppose that firms 
can pay c* to have a worker’s ability determined by a 
test. Does it pay for a firm to make this expenditure?

 5.2 Some universities do not give letter grades. One ratio-
nale is that eliminating the letter-grade system reduces 
pressure on students, thus enabling them to learn more. 
Does this policy help or hurt students? (Hint: Consider 
the role grades play in educating and signaling.)

 5.3 Some firms are willing to hire only high school 
graduates. Based on past experience or statistical evi-
dence, these companies believe that, on average, high 
school graduates perform better than nongraduates. 
How does this hiring behavior compare to statistical 
discrimination by employers on the basis of race or 
gender? Discuss the equity and efficiency implica-
tions of this practice.

 5.4 Suppose that you are given wh, wl, and θ in the educa-
tion signaling model. For what value of c are both a 
pooling equilibrium and a separating equilibrium pos-
sible? For what value of c are both types of equilibria 
possible, and do high-ability workers have higher net 
earnings in a separating equilibrium than in a pooling 
equilibrium? (Hint: See Solved Problem 18.4.) M

 5.5 Education is a continuous variable, where eh is the 
years of schooling of a high-ability worker and el is 
the years of schooling of a low-ability worker. The 
cost per period of education for these types of work-
ers is ch and cl , respectively, where cl 7 ch. The wages 
they receive if employers can tell them apart are wh 
and wl . Under what conditions is a separating equi-
librium possible? How much education will each type 
of worker get? (Hint: See Solved Problem 18.4.) M

 5.6 In Exercise 4.5, under what conditions is a pooling equi-
librium possible? (Hint: See Solved Problem 18.4.) M

 5.7 In Exercises 4.5 and 4.6, describe the equilibrium if 
cl … ch. (Hint: See Solved Problem 18.4.) M

 5.8 When is statistical discrimination privately inefficient? 
When is it socially inefficient? Does it always harm 
members of the discriminated-against group? Explain.

 6. Challenge

 6.1 In the Challenge Solution, what is the minimum 
fine the government could levy on firms that do not 
invest in safety that would lead to a Nash equilib-
rium in which both firms invest?

 6.2 Can you change the payoffs in the table in the Chal-
lenge Solution so that the firms choose to invest in 
safety? Explain. M
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19 Contracts and  
Moral Hazards

The contracts of at least 33 major league baseball players have incentive clauses 
providing a bonus if that player is named the Most Valuable Player in a Division 
Series. Unfortunately, no such award is given for a Division Series.1

Clawing Back 
Bonuses

A major cause of the 2007–2009 worldwide financial crisis was that managers and other 
employees of banks, insurance companies, and other firms took excessive risks. Looking 
back on the events that led to the financial meltdown, Goldman Sachs Chief Executive Lloyd 
Blankfein admitted that Wall Street firms, caught up in the pursuit of profits, had ignored 

risks, and that these firms needed to dramatically change com-
pensation practices. As he said, “Decisions on compensation and 
other actions taken and not taken, particularly at banks that rap-
idly lost a lot of shareholder value, look self-serving and greedy 
in hindsight.”

Bank managers threw accepted lending practices out the 
window, rewarding their mortgage brokers for bringing in large 
numbers of new mortgages regardless of risk. For example, they 
often granted loans to risky borrowers without requiring any down 
payment. A borrower who does not make a down payment is more 
likely to default (stop paying the mortgage) than one who makes 
a sizeable down payment.

For example, Wells Fargo managers had employees engage 
in outrageous behavior, such as opening as many as 1.5 mil-
lion bank accounts and 565,000 credit card accounts without 
the authorization of customers. Managers who encouraged 
and permitted this risky and unethical behavior were rewarded 
based on the increased (short-run) profits. The manager in 
charge of the relevant division received stock grants of about 
$19 million. The chief executive received at least $41 million in 
equity awards.

When this behavior became widely known, the bank paid 
dearly. Its reputation was damaged, and some customers took 
their money elsewhere. For fraudulently opening accounts, Wells 

Fargo was fined $185 million. For a variety of bad actions dating back to the Great Recession, 
Wells Fargo has paid fines of $12.6 billion between 2000 and 2018.

One response to bad managerial behavior was the 2010 Dodd-Frank Consumer Pro-
tection Act. That act instructed the Security and Exchange Commission (SEC) to develop 
rules requiring firms to institute clawback provisions that would allow firms to claw back, 
or reclaim, some earlier bonus payments to managers if their past actions resulted in 

CHALLENGE

1Tom FitzGerald, “Top of the Sixth,” San Francisco Chronicle, January 31, 1997, C6.

We’re now tying annual executive bonuses
to performance. You owe us $100,000.
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A firm’s manager takes extreme risks. A dentist caps your tooth, 
not because you need it, but because he wants to purchase a new 
flat-screen TV. An employee cruises the internet for jokes instead 
of working when the boss is not watching. A driver of a rental car 
takes it off the highway and risks ruining its suspension.

Each of these examples illustrates an inefficient use of resources 
due to a moral hazard, where an informed person takes advantage 
of a less-informed person, often through an unobserved action (Chapter 
18). In this chapter, we examine how to design contracts that elimi-
nate inefficiencies due to moral hazard problems without shifting 
risk to people who hate bearing risk—or contracts that at least reach 
a good compromise between these two goals.

For example, insurance companies face a trade-off between 
reducing moral hazards and increasing the risk of insurance buy-
ers. Because an insurance company pools risks, it acts as though it 
is risk neutral (Chapter 16). The firm offers insurance contracts to 
risk-averse homeowners so that they can reduce their exposure to 
risk. If homeowners can buy full insurance so that they will suffer 
no loss if a fire occurs, some of them fail to take reasonable pre-
cautions. For example, they might store flammable liquids and old 
newspapers, increasing the chance of a catastrophic fire.

A contract that avoids this moral hazard problem specifies that 
the insurance company will not pay in the event of a fire if the 

company can show that a policyholder was negligent by storing flammable materials 
in the home. If this approach is impractical, however, the insurance company might 
offer a contract that provides incomplete insurance, covering only a fraction of the 
damage from a fire. The less complete the coverage, the greater the incentive for 
policyholders to avoid dangerous activities but the greater the risk that risk-averse 
homeowners must bear.

To illustrate methods of controlling moral hazards and the trade-off between 
moral hazards and risk, we focus on contracts between a principal—such as an 
employer—and an agent—such as an employee. The principal contracts with the 
agent to take some action that benefits the principal. Until now, we have assumed 
that firms can produce efficiently. However, if a principal cannot practically monitor 

later losses. Many firms instituted such provisions voluntarily. While only 18% of Fortune 
100 companies reported having a clawback policy in 1986, almost 90% had such a provi-
sion by 2013. In 2015, the U.S. SEC proposed a rule that would require all U.S. publicly 
traded corporations to have clawback provisions, but it still has not finalized these rules 
as of 2018.

Three years after its accounts scandal, Wells Fargo’s directors acted to claw back 
$60 million in stock grants from two top executives. However, such clawbacks remain 
relatively rare.

An alternative policy to a clawback is for a firm to withhold bonuses and other compensa-
tion for an extended period (often several years) so that managers are rewarded only for the 
long-run success arising from their decisions.

In Solved Problem 19.1, we address the question: Why did executives at these banks 
take extra risks that resulted in major lost shareholder value? In the Challenge Solution, we 
analyze the question: Does evaluating a manager’s performance over a longer period using 
delayed compensation or clawback provisions lead to better management?
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an agent constantly, the agent may steal, shirk—a moral hazard in which agents do 
not provide all the services they are paid to provide—or engage in other opportunistic 
behavior that lowers productivity.2

Opportunistic behavior by an informed agent harms a less-informed principal. 
Sometimes the losses are so great that both parties would be better off if each had 
full information and if opportunistic behavior were impossible.

 19.1 Principal-Agent Problem
In a principal-agent relationship, a principal contracts with an agent to take an 
action on behalf of the principal. If you contract with people whose actions you 
cannot observe or evaluate, they may take advantage of you. If you pay someone by 
the hour to prepare your tax return, you do not know whether that person worked 
all the hours billed. If you retain a lawyer to represent you in a suit arising from an 
accident, you do not know whether the settlement that the lawyer recommends is in 
your best interest or the lawyer’s. Moral hazard in a principal-agent relationship is 
referred to as a principal-agent problem or agency problem.

Moral hazard problems are frequent and extremely important in principal-agent 
employment relationships. According to the Association of Certified Fraud Examin-
ers (2018), companies lose about 5% of their annual revenues to various forms of 
internal fraud alone. They suffer additional losses due to shirking.

Of course, many people behave honorably even if they have opportunities to 
exploit others. Also, many people honestly believe that they are putting in a full day’s 
work even when they are not working as hard as they might. Paul, the principal, hires 
Amy, the agent, to manage his ice-cream store. Paul pays Amy an hourly wage. She 

2The average U.S. employee fails to work six hours during the March Madness collegiate basketball 
tournament. One estimate puts the loss in productivity from U.S. employees watching the 2018 World 
Cup at $3.6 billion. www.theladders.com/career-advice/watching-the-world-cup-drains-offices-of-
3-6-billion-in-productivity (viewed on September 8, 2018).

1. Principal-Agent Problem. How an uninformed principal contracts with an informed 
agent determines whether moral hazards occur and how the parties share risks.

2. Production Efficiency. The agent’s output depends on the type of contract used and the 
ability of the principal to monitor the agent’s actions.

3. Trade-Off Between Efficiency in Production and in Risk Bearing. A principal and an 
agent may agree to a contract that does not eliminate moral hazards or optimally share 
risk but strikes a balance between these two objectives.

4. Monitoring to Reduce Moral Hazard. Employees work harder if an employer monitors 
their behavior and makes it worthwhile for them to avoid being fired.

5. Contract Choice. By observing which type of contract an agent picks when offered a 
choice, a principal may obtain enough information to reduce moral hazards.

6. Checks on Principals. To avoid moral hazard, an employer may agree to contractual 
commitments that make it in the employer’s best interest to tell employees the truth.

In this chapter, we 
examine six  
main topics

www.theladders.com/career-advice/watching-the-world-cup-drains-offices-of-3-6-billion-in-productivity
www.theladders.com/career-advice/watching-the-world-cup-drains-offices-of-3-6-billion-in-productivity
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works every hour she is supposed to, even though Paul rarely checks on her. None-
theless, Amy may not be spending her time as effectively as possible. She politely 
(but impersonally) asks everyone who enters the shop, “May I help you?” However, 
if she were to receive an appropriate financial incentive—say, a share of the shop’s 
profit—she would memorize the names of her customers, greet them enthusiastically 
by name when they enter the store, and devise incentives for customers, such as fre-
quent shopper discounts to increase sales.

A Model
We can describe many principal-agent interactions using a model in which the output 
or profit from this relationship and the risk borne by the two parties depend on the 
actions of the agent and the state of nature.

In a typical principal-agent relationship, the principal owns some property, 
such as a firm, or has a property right such as the right to sue for damages from 
an injury. The principal hires or contracts with an agent to take some action, a, 
that increases the value of his property or that produces profit, π, from using his 
property.

The principal and the agent need each other. If Paul hires Amy to run his ice-cream 
shop, Amy needs Paul’s shop, and Paul needs Amy’s efforts to sell ice cream. The 
profit from the ice cream sold, π, depends on the actions, a, that Amy takes at work. 
The profit may also depend on the outcome of θ, which represents the state of nature:

π = π(a, θ).

For example, profit may depend on whether the ice-cream machine breaks, θ = 1, 
or does not break, θ = 0. Or it may depend on whether it is a hot day, θ = the 
temperature.

In extreme cases, the profit function depends only on the agent’s actions or only 
on the state of nature. At one extreme, profit depends only on the agent’s action, 
π = π(a), if only one state of nature is possible so they face no uncertainty due to 
random events. In our example, the profit function has this form if demand does not 
vary with weather and if the ice-cream machine is reliable.

At the other extreme, profit depends only on the state of nature, π = π(θ), such 
as in an insurance market in which profit or value depends only on the state of 
nature and not on the actions of an agent. For instance, a couple buys insurance 
against rain on their wedding day. The value they place on their outdoor wed-
ding ceremony is π(θ), which depends only on the weather, θ, because no actions 
are involved.

Types of Contracts
A verbal contract isn’t worth the paper it’s written on. —Samuel Goldwyn

When a formal market exists, the principal may deal impersonally with an anony-
mous agent by buying a good or service of known quality at the market price, so that 
opportunism cannot occur. We focus on transactions outside formal markets where 
a principal and an agent agree on a customized contract that is designed to reduce 
opportunism.

A contract between a principal and an agent determines how the outcome of their 
partnership (such as the profit or output) is split between them. Three common types 
of contracts are fixed-fee, hire, and contingent contracts.
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In a fixed-fee contract, the payment to the agent, F, is independent of the agent’s 
actions, a; the state of nature, θ; or the outcome, π. The principal keeps the residual 
profit, π(a, θ) - F. Alternatively, the principal may get a fixed amount and the agent 
may receive the residual profit. For example, the agent may pay a fixed rent for the 
right to use the principal’s property.3

In a hire contract, the payment to the agent depends on the agent’s actions as the 
principal observes them. Two common types of hire contracts pay employees an 
hourly rate—a wage per hour—or a piece rate—a payment per unit of output pro-
duced. If w is the wage per hour (or the price per piece of output) and Amy works a 
hours (or produces a units of output), then Paul pays Amy wa and keeps the residual 
profit π(a, θ) - wa.

In a contingent contract, the payoff to each person depends on the state of nature, 
which may not be known to the parties at the time they write the contract. For 
example, Penn agrees to pay Alexis a higher amount to fix his roof if it is raining 
than if it is not.

One type of contingent contract is a splitting or sharing contract, where the pay-
off to each person is a fraction of the total profit (which is observable). Alain sells 
Pamela’s house for her for π(a, θ) and receives a commission of 7% on the sales price. 
He receives 0.07π(a, θ), and she keeps 0.93π(a, θ).

Efficiency
The type of contract selected depends on what the parties can observe. A principal 
is more likely to use a hire contract if the principal can easily monitor the agent’s 
actions. A contingent contract may be chosen if the state of nature can be observed 
after the work is completed. A fixed-fee contract does not depend on observing any-
thing, so it can be used anytime.

Ideally, the principal and agent agree to an efficient contract: an agreement with 
provisions that ensure that no party can be made better off without harming the other 
party. Using an efficient contract results in efficiency in production and efficiency in 
risk sharing.

Efficiency in production requires that the principal’s and agent’s combined value 
(profits, payoffs) is maximized. We say that production is efficient if Amy manages 
Paul’s firm so that the sum of their profits cannot be increased. In our examples, the 
moral hazard hurts the principal more than it helps the agent, so total profit falls. 
Thus, achieving efficiency in production requires preventing the moral hazard.

Efficiency in risk bearing requires that risk sharing is optimal in that the person 
who least minds facing risk—the risk-neutral or less-risk-averse person—bears more 
of the risk. In Chapter 16, we saw that risk-averse people are willing to pay a risk 
premium to avoid risk, whereas risk-neutral people do not care if they face fair risk 
or not. Suppose that Arlene is risk averse and is willing to pay a risk premium of 
$100 to avoid a particular risk. Peter is risk neutral and would bear the risk without 
a premium. Arlene and Peter can strike a deal whereby Peter agrees to bear all of 
Arlene’s risk in exchange for a payment of between $0 and $100.4

3Jefferson Hope says in the Sherlock Holmes mystery A Study in Scarlet, “I applied at a cab-owner’s 
office, and soon got employment. I was to bring a certain sum a week to the owner, and whatever 
was over that I might keep for myself.”
4For simplicity, we concentrate on situations in which one party is risk averse and the other is risk 
neutral. Generally, if both parties are risk averse, with one more risk averse than the other, both can 
be made better off if the less-risk-averse person bears more but not all of the risk.
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If everyone has full information—no uncertainty and no asymmetric informa-
tion—efficiency can be achieved. The principal contracts with the agent to perform 
a task for some specified reward and observes whether the agent completes the task 
properly before paying, so no moral hazard problem arises. Production inefficiency 
is more likely when either the agent has more information than the principal or both 
parties are uncertain about the state of nature.

With only one state of nature, if the agent has more information than the princi-
pal, contracts can achieve efficiency in production by ensuring that the principal gets 
adequate information. Alternatively, incentives in the contract may discourage the 
informed person from engaging in opportunistic behavior. The contracts do not have 
to address efficiency in risk bearing because they face no uncertainty.

Given that they face both asymmetric information and risk, the parties try to 
contract to achieve efficiency in production and efficiency in risk bearing. Often, 
however, both objectives cannot be achieved, so the parties must trade off between 
them. For example:

The following Solved Problem illustrates this unintended consequence.

Unintended Consequence Paying a manager a share of revenue to encour-
age hard work may result in the manager engaging in excessive risky behavior.

An S&L can make one of two types of loans. It can lend money on home mort-
gages, where it has a 75% probability of earning $100 million and a 25% prob-
ability of earning $80 million. Alternatively, it can lend money to oil speculators, 
where it has a 25% probability of earning $400 million and a 75% probability of 
losing $160 million (due to loan defaults by the speculators). Bernie, the manager 
of the S&L who will make the lending decision, receives 1% of the firm’s earnings. 
He believes that if the S&L loses money, he can walk away from his job without 
repercussions, although without compensation. Bernie and the shareholders of 
the company are risk neutral. Which decision would Bernie make if all he cares 
about is maximizing his personal expected earnings? Which investment would the 
stockholders prefer?

Answer

1. Determine the S&L’s expected return on the two investments. If the S&L makes 
home mortgage loans, its expected return is

(0.75 * 100) + (0.25 * 80) = 95

million dollars. Alternatively, if it loans to the oil speculators, its expected 
return is

(0.25 * 400) + [0.75 * (-160)] = -20

million dollars, an expected loss.

2. Compare the S&L manager’s expected profits on the two investments. Bernie 
expects to earn 1% of $95 million, or $950,000, from investing in mortgages. 
His take from investing in oil is 1% of $400 million, or $4 million, with a 

SOLVED PROBLEM 
19.1

MyLab Economics
Solved Problem
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probability of 25% and no compensation with a probability of 75%. Thus, he 
expects to earn

(0.25 * 4) + (0.75 * 0) = 1

million dollars from investing in oil. Because he is risk neutral and does not care 
a whit about anyone else, he invests in oil.

3. Compare the shareholders’ expected profits on the two investments. The 
shareholders expect to receive 99% of the profit from the mortgages, or 
0.99 * $95 million = $94.05 million. With the oil loans, they earn 99% of 
the $400 million, or $396 million, if the investment is good, and bear the full 
loss in the case of defaults, $160 million, so their expected profit (loss) is

(0.25 * 396) + [0.75 * (-160)] = -21

million dollars. Thus, the shareholders would prefer that the S&L invest in 
mortgages.

Comment: Given the manager has the wrong incentives (and no integrity), he 
makes the investment that is not in the shareholders’ interest. One solution to 
the problem of their divergent interests is to change the manager’s compensation 
package, as we discuss in the Challenge Solution.

You arrive in a strange city and get in a cab. Will the driver take you to your des-
tination by the shortest route, or will you get ripped off?

To find out, Balafoutas, Kerschbamer, and Sutter (2017) ran an experiment in 
Athens. Four native-speaking Greeks took 400 taxi trips. For each trip, they said, 
“I would like to get to [name of a destination]. Do you know where it is? I am not 
from Athens.” A few seconds after the ride began, the passenger said either, “Can 
I get a receipt at the end of the ride?” or “Can I get a receipt at the end of the ride? 
I need it in order to have my expenses reimbursed by my employer.”

The experimenters expected that fraudulent behavior would be less likely in the 
former (control) case than in the latter (“moral hazard”) case, where passengers 
would have weaker incentives to control or report a longer than necessary trip 
or overcharging. Overcharging (mostly bonus surcharges) occurred 36.5% of the 
time for the moral hazard rides compared to 19.5% for the control rides. Overall, 
the fare for the moral hazard trips averaged 17% more than for the control trips.

APPLICATION

Honest Cabbie?

 19.2 Production Efficiency
We start by examining situations with no risk due to random events, so that total 
profit, π(a), is solely a function of the agent’s action, a. Production efficiency is 
achieved by maximizing total or joint profit: the sum of the principal’s and the agent’s 
individual profits.

Efficient Contract
Some people believe that only the total compensation paid to a worker is important.
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On the contrary, in many situations the way someone is paid has a major effect on 
the outcome. In principal-agent settings, a skillfully designed payment contract may 
reduce or eliminate moral hazard problems. For example, Shearer (2004) found that 
when tree planters were randomly assigned piece-rate pay or fixed hourly wages, they 
were 19% more productive when paid by per tree planted.

To be efficient and to maximize joint profit, the contract that a principal offers to 
an agent must have two properties. First, the contract must provide a large enough 
payoff that the agent is willing to participate in the contract. We know that the prin-
cipal’s payoff is adequate to ensure the principal’s participation because the principal 
offers the contract.

Second, the contract must be incentive compatible: It provides inducements such 
that the agent wants to perform the assigned task rather than engage in opportunistic 
behavior. That is, it is in the agent’s best interest to act to maximize joint profit. If the 
contract is not incentive compatible so the agent tries to maximize personal profit 
rather than joint profit, efficiency is achieved only if the principal monitors the agent 
and forces the agent to maximize joint profit.

We use an example to illustrate why only some types of contracts lead to efficiency. 
Paula, the principal, owns a store called Buy-A-Duck (located near a canal) that sells 
wooden duck carvings. Arthur, the agent, manages the store. Paula and Arthur’s 
joint profit is

 π(a) = R(a) - ma, (19.1)

where R(a) is the sales revenue from selling a carvings, and ma is the cost of the carv-
ings. Arthur has a constant marginal cost m to obtain and sell each duck, including 
the amount he pays a local carver and the opportunity value (best alternative use) 
of his time.

Because Arthur bears the full marginal cost of selling one more carving, he wants 
to sell the joint-profit-maximizing output only if he also gets the full marginal benefit 
from selling one more duck. To determine the joint-profit-maximizing solution, we 
can ask what Arthur would do if he owned the shop and received all the profit, giving 
him an incentive to maximize total profit.

How many ducks, a, must Arthur sell to maximize the parties’ joint profit, Equa-
tion 19.1? To obtain the first-order condition to maximize profit, we set the derivative 
of Equation 19.1 with respect to a equal to zero:

 
dπ
da

=
dR(a)

da
- m = 0. (19.2)

According to Equation 19.2, joint profit is maximized by choosing the number of 
ducks such that marginal revenue, dR(a)/da, equals marginal cost, m.

Suppose the marginal cost is m = 12. The inverse demand function is p = 24 - 1
2 a 

so that the revenue function is R(a) = 24a - 1
2 a2. The marginal revenue function is 

MR(a) = dR(a)/da = 24 - a. Substituting the marginal revenue function and the 
marginal cost into Equation 19.2, we find that MR = 24 - a = 12 = m = MC, 
or a = 12. Panel a of Figure 19.1 illustrates this result: The marginal revenue curve, 
MR, intersects the marginal cost curve, MC = m = $12, at the equilibrium point e. 
The corresponding price is $18. Panel b shows that total profit, π, reaches a maxi-
mum of $72 at point E.

Common Confusion It doesn’t matter whether someone is paid a lump-sum, 
by the hour, a percentage of the revenue, or in other ways.
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Which types of contracts lead to production efficiency? To answer this question, 
we first examine which contracts yield that outcome when both parties have full 
information and then consider which contracts bring the desired result when the 
principal is relatively uninformed. It is important to remember that we are consider-
ing a special case: Contracts that work here may not work in some other settings, 
and contracts that do not work here may be effective elsewhere.

Full Information
Suppose that both Paula and Arthur have full information. Each knows the actions 
Arthur takes—the number of carvings sold—and the effect of those actions on profit. 
Because she has full information, Paula can dictate exactly what Arthur is to do. 
Do incentive-compatible contracts exist that do not require such monitoring and 

Figure 19.1 Maximizing Joint Profit When the Agent Gets the Residual Profit

(a) If the agent, Arthur, 
gets all the joint profit, π, 
he maximizes his profit 
by selling 12 carvings at 
e, where the marginal 
revenue curve intersects 
his marginal cost curve: 
MR = MC = 12. If 
he pays the principal, 
Paula, a fixed rent of 
$48, he maximizes his 
profit by selling 12 
carvings. (A fixed rent 
does not affect either 
his marginal revenue 
or his marginal cost.) 
(b) Joint profit at 12 
carvings is $72, point E. 
If Arthur pays a rent of 
$48 to Paula, Arthur’s 
profit is π - $48. By 
selling 12 carvings and 
maximizing joint profit, 
Arthur also maximizes 
his profit.
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supervision? To answer this question, we consider four kinds of contracts: a fixed-fee 
rental contract, a hire contract, and two types of contingent contracts.

Fixed-Fee Rental Contract. If Arthur contracts to rent the store from Paula for a 
fixed fee, F, joint profit is maximized. Arthur earns a residual profit equal to the joint 
profit minus the fixed rent he pays Paula, π(a) - F. Because the amount that Paula 
makes is fixed, Arthur gets the entire marginal profit from selling one more duck. As 
a consequence, the amount, a, that maximizes Arthur’s profit,

 π(a) - F = R(a) - ma - F, (19.3)

also maximizes joint profit, π(a). To show this result, we note that his first-order 
condition based on Equation 19.3,

 
d[π(a) - F]

da
=

dR(a)
da

- m -
dF
da

=
dR(a)

da
- m = 0, (19.4)

is identical to the first-order condition in Equation 19.2.
In Figure 19.1, Arthur pays Paula F = $48 rent. This fixed payment does not 

affect his marginal cost. As a result, he maximizes his profit after paying the rent, 
π - $48, by equating his marginal revenue to his marginal cost: MR = MC = 12 
at point e in panel a.

Because Arthur pays the same fixed rent no matter how many units he sells, his 
profit curve in panel b lies $48 below the joint-profit curve at every quantity. As a 
result, Arthur’s net-profit curve peaks (at point E*) at the same quantity, 12, where 
the joint-profit curve peaks (at E). Thus, the fixed-fee rental contract is incentive 
compatible. Arthur participates in this contract because he earns $24 after paying 
the rent and for the carvings.

Hire Contract. Now suppose that Paula contracts to pay Arthur for each carving 
he sells. If she pays him $12 per carving, Arthur just breaks even on each sale. He is 
indifferent between participating and not. Even if he chooses to participate, he does 
not sell the joint-profit-maximizing number of carvings unless Paula supervises him. 
If she does supervise him, she instructs him to sell 12 carvings, and she gets all the 
joint profit of $72.

For Arthur to want to participate and to sell carvings without supervision, he must 
receive more than $12 per carving. If Paula pays Arthur $14 per carving, for example, 
he makes a profit of $2 per carving. He now has an incentive to sell as many carv-
ings as he can (even if the price is less than the cost of the carving), which does not 
maximize joint profit, so this contract is not incentive compatible.

Even if Paula can control how many carvings Arthur sells, joint profit is not maxi-
mized. Paula keeps the revenue minus what she pays Arthur, $14 times the number 
of carvings,

R(a) - 14a.

Thus, her objective differs from the joint-profit-maximizing objective, which is to 
choose a to maximize π(a) = R(a) - 12a. Joint profit is maximized when marginal 
revenue equals the marginal cost of $12. Because Paula’s marginal cost, $14, is larger, 
she directs Arthur to sell fewer than the optimal number of carvings. Paula maximizes 
R - 14a = (24a - 1

2 a2) - 14a = 10a - 1
2 a2. Given her first-order condition, where 

the derivative of Paula’s profit with respect to a equals zero, 10 - a = 0, she maxi-
mizes her profit by selling 10 carvings. Joint profit (based on a marginal cost of 12) is 
only 12a - 1

2 a2 = 120 - 50 = $70 at 10 carvings, compared to 144 - 72 = $72 
at the optimal 12 carvings.
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Revenue-Sharing Contract. If Paula and Arthur use a contingent contract whereby 
they share the revenue, joint profit is not maximized. Suppose that Arthur receives three-
quarters of the revenue, 34 R, and Paula gets the rest, 14 R. Panel a of Figure 19.2 shows 
the marginal revenue that Arthur obtains from selling an extra carving, MR* = 3

4. He 
maximizes his profit at $24 by selling eight carvings, for which MR* = MC at e*. 
Paula gets the remaining profit of $40, which is the difference between their total profit 
from selling eight ducks per day, π = $64, and Arthur’s profit.

Thus, their joint profit in panel b at a = 8 is $64, which is $8 less than the maxi-
mum possible profit of $72 (point E). Arthur has an incentive to sell fewer than the 
optimal number of ducks because he bears the full marginal cost of each carving he 
sells, $12, but gets only three-quarters of the marginal revenue.

Even if Paula controls how many carvings are sold, joint profit is not maximized. 
Because the amount she makes, 14R, depends only on revenue and not on the cost of 
obtaining the carvings, she wants the revenue-maximizing quantity sold. Revenue 

Figure 19.2 Why Revenue Sharing Reduces Agent’s Efforts

(a) Joint profit is maxi-
mized at 12 carvings, 
where MR = MC = 12 
at equilibrium point 
e. If Arthur gets three- 
quarters of the revenue 
and Paula gets the rest, 
Arthur maximizes his 
profit by selling 8 carvings 
per day, where his new 
marginal revenue curve, 
MR* = 3

4 MR, equals 
his marginal cost at 
point e*. (b) Joint profit 
reaches a maximum of 
$72 at E, where they 
sell 12 carvings per day. 
If they split the revenue, 
Arthur sells 8 duck 
carvings per day and gets 
$24 at E*, and Paula 
receives the residual, 
$40 (=  $64 - $24).
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is maximized where marginal revenue is zero at a = 24 (panel a). Arthur will not 
participate if the contract grants him only three-quarters of the revenue but requires 
him to sell 24 carvings, because he will lose money.

Use calculus to show that, if Arthur receives three-quarters of the revenue, 34 R, and 
Paula gets the rest, he does not sell the joint-profit-maximizing quantity.

Answer

1. Write Arthur’s profit function, calculate his first-order condition, and solve for his 
profit-maximizing output. Arthur’s profit is 34 R(a) - 12a = 3

4 (24a - 1
2 a2) - 12a. 

To maximize his profit, he needs to choose a, such that his marginal profit with 
respect to a equals zero: 3

4 dR(a)/da - 12 = 3
4 (24 - a) - 12 = 0. Thus, the 

output that maximizes his profit is a = 8.

2. Compare this solution to the joint-profit-maximizing output. We know that the 
joint profit is maximized at 72, where a = 12. With revenue sharing, a = 8 
and joint profits are only 64.

Comment: Arthur produces too little output because he bears the full marginal 
cost, 12, but earns 3

4 (24 - a), which is only three-quarters of the marginal 
benefit (marginal revenue) from the joint-profit-maximizing problem, 24 - a.

SOLVED PROBLEM 
19.2

Profit-Sharing Contract. Paula and Arthur may use a contingent contract by which 
they divide the economic profit π. If they can agree that the true marginal and average 
cost is $12 per carving (which includes Arthur’s opportunity cost of time), the con-
tract is incentive compatible. Only by maximizing total profit can Arthur maximize 
his share of profit.

As Figure 19.3 shows, Arthur receives one-third of the joint profit and chooses 
to produce the level of output, a = 12, that maximizes joint profit. Arthur’s share 
is 13 π = 1

3 (R - C) = 1
3 R - 1

3 C, where R is revenue and C is cost. He maximizes his 

Figure 19.3 Why Profit Sharing Is Efficient

If the agent, Arthur, gets 
one-third of the joint 
profit, he maximizes his 
profit, 13 π, by maximizing 
joint profit, π.
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profit where d[1
3 π(a)]/da = 1

3 MR - 1
3 MC = 0, or 13 MR = 1

3 MC. Although he receives 
only one-third of the marginal revenue, he bears only one-third of the marginal cost. 
Dividing both sides of the equation by 1

3, we find that this condition is the same as 
the one for maximizing total profit: MR = MC. Arthur earns $24, so he is willing 
to participate.

Summary. The second column of Table 19.1 summarizes our analysis with full 
information. Whether production is efficient depends on the type of contract that 
the principal and the agent use. If the principal has full information (knows the 
agent’s actions), the principal achieves production efficiency without having to 
supervise by using one of the incentive-compatible contracts: fixed-fee rental or 
profit-sharing.

Asymmetric Information
Now suppose that the principal, Paula, has less information than the agent, 
Arthur. She cannot observe the number of carvings he sells or the revenue. As 
Table 19.1 shows, with asymmetric information, only the fixed-rent contract 
results in production efficiency and no moral hazard problem. All the other 
contracts result in inefficiency, and Arthur has an opportunity to take advantage 
of Paula.

Fixed-Fee Rental Contract. Arthur pays Paula the fixed rent that she is due because 
Paula would know if she were paid less. Arthur receives the residual profit, joint 
profit minus the fixed rent, so he wants to sell the joint-profit-maximizing number 
of carvings.

Hire Contract. If Paula offers to pay Arthur the actual marginal cost of $12 per carv-
ing and he is honest, he may refuse to participate in the contract because he makes 
no profit. Even if he participates, he has no incentive to sell the optimal number of 
carvings.

Table  19.1 Production Efficiency and Moral Hazard Problems for Buy-A-Duck

Full Information Asymmetric Information

Contract Production Efficiency Production Efficiency Moral Hazard Problem

Fixed-fee rental contract

 Rent (to principal) Yes Yes No

Hire contract, per unit pay

 Pay equals marginal cost Noa Nob Yes

 Pay is greater than marginal cost Noc No Yes

Contingent contract

 Share revenue No Nob Yes

 Share profit Yes Nob Yes
aThe agent may not participate and has no incentive to sell the optimal number of carvings. Efficiency can be 
achieved only if the principal supervises.
bUnless the agent steals all the revenue (or profit) from an extra sale, inefficiency results.
c  The agent sells too many or the principal directs the agent to sell too few carvings.



68519.2 Production Efficiency

If he is dishonest, he may underreport sales and pocket some of the extra revenue. 
Unless he can steal all the extra revenue from an additional sale, he sells less than the 
joint-profit-maximizing quantity.

If Paula pays him more than the actual marginal cost per carving, he has an incen-
tive to sell too many carvings, whether or not he steals. If he also steals, he has an 
even greater incentive to sell too many carvings.

Revenue-Sharing Contract. Even with full information, the revenue-sharing 
contract is inefficient. Asymmetric information adds a moral hazard problem: The 
agent may steal from the principal. If Arthur can steal a larger share of the revenues 
than the contract specifies, he has less of an incentive to undersell than he does 
with full information. Indeed, if the agent can steal all the extra revenue from an 
additional sale, the agent acts efficiently to maximize joint profit, all of which the 
agent keeps.

Profit-Sharing Contract. If they use a contingent contract and split the economic 
profit, Arthur has to report both the revenue and the cost to Paula so that they can 
calculate their shares. If he can overreport cost or underreport revenue, he has an 
incentive to produce a nonoptimal quantity. Only if Arthur can appropriate all the 
profit does he produce efficiently.

APPLICATION

Sing for Your Supper

The concert producer of one of the world’s largest music festivals, Outside 
Lands Music & Arts Festival, negotiates with dozens of food and drink vendors 
to sell goods at his annual event. According to his contract with them, they 
owe him the larger of a minimum amount (the “guarantee”) and his share of 
the revenues.

He worries that the vendors might underreport their revenues, as he can-
not easily monitor them. To minimize the moral hazard problem, he took two 
actions.

First, he compares reported revenues across vendors. The vast majority of ven-
dors report comparable revenues within their categories. He does not invite the 
10% of vendors who report substantially smaller amounts back in following years. 
Thus, substantial cheating by vendors cost them the opportunity to participate in 
the event in the future.

Second, he requires that to buy wine, concertgoers must use an electronic pay-
ment system, which keeps track of sales. The year he introduced this system, 
revenue increased by over 30% from the previous year due to more accurate 
reporting. Thus, by making information closer to symmetric, he has reduced his 
moral hazard problem.
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 19.3  Trade-Off Between Efficiency in  
Production and in Risk Bearing
Writing an efficient contract is difficult if the agent knows more than the principal, 
the principal never learns the truth, and both face risk. Usually, a contract does not 
achieve efficiency in production and in risk bearing. Contract clauses that increase 
production efficiency may reduce efficiency in risk bearing, and vice versa. If these 
goals are incompatible, the parties may write imperfect contracts that compromise 
between the two objectives. To illustrate the trade-offs involved, we consider a com-
mon situation in which it is difficult to achieve efficiency: contracting with an expert 
such as a lawyer.

Pam, the principal, is injured in a traffic accident and is a plaintiff in a lawsuit. 
Alfredo, the agent, is her lawyer. Pam faces uncertainty due to risk and to asymmet-
ric information. The jury award at the conclusion of the trial, π(a, θ), depends on a, 
the number of hours Alfredo works preparing and trying the case, and θ, the state 
of nature: the unknown attitudes of jury members. All else the same, the more time 
Alfredo spends on the case, a, the larger the expected π. Pam never learns the jury’s 
attitude, θ, so she cannot accurately judge Alfredo’s efforts even after the trial. For 
example, if she loses the case, she won’t know whether she lost because Alfredo didn’t 
work hard (low a) or because the jury disliked her (bad θ).

Contracts and Efficiency
How hard Alfredo works depends on his attitude toward risk and his knowledge of 
the payoff for his trial preparations. For any hour that he does not devote to Pam’s 
case, Alfredo can work on other cases. The most lucrative of these forgone opportu-
nities is his marginal cost of working on Pam’s case.

Who benefits from Alfredo’s extra work depends on his contract with Pam. If 
Alfredo is risk neutral and gets the entire marginal benefit from any extra work, 
he sets his expected marginal benefit equal to his marginal cost, works the optimal 
number of hours, and maximizes the expected joint payoff.

The choice of various possible contracts between Pam and Alfredo affects whether 
efficiency in production or in risk bearing is achieved. They choose among fixed-fee, 
hire (hourly wage), and contingent contracts. Table 19.2 summarizes the outcomes 
under each of these contracts.

Lawyer Gets a Fixed Fee. If Pam pays Alfredo a fixed fee, F, he gets paid the same 
amount no matter how much he works. Thus, he has little incentive to work hard 

Table  19.2 Efficiency of Client-Lawyer Contracts

 
Type of Contract

Fixed Fee to 
Lawyer

Fixed Payment  
to Client

Lawyer Paid by  
the Hour

Contingent  
Contract

Lawyer’s payoff F π(a, θ) - F wa απ(a, θ)

Client’s payoff π(a, θ) - F F π(a, θ) - wa (1 - α)π(a, θ)

Production efficiency? No* Yes No* No*

Who bears risk? Client Lawyer Client Shared

*Production efficiency is possible if the client can monitor and enforce optimal effort by the lawyer.
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on this case, and his production is inefficient.5 Production efficiency can be achieved 
only if Pam can monitor Alfredo and force him to act optimally. However, most 
individual plaintiffs cannot monitor a lawyer and therefore cannot determine whether 
the lawyer is behaving appropriately.

Whether the fixed-fee contract leads to efficiency in risk bearing depends on the 
attitudes toward risk on the part of the principal and agent. Alfredo gets F regardless, 
so he bears no risk. Pam bears all the risk: Her net payoff π(a, θ) - F varies with the 
unknown state of nature, θ.

A lawyer who handles many similar cases may be less risk averse than an indi-
vidual client whose financial future depends on a single case. If Alfredo has had many 
cases like Pam’s and if Pam’s future rests on the outcome of this suit, their choice of 
this type of contract leads to inefficiency in both production and risk bearing. Not 
only is Alfredo not working hard enough, but Pam bears the risk, even though she is 
more risk averse than Alfredo.

In contrast, if Alfredo is a self-employed lawyer working on a major case for Pam, 
who runs a large insurance company with many similar cases, Alfredo is risk averse 
and Pam is risk neutral. Here, having the principal bear all the risk is efficient. If the 
insurance company can monitor Alfredo’s behavior, it is even possible to achieve pro-
duction efficiency. Indeed, many insurance companies employ lawyers in this manner.

5His main incentive to work hard (other than honesty) is to establish a reputation as a good lawyer 
so as to attract future clients. For simplicity, we will ignore this effect, because it applies for all types 
of contracts.

Alfredo, the lawyer, pays Pam, the client, a fixed payment, F, for the right to try 
the case and collect the entire verdict less the payment to Pam, π(a, θ) - F. Does 
such a contract lead to efficiency? Are the parties willing to sign such a contract?

Answer

1. Show that Alfredo has an incentive to put in the optimal number of hours. 
Alfredo works until his marginal cost—the opportunity cost of his time—equals 
the marginal benefit—the extra amount he gets if he wins at trial. Because he 
has already paid Pam, all extra amounts earned at trial go to Alfredo. There-
fore, Alfredo has an incentive to put in the optimal number of hours.

2. Show that whether efficiency in risk bearing occurs depends on the parties’ 
attitudes toward risk. Alfredo bears all the risk related to the outcome of the 
trial. Thus, if he’s risk neutral and Pam is risk averse, this contract results in 
efficient risk bearing, but not otherwise.

3. Explain why the parties are hesitant to sign the contract because of asymmetric 
information and moral hazard. No matter how risk averse Pam is, she may 
hesitate to agree to this contract. Because she is not an expert on the law, she 
cannot easily predict the jury’s likely verdict. Thus, she does not know how large 
a fixed fee she should insist on receiving. They have no practical way in which 
Alfredo’s superior information about the likely outcome of the trial can be cred-
ibly revealed to her. She suspects that it is in his best interest to tell her that the 
likely payout is lower than he truly believes. Similarly, Alfredo may be hesitant 
to offer Pam a fixed fee. How well they do in court depends on the merits of her 
case. At least initially, Alfredo does not know how good a case she has. Initially, 
she has an incentive to try to convince him that the case is very strong.

SOLVED PROBLEM 
19.3

MyLab Economics
Solved Problem
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Lawyer Is Hired by the Hour. If Pam pays Alfredo a wage of w per hour for the a 
hours that he works, Alfredo could bill her for more hours than he actually worked 
unless she can monitor him.6 Even if Pam could observe how many hours he works, 
she would not know whether Alfredo worked effectively and whether the work 
was necessary. Thus it would be difficult, if not impossible, for Pam to monitor 
Alfredo’s work.

Pam bears all the risk. Alfredo’s earnings, wa, are determined before the outcome 
is known. Pam’s return, π(a, θ) - wa, varies with the state of nature and is unknown 
before the verdict.

Fee Is Contingent. Some lawyers offer plaintiffs a contract whereby the lawyer 
works for “free”—receiving no hourly payment—in exchange for splitting the com-
pensation awarded in court or in a pre-trial settlement. The lawyer receives a con-
tingent fee: a payment that is a share of the award in a court case (usually after legal 
expenses are deducted) if the client wins and nothing if the client loses. If the lawyer’s 
share of the award is b and the jury awards π(a, θ), the lawyer receives bπ(a, θ) 
and the principal gets (1 - b)π(a, θ). This approach is attractive to many plaintiffs 
because they cannot monitor how hard the lawyer works and are unable or unwilling 
to make payments before the trial is completed.

How they split the award affects the amount of risk each bears. If Alfredo gets 
one-quarter of the award, b = 1

4, and Pam gets three-quarters, Pam bears more risk 
than Alfredo does. Suppose that the award is either 0 or 40 with equal probability. 
Alfredo receives either 0 or 10, so his average award is 5. His variance (Chapter 16) 
is σ2

a = 1
2 (0 - 5)2 + 1

2 (10 - 5)2 = 25. Pam makes either 0 or 30, so her average 
award is 15 and her variance is σ2

p = 1
2 (0 - 15)2 + 1

2 (30 - 15)2 = 225. Thus, the 
variance in Pam’s payoff is greater than Alfredo’s.

Whether splitting the risk in this way is desirable depends on how risk averse each 
party is. If one is risk neutral and the other is risk averse, it is efficient for the risk-
neutral person to bear all the risk. If they are equally risk averse, a splitting rule in 
which b = 1

2 and they face equal risk may be optimal.7

A sharing contract encourages shirking: Alfredo is likely to put in too little effort. 
He bears the full cost of his labors—the forgone use of his time—but gets only b share 
of the returns from this effort. Thus, this contract results in production inefficiency 
and may or may not lead to inefficient risk bearing.

Choosing the Best Contract
Which contract is best depends on the parties’ attitudes toward risk, the degree of 
risk, the difficulty in monitoring, and other factors. If Alfredo is risk neutral, they 
can achieve both efficiency goals if Alfredo charges Pam a fixed fee. He has the 
incentive to put in the optimal amount of work and does not mind bearing the risk.

However, if Alfredo is risk averse and Pam is risk neutral, they may not be able 
to achieve both objectives. Contracts that provide Alfredo a fixed fee or a wage rate 
allocate all the risk to Pam and lead to inefficiency in production because Alfredo 
has too little incentive to work hard.

6A lawyer dies in an accident and goes to heaven. A host of angels greet him with a banner that reads, 
“Welcome Oldest Man!” The lawyer is puzzled: “Why do you think I’m the oldest man? I was only 
47 when I died.” One of the angels replies, “You can’t fool us; you were at least 152 when you died. 
We saw the hours you billed!”
7If Pam and Alfredo split the award equally and each receives either 0 or 20 with equal probability, 
each has a variance of 12 (0 - 10)2 + 1

2 (20 - 10)2 = 100.
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Often when the parties find that they cannot achieve both objectives, they choose 
a contract that attains neither goal. For example, they may use a contingent con-
tract that fails to achieve efficiency in production and may not achieve efficiency in 
risk bearing. The contingent contract strikes a compromise between the two goals. 
Alfredo has more of an incentive to work if he splits the payoff than if he receives a 
fixed fee. He is less likely to work excessive hours with the contingent fee than if he 
were paid by the hour. Moreover, neither party has to bear all the risk—they share it 
under the contingent contract.

Lawyers usually work for a fixed fee only if the task or case is very simple, such 
as writing a will or handling an uncontested divorce. The client has some idea of 
whether the work is done satisfactorily, so monitoring is relatively easy and little 
risk is involved.

In riskier situations, the other types of contracts are more common. When the 
lawyer is relatively risk averse or when the principal is very concerned that the lawyer 
works hard, an hourly wage may be used.

Contingent fee arrangements are particularly common for plaintiffs’ lawyers who 
specialize in auto accidents, medical malpractice, and product liability. Because these 
plaintiffs’ lawyers can typically pool risks across clients, they are less concerned than 
their clients are about risk. As a consequence, these attorneys are willing to accept 
contingent fees (and might agree to pay a fixed fee to the plaintiff). Moreover, acci-
dent victims often lack the resources to pay for a lawyer’s time before winning at 
trial, so they often prefer contingent contracts.

The 2010 U.S. Patient Protection and Affordable Care Act (ACA) resulted in more 
coverage of low-income people. The number of uninsured, nonelderly Americans 
fell from 44 million in 2013 (the year before the major coverage provisions kicked 
in) to fewer than 28 million by the end of 2016. However, as the program changed 
under the Trump administration, the number of Americans without insurance rose 
by 3.2 million people in 2017 and continued to increase in the first quarter of 2018.

Society benefits by shifting risk from these previously uncovered, risk-averse 
people to risk-neutral insurance companies (Chapter 16). However, many ana-
lysts argue that extending insurance coverage results in more moral hazard. For 
example, patients may use the medical system excessively, driving up costs to 
everyone. Do insured people use health care services excessively?

The adult dependent coverage provision of the ACA allows young adults up to 
age 26 to stay on their parents’ health care policies. Prior to that, about one in three 

young adults ages 19–25 lacked insurance. Jhamb, 
Dave, Colman (2015) estimated that this provision 
raised insurance coverage among young adults by 
7.4% and the number of doctor visits by 3%.

Kowalski (2018) found that the Oregon state 
health insurance program enrollees increased 
their emergency room (ER) utilization, but that 
subsequent enrollees will be healthier and will 
decrease their ER utilization. Simon, Soni, and 
Cawley (2017) found that the ACA increased the 
use of certain forms of preventive care, did not 
increase risky health behavior (a form of moral 
hazard), and modestly increased self-assessed 
health. Thus, studies to date find that the moral 
hazard effects are relatively small.

APPLICATION

Health Insurance and 
Moral Hazard
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Gary’s demand for doctor visits depends on his health. Half the time his health is 
good and his demand is D1 in the figure. When his health is poor, his demand is D2. 
Gary is risk averse. Without medical insurance, he pays $50 a visit. With full insur-
ance, he pays a fixed fee at the beginning of the year, and the insurance company 
pays the full cost of any visit. Alternatively, with a contingent contract, Gary pays 
a smaller premium at the beginning of the year, and the insurance company covers 
only $20 per visit, with Gary paying the remaining $30. How likely is a moral haz-
ard problem to occur with each of these contracts? What is Gary’s risk (the variance 
of his medical costs) with no insurance and with each of the two types of insurance? 
Compare the contracts in terms of the trade-offs between risk and moral hazard.

Answer

1. Describe the moral hazard for each demand 
curve for each contract. Given that Gary’s 
health is good, if he does not have insur-
ance, Gary pays the doctor $50 a visit and 
goes to the doctor once, at point a1 on D1 in 
the figure. In contrast, with full insurance, 
where he pays nothing per visit, he visits 
the doctor six times, at c1. Similarly, if his 
health is poor, he goes to the doctor five 
times, a2, without insurance, and 10 times, 
c2, with full insurance. Thus, regardless of 
his health, he makes five extra visits a year 
with full insurance. These extra visits are 
the moral hazard.

With a contingent contract, Gary pays $30 
a visit. He makes three visits if his health 
is good (at point b1)—only two more than 
at a1. If his health is poor, he makes seven 

visits, once again two more than if he were paying the full fee (five visits at 
point a2). Thus, this contingent contract reduces the moral hazard problem: He 
makes only two extra visits.

2. Calculate the variance of Gary’s medical expenses for no insurance and for the 
two insurance contracts. Without insurance, his average number of visits is 
3 = (1

2 * 1) + (1
2 * 5), so his average annual medical cost is $150. Thus, the 

variance of his medical expenses without insurance is

 σ2
n = 1

2 [(1 * $50) - $150]2 + 1
2 [(5 * 50) - $150]2

 = 1
2 ($50 - $150)2 + 1

2 ($250 - $150)2

 = $10,000.

If he has full insurance, he makes a single fixed payment each year, so his pay-
ments do not vary with his health: His variance is σ2

f = 0. Finally, with partial 
insurance, he averages 5 visits with an average cost of $150, so his variance is

σ2
p = 1

2 ($90 - $150)2 + 1
2 ($210 - $150)2 = $3,600.

Thus, σ2
n 7 σ2

p 7 σ2
f .

SOLVED PROBLEM 
19.4
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 19.4 Monitoring to Reduce Moral Hazard
When a firm cannot pay workers in proportion to the work they do (a piece rate) or 
share the firm’s profit with the workers, the firm usually pays fixed-fee salaries or 
hourly wages, which may lead to employees shirking. A firm can reduce such shirk-
ing by intensively supervising or monitoring workers. Monitoring eliminates the 
asymmetric information problem: Both the employee and the employer know how 
hard the employee works. If the cost of monitoring workers is low enough, it pays to 
prevent shirking by carefully monitoring and firing employees who do not work hard.

Firms experiment with various means of lowering the cost of monitoring. Requiring 
employees to punch a time clock and recording employees’ work efforts by installing 
video cameras are examples of firms’ attempts to use capital to monitor job perfor-
mance. By using assembly lines that force employees to work at a set pace, employers 
can control employees’ work rate. In 2018, Amazon patented a wristband to be worn 
by employees that would allow the firm to monitor whether employees stop working.

According to a survey by the American Management Association, nearly two-thirds 
of employers record employees’ voice mail, e-mail, and phone calls; review employee 
computer files; or videotape workers. A quarter of the firms that use surveillance don’t 
tell their employees. The most common types of surveillance are tallying outgoing phone 
calls and recording their duration (37%), videotaping the workplace (16%), storing and 
reviewing e-mails (15%), storing and reviewing computer files (14%), and taping and 
reviewing phone conversations (10%). Monitoring and surveillance are most common 
in the financial sector, in which 81% of firms use these techniques. Rather than watch-
ing all employees all the time, companies usually monitor selected workers randomly.

For some jobs, however, monitoring is counterproductive or not cost effective. 
Monitoring may lower employees’ morale, reducing productivity. Several years ago, 
Northwest Airlines removed the doors from bathroom stalls to prevent workers from 
using them to slack off. When new management changed this policy (and made many 
other changes as well), productivity increased.

It is usually impractical for firms to monitor how hard salespeople work if they 
spend most of their time away from the main office. As telecommuting increases, 
monitoring workers may become increasingly difficult.

When direct monitoring is very costly, firms may use various financial incentives to 
reduce the amount of monitoring that is necessary. Each of these incentives—bond-
ing, deferred payments, and efficiency (unusually high) wages—acts as a hostage for 
good behavior (Williamson, 1983). Workers who are caught shirking or engaging in 
other undesirable acts not only lose their jobs but also give up the hostage. The more 
valuable the hostage, the less monitoring is necessary to deter bad behavior.

Bonding
One way to ensure agents behave well is to require that they deposit funds guarantee-
ing their good behavior, just as a landlord requires tenants to post security deposits 
to ensure they will not damage an apartment. Typically, the agent posts (leaves) this 

3. Discuss the trade-offs. Because Gary is risk averse, efficiency in risk bearing 
requires the insurance company to bear all the risk, as with full insurance. 
However, full insurance results in the largest moral hazard. Removing insurance 
eliminates the moral hazard, but forces Gary to bear all the risk. The contingent 
contract is a compromise in which both the moral hazard and the degree of risk 
lie between the extremes.
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bond with the principal or another party, such as an insurance company, before 
starting the job.

Many couriers who transport valuable shipments (such as jewels) or guards who 
protect them post bonds against theft and other moral hazards. Similarly, bonds 
prevent employees from quitting immediately after receiving costly training (Salop 
and Salop, 1976). Most of the other approaches that we will examine for controlling 
shirking can be viewed as forms of bonding.

Bonding to Prevent Shirking. Some employers require a worker to post a bond 
that is forfeited if the worker is discovered shirking. For example, a professional 
athlete faces a specified fine (the equivalent of a bond) for skipping a meeting or 
game. The higher the bond, the less frequently the employer needs to monitor to 
prevent shirking.

Let G be the value that a worker puts on taking it easy on the job. If a worker’s 
only potential punishment for shirking is dismissal if caught, some workers will shirk.

Shirking is less likely if the worker must post a bond of B that is forfeited if the 
employee is caught not working. Given the firm’s level of monitoring, the probability 
that a worker is caught is θ. Thus, a worker who shirks expects to lose θB.8 A risk-
neutral worker chooses not to shirk if the certain gain from shirking, G, is less than 
or equal to the expected penalty, θB, from forfeiting the bond if caught: G … θB. 
Thus, the minimum bond that discourages shirking is

 B =
G
θ

. (19.5)

Equation 19.5 shows that the bond must be larger, the higher the value that the employee 
places on shirking and the lower the probability that the worker will be caught.

Thus, the larger the bond, the less monitoring is necessary to prevent shirking. Sup-
pose that a worker places a value of G = $1,000 a year on shirking. A bond that is 
large enough to discourage shirking is $1,000 if the probability of the worker being 
caught is 100%, $2,000 at 50%, $5,000 at 20%, $10,000 at 10%, and $20,000 at 5%.

8The expected penalty is θB + (1 - θ)0 = θB, where the first term on the left-hand side is the prob-
ability of being caught times the fine of B and the second term is the probability of not being caught 
and facing no fine.

Workers post bonds of B that are forfeited if they are caught stealing (but no other 
punishment is imposed). Each extra unit of monitoring, M, raises the probabil-
ity that a firm catches a worker who steals, θ, by 5%. A unit of M costs $10. A 
worker can steal a piece of equipment and resell it for its full value of G dollars. 
What is the optimal M that the firm uses if it believes workers are risk neutral? In 
particular, if B = $5,000 and G = $500, what is the optimal M?

Answer

1. Determine how many units of monitoring are necessary to deter stealing. The 
least amount of monitoring that deters stealing is the amount at which a work-
er’s gain from stealing equals the worker’s expected loss if caught. A worker is 
just deterred from stealing when the gain, G, equals the expected penalty, θB. 
Thus, the worker is deterred when the probability of being caught is θ = G/B. 
The number of units of monitoring effort is M = θ/0.05, because each extra 
unit of monitoring raises θ by 5%.

SOLVED PROBLEM 
19.5
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Problems with Bonding. Employers like the bond-posting solution because it 
reduces the amount of employee monitoring that is necessary to discourage moral 
hazards such as shirking and theft. Nonetheless, firms use explicit bonding only 
occasionally to prevent stealing, and they rarely use it to prevent shirking.

Having an agent post a bond has two major problems. First, an unscrupulous 
employer might falsely accuse an employee of stealing. Employees who fear such 
employer opportunism are unwilling to post a bond. To avoid this problem, the firm 
may develop a reputation for not behaving in this manner or to make the grounds 
for forfeiture of the bond objective and verifiable by others.

Second, workers may not have enough wealth to post them. In our example, if the 
worker could steal $10,000, and if the probability of being caught were only 5%, shirk-
ing would be deterred only if a risk-neutral worker posted a bond of at least $200,000.

Consequently, bonds are more common in contracts between firms than between an 
employer and employees. Construction contractors sometimes post bonds to guarantee that 
they will satisfactorily finish their work by a given date. It is easy to verify whether the con-
tract has been completed on time, and firms may post a bond more easily than employees.

2. Determine whether monitoring is cost effective. It pays for the firm to pay for 
M units of monitoring only if the expected benefit to the firm is greater than 
the cost of monitoring, $10 * M. The expected benefit if stealing is prevented 
is G, so monitoring pays if G 7 $10 * M, or G/M 7 $10.

3. Solve for the optimal monitoring in the special case. The optimal level of moni-
toring is

M =
θ

0.05
=

G/B
0.05

=
500/5,000

0.05
=

0.1
0.05

= 2.

It pays to engage in this level of monitoring because G/M = $500/2 =
$250 7 $10.

Why are most onshore gas and oil producers small? A major reason is to avoid liabil-
ity. Being small allows them to produce as much as they can and if they cause envi-
ronmental damages—water pollution, toxic gas releases, or explosions—greater than 
their assets, they avoid liability by declaring bankruptcy. They are “judgment proof.” 
A large firm with substantial assets would pay the damages and stay in business.

Texas has roughly 5,000 oil- and gas-producing firms. Most of these have less 
than two million dollars in annual revenue—much less than their liability expo-
sure. However, as of 2001, Texas required these firms to post a surety bond, which 
is an insurance contract that obligates the insurer to compensate the state for envi-
ronmental damages by the insured oil or gas producer. Insurance companies set a 
high premium for a firm with a bad safety record or one that has little incentive to 
act prudently because it is financially weak. In contrast, a large, financially secure 
firm is less likely to act irresponsibly and hence pays a lower premium.

Boomhower (forthcoming) showed that the bond requirement improves firms’ 
safety incentives. As soon as the bond mandate went into effect, 6% of firms exited 
the market (twice the usual rate). These firms were primarily small firms with poor 
environmental records. These exiting firms transferred 88% of their oil and gas leases 
to larger firms. The smallest 80% of the remaining firms reduced oil production, 
while the large firms’ production was unaffected. That is, the ability to avoid respon-
sibility prior to bonding inflated the number of small firms and their production.

APPLICATION

Capping Oil and Gas 
Bankruptcies



694 CHAPTER 19   Contracts and Moral Hazards 

Deferred Payments
Effectively, firms can post bonds for their employees by using deferred payments. For 
example, a firm pays new workers a low wage for some initial period of employment. 
Over time, workers caught shirking are fired, and those who remain are paid higher 
wages. Pensions are another form of deferred wages that reward only hard workers 
who stay with the firm until their retirement. Deferred payments function like bonds. 
They raise the cost of being fired, so less monitoring is necessary to deter shirking.

Workers care about the present value (Chapter 15) of their earnings stream over 
their lifetime. A firm may offer its workers one of two wage payment schemes. In 
the first, the firm pays w per year for each year that the worker is employed by the 
firm. In the second arrangement, the starting wage is less than w but rises over the 
years to a wage that exceeds w.

If hard workers can borrow against future earnings, those who work for one 
company their entire careers are indifferent between the two wage payment schemes 
if those plans have identical present values. However, the firm prefers the deferred-
payment method because employees work harder to avoid being fired and losing the 
high future earnings.

Reducing shirking results in greater output. If the employer and the employee 
share the extra output through higher profit and lifetime earnings, both prefer the 
deferred-payment scheme that lowers incentives to shirk.

A drawback of the deferred-payment approach is that employers may engage in 
opportunistic behavior. For example, an employer might fire nonshirking senior workers 
to avoid paying their higher wages, and then replace them with less-expensive junior 
workers. However, if the firm can establish a reputation for not firing senior workers 
unjustifiably, the deferred-payment system can help prevent shirking.

Efficiency Wages
As we’ve seen, the use of bonds and deferred payments discourages shirking by 
raising an employee’s cost of losing a job. An alternative is for the firm to pay an 
efficiency wage: an unusually high wage that a firm pays workers as an incentive to 
avoid shirking.9 If a worker who is fired for shirking can immediately go to another 
firm and earn the same wage, the worker risks nothing by shirking. However, if the 
firm pays each worker an efficiency wage w, which is more than the wage w that an 
employee would earn elsewhere after being fired for shirking, it discourages shirk-
ing.10 The less frequently the firm monitors workers, the greater the wage differential 
must be between w and w to prevent shirking.

The amount of environmental damage fell after the bond mandate went into 
effect. Many fewer firms left their wells unplugged at the end of production, which 
causes a serious risk of groundwater pollution. Well blowouts and water protec-
tion violations also fell substantially.

9The discussion of efficiency wages is based on Yellen (1984), Stiglitz (1987), and especially Shapiro 
and Stiglitz (1984).

10Economists have other explanations for why efficiency wages lead to higher productivity. Some 
economists claim that in less-developed countries, employers pay an efficiency wage—more than 
they need to hire workers—to ensure that workers can afford to eat well enough to work hard. Other 
economists (Akerlof, 1982) and management experts contend that the higher wage acts like a gift, 
making workers feel beholden or loyal to the firm, so that little or no monitoring is needed.
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An efficiency wage acts like a bond to prevent shirking. A risk-neutral worker 
decides whether to shirk by comparing the expected loss of earnings from getting fired 
to the value, G, that the worker places on shirking. An employee who never shirks is 
not fired and earns the efficiency wage, w. A fired worker goes elsewhere and earns the 
lower wage, w. Consequently, a shirking worker expects to lose θ(w - w), where θ is 
the probability that a shirking worker is caught and fired and where the term in parenthe-
ses is the lost earnings from being fired. Thus, the expected value to a shirking employee 
is θw + (1 - θ)w + G, where θw is the probability of being caught shirking, θ, times 
earnings elsewhere if caught and fired; (1 - θ)w is the probability of not being 
caught times the efficiency wage; and G is the value that a worker derives from shirking.

The worker chooses not to shirk if the efficiency wage, w, exceeds the expected 
return from shirking: w Ú θw + (1 - θ)w + G. Subtracting the first two right-
hand-side terms from both sides of the equation, we find that a worker does not shirk 
if the expected loss from being fired, θ(w - w), is greater than or equal to the gain 
from shirking, G:

 θ(w - w) Ú G. (19.6)

The smallest amount by which w can exceed w and prevent shirking is determined 
when Equation 19.6 holds with equality, θ(w - w) = G, or

 w - w =
G
θ

. (19.7)

The extra earnings, w - w, in Equation 19.7 serve the same function as the bond, 
B, in Equation 19.5 in discouraging bad behavior.

Suppose that the value of the pleasure that a worker gets from not working hard is 
G = $1,000, and the wage elsewhere is w = $20,000 a year. If the probability that 
a shirking worker is caught is θ = 20%, then the efficiency wage must be at least 
w = $25,000 to prevent shirking. With greater monitoring, so that θ is 50%, the 
minimum w that prevents shirking is $22,000. From the possible pairs of monitoring 
levels and efficiency wages that deter shirking, the firm picks the combination that 
minimizes its labor cost.

Walmart was famous for cutting its costs and paying rock-bottom wages to raise 
its profit. However, it may have gone too far in 2015. Shoppers complained about 
dirty bathrooms, empty shelves, endless checkout lines, and impossible-to-find 
employees. Only 16% of stores met its customer service goals. Sales were down.

Walmart responded by trying an experiment: It raised its employees’ wages by 
16%. By 2016, the proportion of stores hitting their targeted customer-service 
rating increased to 75% and sales rose. Apparently, Walmart believed that it had 
set the wage about right, as its wage was little changed by 2018.

APPLICATION

Walmart’s Efficiency 
Wages

After-the-Fact Monitoring
So far, we’ve concentrated on monitoring by employers checking for bad behavior 
as it occurs. If shirking or other bad behavior is detected after the fact, the offend-
ing employee is fired or otherwise disciplined. If payment occurs after the principal 
checks for bad behavior, after-the-fact monitoring discourages bad behavior.11

11Learning about a moral hazard after it occurs is too late if the wrongdoer cannot be punished at that 
time. Although it’s upsetting to find that you’ve been victimized, you may not be able to do anything 
beyond trying to prevent the situation from happening again.
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Often detecting bad behavior as it occurs is difficult, but detecting it after the fact is 
relatively easy. For example, after an employer finds that the quality of an employee’s 
work is substandard, the employer can force the employee to correct it or refuse to pay.

Insurance firms try to avoid extreme moral hazard by offering contracts that do 
not cover spectacularly reckless, stupid, or malicious behavior. An auto insurance 
company will not pay damages for a traffic accident if the insured driver was drunk 
at the time. A home insurance company disallows claims due to an explosion that 
resulted from an illegal activity such as making methamphetamine on the premises 
and claims by arsonists who torch their own property. Life insurance companies 
may refuse to pay benefits to the family of someone who commits suicide soon after 
buying the policy (as in the play Death of a Salesman).

 19.5 Contract Choice
By offering an agent a choice of contracts, the principal may obtain enough informa-
tion to prevent agent opportunism. Firms want to avoid hiring workers who shirk. 
Employers know that not all workers shirk, even when given an opportunity to do 
so. So, rather than focusing on stopping lazy workers from shirking, an employer 
may concentrate on hiring only industrious people. With this approach, the firm seeks 
to avoid moral hazard by preventing adverse selection, where lazy employees falsely 
assert that they are hardworking.

The firm makes potential job candidates select between two contracts in which pay-
ment depends on how hard they work. Suppose that a firm wants to hire a salesperson 
to run its Cleveland office and that the potential employees are risk neutral. A hardwork-
ing salesperson sells $200,000 worth of goods a year, but a lazy one sells only $120,000 
worth (see Table 19.3). A hard worker can earn $50,000 from other firms, so the firm 
considers using a contingent contract that pays a salesperson a 30% commission on sales.

If the firm succeeds in hiring a hard worker, the salesperson makes 
$200,000 * 0.30 = $60,000. The firm’s share of sales is $140,000. For simplicity, 
we assume that the firm has no other costs, so the firm’s profit is $140,000. If the 
firm hires a lazy salesperson under the same contract, the salesperson makes $36,000, 
and the firm’s profit is $84,000.

To determine if potential employees are hardworking, the firm offers each a choice 
of contracts:

■■ Contingent contract: no salary and 30% of sales,
■■ Fixed-fee contract: annual salary of $50,000, regardless of sales.

Table  19.3 Firm’s Spreadsheet

Contingent Contract (30% of Sales), $ Fixed-Fee Contract ($50,000 Salary), $

Hard Worker

Sales 200,000 200,000

 -  Salesperson’s pay -60,000 -50,000

=  Firm’s profit 140,000 150,000

Lazy Worker

Sales 120,000 120,000

 -  Salesperson’s pay -36,000 -50,000

=  Firm’s profit 84,000 70,000



69719.6 Checks on Principals

A prospective employee who doesn’t mind hard work would earn $10,000 more by 
choosing the contingent contract. In contrast, a lazy candidate would make $14,000 
more from a salary than from commissions. If an applicant chooses the fixed-fee 
contract, the firm knows that the person does not intend to work hard and decides 
not to hire that person.

The firm learns what it needs to know by offering this contract choice as long as 
the lazy applicant does not pretend to be a hard worker by choosing the contingent 
contract. Under the contingent contract, the lazy person makes only $36,000, but 
that offer may dominate others available in the market. If this pair of contracts fails 
to sort workers, the firm may try different pairs. If all these choices fail to sort the 
potential employees, the firm must use other means to prevent shirking.

 19.6 Checks on Principals
Because employers (principals) often pay employees (agents) after work is completed, 
employers have many opportunities to exploit workers. For example, a dishonest 
employer can underpay after falsely claiming that a worker took time off or that 
some of the worker’s output was substandard. Employers who provide bonuses can 
underreport the firm’s output or profit.

Efficient contracts prevent or reduce such moral hazard problems. Requiring a 
firm to post a bond can be an effective method of deterring the firm’s opportunistic 
behavior. For example, a firm may post bonds to ensure that it has the means of pay-
ing current wages and future pensions.

A firm cannot act opportunistically if information is symmetric because it reveals 
relevant information to employees. An employer can provide access to such informa-
tion by allowing employee representatives to sit on the company board to monitor 
the firm’s behavior. To induce workers to agree to profit sharing, a firm may provide 
workers with information about the company’s profit by allowing them (or an inde-
pendent auditor) to check its accounts. A firm may argue that its stock closely mirrors 
its profit and suggest that the known stock price be used for incentive payments.

Firms may rely on a good reputation. For instance, a firm may publicize that it 
does not make a practice of firing senior employees to avoid paying pensions. The 
better the firm’s reputation, the more likely workers are to accept a deferred-payment 
scheme, which deters shirking.

When these approaches are infeasible, a firm may use less efficient contracts such 
as one that bases employee payments on easily observed revenues rather than less 
reliable profit reports. The next application discusses a particularly damaging but 
common type of inefficient contract.

During recessions and depressions, demand for most firms’ products fall. Many 
firms respond by laying off workers and reducing production rather than by lower-
ing wages and keeping everyone employed. The average real U.S. weekly earnings 
fluctuated in a narrow band—$333 to $354 (in 1982–1984 dollars)—from 2002 
through 2012. It then fluctuated between $351 and $372 from 2013 through July 
2018. In contrast, the U.S. unemployment rate over this period has fluctuated 
substantially. It started at 5.7% in 2002, rose to 6.1% in 2003, dropped to 4.4% 
in 2007, rose to 10.0% in 2009, and fell to 3.9% by July 2018.

If both sides agree to it, a wage reduction policy benefits firms and work-
ers alike. Collectively, workers earn more than they would if they were laid off. 

APPLICATION

Layoffs Versus  
Pay Cuts
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Because the firm’s costs would fall, it sells more during the downturn than it 
otherwise could, so its profit is higher than with layoffs. Firms that provide rela-
tively low wages and then share profits with employees achieve this type of wage 
flexibility.

Why, then, are wage reductions less common than layoffs? A major explanation 
involves asymmetric information: Unlike the firm, workers don’t know whether 
the firm is actually facing a downturn, so they refuse to cut wages. They fear that 
the firm will falsely claim that economic conditions are bad to justify a wage cut. 
Workers believe that if the firm has to lay off workers—an action that hurts the 
firm as well as the workers—the firm is more likely to be telling the truth about 
economic conditions.12

We illustrate this reasoning in the following matrix, which shows the payoffs 
if wages are reduced during downturns. The value of output produced by each 
worker is $21 during good times and $15 during bad times. The lower left of each 
cell is the amount the firm pays workers. The firm pays employees $12 per hour 
if it reports that economic conditions are good and $8 if it says that conditions 
are bad. The amount the firm keeps is in the upper right of each cell. If economic 
conditions are bad, the firm earns more by reporting these bad conditions, $7, than 
it earns if it says that conditions are good, $3. Similarly, if conditions are good, 
the firm earns more if it claims that conditions are bad, $13, than if it says that 
they are good, $9. Thus, regardless of the true state, the firm benefits by always 
claiming that conditions are bad.

12In 2010, after several years of the Great Recession (when everyone knew that the downturn was 
real), layoffs were increasingly replaced with pay cuts, especially by state and local government 
employers. Similarly, Sub-Zero, which makes refrigerators and other appliances, told its workers 
it might close one or more factories and lay off 500 employees unless they accepted a 20% cut in 
wages and benefits.

Wage Cut

3Bad

Good

GoodBad

128
7

8
13

12
9

Actual Conditions

Firm’s Claim About Conditions

To shield themselves from such systematic lying, employees may insist that the 
firm lay off workers whenever it says that conditions are bad. This requirement 
provides the firm with an incentive to report the true conditions. In the next 
matrix, the firm must lay off workers for half of each period if it announces that 
times are bad, causing the value of output to fall by one-third. Because they now 
work only half the time, workers earn only half as much, $6, as they earn during 
good times, $12. If conditions are bad, the firm makes more by telling the truth, 
$4, than by claiming that conditions are good, $3. In good times, the firm makes 
more by announcing that conditions are good, $9, than by claiming that they are 
bad, $8. Thus, the firm reports conditions truthfully.
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Clawing Back 
Bonuses

CHALLENGE 
SOLUTION

The Challenge at the beginning of the chapter asks whether evaluating a manager’s 
performance over a longer time period using delayed compensation or clawback 
provisions benefits shareholders. The answer depends on whether the reward a 
manager receives in the short run induces the manager to sacrifice long-run profit 
for short-run gains.

Managers prefer to be paid sooner rather than later because money today is 
worth more than the same amount later. Typically, a manager receives a bonus 
based on a firm’s annual profit. If a manager can move a major sale from January 
of next year to December of this year, the firm’s total profits over the two years 
are unchanged, but the manager receives the resulting performance-based bonus 
this year rather than next year. The owners of the firm are probably not very con-
cerned with such shifts over time, as they are unlikely to lower long-run profits 
substantially.

Of more concern are managers who increase this year’s profit in a way that 
lowers profits in later years. Many firms pay a bonus on a positive profit but do 
not impose fines or penalties (negative bonuses) for a loss (negative profit). Sup-
pose that a particular policy results in a large profit this year, but a larger loss next 
year. If the manager gets a bonus based on each year’s profit, the manager receives 
a large bonus this year and no bonus next year.

In an extreme case, a manager engages in reckless behavior that increases 
this year’s profit but bankrupts the firm next year. The manager plans to grab 
this year’s bonus and then disappear. Many mortgage and financial instrument 
managers engaged in such reckless and irresponsible behavior leading up to the 

Worker Layo� (for half of any period the firm claims is bad)

3
Bad

Good

GoodBad
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Actual Conditions

Firm’s Claim About Conditions

With the wage-cut contract in which the firm always says that conditions are bad, 
workers earn $8 regardless of actual conditions. If economic conditions are good half the 
time, the firm earns an average of $10 = (1

2 * $7) + (1
2 * $13). Under the contract 

that requires layoffs, the workers earn an average of $9 = (1
2 * $6) + (1

2 * $12) 
and the firm earns an average of $6.50 = (1

2 * $4) + (1
2 * $9).

Therefore, the firm prefers the wage-cut contract and the workers favor 
the layoff contract. However, if the workers could observe actual condi-
tions, both parties would prefer the wage-cut contract. Workers would earn 
an average of $10 = (1

2 * $8) + (1
2 * $12), and the firm would make $8 =

(1
2 * $7) + (1

2 * $9). With the layoff contract, total payoffs are lower because 
of lost production. Thus, socially inefficient layoffs may be used because of the 
need to keep relatively well-informed firms honest.
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2007–2009 financial meltdown. Bad decisions at Merrill Lynch, a wealth manage-
ment firm, cost shareholders billions of dollars, but senior managers kept bonuses 
despite the negative effects of their decisions on shareholders.

One solution to bad managerial incentives is to base bonuses on more than one 
year. Starting in 2012, Morgan Stanley paid bonuses to high-income employees 
over a three-year period.

To illustrate why paying over time provides a better incentive structure, we 
examine the case of Jim, who is an executive in a company that provides auto 
loans. We look at a two-year period. Initially, Jim receives 10% of the amount 
of the loans he makes in the first year. He may loan to two groups of customers. 
Customers in one group have excellent financial histories and repay their loans on 
time. Loans in this group produce revenue of $10 million this year, so that over 
the two-year period, the firm nets $9 million after paying Jim. Customers in the 
other group are much more likely to default. That group produces $30 million in 
revenue this year, but their defaults in the second year cost the firm $40 million. 
After paying Jim $3 million in the first year, the firm suffers a $13 million loss over 
the two years (ignoring discounting).

Because Jim prefers receiving $4 million by loaning to both groups to $1 million 
from loaning to only the good risks, he may expose the firm to devastating losses 
in the second year. He may be happy earning a gigantic amount in the first year 
even if he’s fired in the second year. In contrast, if his bonus is based on profits over 
two years, he has an incentive to avoid making loans to the risky group.

1. Principal-Agent Problem.  A principal contracts with 
an agent to perform some task. The size of their joint 
profit depends on any assets that the principal contrib-
utes, the actions of the agent, and the state of nature. 
If the principal cannot observe the agent’s actions, 
the agent may engage in opportunistic behavior. This 
moral hazard reduces the joint profit. An efficient 
contract leads to efficiency in production (joint profit 
is maximized by eliminating moral hazards) and effi-
ciency in risk bearing (the less-risk-averse party bears 
more of the risk). Three common types of contracts 
are fixed-fee contracts, whereby one party pays the 
other a fixed fee and the other keeps the rest of the 
profits; hire contracts, in which the principal pays 
the agent a wage or pays for each piece of output 
produced; and contingent contracts, wherein the pay-
offs vary with the amount of output produced or in 
some other way. Because a contract that reduces the 
moral hazard may increase the risk for a relatively 
risk-averse person, a contract is chosen to achieve the 
best trade-off between the twin goals of efficiency in 
production and efficiency in risk bearing.

2. Production Efficiency.  Whether efficiency in produc-
tion is achieved depends on the type of contract that 

the principal and the agent use and on the degree to 
which their information is asymmetric. For the agent 
in our example to put forth the optimal level of effort, 
the agent must get the full marginal profit from that 
effort or the principal must monitor the agent. When 
the parties have full information, an agent with a 
fixed-fee rental or profit-sharing contract gets the 
entire marginal profit and produces optimally with-
out being monitored. If the principal cannot monitor 
the agent or does not observe profit and cost, only a 
fixed-fee rental contract prevents moral hazard prob-
lems and achieves production efficiency.

3. Trade-Off Between Efficiency in Production and in 
Risk Bearing.  A principal and an agent may agree 
to a contract that strikes a balance between reduc-
ing moral hazards and allocating risk optimally. Con-
tracts that eliminate moral hazards require the agent 
to bear the risk. If the agent is more risk averse than 
the principal, the parties may trade off a reduction in 
production efficiency to lower risk for the agent.

4. Monitoring to Reduce Moral Hazard.   Because of 
asymmetric information, an employer must normally 
monitor workers’ efforts to prevent shirking. Less 

SUMMARY
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monitoring is necessary as the employee’s interest in 
keeping the job increases. The employer may require 
the employee to post a large bond that is forfeited if the 
employee is caught shirking, stealing, or otherwise mis-
behaving. If an employee cannot afford to post a bond, 
the employer may use deferred payments or efficiency 
wages—unusually high wages—to make it worthwhile 
for the employee to keep the job. Employers may also 
be able to prevent shirking by engaging in after-the-fact 
monitoring. However, such monitoring works only if 
bad behavior can be punished after the fact.

5. Contract Choice.   A principal may be able to pre-
vent moral hazard problems from adverse selection 
by observing choices made by potential agents. For 
example, an employer may present potential employ-
ees with a choice of contracts, prompting hardworking 

job applicants to choose a contract that compensates 
the worker for working hard and lazy candidates to 
choose a different contract that provides a guaranteed 
salary.

6. Checks on Principals.  Often both agents and prin-
cipals can engage in opportunistic behavior. If a firm 
must reveal its actions to its employees, it is less likely 
to be able to take advantage of the employees. To 
convey information, an employer may let employees 
participate in decision-making meetings or audit the 
company’s books. Alternatively, an employer may 
make commitments so that it is in the employer’s best 
interest to tell employees the truth. These commit-
ments, such as laying off workers rather than reducing 
wages during downturns, may reduce moral hazards 
but lead to nonoptimal production.

EXERCISES
All exercises are available on MyLab Economics; * = answer appears at the back of this book; M = mathematical problem.

Journal, April 9, 2012). Explain these results. Do 
these results necessarily demonstrate moral hazard 
or can you provide another possible explanation?

 1.5 In 2012, a California environmental group found 
that 14 plum and ginger candies imported from 
Asia contained 4 to 96 times the level of lead 
allowed under California law (Stephanie M. Lee, 
“Lead Found in Asian Candies,” San Francisco 
Chronicle, August 14, 2012). Some observers pre-
dicted that U.S. consumers would face significant 
price increases if U.S. law were changed to require 
third-party testing by manufacturers and sellers. 
Suppose instead that candies could be reliably 
labeled “tested” or “untested,” and untested candy 
sold at a discount. Would consumers buy cheaper, 
untested goods or would they fear a moral hazard 
problem? Discuss.

 1.6 A publication of a major clinical trial showed that a 
common knee operation does not improve outcomes 
for patients with osteoarthritis. Howard, David, and 
Hockenberry (2017) examined all these operations 
in Florida from 1998 to 2010. They discovered that 
after the publication of this article, the number of 
these operations fell, but the number fell by less in 
physician-owned surgery centers than in hospitals. 
Explain why.

 1.7 The U.S. government provides home insurance for 
floods (see Chapter 16’s Application “Flooded by 
Insurance Claims”). The government will pay no 
matter how many times floods destroy a home. Does 
this policy create a moral hazard problem? Explain.

 1. Principal-Agent Problem

 1.1 A California state agency sells earthquake insurance. 
Because the agency has few staff members, it pays 
private insurance carriers to handle claims for earth-
quake damage. These insurance firms receive 9% of 
each approved claim. Is this compensation scheme 
likely to lead to opportunistic behavior by insurance 
companies? Explain. What would be a better way to 
handle the compensation?

 *1.2 Some sellers offer to buy back a good later at some 
prespecified price. Why would a firm make such a 
commitment?

 1.3 A flyer from one of the world’s largest brokers says, 
“Most personal investment managers base their fees 
on a percentage of assets managed. We believe this 
is in your best interest because your manager is paid 
for investment management, not solely on the basis 
of trading commissions charged to your account. You 
can be assured your manager’s investment decisions 
are guided by one primary goal—increasing your 
assets.” Is this policy in a customer’s best interest? 
Why or why not?

 1.4 A study by Jean Mitchell found that urologists 
in group practices that profit from tests for pros-
tate cancer order more of them than doctors who 
send samples to independent laboratories. Doc-
tors’ groups that perform their own lab work bill 
Medicare for analyzing 72% more prostate tissue 
samples per biopsy and detect fewer cases of can-
cer than doctors who use outside labs (Christopher 
Weaver, “Prostate-Test Fees Challenged,” Wall Street 

Exercises  
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 2. Production Efficiency

 *2.1 When I was in graduate school, I shared an apart-
ment with a fellow who was madly in love with 
a woman who lived in another city. They agreed 
to split the costs of their long-distance phone calls 
equally, regardless of who placed the calls. (In those 
days, long-distance calls were expensive and billed 
separately from general phone service.) What was 
the implication of this fee-sharing arrangement for 
their total phone bill? Why?

 *2.2 Zhihua and Pu are partners in a store in which they 
do all the work. They split the store’s business profit 
equally (ignoring the opportunity cost of their own 
time in calculating this profit). Does their business 
profit-sharing contract give them an incentive to 
maximize their joint economic profit if neither can 
force the other to work? (Hint: Imagine Zhihua’s 
thought process late one Saturday night when he is 
alone in the store, debating whether to keep the store 
open a little later or go out on the town. See Solved 
Problem 19.2.)

 2.3 In Solved Problem 19.2, does joint profit increase, 
decrease, or remain the same as the share of revenue 
going to Arthur increases?

 *2.4 In the duck-carving example with full information 
(summarized in the second column of Table 19.1), is 
a contract efficient if it requires Paula to give Arthur 
a fixed-fee salary of $168 and leaves all the decisions 
to Arthur? If so, why? If not, what additional steps, 
if any, can Paula take to ensure that Arthur sells the 
optimal number of carvings?

 *2.5 A promoter arranges for various restaurants to set 
up booths to sell Cajun-Creole food at a fair. Appro-
priate music and other entertainment are provided. 
Customers can buy food using only “Cajun Cash,” 
which is scrip that has the same denominations as 
actual cash and is sold by the fair promoter. Why 
aren’t the food booths allowed to sell food directly 
for cash? (Hint: See the Application “Sing for Your 
Supper.”)

 2.6 In the duck-carving example with limited informa-
tion (summarized in the third and fourth columns 
of Table 19.1), is a fixed-fee contract efficient? If so, 
why? If not, what additional steps, if any, can Paula 
take to ensure efficiency?

 2.7 The author of a science fiction novel is paid a roy-
alty of b share of the revenue from sales, where the 
revenue is R = pq, p is the competitive market price 
for novels, and q is the number of copies of this book 
sold. The publisher’s cost of printing and distribut-
ing the book is C(q). Determine the equilibrium, and 
compare it to the outcome that maximizes the sum 
of the payment to the author plus the firm’s profit. 
Answer using both math and a graph. M

 2.8 John manages Rachel’s used CD music store. To pro-
vide John with the incentive to sell CDs, Rachel 
offers him 50% of the store’s profit. John has the 
opportunity to misrepresent sales by fraudulently 
recording sales that actually did not take place. Let 
t represent his fraudulent profit. John’s expected 
earnings from reporting the fraudulent profit is 0.5t. 
Rachel tries to detect such fraud and either detects 
all or none of it. The probability that Rachel detects 
the entire fraud is t/(1 + t) and the probability that 
Rachel does not detect the fraud is 1 - t/(1 + t). 
Hence, Rachel’s probability of detecting fraud is 
zero if John reports no fraudulent profit, increases 
with the amount of fraudulent profit he reports, and 
approaches 1 as the amount of fraud approaches 
infinity. If Rachel detects the fraud, then x 7 0.5 is 
the fine that John pays Rachel per dollar of fraud. 
John’s expected fine of reporting fraudulent profit t 
is t2x/(1 + t). In choosing the level of fraud, John’s 
objective is to maximize his expected earnings from 
the fraud, 0.5t, less his expected fine, t2x/(1 + t). As 
a function of x, what is John’s optimal fraudulent 
profit? (Hint: Check the second-order condition.) 
Show that 0t/0x 6 0. Also show that as x S ∞ , 
John’s optimal reported fraudulent profit goes to 
zero. (Hint: See Solved Problem 19.2.) M

 2.9 In the National Basketball Association (NBA), the 
owners share revenue but not costs. Suppose that 
one team, the L.A. Clippers, sells only general-
admission seats to a home game with the visiting 
Philadelphia 76ers (Sixers). The inverse demand for 
the Clippers-Sixers tickets is p = 100 - 0.004Q. 
The Clippers’ cost function of selling Q tickets and 
running the franchise is C(Q) = 10Q.

a. Find the Clippers’ profit-maximizing number of 
tickets sold and the price if the Clippers must 
give 50% of their revenue to the Sixers. At the 
maximum, what are the Clippers’ profit and the 
Sixers’ share of the revenues?

b. Instead, suppose that the Sixers set the Clippers’ 
ticket price based on the same revenue-sharing 
rule. What price will the Sixers set, how many 
tickets are sold, and what revenue payment will 
the Sixers receive? Explain why your answers to 
parts a and b differ.

c. Now suppose that the Clippers must share their 
profit rather than their revenue. The Clippers keep 
45% of their profit and share 55% with the Sixers. 
The Clippers set the price. Find the Clippers’ profit-
maximizing price and determine how many tickets 
the team sells and its share of the profit.

d. Compare your answers to parts a and c using 
marginal revenue and marginal cost in your 
explanation. (Hint: See Solved Problem 19.2.) M
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 2.10 Book retailers can return unsold copies to publishers. 
Effectively, retailers pay for the books they order 
only after they sell them. Dowell’s Books believes 
that it will sell, with 12 probability each, either zero or 
one copy of The Fool’s Handbook of Macroeconom-
ics. The bookstore also believes that it will sell, with 
1
2 probability each, either zero or one copy of The 
Genius’ Handbook of Microeconomics. The retail 
price of each book is $100. Suppose that the mar-
ginal cost of manufacturing another copy of a book 
is $24. The publisher’s value of a returned copy is 
$0. The Microeconomics publisher charges a $52 
wholesale price and offers a full refund for returned, 
unsold books. While the Macroeconomics publisher 
charges a low $42 wholesale price, it pays a retailer 
only $32 if it returns an unsold book. Dowell’s 
places an order for one copy of each title. When 
the two books arrive, Dowell’s has space to shelve 
only one. Which title does Dowell’s return? Com-
ment on how Dowell’s decision about which title 
to return depends on the books’ wholesale prices 
and on the compensation from the publishers for 
returned unsold books. M

 2.11 Topside Tiles, which produces roofing tiles, is a 
local monopoly. Its inverse demand function is 
p = 50 - 2Q, and its constant marginal cost is 
10. The owner has delegated the decision of how 
much output to produce to the plant manager. The 
manager’s income, Y, is 10% of revenue: Y = 0.1R. 
Show that a manager who wishes to maximize 
income, Y, will choose an output that exceeds the 
profit- maximizing level. Is there a conflict of interest 
between the owner and manager? Is this situation an 
agency problem? M

 2.12 Now suppose that the owner of Topside Tiles in the 
previous question changes the manager’s compensa-
tion to a fixed share (15%) of profit: Y = 0.15π. The 
situation is otherwise the same as in Exercise 3.11. Are 
the interests of the owner and manager aligned or in 
conflict? Is there an agency problem in this case? M

 2.13 In 2012, Hewlett-Packard Co. announced that its 
new chief executive, Meg Whitman, would receive 
a salary of $1 and about $16.1 million in stock 
options, which are valuable if the stock does well. 
How would you feel about this compensation pack-
age if you were a shareholder? What are the implica-
tions for moral hazard, efficiency, and risk sharing? 
(Hint: See Solved Problem 19.1.)

 3. Trade-Off Between Efficiency in Production and 
in Risk Bearing

 3.1 Traditionally, doctors were paid on a fee-for-service 
basis. Now doctors’ pay is on a capitated basis: They 
are paid for treating a patient for a year, regardless 

of how much treatment is required. In this arrange-
ment, doctors form a group and sign a capitation 
contract whereby they take turns seeing a given 
patient. What are the implications of this change 
in compensation for moral hazards and for risk 
bearing?

 3.2 Padma has the rights to any treasure on the sunken 
ship the Golden Calf. Aaron is a diver who special-
izes in marine salvage. If Padma is risk averse and 
Aaron is risk neutral, does paying Aaron a fixed fee 
result in efficiency in risk bearing and production? 
Does your answer turn on how predictable the value 
of the sunken treasure is? Would another compen-
sation scheme be more efficient? (Hint: See Solved 
Problem 19.3.)

 3.3 Fourteen states have laws that limit whether a fran-
chisor (such as McDonald’s) can terminate a fran-
chise agreement. Franchisees (such as firms that run 
individual McDonald’s outlets) typically pay the 
franchisor a fixed fee or a share of revenues. What 
effects do such laws have on production efficiency 
and risk bearing? (Hint: See Solved Problem 19.3.)

 3.4 Louisa is an avid cyclist who is currently working on 
her business degree. She normally rides an $800 bike 
to class. If Louisa locks her bike carefully—locks 
both wheels—the chance of theft for the term is 5%, 
but this careful locking procedure is time consuming. 
If she is less careful—just quickly locks the frame to 
a bike rack—the chance of theft is 20%. Louisa is 
risk averse and is considering buying theft insurance 
for her bike. She can buy two types of insurance. 
With full insurance, Louisa pays the premium and 
gets the full $800 value of the bike if it is stolen. 
Alternatively, with partial insurance, Louisa receives 
only 75% of the bike’s value, $600, if the bike is 
stolen. Which contract is more likely to induce moral 
hazard problems? To break even on consumers like 
Louisa, what price would the risk-neutral insurance 
company have to charge for full insurance? If we 
observe Louisa buying partial insurance, what can 
we say about the trade-off between moral hazard 
and efficient risk bearing.

 3.5 Suppose now that the publisher in Exercise 2.7 faces 
a downward-sloping demand curve. The revenue is 
R(Q), and the publisher’s cost of printing and dis-
tributing the book is C(Q). Compare the equilibria 
for the following compensation methods in which 
the author receives the same total compensation 
from each method:

a. The author is paid a lump sum, ℒ.

b. The author is paid a share of the revenue.

c. The author receives a lump-sum payment and a 
share of the revenue.

Exercises  
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 4.6 Many substandard condo developments have been 
built by small corporations that declare bankruptcy 
or go out of business when legal actions are started 
against them by condo buyers. What legal remedies 
might reduce this moral hazard problem? If you 
were considering buying a condo in a new building, 
what characteristics of the builder would make you 
more likely to buy? Explain. (Hint: See the Applica-
tion “Capping Oil and Gas Bankruptcies.”)

 4.7 In 2018, Amazon received a pair of patents for a 
wristband that can locate warehouse employees 
and track their hand movements in real time and 
an inventory management system using track-
ers and receivers to monitor workers’ movements 
and breaks. Can Amazon use these innovations to 
address moral hazard problems? How do they help?

 5. Contract Choice

 5.1 List some necessary conditions for a firm to be able 
to sort potential employees by providing them with 
a choice of contracts.

 6. Checks on Principals

 6.1 In the Application “Layoffs Versus Pay Cuts,” the 
firm uses either a pay cut or layoffs. Can you derive 
a superior approach that benefits both the firm and 
the workers? (Hint: Suppose that the firm’s profit or 
some other variable is observable.)

 7. Challenge

 7.1 In the Challenge Solution, show that shareholders’ 
expected earnings are higher with the new compen-
sation scheme than with the original one.

 7.2 Adrienne, a manager of a large firm, must decide 
whether to launch a new product or make a minor 
change to an existing product. The new product has 
a 30% chance of being a big success and generating 
profits of $20 million, a 40% chance of being fairly 
successful and generating profits of $5 million, and 
a 30% chance of being a costly failure and losing 
$10 million. Making minor changes in the old prod-
uct would generate profits of $10 million for sure. 
Adrienne’s contract gives her a bonus of 10% of any 
profits above $8 million arising from this decision. 
If Adrienne is risk neutral and cares only about her 
own income, what is her decision? Should share-
holders be happy with this compensation contract? 
Describe a contract that would be better for both 
Adrienne and the shareholders (if any is possible). M

 7.3 Curtis manages an electronics store in Wichita, 
Kansas. He considers carrying either cameras from 
Nikon Americas that come with a U.S. warranty 
or gray market Nikon cameras from a European 
supplier, which are the same cameras but their 

  Why do you think that authors are usually paid a 
share of the revenue? (Hint: See Solved Problems 
19.2 and 19.3.) M

 3.6 A health insurance company tries to prevent the 
moral hazard of “excessive” dentist visits by limiting 
the number of compensated visits that a patient can 
make in a year. How does such a restriction affect 
moral hazard and risk bearing? Show in a graph. 
(Hint: See Solved Problem 19.4.)

 4. Monitoring to Reduce Moral Hazard

 4.1 Many law firms consist of partners who share prof-
its. On being made a partner, a lawyer must post a 
bond, a large payment to the firm that will be for-
feited on bad behavior. Why?

 *4.2 In Solved Problem 19.5 a firm calculates the optimal 
level of monitoring to prevent stealing. If G = $500 
and θ = 20%, what is the minimum bond that 
deters stealing? M

 4.3 In Exercise 4.2, suppose that, for each extra $1,000 
of bonding the firm requires a worker to post, the 
firm must pay that worker $10 more per period to 
get the worker to work for the firm. What is the min-
imum bond that deters stealing? (Hint: See Solved 
Problem 19.5.) M

 4.4 Starting in 2008, Medicare would not cover the 
cost of a surgeon leaving an instrument in a patient, 
giving a patient transfusions of the wrong blood 
type, certain types of hospital-acquired infections, 
or other “preventable” mistakes (Liz Marlantes, 
“Medicare Won’t Cover Hospital Mistakes: New 
Rules Aimed at Promoting Better Hospital Care 
and Safety,” ABC News, August 19, 2007). Hos-
pitals will have to cover these costs and cannot bill 
the patient. These changes are designed to provide 
hospitals with a stronger incentive to prevent those 
mistakes, particularly infections. The Centers for 
Disease Control and Prevention estimates that 2 mil-
lion patients are annually infected in hospitals, cost-
ing society more than $27 billion. Nearly 100,000 
of those infections are fatal. Many of these infections 
are preventable if hospitals more rigorously follow 
basic infection control procedures, including having 
doctors and nurses wash their hands between every 
patient treatment. Is Medicare’s policy designed to 
deal with adverse selection or moral hazard? Is it 
likely to help? Explain.

 4.5 Used cars receive lower prices if they were rental 
cars than if they were owned by individuals. Does 
this price difference reflect adverse selection or 
moral hazard? Could car rental companies reduce 
this problem by carefully inspecting rental cars for 
damage when renters return such cars? Why do car 
companies normally do only a cursory inspection?
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an alternative compensation plan involving a sal-
ary such that Curtis will earn as much from selling 
Nikon Americas cameras and that will dissuade him 
from selling gray market cameras if doing so lowers 
the owner’s expected earnings. M

 7.4 Many firms pay bonuses or make contributions 
to an employee’s pension fund on an annual basis 
but require a vesting period—often eight to ten 
years—during which the employee must stay with 
the company to obtain ownership of these assets. 
An employee who leaves the company before the 
vesting period loses any claim to the assets. How 
does vesting reduce moral hazard in employment 
relationships?

warranties are only good in Europe. The gray mar-
ket cameras have a lower wholesale price. Curtis 
earns 10% of the store’s profit (and no wage). If 
the store loses money, he leaves with nothing. He 
believes that if he sells the Nikon Americas cameras, 
the store’s profit will be $400,000. The profit on the 
gray market cameras is more uncertain—will locals 
be willing to buy a less expensive camera without 
a warranty? If he sells the gray market camera, he 
believes that he has a 50% chance that the store’s 
profit will be $1,000,000 and a 50% probability 
that the store will lose $300,000. Curtis and the 
store’s owner are both risk neutral. Which camera 
does Curtis choose to sell? What choice would the 
owner prefer (if she were fully informed)? Construct 

Exercises  
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Calculus Appendix

In mathematics you don’t understand things. You just get used to them.
—John von Neumann

This appendix reviews the basic tools from calculus and mathematics that we use 
throughout this book.1 It emphasizes unconstrained and constrained maximization.

 A.1 Functions
A function associates each member of a set with a single member of another set. In 
this section, we first examine functions of a single variable and then discuss func-
tions of several variables.

Functions of a Single Variable
Suppose that we are interested in a variable x that is a member or an element of a set 
X. For example, the set X may be the nonnegative real numbers. A function f associ-
ates elements of the set X with elements of a set Y, which may be the same set as X. 
The function f is a mapping from X to Y, which we denote by f: X S Y. The set X 
is the domain of the function f, while Y is the range of the function. In applying the 
mapping from an element of X to Y, we write y = f(x).

We concentrate on real-number functions. Frequently, these functions map from 
the set of real numbers (X = ℝ) into the same set of real numbers (Y = ℝ). How-
ever, sometimes we consider functions with a domain that is an interval within 
the real numbers. For example, we might study a function that maps the numbers 
between zero and one. Such intervals are written as [0, 1] if the interval includes zero 
and one, or as (0, 1) if the endpoints of the interval are not included in the set. One 
can also use a parenthesis and a bracket, writing (0, 1] for the interval of real num-
bers that are strictly greater than zero but less than or equal to one. By writing that 
x ∈ (0, 14, we mean that the variable x can take on only a value that is greater than 
zero and less than or equal to one.

Some examples of functions of a single variable include the

■■ Identity function: f(x) = x for all x ∈ X.
■■ Zero function: f(x) = 0 for all x ∈ X.
■■ Square root function: f(x) = 1x for all x Ú 0.
■■ Hyperbolic function: f(x) = 1 / x, which is not defined when x = 0.

1Ethan Ligon is the co-author of this appendix.
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These examples are called explicit functions because we can write them 
in the form y = f(x). Some functions are implicit mappings between X and Y 
and are written in the form g(x, y) = 0. For example, x2 + y2 - 1 = 0 implic-
itly defines y in terms of x. We can always express an explicit function f in 
implicit form by defining g(x, y) = y - f(x). However, it is not possible to 
express every implicit function explicitly. For example, the implicit function 
g(x, y) = ay5 + by4 + cy3 + dy2 + ey + x = 0 cannot generally be rewritten so 
that y is a closed-form expression of the variable x and the parameters a, b, c, d, 
and e.

Functions of Several Variables
A function may depend on more than one variable. An example of such a func-
tion is y = f(x1, x2), where x ∈ X1 and x2 ∈ X2. Then the domain of the function 
is written as X = X1 * X2, where the symbol * when applied to sets means to 
take all possible combinations of elements of the two sets. For example, the set 
X = [0, 1] * [0, 1] contains all the pairs of real numbers between zero and one, 
inclusive. The function f associates elements of the domain, the set X = X1 * X2, 
with elements of the range, the set Y. That is, f is a mapping from X to Y, which may 
be denoted either by f: X S Y or by f: X1 * X2 S Y.

An example of mapping from a pair of variables to a single variable is the well-
known measure of physical fitness, the body mass index (BMI), which is a function 
of weight (in kilograms) and height (in meters):

BMI =
weight

(height)2.

If we let the variable z measure the BMI, w reflect the weight, and h denote the 
height, we can write this function more compactly as

z = f(w, h) =
w
h2.

Other examples of functions of two or more variables are the

■■ Cobb-Douglas function with two variables: y = f(K, L) = 3L0.33K0.66.
■■ Cobb-Douglas function with two variables and two parameters: 

y = f(K, L) = ALαK1 -  α, where A and α are parameters rather than variables—
they represent unknown numbers rather than quantities that can change. The 
previous example is a special case, where A = 3 and α = 1

3.
■■ Cobb-Douglas function with n variables: 

y = f(x1, x2, x3, c , xn) = Axα1
1 x

α2
2 c xαn

n .

 A.2 Properties of Functions
We make extensive use of several key properties that functions may possess. In this 
section, we start by discussing the main properties that we use, which are mono-
tonicity (the graph of a function always goes up or always goes down), continuity 
(there are no breaks in the graph of the function), concavity and convexity (the 
function consistently curves upward or downward), and homogeneity (the function 
“scales” up or down consistently). After reviewing these properties, we list three 
properties of the logarithmic function that we use repeatedly.
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Monotonicity
A monotonic function is one that is either always increasing or always decreasing. 
For example, the identity function, f(x) = x, is monotonically increasing. That is, 
as x increases, so does the value of the function f(x). Some functions are monotonic 
only under certain conditions. For example, the function f(x) = 1 / x is monotoni-
cally decreasing when x is positive. The function f(x) = x2 isn’t monotonic; it is 
decreasing when x is negative and increasing when x is positive.

Continuity
A function exhibits the property of continuity if a graph of the function has no 
jumps or breaks. A function can be continuous at a point if there are no jumps or 
breaks very near the point; if the function is continuous at all points, we say that 
the function is continuous. A sufficient condition for a function to be continuous at 
a point a is

lim
xSa

 f(x) = f(a),

which indicates that the limit of the function f(x) as x approaches a is f(a).2

Concavity and Convexity
Economists make extensive use of the properties of concavity and convexity. We 
say that the function f is concave over a region A if the graph of the function f(x) 
never goes below the line drawn between any pair of points in A. For example, 
in panel a of Figure A.1, we evaluate a function f with a domain X. Within this 
domain, we choose a subset A, and we evaluate f at two points x and x′ within this 
subset A. This procedure gives us two points in the range of f, f(x) and f(x′). The 
line connecting the points (x, f(x)) and (x′, f(x′)) is below f(x) for all x between x 
and x′.

This “never below the line” test reflects the intuition of concavity for functions 
of a single variable. But for functions of multiple variables and for testing the con-
cavity of a function that we cannot easily draw, we have a better test. To illustrate 
this approach, we examine the concavity of a function of a pair of variables (x, 
y) that maps f: X * Y S Z. Again, let A be a subset of the domain of f, X * Y, 
and choose two points from the domain, (x, y) and (x′, y′). The function f is con-
cave over A if, for any value of θ such that 0 6 θ 6 1 and for any pair (x, y) and 
(x′, y′) in A,

 f(θx + [1 - θ]x′, θy + [1 - θ]y′) Ú θf(x, y) + [1 - θ]f(x′, y′). (A.1)

Equation A.1 is an extension of our “never below the line” test. If we let θ vary 
between zero and one, we can trace out all the values of the function f evaluated at 
points in A on the left-hand side of the inequality, while varying θ on the right-hand 
side of the expression traces out a line segment connecting the function f evaluated 
at (x, y) and at (x′, y′). Thus, this expression says that the function lies above the 
connecting line.

2If an infinite sequence tends toward some particular value as we progress through that sequence, 
that value is the limit of the sequence. For example, in the sequence {1, 1

2, 1
3, 1

4, c } the nth ele-
ment in the sequence equals 1/n, where n is a positive whole number. As n gets larger, the value of 
1/n tends to zero, so the limit of this sequence is zero (even though zero is not an element of the 
sequence).
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Sometimes a distinction is drawn between a function that is weakly concave or 
strictly concave. A weakly concave function f satisfies the requirement in Equation A.1, 
while a strictly concave function satisfies a replacement condition:

f(θx + [1 - θ]x′, θy + [1 - θ]y′) 7 θf(x, y) + [1 - θ]f(x′, y′).

A function is convex over a region A if the opposite of the concavity condition 
holds. That is, the function never goes above a line connecting points on the func-
tion, as panel b of Figure A.1 illustrates. The mathematical requirement is the same 
as the requirement for concavity with the inequality reversed: The function f is 
weakly convex over A if, for any value of θ such that 0 6 θ 6 1 and for any (x, y) 
and (x′, y′) in A,

f(θx + [1 - θ]x′, θy + [1 - θ]y′) … θf(x, y) + [1 - θ]f(x′, y′).

The function is strictly convex if this expression holds with a strict inequality.
The function f(x) = x2 is strictly convex. To demonstrate this convexity, we pick 

any two points on the real line x and x′, and check that

f(θx + [1 - θ]x′) 6 θf(x) + [1 - θ]f(x′)

holds for this function. We substitute the actual function into this expression:

(θx + [1 - θ]x′)2 6 θx2 + [1 - θ](x′)2.

Rearranging terms,

θ2x2 + [1 - θ]2(x′)2 + 2θ[1 - θ]xx′ 6 θx2 + [1 - θ](x′)2,

Figure A.1 Concave and Convex Functions

Some functions are convex, 
some concave, and some nei-
ther. (a) This function is convex 
because a straight line drawn 
between any two points never 
goes above the curve. (b) This 
function is concave because a 
straight line drawn between 
two points never goes below 
the curve. (c) This function vio-
lates both of these conditions 
and thus is neither convex nor 
concave.

(a) A Concave Function

(c) A Function that Is Neither Convex nor Concave

x'x0

f (x)

f (x' )

(b) A Convex Function

x'x0

f (x)

f (x' )

f(
x)

x'x0

f (x)

f (x' )

f(
x)

f(
x)

x

x

x
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θ[1 - θ]x2 + θ[1 - θ](x′)2 - 2θ[1 - θ]xx′ 7 0,

x2 + (x′)2 - 2xx′ = (x - x′)2 7 0.

Thus, this function is strictly convex.
In panel c of Figure A.1, the function x3 is not concave or convex over the domain 

of real numbers: It is concave over the negative real numbers and convex over the 
positive real numbers. Finally, the Cobb-Douglas function f(K, L) = ALαKβ, where 
L and K are nonnegative real numbers, is concave if α + β … 1.

Homogeneous Functions
A function f(x1, x2, c , xn) is said to be homogeneous of degree γ if

f(ax1, ax2, c , axn) = aγf(x1, x2, c , xn)

for any constant a 7 0. For example, suppose that f is a production func-
tion and the set {xi} consists of inputs to production. Given a particular set of 
inputs (x1, x2, c , xn), the production function tells us how much output, 
q = f(x1, x2, c , xn), the firm can produce. What happens to q if we double all 
the inputs so that a = 2? If for any set of inputs, output always doubles, then the 
production function is homogeneous of degree one. If output does not change at all, 
then it is homogeneous of degree zero. If it always quadruples, it is homogeneous of 
degree two, and so on. Some other examples are

■■ The function f(x) = 1 is homogeneous of degree zero because doubling x 
leaves f(x) unchanged.

■■ The square root function f(x1, x2) = 1x1 + x2 is homogeneous of degree 
one-half because doubling x1 and x2 causes the function to change to 12x1 + 2x2 = 121x1 + x2 = 20.51x1 + x2.

■■ The function f(x1, x2) = 1x1x2 is homogeneous of degree one because 1(2x1) (2x2) = 21x1x2.
■■ The Cobb-Douglas function f(L, K) = ALαKβ is homogeneous of degree 

α + β because A(2L)α(2K)β = 2α + βALαKβ.
■■ The functions f(x) = x + 1 and f(x1, x2) = x1 + 1x2 are not homogeneous 

of any degree.

Special Properties of Logarithmic Functions
Logarithms are wonderful, logarithms are fine.
Once you learn the rules of logs, you’ll think they are sublime.

We use the logarithmic function repeatedly in this textbook because it has a number 
of desirable properties. For example, we can convert some multiplication problems 
into addition problems by using the logarithmic function. We always use the natural 
logarithm (or natural log) function of x, which we write as ln(x), where x = eln(x) 
for x 7 0.

The key properties of logarithms that we use are

■■ The log of a product is equal to a sum of logs: ln(xz) = ln(x) + ln(z).
■■ The log of a number to a power is equal to the power times the log of the 

number: ln(xb) = b ln(x).
■■ It follows from this previous rule that the log of the reciprocal of x equals the 

negative of the log of x: ln(1 / x) = ln(x - 1) = - ln(x).
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 A.3 Derivatives
We want a way to summarize how a function changes as its argument changes. One 
such measure is the slope. However, we generally use an alternative measure, the 
derivative, which is essentially the slope at a particular point. We illustrate the dis-
tinction between these two measures using a function of a single variable, f: ℝ S ℝ.

The usual definition of a slope is “rise over run”—that is, the change in the value 
of a function when moving from point x1 to another point x2:

Slope =
rise
run

=
f(x2) - f(x1)

x2 - x1
.

This definition of a slope depends on comparing the function at two different points, 
x1 and x2. However, typically we want the slope of f at a point.

To determine the slope at a point, we first implicitly define the difference, h, 
between these points as x2 = x1 + h. Substituting this expression into our formula 
for the slope gives us

f(x2) - f(x1)

x2 - x1
=

f(x1 + h) - f + (x1)

h
.

The derivative of a real-value function f: ℝ S ℝ at a point x in ℝ is

 
df(x)
dx

= lim
hS0

 
f(x + h) - f(x)

h
. (A.2)

In the text of this book, we use two different notational conventions to denote the 
derivative of a function. Here and in most places in the text, we write the derivative using 
the notation df(x)/dx. Sometimes for notational simplicity, we omit explicit reference to 
the argument of f, writing the derivative of f at x as df/dx where no ambiguity results.

The derivative has a graphical interpretation. The slope of a function between two 
points is equal to the slope of a straight line connecting those two points. The slope of 
such a straight line can be computed using the rise-over-run formula. In Figure A.2, 

Figure A.2 Derivative and Slope

The slope of a function between x1 and x2 
is equal to the slope (=  rise over run) of 
a straight line connecting the two points 
b = (x1, f(x1)) and (x2, f(x2)). If we fix one 
of the points, b, and move the other point 
closer, then the run (h = x2 - x1) grows 
smaller and smaller. If the derivative exists, 
the rise, f(x2) - f(x1) = f(x1 + h) - f(x1), 
will eventually get smaller as well, but 
typically at a different rate than the run. 
The limiting value of this slope is the 
derivative, which equals the slope of a line 
tangent to the function at b.

SlopeDerivativef(
x)

f (x1)

f (x1 + h)

b

h

xx2x1
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the slope of a function between x1 and x2 is equal to the slope of a straight line con-
necting the two points b = (x1, f(x1)) and (x2, f(x2)). Now fix one of the points, b, 
and move the other point ever closer so that the run (h = x2 - x1) gets smaller and 
smaller. If the derivative exists, the rise, f(x2) - f(x1) = f(x1 + h) - f(x1), will eventu-
ally get smaller and smaller as well, but typically at a different rate than the run. The 
limiting value of the ratio of the rise to the run will be the slope of an infinitesimally 
short line—the slope of the function at a point. The limiting value of this slope is the 
derivative, which equals the slope of a line tangent to the function at b.

If df(x)/dx is positive, the function is increasing at x. That is, as x increases 
slightly, the function evaluated at x also increases. Similarly, if df(x)/dx is negative, 
the function is decreasing at x.

One problem with using derivatives instead of slopes is that in some circum-
stances, the derivative of a function may not be defined because the limit given in 
Equation A.2 does not exist. Discontinuous functions do not have derivatives at any 
point of discontinuity. For example, the derivative of the function 1/x does not exist 
at x = 0. The derivative also fails to exist for a continuous function at a kink, such 
as at x = 0 for the function �  x � .

Rules for Calculating Derivatives
This book repeatedly uses a few rules for calculating the derivatives of functions.

■■ The addition rule: If a function f: ℝ S ℝ can be written as the sum of two 
other functions, so that f(x) = g(x) + h(x), then

df(x)
dx

=
dg(x)

dx
+

dh(x)
dx

.

In words, this expression says that the derivative of the sum is equal to the sum 
of the derivatives.

■■ The product rule: If a function f: ℝ S ℝ can be written as the product of two 
other functions, so that f(x) = g(x)h(x) where g and h are both differentiable 
at x, then

df(x)
dx

=
dg(x)

dx
 h(x) + g(x) 

dh(x)
dx

.

An important special case occurs when g(x) is a constant, say, b. Then dg(x) / 

dx = 0, so the product rule yields the result that dbh(x) / dx = bdh(x) / dx.
■■ The power rule: If f(x) = axb, then the derivative of f at x, provided that the 

derivative exists, is

df(x)
dx

= abxb - 1.

For example, using the power rule, we can show that d(bx2) / dx = 2bx. 
Applying this result and the product rule, we can determine the derivative 
d(bx3) / dx:

dbx3

dx
= x

dbx2

dx
+

dx
dx

bx2 = x(2bx) + bx2 = 3bx2.

Continuing in this vein using the product rule repeatedly, we learn that in gen-
eral, dbxn

 / dx = nbxn - 1.
■■ The polynomial rule: A polynomial function is a function that takes the form

f(x) = b0 + b1x + b2x
2 +  c +  bnx

n,
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where n is a nonnegative whole number. The order of the polynomial is the 
largest exponent, n. Using the power rule repeatedly (as we just showed), the 
derivative of the polynomial f(x) is

df(x)
dx

= b1 + 2b2x +  c +  nbnx
n - 1.

■■ The reciprocal rule: Using the power rule and the product rule, we can show 
that the derivative of the reciprocal of a function, 1/f(x), is

d[1 / f(x)]
dx

= -

df(x)
dx

[f(x)]2.

■■ The quotient rule: Using the reciprocal rule and the product rule, we can show 
that if f(x) = g(x) / h(x), then

d[g(x) / h(x)]
dx

=
h(x)

dg(x)
dx

- g(x)
dh(x)

dx
[h(x)]2 .

■■ The chain rule: We can compute the derivatives of functions such as f(x) = g(h(x)) 
by using all the previous rules,

df(x)
dx

=
dg(h(x))

dx
=

dg(h(x))
dh(x)

 
dh(x)

dx
,

provided that h is differentiable at x and that g is differentiable at h(x). As an 
example, let h(x) = x2, and g(z) = 2 + z2 so that f(x) = g(h(x)) = 2 + x4. 
By direct differentiation, we know that df(x) / dx = 4x3. We can derive the 
same result using the chain rule. First, we use the power rule to show that 
dg(z) / dz = 2z and that dh(x) / dx = 2x. Second, we substitute h(x) for z in the 
expression for dg(z)/dz, which gives us dg(h(x))/dh(x), and apply the chain rule 
to obtain

dg(h(x))
dx

=
d[2 + h(x)]

dh(x)
 
dh(x)

dx
= (2x2) * (2x) = 4x3.

■■ The exponential rule: For any differentiable function g(x),

deg(x)

dx
=

dg(x)
dx

 eg(x).

An important special case of this rule is that

daebx

dx
= abebx.

■■ The exponent rule: An exponential function is one that can be written in the 
form f(x) = ax, where a number a is raised to the power x. One can use the 
properties of logarithms together with the exponential rule and the chain rule 
to show that

dax

dx
=

deln(a)x

dx
= ln(a)ax.

■■ The logarithm rule: The derivative of the function ln(x) is

d ln(x)
dx

=
1
x

.
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Higher-Order Derivatives
If the derivative exists everywhere in the domain, we say that the function is con-
tinuously differentiable. For example, the function f(x) = 1 / x on the domain (0, 1] 
is a continuously differentiable function. We can use the power rule to show that the 
ordinary derivative is

d[1 / x]
dx

=
d[x - 1]

dx
= -

1
x2.

This derivative is itself continuously differentiable on (0, 1]. Accordingly, we can 
use the power rule to differentiate this derivative a second time:

d[-1 / x2]
dx

=
d[-x - 2]

dx
=

2
x3.

Rather than referring to this result as the “derivative of the derivative of f(x),” we 
call it the second derivative of f(x), which we write as d2f(x) / dx2.

Higher-order derivatives are defined similarly. The derivative of the derivative 
of the derivative of f(x), called the third derivative of f(x), is written d3f(x) / dx3. In 
general, the nth order derivative of f(x) is dnf(x) / dxn.

Partial Derivatives
When using a function of more than one variable, we want to know how the value 
of the function varies as we change one variable while holding the others constant. 
Consider a function of two real variables, f:ℝ2 S ℝ. The slope of this function at a 
point is a little more complicated to define than the slope of a function with a single 
argument, because the slope of the function at a point now depends on direction. 
For example, let

f(N, E) = N2 - E2 +  1.

The variable names are chosen to evoke a map, where N reflects the latitude and E 
denotes the longitude. The value of the function f evaluated at a point on this map 
can then be thought of as corresponding to the altitude (height). Figure A.3 shows 
the surface and contour lines of this function.

This function takes the value of zero at the origin but changes in quite different 
ways as one moves away from the origin, depending on the direction of the move. If 
one were to move directly to the northeast, then N and E would increase at the same 
rate (hence their squares do, too). Thus, if one moves directly to the northeast (or 
southwest), the altitude does not change. In the figure, the curves in the (N, E) plane 
are contour lines of the surface above the plane. The curves show that if E increases 
at the same rate as N, the elevation remains constant.

However, if one begins at the origin and heads directly north, then N increases 
while E remains fixed. One’s altitude increases in this direction. If, on the other 
hand, one heads directly east, E increases while N remains fixed, and one heads 
downhill (after traveling E units, one attains an altitude of 1 - E2).

Going just north or just east gets at the idea behind the partial derivative: The 
idea is to vary the value of one variable while holding all the other variables fixed. 
This procedure also gives us an easy algorithm for computing the partial derivative 
of f with respect to, say, N: Just pretend that E is a constant, and compute the ordi-
nary derivative. Thus, we have the partial derivative of f with respect to N,

0f(N, E)
0N

=
0(N2 - E2)

0N
=

0N2

0N
= 2N,
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and the partial derivative of f with respect to E,
0f(N, E)

0E
=

0(N2 - E2)
0E

= -
0E2

0E
= -2E.

In the special case in which f is a function of only a single variable, the partial 
derivative is exactly the same as the ordinary derivative:

0f(x)
0x

=
df(x)
dx

.

In the general case in which the function f: ℝn S ℝ depends on several vari-
ables, one can think of the partial derivative of f with respect to, say, the first 
variable as measuring the direct effect of a change in the first variable on the value 
of the function, while neglecting the effects that a change in this variable might 
have on other variables that might influence the value of f(x). Just as the ordinary 
derivative of an ordinary derivative is called a second (ordinary) derivative, there are 
also higher-order partial derivatives. For example, the partial derivative of g(x1, x2) with 
respect to x1 is written as 0g(x1, x2) / 0x1; the second partial derivative of g(x1, x2) 
with respect to x1 is written as 02g(x1, x2) / 0x2

1, while the second partial derivative 
of g(x1, x2) with respect to x2 is written as 02g(x1, x2) / 0x2

2.
We can derive second-order (or higher-order) derivatives that involve the repeated 

differentiation of the function with respect to more than one variable. For exam-
ple, if we differentiate the partial derivative of our function g(x1, x2) with respect 
to x1, 0g(x1, x2) / 0x1, with respect to x2, we obtain the cross-partial derivative, 
02g(x1, x2) / (0x10x2). The order of differentiation doesn’t matter for the functions 
we usually study. According to Young’s Theorem, 02f  / (0x10x2) = 02f  / (0x20x1) if the 
cross-partial derivatives 02f  / (0x10x2) and 02f  / (0x20x1) exist and are continuous. Simi-
larly, 05g(x1, x2) / 0x2

10x3
2 indicates partial differentiation of g with respect to x1 twice 

and with respect to x2 thrice, thus yielding a fifth-order partial derivative.

Euler’s Homogeneous Function Theorem
A function f: ℝn S ℝ is homogeneous of degree γ if

f(tx1, tx2, c , txn) = tγf(x1, c , xn)

Figure A.3 Illustration of Partial Derivatives

The figure shows the surface and contour lines 
of the function f(N, E) = N2 - E2 + 1. If 
we move only in the N direction, the eleva-
tion rises at an increasing rate, whereas if we 
move only in the E direction, the elevation 
falls at the same increasing rate. The curves 
in the (N, E) plane are contour lines of the 
surface above the plane. The curves show 
that if E increases at the same rate as N, the 
elevation remains constant.
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holds for all possible values of x1, x2, c , xn and constant scalar t. That is, multi-
plying each of the arguments of the function by t increases the value of the function 
by tγ. The degree need not be an integer. For example, the Cobb-Douglas function 
Axα1

1 xα2
2 c xαn

n  is homogeneous of degree α1 + α2 + c +  αn, where each αi may 
be a fraction. Such a function satisfies Euler’s homogeneous function theorem

an
i = 1

xi

0f(x1, c , xn)
0xi

= γf(x1, c , xn).

 A.4 Maximum and Minimum
Most microeconomic analysis concerns finding the maximum or minimum of a 
function. For example, a consumer chooses a bundle of goods to maximize utility, 
or a firm chooses inputs to minimize cost.

The problems of finding a maximum and finding a minimum may sound as 
though they are very different, but they are similar mathematically. We think of the 
problems of finding either maxima or minima as special cases of the more general 
problem of finding extrema.

Local Extrema
Mathematicians and economists are sometimes interested in the local properties of 
a function, or, equivalently, the properties of a function within the neighborhood of 
a point x. A local property is one that holds within a neighborhood of x—that is, 
within some positive (but possibly very small) distance ε 7 0 from the point x. For 
example, a function has a local maximum at x* if there exists an ε 7 0 such that 
f(x*) Ú f(x) for all x ∈ (x* - ε, x* + ε) —that is, in the neighborhood of x*.

A local extremum of a function f(x) is either a local minimum or a local maxi-
mum of the function f. If we move from the local extremum at x by an amount less 
than ε, the value of the function becomes less extreme. Figure A.4 graphs the func-
tion f(x) = x sin(6πx), which has many peaks and troughs. All the local extrema 
are indicated with bullets. Points a, b, and c are local maxima, while points d, e, 
and f are local minima. All these local maxima and local minima together compose 
the set of local extrema. Point a is a local maximum because if we either increase or 
decrease x just a little, the value of f(x) decreases. Similarly, d is a local minimum 
because if we either increase or decrease x slightly, the value of f(x) increases.

Global Extrema
The global maximum (usually called the maximum) is the largest local maximum, and 
the global minimum (or minimum) is the smallest local minimum. In Figure A.4, the 
global maximum is point c and the global minimum is point f. If there are two local 
maxima that are both equally large and larger than all other points, we would say that 
there are two global maxima.

Existence of Extrema
In economics, we often want to know if a function has a maximum or a minimum 
in the relevant domain. For example, we might examine whether there is a minimum 
for a function f: [0, 1] S ℝ; that is, f takes values from the interval between zero 
and one (inclusive) and maps them into the real line.
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Not all such functions have a maximum or a minimum. Continuity of a func-
tion is a sufficient condition for the existence of both a maximum and a minimum. 
This result is a consequence of the Extreme Value Theorem: If the function f is 
continuous and defined on the closed interval [a, b], there is at least one c in [a, b] 
such that f(c) Ú f(x) for all x in [a, b], and there is at least one d in [a, b] such that 
f(d) … f(x) for all x in [a, b]. Functions that are not continuous might have minima 
and  maxima—but there’s no guarantee.

Figure A.5 illustrates several possibilities. Panel a shows a continuous function, 
y = f(x) = 24x - 75x2 + 50x3, with a single minimum and a single (local and 
global) maximum in [0, 1]. In panel b, the continuous function y = f(x) = 1 has 
an infinite number of maxima and minima in [0, 1]. In panel c, the discontinuity in 
the function

y = b24x - 75x2 + 50x3, x 6 0.8
24x - 75x2 + 50x3, x 7 0.8

is shown as a hollow circle. Because of this missing point, there is a unique maxi-
mum, but there isn’t a global minimum within [0, 1]. Finally, the discontinuous 
function plotted in panel d,

y = b0, x 6 0.8
1, x Ú 0.8,

has an infinite number of maxima and minima in [0, 1].

Uniqueness of Extrema
As panels b and d of Figure A.5. illustrate, even when a function has global maxima 
or global minima, there may be more than one maximum or minimum. We want to 
determine when the function will have a unique solution. There is a unique global 
maximum if the function f is strictly concave, and a unique global minimum if f is 
strictly convex. For example, in panel a of Figure A.5, when x is less than about 
0.46, where the curve hits the horizontal axis, the function is concave, so there is a 
single global maximum. However, to the right of this point, the function is convex 
and has a single global minimum.

Figure A.4 Illustration of Local and Global Extrema

The bullets indicate the local extrema. Point c is 
the global maximum, and point f is the global 
minimum.
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Interior Extrema
Often in the text, we care whether the maximum or minimum is located in the inte-
rior of the range of x or at one of the end points. To illustrate this distinction, we 
consider the function f(x) = -(x - 1

2)2
 / 2, where x lies within [0, 1], as panel a of 

Figure A.6 shows. This function has a maximum at point a where x* = 0.5, which 
we call an interior maximum because x* ∈ (0, 1) and it is not on the edge of the 
domain [0, 1]. That is, x* is not zero or one. In contrast, in panel b, because the 
maximum of the function g(x) = -x2

 / 2 is zero at point a, which is on the edge or 
corner of the domain [0, 1], the maximum of this function is not interior.

 A.5 Finding the Extrema of a Function
Because it is not always practical to plot functions and look for extrema, we use 
calculus to find local extrema. The key insight is that for functions that are continu-
ously differentiable, the slope of the function at any interior minimum or maximum 

Figure A.5 Illustration of the Extreme Value Theorem

According to the Extreme Value Theorem, if a function 
is continuous and defined on the closed interval, it con-
tains at least one minimum and at least one maximum. 
(a) This continuous function has a maximum at point 
a and a minimum at point b. (b) This continuous func-
tion has an infinite number of maxima and minima that 

equal one. (c) This function is discontinuous at the point 
marked with a hollow point, so the theorem cannot be 
used to draw inferences about the existence of minima 
and maxima. For the domain (0, 1], the function has a 
maximum, but no minimum. (d) This discontinuous 
function has infinite maxima and minima.
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is zero. Figure A.7 illustrates that the slope of the graph at every interior local mini-
mum or maximum is zero.

Because derivatives can be thought of as the slope of a function, one way to 
find all the interior local extrema of a continuously differentiable function is to 
find where the partial derivatives of the function equal zero. Let’s begin with a 
problem that has only a single independent variable and f: [0, 1] S ℝ, where f 
is assumed to be continuously differentiable and strictly concave. What is the 
importance of these assumptions?

There are two important consequences of our assumption that f is continuously 
differentiable. First, because f is continuously differentiable, it must also be continu-
ous, so we know that it has a maximum. Second, because it is continuously differ-
entiable, we know that its derivative exists, and hence we can use this derivative to 
determine the local extrema.

Because f is assumed to be strictly concave, we know that it has a unique global 
maximum. Thus, if we find a point x where df(x) / dx = 0, it follows that this point 
x is the unique global maximum of the function f over the interval [0, 1].

The usual way to write the problem of finding a maximum of a function f(x) is

max
x

  f(x),

where max is called the max operator, the variable x that appears below the max 
operator is the choice variable, and f is the function to be maximized and is called 
the objective function.

Any x* in [0, 1] that solves df(x*) / dx = 0 is a point at which the function f(x) 
has a local maximum. The equation df(x) / dx = 0, in which we set the first-order 
derivative equal to zero, is called the first-order condition. The x* that solves this 
equation, df(x*)/dx, is called a critical value. Given our assumptions that f is con-
tinuously differentiable and concave, we know that x* is a unique global maximum.

So far, we’ve assumed that f is concave, as in panel a of Figure A.7. In practice, 
we need to check whether the function is concave. For example, if we falsely assume 

Figure A.6 Interior Extrema

In panel a, the maximum, point a, 
occurs at x = 0.5, which lies in the 
interior of the interval [0, 1]. In panel 
b, the maximum at a is at the corner—
not in the interior of the domain. a
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(a) Interior Maximum
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that the function is concave and it is convex, we may find a minimum rather than a 
maximum, as in panel b.

If f(x*) is at least twice-differentiable in a neighborhood of x*, we can use the 
second-order condition to determine whether the function is concave in that neigh-
borhood. The second-order condition for concavity is that the second derivative of 
f(x*) is negative, d2f(x*) / dx2 6 0. If this condition holds, we know that the x* that 
the first-order condition identified is a unique maximum in this neighborhood of x*. 
In contrast, if the second derivative is positive, we know that the function is convex 
in this neighborhood and that we have found a minimum.

Figure A.7 Extrema and the First-Order Condition (F.O.C.)

If a function is continuously differentiable and concave, 
it must have a unique maximum. Further, if the F.O.C. 
has a solution (that is, the function has a point where its 
slope is zero), the F.O.C. characterizes the unique maxi-
mum. (a) This function is continuously differentiable and 
concave, so the F.O.C. identifies a unique maximum (at 
point a). (b) The function is continuously differentiable, 
so it has at least one maximum, but the function is not 
concave, so the maximum may not be unique (indeed, 
there are two maxima at the end points). The function is 

convex, so the F.O.C. characterizes a minimum. (c) The 
function is continuously differentiable, so it possesses 
a maximum in the interval [0, 1]. However, at point a 
where the F.O.C. holds, the function is neither concave 
nor convex, so a is neither a minimum nor a maximum—
it is a saddle point. (d) The function is concave, so this 
maximum will be unique. However, the F.O.C. does not 
have a solution in the interval [0, 1]—there is no place 
where the function has a slope equal to zero—so the 
unique maximum is not characterized by the F.O.C.
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Examples
We can illustrate this approach using several examples where f: [0, 1] S ℝ. Our first 
maximization problem is

max
x

 -1
2 (x - 1

2)2.

The first-order condition is df(x) / dx = 1
2 - x = 0, so x* = 1

2, as panel a of Figure 
A.7 shows. The second-order condition is d2f(x*) / dx2 = - 1 6 0, so 12 is a maxi-
mum. One can demonstrate that this function f is continuously differentiable and 
concave throughout the domain, so f(1

2) = 0, point a, is the global maximum of this 
function.

Now consider the maximization problem

max 12 (
x      

x - 1
2)2.

The first-order condition is df(x) / dx = x - 1
2 = 0, so this problem has the same 

critical value, x = 1
2, as in the previous example. Because f is continuously differen-

tiable, we know that it has a maximum and a minimum on [0, 1]. The second-order 
condition is d2f11

22  / dx2 =   1  7   0 so x* = 1
2 is a minimum, as panel b of Figure A.7 

shows. There are two global maxima, which are not interior, at x = 0 and x = 1.
The maximization problem

max 
x

1
3 (x - 1

2)3

has a first-order condition df(x) / dx = (x - 1
2)2 = 0, so the critical value is again 

at x = 1
2. Because f is continuously differentiable, we know it has a maximum on  

[0, 1], but as in the previous example, the maximum is not interior; instead, it occurs 
at x = 1. This function is neither concave nor convex at x = 1

2, so x* = 1
2 is neither 

a minimum nor a maximum of f, as panel c of Figure A.7 illustrates. It is called a 
saddle point. We have a saddle point when the second-order condition is zero, as 
in this case: d2f(1

2)  / dx2 = 2(x - 1
2) = 2(1

2 - 1
2) = 0. The sign of the second deriva-

tive changes from one side to the other of the saddle point.
Finally, the maximization problem

max 
x

ln(x + 1)

yields the first-order condition 1 / (x + 1) = 0. Here, f is continuously differentiable 
and strictly concave, so we know that a unique global maximum exists. However, 
there is no value of x in the [0, 1] interval that solves the first-order condition. Con-
sequently, we know that the unique global maximum is not interior (in this case, it 
occurs at the end point where x = 1), as panel d of Figure A.7 illustrates.

More generally, we may want to find the maximum of a function of several vari-
ables, and hence several choice variables appear under the max operator. To use 
calculus to solve such a maximization problem, we compute the partial derivatives 
of the objective function with respect to each of the choice variables and then set 
these equal to zero. These equations, in which the first-order partial derivatives are 
set equal to zero, are called the first-order conditions.

For example, let g: [0, 1] * [0, 1] S ℝ and assume that g is continuously dif-
ferentiable and strictly concave. Then we know, as we did for f, that g has a unique 
global maximum. Accordingly, we can write the problem as

max
x1, x2

 g(x1, x2),

which yields the pair of first-order conditions

 
0g(x1, x2)

0x1
= 0, (A.3)
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0g(x1, x2)

0x2
= 0. (A.4)

The solution to Equations A.3 and A.4 determines where the global maximum of g 
is located, if a solution exists. If a solution to these equations does not exist, then the 
maximum must lie on the boundary of the choice set [0, 1] * [0, 1], so either x1 or 
x2 (or both) must be equal to either zero or one at the maximum.

Indirect Objective Functions and the Envelope Theorem
Economic problems generally involve choice variables that are under the control of 
a person or a firm, such as how much of a good to buy or produce. Economic prob-
lems may also depend on exogenous parameters that influence the decision maker’s 
behavior but are not under the decision maker’s direct control, such as the price at 
which the good can be bought or sold. We can add these exogenous parameters to 
the formulation of a maximization problem.

To illustrate this approach, we examine a function g: [0, 1] * [0, 1] * ℝ S ℝ. 
We write this function and its arguments as g(x1, x2, z), where the variables x1 and 
x2 are choice variables and z is an exogenous parameter. We assume that g is con-
tinuously differentiable in all three of its arguments and is strictly concave in the 
first two (the choice variables). Consequently, g has a unique global maximum (even 
if g is not concave in the exogenous parameters).

The decision maker’s problem of choosing x1 and x2 to maximize g given z is 
written as

max
x1, x2

 g(x1, x2, z).

The first-order conditions are

0g(x1, x2, z)

0x1
= 0  and  

0g(x1, x2, z)

0x2
= 0,

so the optimal choice of x1 and x2 typically depends on the value of z. Accordingly, 
the values of x1 and x2 that solve the optimization problem for a given z may be writ-
ten as x1*(z) and x*2(z).

Given a solution to the maximization problem, the value of g at the maximum is 
g(x*1(z), x*2(z), z). Given some value z, the act of maximization determines the opti-
mal values of x*1  and x*2 . Accordingly, we may sometimes write the maximum as

V(z) = g(x*1(z), x*2(z), z) = max
x1, x2

 g(x1, x2, z).

The function V(z) is called the value function because it tells us what the value of z 
is to the decision maker. It is also called the indirect objective function, in contrast to 
g(x1, x2, z), which is the direct objective function.

A natural question to ask is how the value function changes when z changes. At 
first glance, this problem is very complicated because (as we have seen) a change in 
z has a direct effect on the value of g(x1, x2, z) and it also causes the decision maker 
to change x1 and x2 in ways that may be complicated. However, at least for small 
changes in z, an important shortcut to solving this problem exists. The Envelope 
Theorem tells us that the direct effect of small changes in z matter but that the indi-
rect effects do not. That is, according to the Envelope Theorem, the solution to our 
particular problem is

 
0V(z)

0z
=

0g(x1, x2, z)

0z
. (A.5)
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We offer another, more general statement of this theorem below when we dis-
cuss the solutions to constrained maximization problems, and offer a constructive 
proof.

Comparative Statics
Not only do we want to know how a change in the exogenous parameter affects the 
value function, but we also want to know how this change in the exogenous param-
eter, z, affects the choice variables, x1 and x2. We can use our first-order conditions 
to answer this question because the first-order conditions show how the optimal 
choice of x1 and x2 depends on z. In our example, the first-order conditions are

0g (x*1(z), x*2(z), z)

0x1(z)
= 0  and  

0g(x*1(z), x*2(z), z)

0x2(z)
= 0.

Provided that the function g is twice continuously differentiable, we can then com-
pute the derivatives of each of these first-order conditions with respect to the exog-
enous parameter:

 
02g
0x2

1

 
dx*1(z)

dz
+

02g
0x10x2

 
dx*2(z)

0z
+

0g
0z

= 0,  (A.6)

 
02g

0x10x2
 
dx*1(x)

dz
+

02g
0x2

2

 
dx*2(z)

dz
+

0g
0z

= 0, (A.7)

where we omit the arguments to the function g for notational simplicity.
By treating the derivatives dx*1(z) / dz and dx*2(z) / dz as variables in the pair of 

linear Equations A.6 and A.7 and the partial derivatives of g as coefficients, we can 
solve this system of equations to determine how the maximizing choice of x1 and x2 
changes for small changes in z. That is, we can solve for dx*1(z) / dz and dx*2(z) / dz.

 A.6 Maximizing with Equality Constraints
Most questions in microeconomics involve maximizing or minimizing an objective 
function subject to one or more constraints. For example, consumers maximize their 
well-being subject to a budget constraint. A firm chooses the cost-minimizing bun-
dle of inputs subject to a feasibility constraint that summarizes which combinations 
of inputs can produce a given amount of output.

There are two commonly used approaches to solving problems with equality 
constraints mathematically: the substitution method and Lagrange’s method. To 
illustrate these two approaches, we consider the problem of maximizing the func-
tion g(x1, x2) subject to the constraint that h(x1, x2) = z, where z is an exogenous 
parameter. We write the constraint in implicit function form as z - h(x1, x2) = 0. 
This constrained maximization problem is written

max
x1, x2

 g(x1, x2)

 s.t. z - h(x1, x2) = 0. (A.8)

Conceptually, we need to find the set of all those x1 and x2 that satisfy the constraint 
z - h(x1, x2) = 0, and from only this set, we need to choose those values of x1 and 
x2 that maximize g(x1, x2).
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Substitution Method
Sometimes we can solve a constrained maximization problem by substituting the 
constraint into the objective so that the problem becomes an unconstrained prob-
lem. We can rewrite the constraint as x1 = r(x2, z). Because this solution for x1 as 
a function of x2 contains the information in the constraint, we can substitute it into 
our objective function and rewrite the problem as an unconstrained maximum:

max
x2

 g(r(x2, z), x2).

Because we wrote x1 as a function of x2, the unconstrained maximization problem 
has only one choice variable, x2.

As with any unconstrained maximum problem, we use the first-order condition,

 
0g(r(x2, z), x2)

0x1
 
0r(x2, z)

0x2
+

0g(r(x2, z), x2)

0x2
= 0, (A.9)

to find the critical value of the choice variable x2. We solve the first-order equation, 
Equation A.9, for x*2, substitute this solution for x2 into x1 = r(x2, z) to obtain 
x*1 = r(x*2, z), and then substitute x*1 and x*2 into the objective function to determine 
the maximum.

The following example illustrates this approach, where the objective function 
is g(x1, x2) = x1x2 and the constraint is z - h(x1, x2) = z - x1 - x2, so the con-
strained maximization problem is

max
x1, x2

 ln(x1x2)

 s.t. z - x1 - x2 = 0. (A.10)

Using the constraint to solve for x1 in terms of x2, we find that x1 = r(x2, z) = z - x2. 
Substituting this function into the objective function, we obtain the corresponding 
unconstrained maximization problem:

max
x2

 ln((z - x2)x2) = ln(z - x2) + ln(x2).

Because the first-order condition is -1 / (z - x2) + 1 / x2 = 0, the solution of the 
first-order condition is x*2 = 0.5z. Substituting this expression into the formula for 
x1, we find that x*1 = z -  0.5z = 0.5z. Evaluating the objective function at the 
maximizing values x*1 and x*2, we find that g(x*1, x*2) = ln(0.25z2).

The problem with using this method is that writing x1 as a function of x2 and 
z may be very difficult. If we have many constraints, this approach will usually be 
infeasible or impractical.

Lagrange’s Method
Joseph Louis Lagrange developed an alternative method to solving a constrained 
maximization problem that works for a wider variety of problems than the substi-
tution method does. As with the substitution method, Lagrange’s method (or the 
Lagrangian method) converts a constrained maximization problem into an uncon-
strained maximization problem.

Solving a General Problem. The first step of Lagrange’s method is to write the 
Lagrangian function, which is the sum of the original objective function, g(x1, x2), 
and the left-hand side of the constraint, z - h(x1, x2) = 0, multiplied by a constant, 
λ, called the Lagrangian multiplier:

 ℒ(x1, x2, λ; z) = g(x1, x2) + λ[z - h(x1, x2)]. (A.11)
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If λ = 0 or the constraint holds, the Lagrangian function is identical to the original 
objective function.

The second step is to find the critical values of the (unconstrained) Lagrangian 
function, Equation A.11, where the choice variables are the original ones and λ:

 ℒ(x1, x2, λ; z) = g(x1, x2) + λ[z - h(x1, x2)]. (A.12)

To do so, we use the first-order conditions:

 
0  ℒ  (x1, x2, λ; z)

0x1
=

0g(x1, x2)

0x1
- λ 

0h(x1, x2)

0x1
= 0, (A.13)

 
0  ℒ  (x1, x2, λ; z)

0x2
=

0g(x1, x2)

0x2
- λ 

0h(x1, x2)

0x2
= 0, (A.14)

 
0  ℒ  (x1, x2, λ; z)

λ
= z - h(x1, x2) = 0. (A.15)

We simultaneously solve the first-order conditions, Equations A.13, A.14, and A.15, 
for the critical values of x*1(z), x*2(z) and λ*(z). Then, we substitute x*1(z) and x*2(z) 
into the original objective function to determine the maximum value, g(x*1(z), x*2(z)).

The key result of Lagrange’s method is that the solution to this unconstrained prob-
lem, Equation A.12, also satisfies the original constrained problem, Equation A.8. 
Lagrange’s method can be generalized to handle problems with more choice variables 
and more constraints. For each constraint, we need an additional Lagrange multiplier.

An Example. To illustrate this method, we return to the problem A.10, where 
g(x1, x2) = ln(x1x2) and the constraint is z - h(x1, x2) = z - x1 - x2. The 
Lagrangian is

ℒ(x1, x2, z, λ) = ln(x1x2) + λ(z - x1 - x2).

The first-order conditions are

1 / x2 = λ, 1 / x1 = λ  and  z - x1 - x2 = 0.

Solving these first-order conditions simultaneously, we find that

x*1(z) = 0.5z,  x*2(z) = 0.5z,  and  λ*(z) = 2 / z.

Because this solution is the same as the one we obtained using the substitution 
method, the maximum value of our original objective function is also the same: 
g(x*1(z), x*2(z)) = ln(0.25z2).

Interpreting the Lagrange Multiplier. The Lagrange multiplier not only helps us 
convert a constrained maximization problem to an unconstrained problem but also 
provides additional information that is often valuable in economic problems. The 
value of λ that solves the first-order conditions can be interpreted as the (marginal) 
cost of the constraint.

The change in the original objective function with respect to a change in z is

dg(x*1, x*2)

dz
=

0g
0x1

 
dx*1
dz

+
0g
0x2

 
dx*2
dz

.

By substituting the first-order conditions for the original choice variables, Equations 
A.13 and A.14, into this expression, we obtain

 
dg(x*1, x*2)

dz
= λ*

0h
0x1

 
dx*1
dz

+ λ*
0h
0x2

 
dx*2
dz

. (A.16)
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Differentiating the first-order condition for the Lagrange multiplier, Equation A.15, 
we have the additional result that

 
0h
0x1

 
dx*1
dz

+
0h
0x2

 
sx*2
dz

= 1. (A.17)

Substituting Equation A.17 into Equation A.16, we find that

 
dg(x*1,  x*2)

dz
= λ*. (A.18)

Equation A.18 shows that the critical value of the Lagrange multiplier reflects the 
sensitivity of the original objective function to a change in the exogenous parameter, 
z. In our last example, a small increase in z changes the value of the objective func-
tion by a factor of λ = 2 / z. The Lagrange multiplier shows the value of relaxing the 
constraint slightly.

 A.7 Maximizing with Inequality Constraints
The method of solving constrained extremum problems devised by Lagrange is 
appropriate if the constraints hold with strict equality. This method works even 
when the constraint need not hold with equality in general, as long as we know that 
it will hold with equality at the solution to the problem. For example, even if Lisa, 
who would always like to consume more goods, doesn’t have to spend all of her 
money, we know that she will. However, if we do not know whether a constraint 
will be satisfied with equality, we need new tools.

Figure A.8 illustrates the distinction between an unconstrained maximum and a 
maximum for a concave objective function f(x) subject to an inequality constraint. The 
unconstrained function reaches a maximum at its peak, point a, where a line tangent 
to the curve is horizontal. That is, the first-order condition requires that df(x) / dx = 0.

Figure A.8 Constrained and Unconstrained Maxima

In the absence of constraints, the maximum 
occurs at point a. However, if the choice vari-
able, x, is constrained to be less than or equal 
to z (that is, it lies to the left of the constraint 
line), the constrained maximum is point b, 
where the line tangent to the curve at the 
constrained maximum is upward sloping.
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If x is constrained to be less than or equal to z, x … z, then point b in the figure 
is the constrained maximum. It occurs where the vertical constraint line at z inter-
sects the function. There the line tangent to the function, or first-order condition, is 
upward sloping, so df(x) / dx 7 0.

An inequality constraint need not bind. If z is so large that it exceeds the x cor-
responding to point a, xa, then the inequality constraint does not bind and the maxi-
mum remains at a, where the unconstrained-maximum first-order condition holds. 
We can solve these types of problems mathematically by using the Kuhn-Tucker 
method, named after its inventors, Harold Kuhn and Albert Tucker. We start by 
applying the method to a specific example and then use it on a general problem.

An Illustration of the Kuhn-Tucker Method
The Kuhn-Tucker approach closely resembles the Lagrange approach except that 
it permits the use of inequality (“greater-than-or-equal-to”) constraints as well as 
equality constraints. To illustrate this method, we consider the problem of trying to 
maximize an objective function a ln(x1 + 1) + b ln(x2), where a and b are positive, 
subject to the inequality constraints that z - p1x1 - p2x2 Ú 0 and x1 Ú 0, where 
p1, p2, and z are all positive. It is possible that these constraints could hold with 
equality. For example, it is possible that the solution to this problem involves setting 
x1 equal to zero. We write this problem as

max
x1, x2

 a ln(x1 + 1) + b ln(x2)

 s.t.  z - p1x1 - p2x2 Ú 0,  x1 Ú 0. (A.19)

The collection of all the constraints on choice variables implicitly defines a set 
of “feasible” values for the choice variables. In the present example, the set of fea-
sible values is defined by {(x1, x2) �  z - p1x1 - p2x2 Ú 0 and x1 Ú 0}, called the 
 constraint set.

We now formulate the Lagrangian function (the function is still named after 
Lagrange rather than after Kuhn and Tucker) by choosing some additional variables 
to multiply times the left-hand side of the constraints, and then adding these to the 
objective function,

ℒ(x1, x2; λ, μ) = a ln(x1 + 1) + b ln(x2) + λ(z - p1x1 - p2x2) + μx1,

where λ and μ are called the Kuhn-Tucker multipliers (or often simply multipliers).
Kuhn and Tucker showed that we can characterize the solution to problem A.19 

using four conditions (two sets of two conditions each). The first two equations are the 
first-order conditions that are obtained by setting the partial derivatives of the Lagrang-
ian function with respect to the original choice variables, x1 and x2, equal to zero:

 
0  ℒ
0x1

=
a

x1 + 1
- p1λ + μ = 0, (A.20)

 
0  ℒ
0x2

=
b
x2

- p2λ = 0. (A.21)

The next two conditions, called complementary slackness conditions, state that 
the product of each multiplier and the left-hand side of the corresponding constraint 
equals zero:

 λ(z - p1x1 - p2x2) = 0, (A.22)

 μx1 = 0. (A.23)
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That is, either the constraint holds with equality or the multiplier is zero.
To find the solution to the problem A.19, we solve Equations A.20–A.23 in 

 several steps. Combining the first-order conditions in Equations A.20 and A.21 with 
the complementary slackness conditions in Equations A.22 and A.23 gives us a sys-
tem of equations that characterize any local extrema for the problem, provided that 
both objective function and constraints are all continuously differentiable in the 
choice variables.

Rearranging Equation A.21, we find that λ = b  / (p2x2), so because b and p2 are 
positive, λ is strictly positive: λ 7 0. Combining this result with the first-order con-
dition for x1, Equation A.22, we find that the first constraint holds with equality: 
z - p1x1 - p2x2 = 0. Moreover, by substituting this expression for λ into the first-
order condition for x2, Equation A.21, we obtain

a
x1 + 1

+ μ = b 
p1

p2x2
.

Multiplying both sides of this expression by (x1 + 1) yields

a + μx1 + μ = b(x1 + 1)
p1

p2x2
.

However, μx1 = 0 from Equation A.23, so we know that

 (a + μ)p2x2 = bp1(x1 + 1). (A.24)

Now we have two cases to consider. Either x1 or μ must be zero if Equation A.23 
is to be satisfied. If μ = 0 and we substitute that value into Equation A.24, we 
find that

x2 =
p1

p2
 
b
a

(x1 + 1).

Substituting this expression into the complementary slackness condition for the first 
constraint, Equation A.22, and remembering that λ 7 0, we find that

  x2 =
b

a + b
 
z
p2
  and   x1 =

a
a + b

 
z
p1

- 1. (A.25)

Now instead suppose that x1 = 0, so Equation A.24 becomes

x2 =
p1

p2
 

b
a + μ

.

Remembering that λ 7 0 and substituting this expression into the complemen-
tary slackness condition for the first constraint, Equation A.22, we find that 
μ = p1(b  / z) - a and x2 = z  / p2.

Thus we have two possible solutions. Either

 x1 =
a

a + b
 
z
p1

- 1,  x2 =
b

a + b
 
z
p2

,  and  μ = 0; or (A.26)

 x1 = 0,  x2 =
z
p2

,  and  μ = p1
b
z

- a. (A.27)

This multiplicity of possible solutions, Equations A.26 and A.27, does not mean 
that both solve the maximization problem. Only one of these possible answers 
solves the maximization problem, and which one is the solution depends on the 
values of the parameters a, b, p1, p2, and z. There are several ways to check which 
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is correct, conditional on these values. One way in this example is to substitute 
the actual values of a, b, z, and p1 into the expression for x1 in Equation A.25 and 
check whether it is positive. If not, x1 = 0.

Conditions for Existence and Uniqueness. Although the Kuhn-Tucker method 
gives us a general means of formulating problems of finding constrained extrema, 
there is no guarantee that a solution to the Kuhn-Tucker formulation exists. Even if 
a solution does exist, there is no guarantee that it is unique.

In Section A.4, we summarized the sufficient conditions that guarantee the exis-
tence and uniqueness of solutions to unconstrained extrema problems. Now we 
would like some simple conditions guaranteeing both the existence and the unique-
ness of a solution to the Kuhn-Tucker formulation of a constrained extremum 
problem.

We want to specify these conditions for a general Kuhn-Tucker problem with n 
choice variables x1, x2, c , xn, where we want to maximize an objective function 
f : ℝn S ℝ subject to m constraints, gj (x1, x2, c , xn) Ú 0, for j = 1, 2, c , m :

max
x1, x2, c , xn

 f(x1, x2, c , xn)

 s.t. gj (x1, x2, c , xn) Ú 0, for j = 1, 2, c , m. (A.28)

The Slater condition guarantees the existence of a solution to problem A.28. The 
Slater condition requires that the solution to the maximization problem is not deter-
mined entirely by the constraints for any of the choice variables: There exists a 
point (x1, x2, c , xn) such that gj (x1, x2, c , xn) 7 0 for all j = 1, 2, c , m. 
Because this condition holds with a strict inequality, the constraint set has a non-
empty interior.

A local maximum exists if the objective function and constraints are continuously 
differentiable and if the Slater condition is satisfied. If (x*1, c , x*n) is a local maxi-
mum of the problem A.28, it is also global maximum if f is weakly concave and if gj 
is weakly convex for all j = 1, c , m. However, there could be more than one 
global maximum.

Sufficient conditions for a local maximum (x*1, c , x*n) to the problem A.28 to 
be a unique global maximum are that f is weakly concave; gj is weakly convex 
for all j = 1, 2, c  , m; and one of two alternative conditions holds:

1. The objective function f is strictly concave; or
2. At least one of the constraints gj (x*1, c  , x*n) = 0 and is strictly convex at 

gj (x*1, c , x*n).

The Envelope Theorem. We can state and prove a version of the Envelope Theo-
rem that holds for constrained extremum problems. To facilitate this discussion, we 
use our previous formulation of the Kuhn-Tucker problem, but we explicitly add an 
exogenous parameter z so that z can have a direct effect on the objective function as 
well as a direct effect on any of the constraints gj ,

3

V(z) = max
x1, x2, c , xn

 f(x1, x2, c , xn, z)

 s.t. gj(x1, x2, c , xn, z) Ú 0, for j = 1, 2, c , m, (A.29)

3We could have added any finite number of such exogenous parameters; however, one is enough for 
our purposes.
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where V(z) is the maximized value of the objective function. The equivalent Lagrang-
ian problem is

 V(z) = max
x1, x2, c , xn

 f(x1, x2, c , xn, z) + am
j = 1

λjgj(x1, x2, c , xn, z), (A.30)

where λ1, λ2, c , λm are the Kuhn-Tucker multipliers.
The first-order conditions are

 
0f
0xi

+ am
j = 1

λj 
0gj

0xi
= 0, for i = 1, c , n and j = 1, c , m, (A.31)

and the complementary slackness conditions are

 λj g (x1, c , xn, z) = 0, for j = 1, c , m. (A.32)

The Envelope Theorem states that, if the constraints gj(x1, x2, c , xn, z) satisfy 
the Slater condition and if xi(z), i = 1, 2, c , n, solve the first-order conditions, 
Equation A.31, and complementary slackness conditions, Equation A.32, then

0V(z)
0z

=
0f(x1, c , xn, z)

0z
+ am

j = 1
λj 

0gj

0z
.

Proof. The value function V(z) = f(x1(z), c , xn(z), z) + am
j = 1λj gj(x1, c , xn, z). 

Differentiating this expression with respect to z yields

0V(z)
0z

=
0f(x1, c , xn, z)

0z
+ an

i = 1
c 0f(x1, c , xn, z)

0xi

0xi(z)

0z

+ am
j = 1

λj

0gj(x1, c , xn, z)

0xi
 
0xi(z)

0z
d

+ am
j = 1

c
0λj(z)

0z
 gj(x1, c , xn, z) + λj(z) 

0gj(x1, c , xn, z)

0z
d .

Collecting terms, we can rewrite this equation as

0V(z)
0z

=
0f(x1, c , xn, z)

0z

+ am
j = 1

c
0λj(z)

0z
 gj (x1, c , xn, z) + λj(z) 

0gj(x1, c , xn, z)

0z
d

 + an
i = 1

c 0f(x1, c , xn, z)

0xi
 

0xi(z)

0z
+ am

j = 1
λj

0gj(x1, c , xn, z)

0xi
d  0xi(z)

0z
. (A.33)

Using Equation A.31, the last bracketed expression in Equation A.33 equals zero. 
If we can show that the a (0λj  / 0z)gj expression in the other bracketed term is 
zero, we have proved the theorem. We know by the complementary slackness con-
ditions that λj gj(x1, x2, c , xn, z) = 0. If gj(x1, x2, c , xn, z) = 0, then (0λj  / 0z) 
gj(x1, x2, c , xm) = 0. Alternatively, if gj(x1, x2, c , xn, z) 7 0, so that λj = 0, 
the Slater condition implies that 0λj(z) / 0z = 0, thus proving the theorem.

Comparative Statics. We can use the method of comparative statics when solving 
a problem with inequality constraints, but we need to keep track of which inequality 
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constraints are binding. Let’s return to our earlier problem A.19, where the Lagrangian 
function is ℒ = a ln(x1 + 1) + b ln(x2) + λ(z - p1x1 - p2x2) + μx1 and has first-
order conditions

a
x1 + 1

- λp1 + μ = 0  and  
b
x2

- λp2 = 0,

and associated complementary slackness conditions

 λ(z - p1x1 - p2x2) = 0, (A.34)

 μx1 = 0. (A.35)

These complementary slackness conditions complicate the comparative statics anal-
ysis. If a constraint is clearly binding, we don’t have a problem, because we know 
how it affects the solution. Unfortunately, we do not always know if a constraint 
binds.

In this example, we may be confident that the first constraint binds, so we 
know that λ 7 0. Consequently, we can divide both sides of Equation A.34 by 
λ to eliminate it from the complementary slackness conditions. However, we 
do not know whether the constraint x1 Ú 0 binds without knowing the actual 
parameters.

In one approach, we initially assume that all the constraints are binding, and 
then use this assumption to substitute the constraints into the first-order conditions 
and solve them. Here we assume that the constraint, Equation A.35, holds, x1 = 0. 
Using Equation A.27, x2 = z  / p2. Substituting these solutions into the first-order 
conditions, we know that

a - λp1 + μ = 0  and  
b
z

- λ = 0,

or solving for μ and λ,

μ =
b
z

p1 - a  and  λ = b  / z.

Consequently, we’ve potentially solved the entire system, with proposed solu-
tions for x1, x2, and both the multipliers. However, our initial assumption that 
x1 = 0 implies that μ 7 0 or that (b  / z)p1 7 a. This last inequality is exactly 
what we need to check. If it’s satisfied, then we have the correct solution that 
we’re at a corner. If it’s not, then the maximum is in the interior and not at a 
corner, and the constraint x1 Ú 0 does not bind. If it’s not binding, then μ = 0. 
Now, we can go back and plug this condition into the first-order conditions, and 
solve. Given either set of these solutions, we can examine the effect of a change 
in a parameter.

Recipe for Finding the Constrained Extrema of a Function
The following is a step-by-step set of practical instructions for solving a constrained 
extrema problem. The focus of this section is very much on the mechanics of how 
rather than on the issues of why.

1. Make the problem a maximization problem. If the problem is to minimize 
f(x1, x2, c , xn) subject to constraints, we can convert it into a maxi-
mization problem by maximizing minus the function subject to the same 
constraints.
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2. Rewrite any constraints so that they take the form of “greater than or equal 
to zero.” Here’s a brief field guide to constraints and how to deal with them:
a. Greater than or equal to: If the constraint is initially stated in the form of 

g(x1, x2) Ú f(x1, x2), subtract the term f(x1, x2) from both sides to obtain 
g(x1, x2) - f(x1, x2) Ú 0.

b. Less than or equal to: Given an initial constraint of g(x1, x2) … f(x1, x2), 
multiply both sides by -1, making it a greater-than-or-equal-to problem, 
and use the method in (a): f(x1, x2) - g(x1, x2) Ú 0.

c. Strictly greater than or strictly less than: If your constraint is 
g(x1, x2) 7 f(x1, x2) or g(x1, x2) 6 f(x1, x2), you’re in trouble! If this con-
straint has any effect on the problem, it will be to make it so that no solu-
tion exists. (Consider the problem of minimizing x such that x 7 0 to see 
why this is a problem.) You have to reformulate your problem.

d. Equal to: If it seems that the constraint truly has to hold with equality, put 
yourself in the shoes of the firm’s manager, who is doing the maximizing. If 
the firm could somehow challenge the natural order of things and violate 
the constraint, would the firm prefer a “less-than-or-equal-to” constraint or 
a “greater-than-or-equal-to” constraint? For example, a firm facing a con-
straint that required output q to be equal to a function f(x) of inputs x would, 
if the firm could violate the laws of nature, prefer that output was greater 
than production, or that q Ú f(x). Let’s give the firm the opposite of what 
it would want, imposing the constraint q … f(x). Multiply both sides by -1 
and then move the terms on the right-hand side to the left to get a “greater-
than-or-equal-to-zero” constraint: f(x) - q Ú 0. Think again about whether 
the constraint really has to be an equality constraint—in this case, could the 
firm throw some output away? If the answer is yes, then you’re done. Oth-
erwise, add another “greater-than-or-equal-to” constraint but with the oppo-
site sign. So, in the example of our firm, we would have both constraints:

 f(x) - q Ú 0, (A.36)

 q - f(x) Ú 0. (A.37)

You can verify that these two inequality constraints imply a single equality 
constraint.

Now you’ve got all your constraints formulated in the “greater-than-or-equal-
to” form. Take a moment to be sure you haven’t neglected any. Are there some 
choice variables that can’t be negative? If so, add a nonnegativity constraint 
requiring them to be greater than or equal to zero.

3. Construct the Lagrangian function. Assign a multiplier to each of your con-
straints (it’s traditional to use Greek letters for these multipliers), which you 
multiply times the left-hand side of the corresponding constraint, and add the 
products to the objective function you formulated in the first step.

4. Partially differentiate the Lagrangian function. Beginning with the first of your 
choice variables, partially differentiate the Lagrangian function with respect to 
this variable. Repeat for each of the remaining choice variables. Set each of these 
expressions equal to zero, yielding a collection of first-order conditions.

5. List the complementary slackness conditions. Take each of the products of the 
“greater-than-or-equal-to” constraints with their corresponding multipliers 
and set them equal to zero, yielding the complementary slackness conditions.
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6. Solve the system of equations. Simultaneously solve the collection of first-
order conditions and the complementary slackness conditions to find the criti-
cal values. The set of values of the choice variables that satisfy this system 
solve the constrained maximization problem.4

 A.8 Duality
There’s a close connection between constrained maxima and minima called  duality. 
The following proposition makes this connection: Let λ be a scalar greater than 
zero. If there exists a solution x*(z) to the primal problem

 V(z) = max
x

 f(x, z) + λ(C(z) - g(x, z)), (A.38)

then x*(z) also solves the dual problem

 C(z) = min
x

 g(x, z) +
1
λ

 (V(z) - f(x, z)). (A.39)

Proof. We need to show that the maximization problem A.38 is equivalent to the 
minimization problem A.39 when λ 7 0. Because a solution x*(z) exists, the func-
tion V(z) exists. Subtracting V(z) from both sides of Equation A.38 yields

0 = max
x

[f(x, z) - V(z)] + λ(C(z) - g(x, z)).

Then subtracting λC(z) from both sides gives us

-λC(z) = max
x

[f(x, z) - V(z)] - λg(x, z).

Multiplying both sides by -1 transforms the max operator into the min operator,

λC(z) = min
x

[V(z) - f(x, z)] + λg(x, z),

and dividing both sides by the positive constant λ yields the result in Equation A.39.
This result implies that when we solve a primal constrained maximization prob-

lem and the constraint binds, then a dual representation of the problem also exists. 
To see why, consider the constrained problem

max
x

 f(x, z)

s.t.  g(x, z) … C(z).

For example, a firm could face this problem when it is maximizing output f(x, z) 
subject to keeping its cost g(x, z) below some critical level C(z). The Lagrangian 
function corresponding to this problem is ℒ(x, z) = f(x, z) + λ(C(z) - g(x, z)). 
The result implies that if the maximizing choice of x given z (which in our example 
maximizes output subject to keeping cost below some limit) makes the constraint 
bind, then this same choice also solves the dual problem of minimizing g(x, z) sub-
ject to satisfying the constraint f(x, z) Ú V(z) [or, in our example, minimizing costs 
subject to keeping output above V(z)]. Further, the value of the multiplier in the dual 
problem will be the reciprocal of the value of the multiplier in the primal problem.

This result does not rely on the differentiability or shape of the functions f and g, 
only on the existence of a solution to the primal maximization problem. However, if the 
solution to the primal problem satisfies its associated first-order conditions and the con-
straint is binding, then the same first-order conditions will characterize the dual problem.

4We sometimes may be unable to find an explicit solution to these sets of equations, even if a solution 
exists. In such cases, we can use numerical techniques to find solutions, or we can employ the method 
of comparative statics to try to understand the character of the solution.
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Regression Appendix

Economists use a regression to estimate economic relationships such as demand 
curves and supply curves. A regression analysis allows us to answer three questions:

1. How can we best fit an economic relationship to actual data?
2. How confident are we in our results?
3. How can we determine the effect of a change in one variable on another if 

many other variables are changing at the same time?

Estimating Economic Relations
We use a demand curve example to illustrate how regressions can answer these ques-
tions. The points in Figure B.1 show eight years of data on Nancy’s annual purchases 
of candy bars, q, and the prices, p, she paid.1 For example, in the year when candy 
bars cost 20¢, Nancy bought q2 candy bars.

Because we assume that Nancy’s tastes and income did not change during this 
period, we write her demand for candy bars as a function of the price of candy bars 
and unobservable random effects. We believe that her demand curve is linear and 
want to estimate the demand function:

q = a + bp + e,

where a and b are the coefficients we want to determine and e is an error term. This 
error term captures random effects that are not otherwise reflected in our function. 
For instance, in one year, Nancy took an economics course that raised her anxiety 
level, causing her to eat more candy bars than usual, resulting in a relatively large 
positive error term for that year.

The data points in the figure exhibit a generally downward-sloping relationship 
between quantity and price, but the points do not lie strictly on a line because of the 
error terms. There are many possible ways in which we could draw a line through 
these data points.

The way we fit the line in the figure is to use the standard criterion that our esti-
mates minimize the sum of squared residuals, where a residual, e = q - qn, is the 
difference between an actual quantity, q, and the fitted or predicted quantity on the 

1We use a lowercase q for the quantity demanded for an individual instead of the uppercase Q that 
we use for a market. Notice that we violated the rule economists usually follow of putting quantity 
on the horizontal axis and price on the vertical axis. We are now looking at this relationship as 
statisticians who put the independent or explanatory variable, price, on the horizontal axis and the 
dependent variable, quantity, on the vertical axis.
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estimated line, qn. That is, we choose estimated coefficients an and bn so that the esti-
mated quantities from the regression line,

qn = an + bnp,

make the sum of the squared residuals, e2
1 + e2

2 + . . . + e2
8, as small as possible. 

By summing the square of the residuals instead of the residuals themselves, we 
treat the effects of a positive or negative error symmetrically and give greater 
weight to large errors than to small ones.2 In the figure, the regression line is

qn = 99.4 - 0.49p,

where an = 99.4 is the intercept of the estimated line and bn = - 0.49 is the slope 
of the line.

Confidence in Our Estimates
Because the data reflect random errors, so do the estimated coefficients. Our esti-
mate of Nancy’s demand curve depends on the sample of data we use. If we were to 
use data from a different set of years, our estimates, an and bn of the true coefficients, 
a and b, would differ.

If we had many estimates of the true parameter based on many samples, the esti-
mates would be distributed around the true coefficient. These estimates are unbiased 
in the sense that the average of the estimates would equal the true coefficients.

Figure B.1 
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2Using calculus, we can derive the an and bn that minimize the sum of squared residuals. The esti-
mate of the slope coefficient is a weighted average of the observed quantities, bn = a iwiqi, where 
wi = (pi - p) /a i(pi - p)2, p is the average of the observed prices, and a i indicates the sum over 
each observation i. The estimate of the intercept, an, is the average of the observed quantities.
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Computer programs that calculate regression lines report a standard error for 
each coefficient, which is an estimate of the dispersion of the estimated coefficients 
around the true coefficient. In our example, a computer program reports

qn = 99.4 - 0.49p,
 (3.99) (0.08)

where below each estimated coefficient is its estimated standard error between 
parentheses.

The smaller the estimated standard error, the more precise the estimate, and 
the more likely it is to be close to the true value. As a rough rule of thumb, there 
is a 95% probability that the interval that is within two standard errors of the 
estimated coefficient contains the true coefficient.3 Using this rule, the confidence 
interval for the slope coefficient, bn, ranges from -0.49 - (2 * 0.08) = -0.65 to 
-0.49 + (2 * 0.08) = -0.33. If zero were to lie within the confidence interval for 
bn, we would conclude that we cannot reject the hypothesis that the price has no 
effect on the quantity demanded. In our case, however, the entire confidence interval 
contains negative values, so we are reasonably sure that the higher the price, the less 
Nancy demands.

Multiple Regression
We can also estimate relationships involving more than one explanatory variable 
using a multiple regression. For example, Moschini and Meilke (1992) estimate a 
pork demand function in which the quantity demanded is a function of income, Y, 
and the prices of pork, p, beef, pb, and chicken, pc :

Q = 171 - 20p + 20pb + 3pc + 2Y.

The multiple regression is able to separate the effects of the various explanatory 
variables. The coefficient 20 on the p variable indicates that an increase in the price 
of pork by $1 per kg lowers the quantity demanded by 20 million kg per year, hold-
ing the effects of the other prices and income constant.

3The confidence interval is the coefficient plus or minus 1.96 times its standard error for large sam-
ples (at least hundreds of observations) in which the coefficients are normally distributed. For smaller 
samples, the confidence interval tends to be larger.
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Chapter 2

 1.1 The demand curve for pork is Q = 186 - 20p .

 1.2 The change in the demand for pork as income 
changes is 0Q/0Y = 2. A $100 increase in income 
causes the quantity demanded to increase by 0.2 
million kg per year.

 1.4 Both of these demand curves hit the price 
axis at 120. Thus, to derive the total demand, 
we add the two demand functions: Q =
Q1 + Q2 = (120 - p) + (60 - 1

2p) = 180 - 1.5p.

 2.4 In the figure, the no-quota total supply curve, S in 
panel c, is the horizontal sum of the U.S. domestic 
supply curve, Sd, and the no-quota foreign supply 
curve, Sf. At prices less than p, foreign suppliers 
want to supply quantities less than the quota, Q. As a 
result, the foreign supply curve under the quota, Sf, is 

the same as the no-quota foreign supply curve, Sf, for 
prices less than p. At prices above p, foreign suppliers 
want to supply more but are limited to Q. Thus, the 
foreign supply curve with a quota, Sf, is vertical at Q 
for prices above p. The total supply curve with the 
quota, S, is the horizontal sum of Sd and Sf. At any 
price above p, the total supply equals the quota plus 
the domestic supply. For example, at p*, the domes-
tic supply is Q*d  and the foreign supply is Qf, so the 
total supply is Q*d + Qf . Above p, S is the domestic 
supply curve shifted Q units to the right. As a result, 
the portion of S above p has the same slope as Sd. 
At prices less than or equal to p the same quantity is 
supplied with and without the quota, so S is the same 
as S. At prices above p, less is supplied with the quota 
than without one, so S is steeper than S, indicating 
that a given increase in price raises the quantity sup-
plied by less with a quota than without one.

Answers to Selected 
Exercises
I know the answer! The answer lies within the heart of all mankind! The answer is twelve?  
I think I’m in the wrong building.—Charles Schultz

For Chapter 2, Exercise 2.3
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For Chapter 2, Exercise 4.7
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 5.8 The elasticity of demand is (dQ/dp)(p/Q) = (-9.5
thousand metric tons per year per cent) * (45¢/1,275 
thousand metric tons per year) ≈  -0.34. That is, for 
every 1% fall in the price, a third of a percent more 
coconut oil is demanded. The cross-price elasticity of 
demand for coconut oil with respect to the price of palm 
oil is (dQ/dpp)(pp/Q) = 16.2 * (31/1,275) ≈ 0.39.

 6.4 We showed that, in a competitive market, the effect 
of a specific tax is the same whether it is placed on 
suppliers or demanders. Thus, if the market for milk 
is competitive, consumers will pay the same price in 
equilibrium regardless of whether the government 
taxes consumers or stores.

 6.8 Differentiating quantity, Q(p(t)), with respect to 
t, we learn that the change in quantity as the tax 
changes is (dQ/dp)(dp/dt). Multiplying and divid-
ing this expression by p/Q, we find that the change 
in quantity as the tax changes is ε(Q/p)(dp/dt). 
Thus, the closer ε is to zero, the less the quantity 
falls, all else the same.

  Because R = p(t)Q(p(t)), an increase in the tax rate 
changes revenues by

dR
dt

=
dp
dt

Q + p
dQ
dp

 
dp
dt

,

  using the chain rule. Using algebra, we can rewrite 
this expression as

dR
dt

=
dp
dt

aQ + p
dQ
dp

b =
dp
dt

Qa1 +
dQ
dp

 
p
Q

b =
dp
dt

Q(1 + ε).

  Thus, the effect of a change in t on R depends on 
the elasticity of demand, ε. Revenue rises with the 
tax if demand is inelastic (-1 6 ε 6 0) and falls if 
demand is elastic (ε 6 -1).

 3.1 The statement “Talk is cheap because supply exceeds 
demand” makes sense if we interpret it to mean that 
the quantity of talk supplied exceeds the quantity 
demanded at a price of zero. Imagine a downward-
sloping demand curve that hits the horizontal, quan-
tity axis to the left of where the upward-sloping 
supply curve hits the axis. (The correct aphorism is 
“Talk is cheap until you hire a lawyer.”)

 3.3 Equating the right-hand sides of the tomato supply 
and demand functions and using algebra, we find 
that ln p = 3.2 + 0.2 ln pt. We then set pt = 110, 
solve for ln p, and exponentiate ln p to obtain the 
equilibrium price, p ≈ $62.80 per ton. Substitut-
ing p into the supply curve and exponentiating, we 
determine the equilibrium quantity, Q ≈ 11.91 
million short tons per year.

 4.1 The supply shock is unusually good luck or an unex-
pected increase in the number of lobsters in the sea. This 
supply shock causes the supply curve to shift to the right 
and does not affect the demand curve. Thus, the equi-
librium moves along the demand curve. The equilib-
rium price falls and the equilibrium quantity increases.

 4.4 To determine the equilibrium price, we equate the 
right-hand sides of the supply function, Q = 20 +
3p - 20r, and the demand function, Q = 220 - 2p, 
to obtain 20 + 3p - 20r = 220 - 2p. Using alge-
bra, we can rewrite the equilibrium price equation as 
p = 40 + 4r. Substituting this expression into the 
demand function, we learn that the equilibrium quan-
tity is Q = 220 - 2(40 + 4r), or Q = 140 - 8r. 
By differentiating our two equilibrium conditions 
with respect to r, we obtain our comparative statics 
results: dp/dr = 4 and dQ/dr = -8.

 4.7 The graph reproduces the no-quota total American 
supply curve of steel, S, and the total supply curve 
under the quota, S, which we derived in the answer 
to Exercise 2.3. At a price below p, the two supply 
curves are identical because the quota is not binding: 
It is greater than the quantity foreign firms want to 
supply. Above p, S lies to the left of S. Suppose that 
the American demand is relatively low at any given 
price so that the demand curve, Dl, intersects both 
the supply curves at a price below p. The equilibria 
both before and after the quota is imposed are at e1, 
where the equilibrium price, p1, is less than p. Thus, 
if the demand curve lies near enough to the origin 
that the quota is not binding, the quota has no effect 
on the equilibrium. With a relatively high demand 
curve, Dh, the quota affects the equilibrium. The 
no-quota equilibrium is e2, where Dh intersects the 
no-quota total supply curve, S. After the quota is 
imposed, the equilibrium is e3, where Dh intersects 
the total supply curve with the quota, S. The quota 
raises the price of steel in the United States from p2 
to p3 and reduces the quantity from Q2 to Q3.
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Chapter 3

 1.5 If the neutral product is on the vertical axis, the 
indifference curves are parallel vertical lines.

 2.2 Sofia’s indifference curves are right angles (as 
in panel b of Figure 3.5). Her utility function is 
U = min (H,W), where min means the minimum 
of the two arguments, H is the number of units of 
hot dogs, and W is the number of units of whipped 
cream.

 2.4  If we apply the trans (formation function F(x) = xρ to 
the original utility function, we obtain the new utility 
function V(q1, q2) = F(U(q1, q2)) = [(qρ

1 + qρ
2)

1/ρ]ρ

=  qρ
1 + qρ

2, which has the same preference proper-
ties as does the original function.

 2.5 Given the original utility function, U, the con-
sumer’s marginal rate of substitution is -U1/U2. 
If V(q1, q2) = F(U(q1, q2)), the new marginal 
rate of substitution is -V1/V2 = - [(dF/dU)U1]/
[(dF/dU)U2] = -U1/U2, which is the same as 
originally.

 2.6 By differentiating we know that 

U1 = a(aqρ
1 + [1 - a]qρ

2)
(1 - ρ)/ρ q1

ρ - 1 and 

U2 = [1 - a](aqρ
1 + [1 - a]qρ

2)
(1 - ρ)/ρ q2

ρ - 1. 

  Thus, MRS = -U1/U2 = - [(1 - a)/a](q1/q2)
ρ - 1.

 3.1 Suppose that Dale purchases two goods at prices p1 
and p2. If her original income is Y, the intercept of the 
budget line on the Good 1 axis (where the consumer 
buys only Good 1) is Y/p1. Similarly, the intercept is 
Y/p2 on the Good 2 axis. A 50% income tax low-
ers income to half its original level, Y/2. As a result, 
the budget line shifts inward toward the origin. The 
intercepts on the Good 1 and Good 2 axes are Y/(2p1) 
and Y/(2p2), respectively. The opportunity set shrinks 
by the area between the original budget line and the 
new line.

 3.3 In the figure on the next page, the consumer can 
afford to buy up to 12 thousand gallons of water a 
week if not constrained. The opportunity set, area A 
and B, is bounded by the axes and the budget line. A 
vertical line at 10 thousand on the water axis indi-
cates the quota. The new opportunity set, area A, is 
bounded by the axes, the budget line, and the quota 
line. Because of the rationing, the consumer loses 
part of the original opportunity set: the triangle B 
to the right of the 10-thousand-gallons quota line. 
The consumer has fewer opportunities because of 
rationing.

 7.3 A usury law is a price ceiling, which causes the 
quantity that firms want to supply to fall.

 7.4 We can determine how the total wage payment, 
W = wL(w), varies with respect to w by differen-
tiating. We then use algebra to express this result in 
terms of an elasticity:

dW
dw

= L + w
dL
dw

= La1 +
dL
dw

 
w
L
b = L(1 + ε),

  where ε is the elasticity of demand of labor. The 
sign of dW/dw is the same as that of 1 + ε. Thus, 
total labor payment decreases as the minimum 
wage forces up the wage if labor demand is elastic, 
ε 6 -1, and increases if labor demand is inelastic, 
ε 7 -1.

 9.2 Shifts of both the U.S. supply and U.S. demand 
curves affected the U.S. equilibrium. U.S. beef 
consumers’ fear of mad cow disease caused their 
demand curve in the figure to shift slightly to the left 
from D1 to D2. In the short run, total U.S. produc-
tion was essentially unchanged. Because of the ban 
on exports, beef that would have been sold in Japan 
and elsewhere was sold in the United States, caus-
ing the U.S. supply curve to shift to the right from 
S1 to S2. As a result, the U.S. equilibrium changed 
from e1 (where S1 intersects D1) to e2 (where S2 
intersects D2). The U.S. price fell 15% from p1 to 
p2 = 0.85p1, while the quantity rose 43% from Q1 
to Q2 = 1.43Q1. Comment: Depending on exactly 
how the U.S. supply and demand curves had shifted, 
it would have been possible for the U.S. price and 
quantity to have both fallen. For example, if D2 
had shifted far enough left, it could have intersected 
S2 to the left of Q1, and the equilibrium quantity 
would have fallen.

For Chapter 2, Exercise 9.2
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 5.2 Consumers do not always notice taxes that are 
added at the register, so including the tax in the list 
price may discourage sales. This effect is less likely 
to be important for people buying a car because 
they are more likely to keep the tax in mind.

 6.2 After West Virginia imposed a food tax, it was less 
expensive to buy food across the border for those 
people who lived close to the border. After the 
tax rose, people who live farther from the border 
started going to other states to buy their food. You 
can illustrate this effect using a diagram similar to 
that in the Challenge Solution.

Chapter 4
 1.7 The figure shows that the price-consumption curve 

is horizontal. The demand for CDs depends only on 
income and the own price, q1 = 0.6Y/p1.

For Chapter 4, Exercise 1.7
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 4.3 Andy’s marginal utility of apples divided by the 
price of apples is 3/2 = 1.5. The marginal utility 
for kumquats is 5/4 = 1.2. That is, a dollar spent 
on apples gives him more extra utils than a dollar 
spent on kumquats. Thus, Andy maximizes his util-
ity by spending all his money on apples and buying 
40/2 = 20 pounds of apples.

 4.14 David’s marginal utility of q1 is 1 and his marginal 
utility of q2 is 2. The slope of David’s indifference 
curve is -U1/U2 = -1

2. Because the marginal utility 
from one extra unit of q2 = 2 is twice that from one 
extra unit of q1, if the price of q2 is less than twice 
that of q1, David buys only q2 = Y/p2, where Y is 
his income and p2 is the price. If the price of q2 is 
more than twice that of q1, David buys only q1. If 
the price of q2 is exactly twice as much as that of q1, 
he is indifferent between buying any bundle along 
his budget line.

 4.15 Vasco determines his optimal bundle by equating 
the ratios of each good’s marginal utility to its 
price.
a. At the original prices, this condition is U1/10 =

2q1q2 = 2q2
1 = U2/5. Thus, by dividing both 

sides of the middle equality by 2q1, we know that 
his optimal bundle has the property that q1 = q2. 
His budget constraint is 90 = 10q1 + 5q2. Substi-
tuting q2 for q1, we find that 15q2 = 90, or 
q2 = 6 = q1.

b. At the new price, the optimum condition requires 
that U1/10 = 2q1q2 = 2q2

1 = U2/10, or 2q2 = q1.  
By substituting this condition into his budget 
constraint, 90 = 10q1 + 10q2, and solving, we 
learn that q2 = 3 and q1 = 6. Thus, as the price 
of chickens doubles, he cuts his consumption of 
chicken in half but does not change how many 
slabs of ribs he eats.
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depends on only the relative prices, so q1 = 1. The 
question is what Y will compensate Siggi for the 
higher price so that he can stay on the original indif-
ference curve. Because q2 = Y - 4(1

2) = Y - 4, 
the utility is U = 1 + (Y - 4) = Y - 3. So the Y 
that results in U = 14 is Y = 17. Thus, the substi-
tution effect is -3 (based on the movement from 
e1 to e*) and the income effect is 0 (the movement 
from e* to e2), so the total effect is -3 (movement 
from e1 to e2).

 3.10 At Sylvia’s optimal bundle, q1 = jq2 (see Chapter 3). 
Otherwise, she could reduce her expenditure on one 
of the goods and attain the same level of utility. 
Because at the optimal bundle U =  min (q1,jq2), the 
Hicksian demands are q1 = H1(p1, p2, U) = U and 
q2 = H2(p1, p2,U) = U/j. The expenditure function 
is E = p1q1 + p2q2 = p1U + p2U/j = (p1 + p2/j)U.

 4.1 The CPI accurately reflects the true cost of living 
because Alix does not substitute between the goods 
as the relative prices change.

 4.7 For example, if people do not substitute, the CPI 
(Laspeyres) index is correct and an index that aver-
ages the Laspeyres and the Paasche indexes underes-
timates the rate of inflation.

Chapter 5

 1.2 At a price of 30, the quantity demanded is 30, so the 
consumer surplus is 12(30 * 30) = 450, because the 
demand curve is linear.

 1.5 Hong and Wolak (2008) estimate that Area A is 
$215 million and area B is $118 (=  333 - 215) 
million (as you should have shown in your figure in 
the answer to Exercise 1.4).
a. Given that the demand function is Q = Xp-1.6, 

the revenue function is R(p) = pQ = Xp-0.6. 
Thus, the change in revenue, - $215 million, 
equals R(39) - R(37) = X(39)-0.6 - X(37)-0.6 ≈
-0.00356X. Solving -0.00356X = -215, we 
find that X ≈ 60,353.

b. We follow the process in Solved Problem 5.1:

∆CS = - L
39

37
60,353p-1.6dp1 =

60,353
0.6

p-0.6 2 39

37

≈ 100,588(39-0.6 - 37-0.6)
≈ 100,588 * (-0.00356) ≈ -358.

  This total consumer surplus loss is larger than 
the one estimated by Hong and Wolak (2008) 
because they used a different demand function. 
Given this total consumer surplus loss, area B is 
$146(=  358 - 215) million.

 1.7 The two demand curves cross at e1 in the diagram. 
The price elasticity of demand, ε = (dQ/dp)(p/Q), 

 2.2 Guerdon’s utility function is U(q1, q2) = min
(0.5q1, q2). To maximize his utility, he always picks 
a bundle at the corner of his right-angle indifference 
curves. That is, he chooses only combinations of the 
two goods such that 0.5q1 = q2. Using that expres-
sion to substitute for q2 in his budget constraint, we 
find that

Y = p1q1 + p2q2 = p1q1 + p2q1/2 = (p1 + 0.5p2)q1.

  Thus, his demand curve for bananas is 
q1 = Y/(p1 + 0.5p2). The graph of this demand 
curve is downward sloping and convex to the ori-
gin (similar to the Cobb-Douglas demand curve in 
panel a of Figure 4.1).

 2.4 The demand for CDs is q1 = 0.6Y/p1. Conse-
quently, the Engel curve is a straight line with a 
slope of dq1/dY = 0.6/p1.

 3.2 An opera performance must be a normal good for 
Don because he views the only other good he buys 
as an inferior good. To show this result in a graph, 
draw a figure similar to Figure 4.4, but relabel the 
vertical “Housing” axis as “Opera performances.” 
Don’s equilibrium will be in the upper-left quadrant 
at a point like a in Figure 4.4.

 3.6 On a graph show Lf, the budget line at the factory 
store, and Lo, the budget constraint at the outlet 
store. At the factory store, the consumer maximum 
occurs at ef on indifference curve If. Suppose that we 
increase the income of a consumer who shops at the 
outlet store to Y* so that the resulting budget line L* 
is tangent to the indifference curve If. The consumer 
would buy Bundle e*. That is, the pure substitution 
effect (the movement from ef to e*) causes the con-
sumer to buy relatively more firsts. The total effect 
(the movement from ef to eo) reflects both the substi-
tution effect (firsts are now relatively less expensive) 
and the income effect (the consumer is worse off after 
paying for shipping). The income effect is small if (as 
seems reasonable) the budget share of plates is small. 
An ad valorem tax has qualitatively the same effect 
as a specific tax because both taxes raise the relative 
price of firsts to seconds.

 3.8 We can determine the optimal bundle, e1, at the 
original prices p1 = p2 = 1 by using the demand 
equation from Table 4.1: q1 = 4(p2/p1)

2 = 4 and 
q2 = Y/p2 - 4(p2/p1) = 10 - 4 = 6. This opti-
mal bundle is on an indifference curve where 
U = 4(4)0.5 + 6 = 14.

   At the new bundle, e2, where p1 = 2 and p2 = 1, 
q1 = 4(1

2)2 = 1, and q2 = 10 - 4(1) = 8. This 
optimal bundle is on an indifference curve where 
U = 4(1)0.5 + 8 = 12.

   To determine e*, we want to stay on the origi-
nal indifference curve. We know that the tangency 
condition will give the same q1 as at e2 because q1 
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 4.7 Under a progressive income tax system, the mar-
ginal tax rate increases with income, and the 
marginal tax rate is greater than the average tax 
rate. Suppose that the marginal tax rate is 20% 
on the first $10,000 earned and 30% on the 
 second $10,000. Someone who earns $20,000 
pays a tax of $2,000 (=  0.2 * $10,000) on the 
first $10,000 of earnings and $3,000 on the next 
$10,000. That taxpayer’s average tax rate is 25% 
(=  [$2,000 + $3,000]/$20,000).

 4.8 The proposed tax system exempts an individual’s 
first $10,000 of income. Suppose that a flat 10% 
rate is charged on the remaining income. Someone 
who earns $20,000 has an average tax rate of 5%, 
whereas someone who earns $40,000 has an average 
tax rate of 7.5%, so this tax system is progressive.

 4.10 As the marginal tax rate on income increases, peo-
ple substitute away from work due to the pure sub-
stitution effect. However, the income effect can be 
either positive or negative, so the net effect of a tax 
increase is ambiguous. Also, because wage rates 
differ across countries, the initial level of income 
differs, again adding to the theoretical ambiguity. 
If we know that people work less as the marginal 
tax rate increases, we can infer that the substitu-
tion effect and the income effect go in the same 
direction or that the substitution effect is larger. 
However, Prescott’s (2004) evidence alone about 
hours worked and marginal tax rates does not 
allow us to draw such an inference because U.S. 
and European workers may have different tastes 
and face different wages.

 4.11 The figure shows Julia’s original consumer equi-
librium: Originally, Julia’s budget constraint was a 
straight line, L1 with a slope of -w, which was tan-
gent to her indifference curve I1 at e1, so she worked 
12 hours a day and consumed Y1 = 12w goods. 
The maximum-hours restriction creates a kink in 
Julia’s new budget constraint, L2. This constraint 
is the same as L1 up to eight hours of work, and 
is horizontal at Y = 8w for more hours of work. 
The highest indifference curve that touches this con-
straint is I2. Because of the restriction on the hours 
she can work, Julia chooses to work eight hours a 
day and to consume Y2 = 8w goods, at e2. (She will 
not choose to work fewer than eight hours. For her 
to do so, her indifference curve I2 would have to be 
tangent to the downward-sloping section of the new 
budget constraint. However, such an indifference 
curve would have to cross the original indifference 
curve, I1, which is impossible: see Chapter 3.) Thus, 
forcing Julia to restrict her hours lowers her utility: 
I2 must be below I1.

  Comment: When I was in college, I was offered 
a summer job in California. My employer said, 

equals 1 over the slope of the demand curve,  
dp/dQ, times the ratio of the price to the quan-
tity. Thus, at e1 where both demand curves have 
the same price, p1, and the same quantity, Q1, the 
steeper the demand curve, the lower the elasticity 
of demand. If the price rises from p1 to p2, the con-
sumer surplus falls from A + C to A with the rela-
tively elastic demand curve (a loss of C) and from 
A + B + C + D to A + B (a loss of C + D) with 
the relatively inelastic demand curve.

For Chapter 5, Exercise 1.7
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 2.3  Because the good is inferior, the compensated demand 
curves cut the uncompensated demand curve, D, 
from below as the figure shows. Consequently, 
� CV � = A, � ∆CS � = A + B, �EV� = A + B + C. 
� CV � 6 � ∆CS � 6 � EV � .
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 5.3 The government could give a smaller lump-sum sub-
sidy that shifts the LLS curve down so that it is par-
allel to the original curve but tangent to indifference 
curve I2. This tangency point is to the left of e2, so 
the parents would use fewer hours of childcare than 
with the original lump-sum payment.

Chapter 6

 2.3  No, it is not possible for q = 10, L = 3, and K = 6 
to be a point on this production function. Holding 
output and other inputs fixed, a production function 
shows the minimum amount needed of a given factor. 
As only 5 units of capital are needed to produce 10 
units of output given that 3 units of labor are used, 
using 6 units of capital would imply excess capital.

 3.1 One worker produces one unit of output, two work-
ers produce two units of output, and n workers 
produce n units of output. Thus, the total product 
of labor equals the number of workers: q = L. The 
total product of labor curve is a straight line with a 
slope of 1. Because we are told that each extra worker 
produces one more unit of output, we know that the 
marginal product of labor, dq/dL, is 1. By dividing 
both sides of the production function, q = L, by L, 
we find that the average product of labor, q/L, is 1.

 3.4 (a) Given that the production function is 
q = L0.75K0.25, the average product of labor, holding 
capital fixed at K, is APL = q/L = L-0.25 K0.25 =
(K/L)0.25. (b) The marginal product of labor is 
MPL = dq/dL = 3

4(K/L)0.25. (c) At K = 16, APL =
2L0.25 and MPL = 1.5L0.25.

 4.4 The isoquant looks like the right-angle ones in panel 
b of Figure 6.3 because the firm cannot substitute 
between paper and a press but must use them in 
equal proportions: one unit of paper and eight min-
utes of printing press services.

 4.7 Using Equation 6.8, we know that the mar-
ginal rate of technical substitution is MRTS =
-MPL/MPK = -2

3.

 4.8 The isoquant for q = 10 is a straight line that hits 
the B axis at 10 and the G axis at 20. The marginal 
product of B is MPB = 0q/0B = 1 everywhere along 
the isoquant. Similarly, MPG = 0.5. Given that B 
is on the horizontal axis, MRTS = -MPB/MPG =
-1/0.5 = -2.

 5.4 This production function is a Cobb-Douglas: 
Q = L0.23K0.10M0.66. Even though it has three inputs 
instead of two, the same logic applies. We can calcu-
late the returns to scale as the sum of the exponents: 
γ = 0.23 + 0.10 + 0.66 = 0.99. Thus, it has 
(nearly) constant returns to scale.

“You’re lucky you’re a male.” He claimed that, to 
protect women (and children) from overwork, an 
archaic law required him to pay women, but not 
men, double overtime after eight hours of work. As 
a result, he offered overtime work only to his male 
employees. Such clearly discriminatory rules and 
behavior are now prohibited. Today, however, both 
females and males must be paid higher overtime 
wages—typically 1.5 times as much as the usual 
wage. Consequently, many employers do not let 
employees work overtime.

For Chapter 5, Problem 4.11
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 4.18 The government’s tax revenue is T = tH(w - t) =
T = tH(ω), where ω = w - t, is the worker’s after 
tax wage. If the government changes t, then the 
change in the tax revenue is

dT
dt

= H(ω) + t 
dH
dω

 
dω
dt

= H(ω) - t 
dH
dω

.

  For lowering t to raise tax revenue (or raising t to 
lower tax revenue), we need dT/dω 6 0, so that 
H(ω) 6 t(dH/dω). Rearranging this expression, we 
learn that 1/t 6 (dH/dω)/H(ω). Multiplying both 
sides by ω, we find that the necessary condition is 
ω/t 6 (dH/dω)(ω/H(ω)) = η, where η is the elastic-
ity of supply of work hours with respect to the after-
tax wage, ω.

 5.2 Parents who do not receive subsidies prefer that 
poor parents receive lump-sum payments rather 
than a subsidized hourly rate for childcare. If the 
supply curve for childcare services is upward slop-
ing, by shifting the demand curve farther to the 
right, the price subsidy raises the price of childcare 
for these other parents.
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For Chapter 7, Exercise 2.12
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 3.1 Let w be the cost of a unit of L and r be the cost 
of a unit of K. Because the two inputs are perfect 
substitutes in the production process, the firm uses 
only the less expensive of the two inputs. Therefore, 
the long-run cost function is C(q) = wq if w … r; 
otherwise, it is C(q) = rq.

 3.2 According to Equation 7.11, if the firm were mini-
mizing its cost, the extra output it gets from the last 
dollar spent on labor, MPL/w = 50/200 = 0.25, 
should equal the extra output it derives from the last 
dollar spent on capital, MPK/r = 200/1,000 = 0.2. 
Thus, the firm is not minimizing its costs. It would 
save money if it used relatively less capital and more 
labor, from which it gets more extra output from 
the last dollar spent.

 3.3 You produce your output, exam points, using as 
inputs the time spent on Question 1, t1, and the time 
spent on Question 2, t2. If you have diminishing mar-
ginal returns to extra time on each problem, your 
isoquants have the usual shapes: They curve away 
from the origin. You face a constraint that you may 
spend no more than 60 minutes on the two ques-
tions: 60 = t1 + t2. The slope of the 60-minute iso-
cost curve is -1: For every extra minute you spend 
on Question 1, you have one less minute to spend 
on Question 2. To maximize your test score, given 
that you can spend no more than 60 minutes on the 
exam, you want to pick the highest isoquant that is 
tangent to your 60-minute isocost curve. At the tan-
gency, the slope of your isocost curve, -1, equals 

 6.4 The marginal product of labor of Firm 1 is only 
90% of the marginal product of labor of Firm 
2 for a particular level of inputs. Using calcu-
lus, we find that the MPL of Firm 1 is 0q1/0L =  
0.90f(L, K)/0L = 0.90q2/0L.

 7.2 We do not have enough information to answer this 
question. If we assume that Japanese and American 
firms have identical production functions and pro-
duce using the same ratio of factors during good 
times, Japanese firms will have a lower average 
product of labor during recessions because they are 
less likely to lay off workers. However, it is not 
clear how Japanese and American firms expand 
output during good times: Do they hire the same 
number of extra workers? As a result, we cannot 
predict which country has the higher average prod-
uct of labor.

Chapter 7

 1.3 Because the firm can sell its pipes for $9 each, its 
opportunity cost of using a pipe is $9, and the sunk 
cost is $1 per pipe.

 2.1 The amount Nicolas pays per month is a sunk cost 
during that month. His friend is correct that listening 
to more songs lowers his average (fixed) cost. How-
ever, doing so doesn’t lower the cost that matters to 
him—the monthly service fee.

 2.5 The total cost of building a 1-cubic-foot crate is 
$6. It costs four times as much to build an 8-cubic-
foot crate, $24. In general, as the height of a cube 
increases, the total cost of building it rises with the 
square of the height, but the volume increases with 
the cube of the height. Thus, the cost per unit of 
volume falls.

 2.13 Because the franchise tax is a lump-sum tax that 
does not vary with output, the more the firm 
produces, the less tax it pays per unit, ℒ/q. The 
firm’s after-tax average cost, ACa, is the sum of 
its before-tax average cost, ACb, and its average 
tax payment per unit, ℒ/q. Because the franchise 
tax does not vary with output, it does not affect 
the marginal cost curve. The marginal cost curve 
crosses both average cost curves from below at 
their minimum points. The quantity qa, at which 
the after-tax average cost curve reaches its mini-
mum, is larger than the quantity qb, at which 
the before-tax average cost curve achieves a 
minimum.
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lines in the figure, the cost of capital is the same, 
and the wage varies. The wage such that the firm is 
indifferent lies between the relatively high wage on 
the C2 isocost line and the lower wage on the C3 
isocost line.

 6.3 The firm chooses its optimal labor-capital ratio using 
Equation 7.11: MPL/w = MPK/r. That is, 12q/(wL) =  
1
2q/(rK), or L/K = r/w. In the United States, where 
w = r = 10, the optimal L/K = 1, or L = K. 
The firm produces where q = 100 = L0.5K0.5

 =
K0.5K0.5 = K Thus, q = K = L = 100. The cost is 
C = wL + rK = 10 * 100 + 10 * 100 = 2,000. 
At its Japanese plant, the optimal input ratio is 
L*/K* = 1.1r/(w/1.1) = 11/(10/1.1) = 1.21. That 
is, L* = 1.21K*. Thus, q = (1.21K*)0.5(K*)0.5 =
1.1K*. So K* = 100/1.1 and L* = 110. The cost is 
C* = [(10/1.1) * 110] + [11 * (100/1.1)] = 2,000. 
That is, the firm will use a different factor ratio in 
Japan, but the cost will be the same. If the firm could 
not substitute toward the less expensive input, its 
cost in Japan would be C** = [(10/1.1) * 100] +
[11 * 100] = 2,009.09.

Chapter 8

 2.3 How much the firm produces and whether it shuts 
down in the short run depend only on the firm’s 
variable costs. (The firm picks its output level so 
that its marginal cost—which depends only on 
variable costs—equals the market price, and it 
shuts down only if market price is less than its 
minimum average variable cost.) Learning that 
the amount spent on the plant was greater than 
previously believed should not change the output 
level that the manager chooses. The change in the 
bookkeeper’s valuation of the historical amount 
spent on the plant may affect the firm’s short-run 
business profit but does not affect the firm’s true 
economic profit. The economic profit is based on 
opportunity costs—the amount for which the firm 
could rent the plant to someone else—and not on 
historical payments.

 2.6 The first-order condition to maximize profit is the 
derivative of the profit function with respect to q set 
equal to zero: 120 - 40 - 20q = 0. Thus, profit 
is maximized where q = 4, so that R(4) =  120 *
4 = 480, VC(4) = (40 * 4) + (10 * 16) =  320,
 π(4) = R(4) - VC(4) - F = 480 - 320 - 200 =  
-40. The firm should operate in the short run 
because its revenue exceeds its variable cost:  
480 7 320.

the slope of your isoquant, -MP1/MP2. That is, your 
score on the exam is maximized when MP1 = MP2, 
where the last minute spent on Question 1 would 
increase your score by as much as spending it on 
Question 2 would. Therefore, you’ve allocated your 
time on the exam wisely if you are indifferent as to 
which question to work on during the last minute of 
the exam.

 3.5 From the information given and assuming that 
there are no economies of scale in shipping base-
balls, it appears that balls are produced using a 
constant returns to scale, fixed-proportion produc-
tion function. The corresponding cost function is 
C(q) = (w + s + m)q, where w is the wage for the 
time period it takes to stitch one ball, s is the cost of 
shipping one ball, and m is the price of all material 
to produce one ball. Because the cost of all inputs 
other than labor and transportation are the same 
everywhere, the cost difference between Georgia 
and Costa Rica depends on w + s in both locations. 
As firms choose to produce in Costa Rica, the extra 
shipping cost must be less than the labor savings in 
Costa Rica.

 4.2 The average cost of producing one unit is α (regard-
less of the value of β). If β = 0, the average cost 
does not change with volume. If learning by doing 
increases with volume, β 6 0, so the average cost 
falls with volume. Here, the average cost falls 
exponentially (a smooth curve that asymptotically 
approaches the quantity axis).

 4.3 a.  If r = 0, the average cost (AC) of producing one 
unit is a + b (regardless of the value of N). This 
case doesn’t have any learning by doing.

b. If r 7 0, then average cost falls as N rises, so 
learning by doing occurs.

c. As N gets very large, AC approaches a. There-
fore, a is the lower limit for average cost—no 
matter how much learning is done, AC can never 
fall below a.

 5.2 This firm has significant economies of scope, as pro-
ducing gasoline and heating oil separately would 
cost approximately twice as much as producing 
them together. In this case, the measure of econo-
mies of scope, SC, is a positive number.

 6.1 If -w/r is the same as the slope of the line seg-
ment connecting the wafer-handling stepper and 
the stepper technologies, then the isocost will lie 
on that line segment, and the firm will be indiffer-
ent between using either of the two technologies 
(or any combination of the two). In all the isocost 
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  Let Qr = Sr(p), Q = S(p), and Qo = D(p). We mul-
tiply both sides of the differentiated expression by 
p/Qr, and for convenience, we also multiply the second 
term by Q/Q = 1 and the last term by Qo/Qo = 1:

dSr

dp
 

p
Qr

=
dS
dp

 
p
Qr

 
Q
Q

 -  
dDo

dp
 

p
Qr

 
Qo

Qo
.

  We can rewrite this expression as Equation 8.17 
by noting that ηr = (dSt/dp)(p/Qr) is the residual 
 supply elasticity, η = (dS/dp)(p/Q) is the market 
supply elasticity, εo = (dDo/dp)(p/Qo) is the demand 
elasticity of the other countries, and θ = Qr/Q is 
the residual country’s share of the world’s output 
(hence 1 - θ = Qo/Q is the share of the rest of the 
world). If there are n countries with equal outputs, 
then 1/θ = n, so this equation can be rewritten as 
ηr = nη - (n - 1)εo.

 4.7 a.  The incidence of the federal specific tax is shared 
equally between consumers and firms, whereas 
firms bear virtually none of the incidence of the 
state tax (they pass the tax on to consumers).

b. From Chapter 2, we know that the incidence of 
a tax that falls on consumers in a competitive 
market is approximately η/(η - ε). Although 
the national elasticity of supply may be a rela-
tively small number, the residual supply elastic-
ity facing a particular state is very large. Using 
the analysis about residual supply curves, we can 
infer that the supply curve to a particular state 
is likely to be nearly horizontal—nearly perfectly 
elastic. For example, if the price in Maine rises 
even slightly relative to the price in Vermont, 
suppliers in Vermont will be willing to shift their 
entire supply to Maine. Thus, we expect the 
nearly full incidence to fall on consumers from 
a state tax but less from a federal tax, consistent 
with the empirical evidence.

c. If all 50 states were identical, we could write 
the residual elasticity of supply, Equation 8.17, 
as ηr = 50η - 49εo. Given this equation, the 
residual supply elasticity to one state is at least 
50 times larger than the national elasticity of 
supply, ηr Ú 50η, because εo 6 0, so the -49εo 
term is positive and increases the residual supply 
elasticity.

 5.5 Because the clinics are operating at minimum aver-
age cost, a lump-sum tax that causes the minimum 
average cost to rise by 10% would cause the market 
price of abortions to rise by 10%. Based on the esti-
mated price elasticity of between -0.70 and -0.99, 
the number of abortions would fall to between 
7% and 10%. A lump-sum tax shifts upward the 
average cost curve but does not affect the marginal 
cost curve. Consequently, the market supply curve, 

 3.1 Suppose that a U-shaped marginal cost curve cuts 
a competitive firm’s demand curve (price line) from 
above at q1 and from below at q2. By increasing out-
put to q1 + 1, the firm earns extra profit because 
the last unit sells for price p, which is greater than 
the marginal cost of that last unit. Indeed, the price 
exceeds the marginal cost of all units between q1 
and q2, so it is more profitable to produce q2 than 
q1. Thus, the firm should either produce q2 or shut 
down (if it is making a loss at q2). We can also derive 
this result using calculus. For a competitive firm, the 
marginal revenue curve has zero slope, so the second-
order condition, Equation 8.8, requires that marginal 
cost cut the demand line from below at q*, the profit-
maximizing quantity: dMC(q*)/dq 7 0.

 3.9 Some lobstermen stayed in port because the price 
was below their average variable cost. Others had 
lower average variable costs or expected the price to 
rise before they landed their harvest, so they contin-
ued to fish.

 3.11 The competitive firm’s marginal cost function is 
found by differentiating its cost function with respect 
to quantity: MC(q) = dC(q)dq = b + 2cq + 3dq2. 
The firm’s necessary profit-maximizing condition is 
p = MC = b + 2cq + 3dq2. We can use the qua-
dratic formula to solve this equation for q for a spe-
cific price to determine its profit-maximizing output.

 3.13 Suppose that a U-shaped marginal cost curve cuts 
a competitive firm’s demand curve (price line) from 
above at q1 and from below at q2. By increasing out-
put to q1 + 1, the firm earns extra profit because 
the last unit sells for price p, which is greater than 
the marginal cost of that last unit. Indeed, the price 
exceeds the marginal cost of all units between q1 
and q2, so it is more profitable to produce q2 than 
q1. Thus, the firm should either produce q2 or shut 
down (if it is making a loss at q2). We can derive this 
result using calculus. The second-order condition 
for a competitive firm requires that marginal cost 
cut the demand line from below at q*, the profit-
maximizing quantity: dMC(q*)/dq 7 0.

 4.2 The shutdown notice reduces the firm’s flexibility, 
which matters in an uncertain market. If conditions 
suddenly change, the firm may have to operate at 
a loss for six months before it can shut down. This 
potential extra expense of shutting down may dis-
courage some firms from entering the market initially.

 4.6 To derive the expression for the elasticity of the resid-
ual or excess supply curve in Equation 8.17, we dif-
ferentiate the residual supply curve, Equation  8.16, 
Sr(p) = S(p) - Do(p), with respect to p to obtain

dSr

dp
=

dS
dp

 -  
dDo

dp
.
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  where the inequality follows from each firm’s suf-
ficient condition. Using Cramer’s rule:
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Chapter 9

 5.5 The specific subsidy shifts the supply curve, S in 
the figure, down by s = 11¢, to the curve labeled 
S - 11¢. Consequently, the equilibrium shifts from 
e1 to e2, so the quantity sold increases (from 1.25 
to 1.34 billion rose stems per year), the price that 
consumers pay falls (from 30¢ to 28¢ per stem), 
and the amount that suppliers receive, including the 
subsidy, rises (from 30¢ to 39¢), so that the differ-
ential between what the consumers pay and what 
the producers receive is 11¢. Consumers and pro-
ducers of roses are delighted to be subsidized by 
other members of society. Because the price to cus-
tomers drops, consumer surplus rises from A + B 
to A + B + D + E. Because firms receive more 
per stem after the subsidy, producer surplus rises 
from D + G to B + C + D + G (the area under 
the price they receive and above the original sup-
ply curve). Because the government pays a subsidy 
of 11¢ per stem for each stem sold, the govern-
ment’s expenditures go from zero to the rectangle 
B + C + D + E + F. Thus, the new welfare is the 
sum of the new consumer surplus and producer  
surplus minus the government’s expenses. Welfare  

which is horizontal and the minimum of the average 
cost curve, shifts up in parallel.

 5.6 Each competitive firm wants to choose its 
output q to maximize its after-tax profit: 
π = pq - C(q) - ℒ. Its necessary condition to 
maximize profit is that price equals marginal cost: 
p - dC(q)/dq = 0. Industry supply is determined 
by entry, which occurs until profits are driven to 
zero (we ignore the problem of fractional firms and 
treat the number of firms, n, as a continuous vari-
able): pq - [C(q) + ℒ] = 0. In equilibrium, each 
firm produces the same output, q, so market output 
is Q = nq, and the market inverse demand function 
is p = p(Q) = p(nq). By substituting the market 
inverse demand function into the necessary and suf-
ficient condition, we determine the market equilib-
rium (n*, q*) by the two conditions:

p(n*q*) - dC(q*)/dq = 0,

p(n*q*)q* - [C(q*) + ℒ] = 0,

   For notational simplicity, we henceforth leave 
off the asterisks. To determine how the equilib-
rium is affected by an increase in the lump-sum tax, 
we evaluate the comparative statics at ℒ = 0. We 
totally differentiate our two equilibrium equations 
with respect to the two endogenous variables, n and 
q, and the exogenous variable, ℒ:

dq(n[dp(nq)/dQ] - d2C(q)/dq2) 
+ dn(q[dp(nq)/dQ]) + dℒ(0) = 0,

dq(n[qdp(nq)/dQ] + p(nq) - dC/dq) 
+ dn(q2[dp(nq)/dQ]) - dℒ = 0

  We can write these equations in matrix form (not-
ing that p - dC/dq = 0 from the necessary condi-
tion) as4 n 

dp
dQ

-
d2C
dq2 q 

dp
dQ

nq 
dp
dQ

q2 
dp
dQ

4 Jdq
dn

R = J0
1
Rdℒ.

  There are several ways to solve these equations. 
One is to use Cramer’s rule. Define

 D = 4 n 
dp
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b. Consumer surplus rises from CS1 = 1
2(10 - 5)50 

=  125 to CS2 = 1
2(10 - 4)60 = 180. Producer 

surplus rises from PS1 = 1
2(5 - 0)50 = 125 to 

PS2 = 1
2 * (6 - 0)60 = 180. Welfare falls from 

CS1 + PS1 = 125 + 125 = 250 to CS2 + PS2 -
D = 180 + 180 - 120 = 240. Thus, the dead-
weight loss is 10.

 6.5 Without the tariff, the U.S. supply curve of oil is hor-
izontal at a price of $60 (S1 in Figure 9.8), and the 
equilibrium is determined by the intersection of this 
horizontal supply curve with the demand curve. With 
a new, small tariff of t, the U.S. supply curve is hori-
zontal at $60 + t, and the new equilibrium quantity 
is determined by substituting p = 60 + t into the 
demand function: Q = 48.71(60 + t)p-0.37. Evalu-
ated at t = 0, the equilibrium quantity remains at 
17.5. The deadweight loss is the area to the right of the 
domestic supply curve and to the left of the demand 
curve between $60 and $60 + t (area C + D + E in 
Figure 9.8) minus the tariff revenues (area D):

DWL = L
60 + t

60

[D(p) - S(p)]dp - t[D(p + t) - S(p + t)]

= L
60 + t

60

[48.71p-0.25 - 3.45p0.25]dp

- t[48.71(p + t) - 0.25 - 3.45(p + t)0.25].

falls from A + B + D + G to A + B + D + G - F. 
The deadweight loss, this drop in welfare 
∆W = -F, results from producing too much: The 
marginal cost to producers of the last stem, 39¢, 
exceeds the marginal benefit to consumers, 28¢.

 5.8 If the tax is based on economic profit, the tax has 
no long-run effect because the firms make zero eco-
nomic profit. If the tax is based on business profit 
and business profit is greater than economic profit, 
the profit tax raises firms’ after-tax costs and results 
in fewer firms in the market. The exact effect of 
the tax depends on why business profit is less than 
economic profit. For example, if the government 
ignores opportunity labor cost but includes all capi-
tal cost in computing profit, firms will substitute 
toward labor and away from capital.

 5.9 The Challenge Solution in Chapter 8 shows the 
long-run effect of a lump-sum tax in a competitive 
market. Consumer surplus falls by more than tax 
revenue increases, and producer surplus remains 
zero, so welfare falls.

 5.11 a.  The initial equilibrium is determined by equating 
the quantity demanded to the quantity supplied: 
100 - 10p = 10p. That is, the equilibrium is 
p = 5 and Q = 50. At the support price, the 
quantity supplied is Qs = 60. The market clear-
ing price was p = 4. The deficiency payment was 
D = (p - p)Qs = (6 - 4)60 = 120.
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For Chapter 9, Problem 5.5
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that person’s wage. Panel a of the figure illustrates 
that Pat’s budget constraint is steeper than Chris’s 
because Pat’s wage is larger than Chris’s. Panel b 
shows their combined budget constraint after they 
marry. Before they marry, each spends some time 
in the marketplace earning money and other time 
at home cooking, cleaning, and consuming leisure. 
After they marry, one of them can specialize in 
earning money and the other at working at home. 
If they are both equally skilled at household work 
(or if Chris is better), then Pat has a comparative 
advantage (see Figure 10.5) in working in the mar-
ketplace, and Chris has a comparative advantage 
in working at home. Of course, if both enjoy con-
suming leisure, they may not fully specialize. As an 
example, suppose that, before they got married, 
Chris and Pat each spent 10 hours a day in sleep and 
leisure activities, 5 hours working in the market-
place, and 9 hours working at home. Because Chris 
earns $10 an hour and Pat earns $20 an hour, they 
collectively earned $150 a day and worked 18 hours 
a day at home. After they marry, they can benefit 
from specialization. If Chris works entirely at home 
and Pat works 10 hours in the marketplace and the 
rest at home, they collectively earn $200 a day (a 
one-third increase) and still have 18 hours of work 
at home. If they do not need to spend as much time 
working at home because of economies of scale, one 
or both could work more hours in the marketplace, 
and they will have even greater disposable income.

Chapter 11

 1.5 For a general linear inverse demand function, 
p(Q) = a - bQ, dQ/dp = -1/b, so the elasticity is 
ε = -p/(bQ). The demand curve hits the horizontal 
(quantity) axis at a/b. At half that quantity (the 

  To see how a change in t affects welfare, we differ-
entiate DWL with respect to t:

dDWL
dt

=
d
dt

• L
60 + t

60

[D(p) - S(p)]dp

-  t[D(60 + t) - S(60 + t)] ¶

 = [D(60 + t) - S(60 + t)] - [D(60 + t)

-  S(60 + t)]

- tJdD(60 + t)
dt

-
dS(60 + t)

dt
R

 = - tJdD(60 + t)
dt

-
dS(60 + t)

dt
R .

  If we evaluate this expression at t = 0, we find that 
dDWL/dt = 0. In short, applying a small tariff to the 
free-trade equilibrium has a negligible effect on quan-
tity and deadweight loss. Only if the tariff is larger—as 
in Figure 9.8—do we see a measurable effect.

Chapter 10

 1.6 A subsidy is a negative tax. Thus, we can use the same 
analysis that we used in Solved Problem 10.1 to answer 
this question by reversing the signs of the effects.

 4.1 If you draw the convex production possibility fron-
tier on Figure 10.5, you will see that it lies strictly 
inside the concave production possibility frontier. 
Thus, more output can be obtained if Jane and 
Denise use the concave frontier. That is, each should 
specialize in producing the good for which she has a 
comparative advantage.

 4.2 As Chapter 4 shows, the slope of the budget con-
straint facing an individual equals the negative of 

For Chapter 10, Exercise 4.2
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that output level, its price is p* = 6 and its profit 
is π* = 16. If the monopoly chooses to sell 8 units 
in the first period (it has no incentive to sell more), 
its price is $2 and it makes no profit. Given that 
the firm sells 8 units in the first period, its demand 
curve in the second period is p = 10 - Q/β, so its 
marginal revenue function is MR = 10 - 2Q/β. 
The output that leads to its maximum profit is 
determined by MR = 10 - 2Q/β = 2 = MC, or 
its output is 4β. Thus, its price is $6 and its profit is 
16β. It pays for the firm to set a low price in the first 
period if the lost profit, 16, is less than the extra 
profit in the second period, which is 16(β - 1). 
Thus, it pays to set a low price in the first period if 
16 6 16(β - 1), or 2 6 β.

 7.6 If a firm has a monopoly in the output market and 
is a monopsony in the labor market, its profit is 
π = p(Q(L))Q(L) - w(L)L where Q(L) is the pro-
duction function, p(Q)Q is its revenue, and w(L)L
—the wage times the number of workers—is its cost 
of production. The firm maximizes its profit by set-
ting the derivative of profit with respect to labor 
equal to zero (if the second-order condition holds):

ap + Q(L)
dp
dQ

bdQ
dL

- w(L) -
dw
dL

L = 0.

  Rearranging terms in the first-order condition, we 
find that the maximization condition is that the 
marginal revenue product of labor,

 MRPL = MR * MPL = ap + Q(L)
dp
dQ

bdQ
dL

 = pa1 +
1
ε
bdQ

dL
,

  equals the marginal expenditure,

 ME = w(L) +
dw
dL

L = w(L)a1 +
L
w

 
dw
dL

b

 = w(L)a1 +
1
η
b ,

  where ε is the elasticity of demand in the output 
market and η is the supply elasticity of labor.

Chapter 12

 1.3 This policy allows the firm to maximize its profit by 
price discriminating if people who put a lower value 
on their time (so are willing to drive to the store and 
transport their purchases themselves) have a higher 
elasticity of demand than people who want to order 
by phone and have the goods delivered.

 1.4 The colleges may be providing scholarships as a form 
of charity, or they may be price discriminating by 

midpoint of the demand curve), the quantity is a/(2b), 
and the price is a/2. Thus, the elasticity of demand 
is ε = -p/(bQ) = - (a/2)/[ab/(2b)] = -1 at the 
midpoint of any linear demand curve. As the chapter 
shows, a monopoly will not operate in the inelastic 
section of its demand curve, so a monopoly will not 
operate in the right half of its linear demand curve.

 2.2 Gilead Sciences’ Lerner Index is (p - MC)/p =
(84,000 - 136)/84,000 ≈ 0.998. Using Equation 
11.11, we know that (p - MC)/p ≈ 0.998 = -1/ε, 
so ε ≈ -1.002.

 2.4 Given that Apple’s marginal cost was constant, its 
average variable cost equaled its marginal cost, 
$200. Its average fixed cost was its fixed cost 
divided by the quantity produced, 736/Q. Thus, 
its average cost was AC = 200 + 736/Q. Because 
the inverse demand function was p = 600 - 25Q, 
Apple’s revenue function was R = 600Q - 25Q2, 
so MR = dR/dQ = 600 - 50Q. Apple maximized 
its profit where MR = 600 - 50Q = 200 = MC. 
Solving this equation for the profit-maximizing 
output, we find that Q = 8 million units. By sub-
stituting this quantity into the inverse demand 
equation, we determine that the profit-maximizing 
price was p = $400 per unit, as the figure shows. 
The firm’s profit was π = (p - AC)Q = [400 -
(200 + 736/8)8 = $864] million. Apple’s Lerner 
Index was (p - MC)/p = [400 - 200]/400 = 1

2. 
According to Equation 11.11, a profit-maximizing 
monopoly operates where (p - MC)/p = -1/ε. 
Combining that equation with the Lerner Index 
from the previous step, we learn that 1

2 = -1/ε, or 
ε = -2.

 3.4 A tax on economic profit (of less than 100%) has 
no effect on a firm’s profit-maximizing behavior. 
Suppose the government’s share of the profit is β. 
Then the firm wants to maximize its after-tax profit, 
which is (1 - γ)π. However, whatever choice of Q 
(or p) maximizes π will also maximize (1 - γ)π. 
Consequently, the tribe’s behavior is unaffected by 
a change in the share that the government receives. 
We can also answer this problem using calculus. 
The before-tax profit is πB = R(Q) - C(Q), and 
the after-tax profit is πA = (1 - γ)[R(Q) - C(Q)]. 
For both, the first-order condition is marginal reve-
nue equals marginal cost: dR(Q)/dQ = dC(Q)/dQ.

 4.1 Yes. The demand curve could cut the average cost 
curve only in its downward-sloping section. Conse-
quently, the average cost is strictly downward slop-
ing in the relevant region.

 6.1 Given the demand curve is p = 10 - Q, its marginal 
revenue curve is MR = 10 - 2Q. Thus, the output 
that maximizes the monopoly’s profit is determined 
by MR = 10 - 2Q = 2 = MC, or Q* = 4. At 
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Q = (a - 1)/(2b). Substituting this expression 
into the inverse demand curve, we find that its 
optimal p = (a + 1)/2 = 3, or a = 5. Substitut-
ing that result into the output equation, we have 
Q = (5 - 1)/(2b) = 0.1 (million). Thus, b = 20, 
the inverse demand function is p = 5 - 20Q, and 
the marginal revenue function is MR = 5 - 40Q. 
Using this information, you can draw a figure simi-
lar to Figure 12.3.

 3.13 If a monopoly manufacturer can price discrimi-
nate, its price is pi = m/(1 + 1/εi) in Country i, 
i = 1, 2. If the monopoly cannot price discrimi-
nate, it charges everyone the same price. Its total 
demand is Q = Q1 + Q2 = n1 p

ε1 + n2 p
ε2. Dif-

ferentiating with respect to p, we obtain dQ/dp =
ε1Q1/p + ε2Q2/p. Multiplying through by p/Q, we 
learn that the weighted sum of the two groups’ elas-
ticities is ε = s1ε1 + s2ε2, where si = Qi /Q. Thus, 
a profit-maximizing, single-price monopoly charges 
p = m/(1 + 1/ε).

Chapter 13

 1.1 The payoff matrix in this prisoners’ dilemma game is

Duncan

Squeal

Squeal

–2 –5

Larry –2

–5

0

Silent

Silent

0 –1

–1

  If Duncan stays silent, Larry gets 0 if he squeals and 
-1 (a year in jail) if he stays silent. If Duncan con-
fesses, Larry gets -2 if he squeals and -5 if he does 
not. Thus, Larry is better off squealing in either 
case, so squealing is his dominant strategy. By the 
same reasoning, squealing is also Duncan’s domi-
nant strategy. As a result, the Nash equilibrium is 
for both to confess.

 1.3 No strategies are dominant, so we use the best-
response approach to determine the pure-strategy 
Nash equilibria. First, identify each firm’s best 
responses given each of the other firms’ strategies 
(as we did in Solved Problem 13.1). This game has 
two Nash equilibria: (a) Firm 1 medium and Firm 2 
low, and (b) Firm 1 low and Firm 2 medium.

 1.7 Let the probability that a firm sets a low price be 
θ1 for Firm 1 and θ2 for Firm 2. If the firms choose 

lowering the final price for less wealthy families (who 
presumably have higher elasticities of demand).

 3.6 See MyLab Economics Chapter Resources, Chap-
ter 12, “Aibo,” for more details. The two mar-
ginal revenue curves are MRJ = 3,500 - QJ and 
MRA = 4,500 - 2QA. Equating the marginal 
revenues with the marginal cost of $500, we find 
that QJ = 3,000 and QA = 2,000. Substituting 
these quantities into the inverse demand curves, 
we learn that pJ = $2,000 and pA = $2,500. As 
the chapter shows, the elasticities of demand are 
εJ =  p/(MC - p) = 2,000/(500 - 2,000) = -4

3 and  
εA = 2,500/(500 - 2,500) = -5

4. Using Equation 
12.9, we find that

pJ

pA
=

2,000
2,500

= 0.8 =
1 + 1 / (-5

4)

1 + 1 / (-4
3)

=
1 + 1 / εA

1 + 1 / εJ
.

  The profit in Japan is (pJ - m)QJ = ($2,000 -
$500) * 3,000 = $4.5 million, and the U.S. profit 
is $4 million. The deadweight loss is greater in Japan, 
$2.25 million (=  12 * $1,500 * 3,000), than in the 
United States, $2 million (=  12 * $2,000 * 2,000).

 3.7 By differentiating, we find that the American mar-
ginal revenue function is MRA = 100 - 2QA, and 
the Japanese one is MRJ = 80 - 4QJ. To determine 
how many units to sell in the United States, the 
monopoly sets its American marginal revenue equal 
to its marginal cost, MRA = 100 - 2QA = 20, and 
solves for the optimal quantity, QA = 40 units. Sim-
ilarly, because MRJ = 80 - 4QJ = 20, the optimal 
quantity is QJ = 15 units in Japan. Substituting 
QA = 40 into the American demand function, we 
find that pA = 100 - 40 = $60. Similarly, sub-
stituting QJ = 15 units into the Japanese demand 
function, we learn that pJ = 80 - (2 * 15) = $50. 
Thus, the price-discriminating monopoly charges 
20% more in the United States than in Japan. 
We can also show this result using elasticities. 
Because dQA/dpA = -1, the elasticity of demand is 
εA = -pA/QA in the United States and εJ = -1

2PJ/QJ 
in Japan. In the equilibrium, εA = -60/40 = -3/2 
and εJ = -50/(2 * 15) = -5/3. As Equation 
12.9 shows, the ratio of the prices depends on the 
relative elasticities of demand: pA/pJ = 60/50 =
(1 + 1/εJ)/(1 + 1/εA) = (1 - 3/5)/(1 - 2/3) = 6/5.

 3.10 From the problem, we know that the profit-max-
imizing Chinese price is p = 3 and that the quan-
tity is Q = 0.1 (million). The marginal cost is 
m = 1. Using Equation 11.11, (pC - m)/pC =  
(3 - 1)/3 = -1/εC , so εC = -3/2. If the Chinese  
inverse demand curve is p = a - bQ, then 
the corresponding marginal revenue curve is 
MR = a - 2bQ. Warner maximizes its profit 
where MR = a - 2bQ = m = 1, so its optimal 
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market. If GM does not enter, Toyota earns 250 if 
it enters and 0 otherwise. Thus, entering is Toyota’s 
dominant strategy. GM does not have a dominant 
strategy. It wants to enter if Toyota does not enter 
(earning 200 rather than 0), and it wants to stay 
out if Toyota enters (earning 0 rather than -40). 
Because GM knows that Toyota will enter (enter-
ing is Toyota’s dominant strategy), GM stays out. 
Toyota’s entering and GM’s not entering is a Nash 
equilibrium. Given the other firm’s strategy, neither 
firm wants to change its strategy. Next, we examine 
how the subsidy affects the payoff matrix and domi-
nant strategies. The subsidy does not affect Toyota’s 
payoff, so Toyota still has a dominant strategy: It 
enters the market. With the subsidy, GM’s payoff if 
it enters increases by 50: GM earns 10 if both enter 
and 250 if it enters and Toyota does not. With the 
subsidy, entering is a dominant strategy for GM. 
Thus, both firms’ entering is a Nash equilibrium.

 2.2 If the airline game is known to end in five periods, 
the equilibrium is the same as the one-period equi-
librium. If the game is played indefinitely but one 
or both firms care only about current profit, then 
the equilibrium is the one-period one because future 
punishments and rewards are irrelevant to it.

 3.9 The game tree illustrates why the incumbent may 
install the robotic arms to discourage entry even 
though its total cost rises. If the incumbent fears 
that a rival is poised to enter, it invests to discour-
age entry. The incumbent can invest in equipment 
that lowers its marginal cost. With the lowered mar-
ginal cost, it is credible that the incumbent will pro-
duce larger quantities of output, which discourages 
entry. The incumbent’s monopoly (no-entry) profit 
drops from $900 to $500 if it makes the invest-
ment because the investment raises its total cost. 
If the incumbent doesn’t buy the robotic arms, the 
rival enters because it makes $300 by entering and 
nothing if it stays out of the market. With entry, the 
incumbent’s profit is $400. With the investment, 
the rival loses $36 if it enters, so it stays out of the 

their prices independently, then θ1θ2 is the prob-
ability that both set a low price, (1 - θ1)(1 - θ2) is 
the probability that both set a high price, θ1(1 - θ2)
is the probability that Firm 1 prices low and Firm 
2 prices high, and (1 - θ1)θ2 is the probabil-
ity that Firm 1 prices high and Firm 2 prices low. 
Firm 2’s expected payoff is E(π2) = 2θ1θ2 + (0)θ1
(1 - θ2) + (1 - θ1)θ2 + 6(1 - θ1) (1 - θ2) = (6 -
6θ1) - (5 - 7θ1)θ2. Similarly, Firm 1’s expected pay-
off is E(π1) = (0)θ1θ2 + 7θ1(1 - θ2) + 2(1 - θ1)
θ2 + 6(1 - θ1)(1 - θ2) = (6 - 4θ2) - (1 - 3θ2)θ1. 
Each firm forms a belief about its rival’s behavior. 
For example, suppose that Firm 1 believes that Firm 
2 will choose a low price with a probability θn2. If θn2 
is less than 13 (Firm 2 is relatively unlikely to choose a 
low price), it pays for Firm 1 to choose the low price 
because the second term in E(π1), (1 - 3θn2)θ1, is 
positive, so as θ1 increases, E(π1) increases. Because 
the highest possible θ1 is 1, Firm 1 chooses the low 
price with certainty. Similarly, if Firm 1 believes θn2 
is greater than 1

3, it sets a high price with certainty 
(θ1 = 0). If Firm 2 believes that Firm 1 thinks θn2 
is slightly below 1

3, Firm 2 believes that Firm 1 will 
choose a low price with certainty, and hence Firm 2 
will also choose a low price. That outcome, θ2 = 1, 
however, is not consistent with Firm 1’s expectation 
that θn2 is a fraction. Indeed, it is only rational for 
Firm 2 to believe that Firm 1 believes Firm 2 will 
use a mixed strategy if Firm 1’s belief about Firm 2 
makes Firm 1 unpredictable. That is, Firm 1 uses a 
mixed strategy only if it is indifferent between set-
ting a high or a low price. It is indifferent only if it 
believes θn2 is exactly 1

3. By similar reasoning, Firm 
2 will use a mixed strategy only if its belief is that 
Firm 1 chooses a low price with probability θn1 = 5

7. 
Thus, the only possible Nash equilibrium is θ2 = 5

7 
and θ2 = 1

3.

 1.8 We start by checking for dominant strategies. Given 
the payoff matrix, Toyota always does at least as 
well by entering the market. If GM enters, Toyota 
earns 10 by entering and 0 by staying out of the 

For Chapter 13, Exercise 3.9

Incumbent

Enter

Do not enter
($900, $0)

($400, $300)

Do not invest

Enter

Do not enter
($500, $0)

($132, –$36)

Invest

Entrant

Entrant

Profits (pi, pe)Second stageFirst stage



E-48 Answers to Selected Exercises

entrant to enter, as the figure shows. Before the 
pollution-control device requirement, the entrant 
would pay up to $3 to enter, whereas the incum-
bent would pay up to πi - πd = $7 to exclude 
the potential entrant. The incumbent’s profit is $6 
if entry does not occur, and its loss is $1 if entry 
occurs. Because the new firm would lose $1 if it 
enters, it does not enter. Thus, the incumbent has 
an incentive to raise costs by $4 to both firms. The 
incumbent’s profit is $6 if it raises costs rather than 
$3 if it does not.

Chapter 14

 2.2 The profit-maximizing cartel output is the monopoly 
output. Setting MR = MC yields 100 - 4Q = 20, 
so Q = 20. Each of the four firms firm produces 
q = 20/4 = 5.

 3.1 The inverse demand curve is p = 1 - 0.001Q. The 
first firm’s profit is π1 = [1 - 0.001(q1 + q2)]q1 -
0.28q1. Its first-order condition is dπ1/dq1 = 1 -
0.001(2q1 + q2) - 0.28 = 0. If we rearrange the 
terms, the first firm’s best-response function is 
q1 = 360 - 1

2q2. Similarly, the second firm’s best-
response function is q2 = 360 - 1

2q1. By substitut-
ing one of these best-response functions into the 

market, losing nothing. (If the rival were to enter, 
the incumbent would earn $132.) Because of the 
investment, the incumbent earns $500. Nonetheless, 
earning $500 is better than earning $400, so the 
incumbent invests.

 3.10 The incumbent firm has a first-mover advantage, 
as the game tree illustrates. Moving first allows the 
incumbent or leader firm to commit to producing a 
relatively large quantity. If the incumbent does not 
make a commitment before its rival enters, entry 
occurs and the incumbent earns a relatively low 
profit. By committing to produce such a large output 
level that the potential entrant decides not to enter 
because it cannot make a positive profit, the incum-
bent’s commitment discourages entry. Moving back-
ward in time (moving to the left in the diagram), we 
examine the incumbent’s choice. If the incumbent 
commits to the small quantity, its rival enters and 
the incumbent earns $450. If the incumbent commits 
to the larger quantity, its rival does not enter and 
the incumbent earns $800. Clearly, the incumbent 
should commit to the larger quantity because it earns 
a larger profit and the potential entrant chooses to 
stay out of the market. Their chosen paths are identi-
fied by the darker blue in the figure.

 2.11 It is worth more to the monopoly to keep the poten-
tial entrant out than it is worth to the potential 
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is CSd = 1
2 (15 - 6)9 = 81/2 = 40.5. At the 

 efficient price (equal to marginal cost of 1), the 
output is 14. The deadweight loss is DWLd =
1
2 (6 - 1)(14 - 9) = 25/2 = 12.5.

b. The monopoly equates its marginal revenue and 
(its lowest) marginal cost: MR = 15 -
2Qm = 1 = MC. Thus, Qm = 7, pm = 8, πm =
(8 - 1)7 = 49. Consumer surplus is CSm =
1
2 (15 - 8)7 = 49/2 = 24.5. The deadweight loss 
is DWLm = 1

2 (8 - 1)(14 - 7) = 49/2 = 24.5.
c. The average cost of production for the duopoly is 

[(5 * 1) + (4 * 2)]/(5 + 4) = 1.44, whereas 
the average cost of production for the monopoly 
is 1. The increase in market power effect swamps 
the efficiency gain, so consumer surplus falls 
while deadweight loss nearly doubles.

 3.19 a.  The Nash-Cournot equilibrium in the absence of 
government intervention is q1 = 30, q2 = 40,
p = 50, π1 = 900, and π2 = 1,600.

b. The Nash-Cournot equilibrium is now q1 = 33.3,
q2 = 33.3, p = 53.3, π1 = 1,108.9, and π2 =  
1,108.9.

c. Because Firm 2’s profit was 1,600 in part a, a 
fixed cost slightly greater than 1,600 will prevent 
entry.

 4.1 a.  Using Equation 14.16, the Nash-Cournot 
equilibrium quantity is qi = (a - m)/(nb) =
(150 - 60)/3 = 30, so Q = 60, and p = 90.

b. In the Stackelberg equilibrium (Equations 14.31 
and 14.32) if Firm 1 moves first, then q1 =
(a - m)/(2b) = (150 - 60)/2 = 45, q2 = (a - m)/ 
(4b) = (150 - 60)/4 = 22.5, Q = 67.5, and 
p = 82.5.

 5.2 Given that the duopolies produce identical goods, 
the equilibrium price is lower if the duopolies set 
price rather than quantity. If the goods are heteroge-
neous, we cannot answer this question definitively.

 5.3 Firm 1 wants to maximize its profit: π1 =
(p1 - 10)q1 = (p1 - 10)(100 - 2p1 + p2). Its first- 
order condition is dπ1/dp1 =  100 - 4p1 +
p2 + 20 = 0, so its best-response function is 
p1 = 30 + 1

4 p2. Similarly, Firm 2’s best-response 
function is p2 = 30 + 1

4 p1. Solving, the Nash- 
Bertrand equilibrium prices are p1 = p2 = 40. Each 
firm produces 60 units.

 6.5 In the long-run equilibrium, a monopolistically 
competitive firm operates where its downward-
sloping demand curve is tangent to its average cost 
curve, as Figure 14.9 illustrates. Because its demand 
curve is downward sloping, its average cost curve 
must also be downward sloping in the equilibrium. 
Thus, the firm chooses to operate at less than full 
capacity in equilibrium.

other, we learn that the Nash-Cournot equilibrium 
occurs at q1 = q2 = 240, so the equilibrium price 
is 52¢.

 3.5 Given that the firm’s after-tax marginal cost is 
m + t, the Nash-Cournot equilibrium price is 
p = (a + n[m + t])/(n + 1), using Equation 
14.17. Thus, the consumer incidence of the tax is 
dp/dt = n/(n + 1) 6 1(=100%).

 3.6 The monopoly will make more profit than the 
duopoly will, so the monopoly is willing to 
pay the college more rent. Although granting 
monopoly rights may be attractive to the college 
in terms of higher rent, students will suffer (lose 
consumer surplus) because of the higher text-
book prices.

 3.11 One approach is to show that a rise in marginal 
cost or a fall in the number of firms tends to cause 
the price to rise. The Challenge Solution shows 
the effect of a decrease in marginal cost due to a 
subsidy (the opposite effect). The section titled 
“The Cournot Model with Many Firms” shows 
that a decrease in the number of firms causes mar-
ket power (the markup of price over marginal 
cost) to increase. The two effects reinforce each 
other. Suppose that the market demand curve has 
a constant elasticity of ε. We can rewrite Equa-
tion 14.10 as p = m/[1 + 1(nε)] = mμ, where 
μ = 1/[1 + 1(nε)] is the markup factor. Suppose 
that marginal cost increases to (1 + a)m and that 
the drop in the number of firms causes the markup 
factor to rise to (1 + b)μ; then the change in price is 
[(1 + a)m * (1 + b)μ] - mμ = (a + b + ab)mμ. 
That is, price increases by the fractional increase 
in the marginal cost, a, plus the fractional increase 
in the markup factor, b, plus the interaction of the 
two, ab.

 3.12 By differentiating its product, a firm makes the 
residual demand curve it faces less elastic every-
where. For example, no consumer will buy from 
that firm if its rival charges less and the goods are 
homogeneous. In contrast, some consumers who 
prefer this firm’s product to that of its rival will 
still buy from this firm even if its rival charges 
less. As the chapter shows, a firm sets a higher 
price the lower the elasticity of demand at the 
equilibrium.

 3.17 You can solve this problem using calculus or the for-
mulas in Solved Problem 14.1.
a. Using Equations 14.21 and 14.22 for the duopoly, 

q1 = (15 - 1 + 1)/3 = 5, q2 = (15 - 1 - 2)/3
=  4, pd = 6, π1 = (6 - 1)5 = 25, π2 = (6 - 2)4
=  16. Total output is Qd = 5 + 4 = 9. Total 
profit is πd = 25 + 16 = 41. Consumer surplus 
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value of the reduced gas payments. The cost is the 
present value of the additional cost of buying the 
car sooner rather than later. At 5%, the benefit is 
$2,580 and the cost is $1,760, so you should buy 
now. However, at 10%, the benefit, $2,280, is less 
than the cost, $3,040, so you should buy later.

Chapter 16

 1.2 Assuming that the painting is not insured against 
fire, its expected value is

(0.2 * $1,000) + (0.1 * $0) + (0.7 * $500) = $550.

 1.3 The expected value of the stock is (0.25 * 400) +  
(0.75 * 200) = 250. The variance is (0.25 * [400 -  
250]2) + (0.75 * [200 - 250]2) = 7,500.

 1.6 The expected punishment for violating traffic laws 
is θV, where θ is the probability of being caught and 
fined and V is the fine. If people care only about the 
expected punishment (that is, there’s no additional 
psychological pain from the experience), increasing 
the expected punishment by increasing θ or V works 
equally well in discouraging bad behavior. The 
government prefers to increase the fine, V, which 
is costless, rather than to raise θ, which is costly 
because doing so requires extra police, district attor-
neys, and courts.

 2.3 The expected value for Stock A, (0.5 * 100) +
(0.5 * 200) = 150, is the same as for Stock B, 
(0.5 * 50) + (0.5 * 250) = 150. However, the 
variance of Stock A, (0.5 * [100 - 150]2) +
(0.5 * [200 - 150]2) = 2,500, is less than 
that of Stock B, (0.5 * [50 - 150]2) +  (0.5 *
[250 - 150]2) = 10,000. Consequently, Jen’s 
expected utility from Stock A, (0.5 * 1000.5) +
(0.5 * 2000.5) ≈ 12.07, is greater than from Stock 
B, (0.5 * 500.5) + (0.5 * 2500.5) ≈ 11.44, so she 
prefers Stock A.

 2.5 As Figure 16.2 shows, Irma’s expected utility of 133 
at point f (where her expected wealth is $64) is the 
same as her utility from a certain wealth of Y.

 2.7 Hugo’s expected wealth is EW = (2
3 * 144) +

(1
3 * 225) = 96 + 75 = 171 His expected utility is

 EU = [2
3 * U(144)] + [1

3 * U(225)]

 = [2
3 * 2144] + [1

3 * 2225]

 = [2
3 * 12] + [1

3 * 15] = 13.

  He would pay up to an amount P to avoid bearing 
the risk, where U(EW - P) equals his expected util-
ity from the risky stock, EU. That is, U(EW - P) =
U(171 - p) = 2171 - p = 13 = EU. Squaring 

Chapter 15

 1.2 Before the tax, the competitive firm’s labor demand 
was p * MPL. After the tax, the firm’s effective 
price is (1 - α)p, so its labor demand becomes 
(1 - α)p * MPL.

 1.8 The competitive firm’s marginal revenue of labor is 
MRPL = pMPL = p(Lρ + Kρ )1/ρ - 1Lρ - 1.

 2.1 An individual with a zero discount rate views cur-
rent and future consumption as equally attractive. 
An individual with an infinite discount rate cares 
only about current consumption and puts no value 
on future consumption.

 2.7 Because the first contract is paid immediately, its 
present value equals the contract payment of $1 mil-
lion. Our pro can use Equation 15.15 and a calcu-
lator to determine the present value of the second 
contract (or hire you to do the job for him). The 
present value of a $2 million payment 10 years from 
now is $2,000,000/(1.05)10 ≈ $1,227,827 at 5% 
and $2,000,000/(1.2)10 ≈ $323,011 at 20%. Con-
sequently, the present values are as shown in the 
table.

Payment Present Value  
at 5%

Present Value  
at 20%

$500,000 today   $50,000 $500,000

$2 million in 10 years $1,227,827 $323,011

Total $1,727,827 $823,011

  Thus, at 5%, he should accept Contract B, with a 
present value of $1,727,827, which is much greater 
than the present value of Contract A, $1 million. At 
20%, he should sign Contract A.

 2.12 Solving for irr, we find that irr equals 1 or 9. 
This approach fails to give us a unique solution, 
so we should use the NPV approach instead. The 
NPV = 1 - 12/1.07 + 20/1.072 ≈ 7.254, which 
is positive, so that the firm should invest.

 2.16 Currently, you are buying 600 gallons of gas at a 
cost of $1,200 per year. With a more gas-efficient 
car, you would spend only $600 per year, saving 
$600 per year in gas payments. If we assume that 
these payments are made at the end of each year, 
the present value of these savings for five years is 
$2,580 at a 5% annual interest rate and $2,280 at 
10%. The present value of the amount you must 
spend to buy the car in five years is $6,240 at 5% 
and $4,960 at 10%. Thus, the present value of the 
additional cost of buying now rather than later is 
$1,760 ( =  $8,000 - $6,240) at 5% and $3,040 
at 10%. The benefit from buying now is the present 
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actually produced depends only on the marginal 
cost of abatement and not on the marginal ben-
efit. Because the fee and standard lead to the same 
level of abatement at e, they cause the same dead-
weight loss.

For Chapter 17, Exercise 3.11
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 6.9 No. The marginal benefit of advertising exceeds the 
marginal cost.

 7.1 There are several ways to demonstrate that welfare 
can go up despite the pollution. For example, one 
could redraw panel b with flatter supply curves so 
that area C became smaller than A (area A remains 
unchanged). Similarly, if the marginal pollution 
harm is very small, then we are very close to the no-
distortion case, so that welfare will increase.

 7.2 See Figure 9.7 (which corresponds to panel a). 
Going from no trade to free trade, consumers gain 
areas B and C, while domestic firms lose B. Thus, 
if consumers give firms an amount between B and 
B + C, both groups will be better off than with no 
trade.

Chapter 18

 1.7 Because buyers are risk neutral, if they believe that 
the probability of getting a lemon is θ, the most they 
are willing to pay for a car of unknown quality is 
p = p1(1 - θ) + p2θ. If p is greater than both v1 
and v2, all cars are sold. If v1 7 p 7 v2, only lem-
ons are sold. If p is less than both v1 and v2, no cars 
are sold. However, we know that v2 6 p2 and that 
p2 6 p, so owners of lemons are certainly willing to 
sell them. (If sellers bear a transaction cost of c and 
p 6 v2 + c, no cars are sold.)

both sides, we find that 171 - P = 169, or P = 2. 
That is, Hugo would accept an offer for his stock 
today of $169 (or more), which reflects a risk pre-
mium of $2.

 4.1 If they were married, Andy would receive half the 
potential earnings whether they stayed married 
or not. As a result, Andy will receive $12,000 in 
present-value terms from Kim’s additional earn-
ings. Because the returns to the investment exceed 
the cost, Andy will make this investment (unless 
a better investment is available). However, if they 
stay unmarried and split, Andy’s expected return 
on the investment is the probability of their stay-
ing together, 1/2, times Kim’s half of the returns if 
they stay together, $12,000. Thus, Andy’s expected 
return on the investment, $6,000, is less than the 
cost of the education, so Andy is unwilling to make 
that investment (regardless of other investment 
opportunities).

Chapter 17

 3.5 As Figure 17.3 shows, a specific tax of $84 per ton 
of output or per unit of emissions (gunk) leads to 
the social optimum.

 3.8 a.  Setting the inverse demand function, p =
200 - Q, equal to the private marginal cost, 
MCp = 80 + Q, we find that the unregulated 
equilibrium quantity is Qp =  (200 - 80)/2 = 60. 
The equilibrium price is pp = 200 - 60 = 140.

b. Setting the inverse demand function, p =
200 - Q, equal to the new social marginal cost, 
MCs = 80 + 2Q, we find that the socially opti-
mal quantity is Qs = (200 - 80)/(1 + 2) = 40. 
The socially optimal price is ps = 200 - 40 = 1.

c. Adding a specific tax t, the private marginal cost 
becomes MCp = 80 + (1 + t)Q, so the equilib-
rium quantity is Q = (200 - 80)/(2 + t). Set-
ting that equal to Qs = 40 and solving, we find 
that t = 1.

 3.11 As the figure shows, the government uses its expected 
marginal benefit curve to set a standard at S or a fee 
at f. If the true marginal benefit curve is MB1, the 
optimal standard is S1 and the optimal fee is f1. 
The deadweight loss from setting either the fee or the 
standard too high is the same, DWL1. Similarly, if 
the true marginal benefit curve is MB2, both the fee 
and the standard are set too low, but both have the 
same deadweight loss, DWL2. Thus, the deadweight 
loss from a mistaken belief about the marginal ben-
efit does not depend on whether the government 
uses a fee or a standard. When the government sets 
an emissions fee or standard, the amount of gunk 
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amount due (back in an era when long-distance 
phone calls were expensive).

 2.2 A partner who works an extra hour bears the full 
opportunity cost of this extra hour but gets only half 
the marginal benefit from the extra business profit. 
The opportunity cost of extra time spent at the store 
is the partner’s best alternative use of time. A part-
ner could earn money working for someone else or 
use the time to have fun. Because a partner bears 
the full marginal cost but gets only half the marginal 
benefit (the extra business profit) from an extra hour 
of work, each partner works only up to the point at 
which the marginal cost equals half the marginal ben-
efit. Thus, each has an incentive to put in less effort 
than the level that maximizes their joint profit, where 
the marginal cost equals the marginal benefit.

 2.4 If Paula pays Arthur a fixed-fee salary of $168, 
Arthur has no incentive to buy any carvings for 
resale, given that the $12 per carving cost comes out 
of his pocket. Thus, Arthur sells no carvings if he 
receives a fixed salary and can sell as many or as few 
carvings as he wants. The contract is not incentive 
compatible. For Arthur to behave efficiently, this 
fixed-fee contract must be modified. For example, 
the contract could specify that Arthur gets a salary 
of $168 and that he must obtain and sell 12 carvings. 
Paula must monitor his behavior. (Paula’s residual 
profit is the joint profit minus $168, so she gets the 
marginal profit from each additional sale and wants 
to sell the joint-profit-maximizing number of carv-
ings.) Arthur makes $24 = $168 - $144, so he is 
willing to participate. Joint profit is maximized at 
$72, and Paula gets the maximum possible residual 
profit of $48.

 2.5 Presumably, the promoter collects a percentage of 
the revenue of each restaurant. If customers can 
pay cash, the restaurants may not report the total 
amount of food they sell. The scrip makes such 
opportunistic behavior difficult.

 4.2 The minimum bond that deters stealing is $2,500.

 2.2 Because insurance costs do not vary with soil type, 
buying insurance is unattractive for houses on good 
soil and relatively attractive for houses on bad soil. 
These incentives create a moral hazard problem: 
Relatively more homeowners with houses on poor 
soil buy insurance, so the state insurance agency 
will face disproportionately many bad outcomes in 
the next earthquake.

 2.3 Brand names allow consumers to identify a particu-
lar company’s product in the future. If a mushroom 
company expects to remain in business over time, 
it would be foolish for it to brand its product if its 
mushrooms are of inferior quality. (Just ask Babar’s 
grandfather.) Thus, all else the same, we would 
expect branded mushrooms to be of higher quality 
than unbranded ones.

 4.1 If almost all consumers know the true prices, and 
all but one firm charges the full-information com-
petitive price, then it does not pay for a firm to set 
a high price. It gains a little from charging ignorant 
consumers the high price, but it sells to no informed 
customer. Thus, the full-information competitive 
price is charged in this market.

Chapter 19

 1.2 By making this commitment, a company may be 
trying to assure customers who cannot judge how 
quickly a product will deteriorate that the prod-
uct is durable enough to maintain at least a certain 
value in the future. The firm is trying to eliminate 
asymmetric information to increase the demand for 
its product.

 2.1 This agreement led to very long conversations. 
Whichever of them was enjoying the call more 
apparently figured that he or she would get the 
full marginal benefit of one more minute of talk-
ing while having to pay only half the marginal 
cost. From this experience, I learned not to open 
our phone bill so as to avoid being shocked by the 
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adverse selection: occurs when one party to a transaction 
possesses information about a hidden characteristic 
that is unknown to other parties and takes economic 
advantage of this information. (18)

agency problem (principal-agent problem): moral hazard 
in a principal-agent relationship. (19)

allocative efficiency: the situation in which every good or 
service is produced up to the point where no consumer 
is willing to pay more for it than the price at which 
someone else is willing to supply it. (9) 

asymmetric information: the situation in which one party 
to a transaction has relevant information that another 
party lacks. (18)

auction: a sale in which a good or service is sold to the 
highest bidder. (13)

average cost (AC): the total cost divided by the units of 
output produced: AC = C/q. (7)

average fixed cost (AFC): the fixed cost divided by the 
units of output produced: AFC = F/q. (7)

average product of labor (APL): the ratio of output, q, to 
the number of workers, L, used to produce that output: 
APL = q/L. (6)

average variable cost (AVC): the variable cost divided by 
the units of output produced: AVC = VC/q. (7)

backward induction: a process in which we first deter-
mine the best response by the last player to move, next 
determine the best response for the player who made 
the next-to-last move, and then repeat the process until 
we reach the first move of the game. (13)

bad: something for which less is preferred to more, such 
as pollution. (3)

bandwagon effect: the situation in which a person places greater 
value on a good as more and more people possess it. (11)

barrier to entry: an explicit restriction or a cost that 
applies only to potential new firms—existing firms are 
not subject to the restriction or do not bear the cost. (9)

behavioral economics: adds insights from psychology and 
empirical research on human cognition and emotional 
biases to the rational economic model to better predict 
economic decision making. (3)

Bertrand equilibrium (Nash-Bertrand equilibrium or Nash-
in-prices equilibrium): a set of prices such that no firm 
can obtain a higher profit by choosing a different price 
if the other firms continue to charge these prices. (14)

best response: the strategy that maximizes a player’s pay-
off given its beliefs about its rivals’ strategies. (13)

bounded rationality: a person’s limited capacity to anticipate, 
solve complex problems, and enumerate all options. (3)

budget line (budget constraint): the bundles of goods that 
can be bought if a consumer’s entire budget is spent on 
those goods at given prices. (3)

bundling (package tie-in sale): a type of tie-in sale in 
which two goods are combined so that customers can-
not buy either good separately. (12)

cartel: a group of firms that explicitly agree (collude) to 
coordinate their activities. (14)

certainty equivalent: the amount of certain wealth that 
would yield the same utility as a risky prospect. (16)

certification: a report that a particular product meets or 
exceeds a given standard. (18)

cheap talk: unsubstantiated claims or statements. (18)
club good: a commodity that is nonrival but is subject to 

exclusion. (17)
collude: coordinate actions such as setting prices or quan-

tities among firms. (14)
common knowledge: a piece of information known by all 

players, and it is known by all players to be known by 
all players, and it is known to be known to be known, 
and so forth. (13)

comparative advantage: the ability to produce a good at a 
lower opportunity cost than someone else. (10)

comparative statics: the method economists use to analyze 
how variables controlled by consumers and firms react 
to a change in environmental variables (also called 
exogenous variables) that they do not control. (2)

compensating variation (CV): the amount of money one 
would have to give a consumer to offset completely the 
harm from a price increase. (5)

complement: a good or service that is jointly consumed 
with another good or service. (2)

I hate definitions. —Benjamin Disraeli



E-54 Definitions

complete information: the situation where the strategies 
and payoff function are common knowledge among all 
players. (13)

constant returns to scale (CRS): the property of a produc-
tion function whereby when all inputs are increased 
by a certain percentage, output increases by that same 
percentage. (6)

consumer surplus (CS): the monetary difference between 
the maximum amount that a consumer is willing to pay 
for the quantity of the good purchased and what the 
good actually costs. (5)

contingent fee: a payment to a lawyer that is a share of 
the award in a court case (usually after legal expenses 
are deducted) if the client wins and nothing if the client 
loses. (19)

contract curve: the set of all Pareto-efficient bundles. (10)
cost (total cost, C): the sum of a firm’s variable cost and 

fixed cost: C = VC + F. (7)
cost efficient: minimizing the cost of producing a specified 

amount of output. (7)
Cournot equilibrium (Nash-Cournot equilibrium or Nash-

in-quantities equilibrium): a set of quantities chosen by 
firms such that, holding the quantities of all other firms 
constant, no firm can obtain a higher profit by choos-
ing a different quantity. (14)

credible threat: an announcement that a firm will use a strat-
egy harmful to its rivals that the rivals believe is rational in 
the sense that it is in the firm’s best interest to use it. (13)

cross-price elasticity of demand: the percentage change in 
the quantity demanded in response to a given percent-
age change in the price of another good. (2)

deadweight loss (DWL): the net reduction in welfare from 
a loss of surplus by one group that is not offset by a 
gain to another group. (9)

decreasing returns to scale (DRS): the property of a pro-
duction function whereby output rises less than in pro-
portion to an equal percentage increase in all inputs. (6)

demand curve: a plot of the demand function that shows 
the quantity demanded at each possible price, holding 
constant the other factors that influence purchases. (2)

demand function: the correspondence between the quan-
tity demanded, price, and other factors that influence 
purchases. (2)

discount rate: a rate reflecting the relative value an indi-
vidual places on future consumption compared to cur-
rent consumption. (15)

diseconomies of scale: the property of a cost function 
whereby the average cost of production rises when out-
put increases. (7)

dominant strategy: a strategy that produces a higher pay-
off than any other strategy the player can use for every 
possible combination of its rivals’ strategies. (13)

duopoly: an oligopoly with two (duo) firms. (14)
durable good: a product that provides services for a long 

period, typically for many years. (7)
dynamic game: a game in which players move either 

sequentially or repeatedly. (13)

economic cost (opportunity cost): the value of the best 
alternative use of a resource. (7)

economic profit: revenue minus opportunity (economic) 
cost. (8)

economies of scale: the property of a cost function 
whereby the average cost of production falls as output 
expands. (7)

economies of scope: a situation in which it is less expen-
sive to produce goods jointly than separately. (7)

efficiency in production: a situation in which the princi-
pal’s and the agent’s combined value (profits, payoffs) 
is maximized. (19)

efficiency in risk bearing: a situation in which risk sharing 
is optimal in that the person who least minds facing 
risk—the risk-neutral or less-risk-averse person—bears 
more of the risk. (19)

efficiency wage: an unusually high wage that a firm pays 
workers as an incentive to avoid shirking. (19)

efficient contract: an agreement with provisions that 
ensure that no party can be made better off without 
harming the other party. (19)

elasticity: the percentage change in one variable in 
response to a given percentage change in another vari-
able, holding other relevant variables constant. (2)

elasticity of substitution (σ): the percentage change in the 
capital-labor ratio divided by the percentage change in 
the MRTS. (6)

endowment: an initial allocation of goods. (10)
endowment effect: the condition that occurs when people 

place a higher value on a good if they own it than they 
do if they are considering buying it. (3)

Engel curve: the relationship between the quantity demanded 
of a single good and income, holding prices constant. (4)

equilibrium: a situation in which no participant wants to 
change its behavior. (2)

equivalent variation (EV): the amount of money one 
would have to take from a consumer to harm the con-
sumer by as much as the price increase. (5)

essential facility: a scarce resource that rivals must use to 
survive. (11)

excess demand: the amount by which the quantity demanded 
exceeds the quantity supplied at a specified price. (2)

excess supply: the amount by which the quantity supplied 
is greater than the quantity demanded at a specified 
price. (2)

exclusion: an owner of a good can prevent others from 
consuming it. (17)

exhaustible resources: nonrenewable natural assets that 
cannot be increased, only depleted. (15)

expansion path: the cost-minimizing combination of 
labor and capital for each output level. (7)

expected value: the weighted average of the values of each 
possible outcome, where the weights are the probabil-
ity of each outcome. (16)

expenditure function: the relationship showing the mini-
mal expenditures necessary to achieve a specific utility 
level for a given set of prices. (3)
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indifference curve: the set of all bundles of goods that a 
consumer views as being equally desirable. (3)

indifference map (preference map): a complete set of indif-
ference curves that summarize a consumer’s tastes. (3)

inferior good: a commodity of which less is demanded as 
income rises. (4)

interest rate: the percentage more that must be repaid to 
borrow money for a fixed period. (15)

internal rate of return (irr): the discount rate such that the 
net present value of an investment is zero. (15)

internalize the externality: to bear the cost of the harm 
that one inflicts on others (or to capture the benefit that 
one provides to others). (17)

isocost line: a plot of all the combinations of inputs that 
require the same (iso) total expenditure (cost). (7)

isoquant: a curve that shows the efficient combinations of 
labor and capital that can produce a single (iso) level of 
output (quantity). (6)

Law of Demand: consumers demand more of a good 
the lower its price, holding constant tastes, the prices 
of other goods, and other factors that influence the 
amount they consume. (2)

learning by doing: the productive skills and knowledge of 
better ways to produce that workers and managers gain 
from experience. (7)

learning curve: the relationship between average costs and 
cumulative output. (7)

Lerner Index (price markup): the ratio of the difference 
between price and marginal cost to the price: (p – 
MC)/p. (11)

limit price: a price (or, equivalently, an output) that a firm 
sets so that another firm cannot enter the market profit-
ably. (12)

limited liability: a condition whereby the personal assets 
of corporate owners cannot be taken to pay a corpora-
tion’s debts even if it goes into bankruptcy. (6)

long run: a long enough period of time that all inputs can 
be varied. (6)

marginal cost (MC): the amount by which a firm’s 
cost changes if it produces one more unit of output: 
MC = ∆C/∆q. (7)

marginal product of labor (MPL): the change in total out-
put resulting from using an extra unit of labor, holding 
other factors (capital) constant. (6)

marginal profit: the change in the profit a firm gets from 
selling one more unit of output. (8)

marginal rate of substitution (MRS): the maximum 
amount of one good that a consumer will sacrifice 
(trade) to obtain one more unit of another good. (3)

marginal rate of technical substitution (MRTS): how 
many units of capital a firm can replace with an extra 
unit of labor while holding output constant. (6)

marginal rate of transformation (MRT): the trade-off 
the market imposes on the consumer in terms of the 
amount of one good the consumer must give up to 
obtain more of the other good. (3)

marginal revenue (MR): the change in revenue a firm gets 
from selling one more unit of output. (8)

extensive form: a representation of a game that specifies 
the n players, the sequence in which they make their 
moves, the actions they can take at each move, the 
information that each player has about players’ previ-
ous moves, and the payoff function over all possible 
strategies. (13)

externality: the change in a person’s well-being or a firm’s 
production capability directly caused by the actions of 
other consumers or firms rather than indirectly through 
changes in prices. (17)

fair bet: a wager with an expected value of zero. (16)
fair insurance: a contract between an insurer and a poli-

cyholder in which the value of the contract to the poli-
cyholder is zero. (16)

firm: an organization that converts inputs such as labor, 
materials, and capital into outputs, the goods and ser-
vices that it sells. (6)

fixed cost (F): a production expense that does not vary 
with the level of output. (7)

fixed input: a factor of production that cannot be varied 
practically in the short run. (6)

flow: a quantity or value that is measured per unit of 
time. (15)

free riding: benefiting from the actions of others without 
paying. (17)

game: a competition between players (such as individuals 
or firms) in which players use strategies. (13)

game theory: a set of tools that economists and others use 
to analyze players’ strategic decision making. (13)

general-equilibrium analysis: the study of how equilib-
rium is determined in all markets simultaneously. (10)

Giffen good: a commodity for which a decrease in its 
price causes the quantity demanded to fall. (4)

good: a commodity for which more is preferred to less, at 
least at some levels of consumption. (3)

group price discrimination (third-degree price discrimi-
nation): a situation in which a firm charges different 
groups of customers different prices but charges a given 
customer the same price for every unit sold. (12)

hidden action: an attribute of a person or thing that is 
known to one party but unknown to others. (18)

hidden characteristic: an attribute of a person or thing 
that is known to one party but unknown to others. (18)

incentive compatible: a condition in which a contract pro-
vides inducements such that the agent wants to perform 
the assigned task rather than engage in opportunistic 
behavior. (19)

incidence of a tax on consumers: the share of the tax that 
consumers pay. (2)

income effect: the change in the quantity of a good a con-
sumer demands because of a change in income, holding 
prices constant. (4)

income elasticity of demand (income elasticity): the per-
centage change in the quantity demanded in response 
to a given percentage change in income. (2)

increasing returns to scale (IRS): the property of a pro-
duction function whereby output rises more than in 
proportion to an equal increase in all inputs. (6)
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nonuniform pricing: the practice of charging consumers 
different prices for the same product or charging a sin-
gle customer a price that depends on the number of 
units purchased. (12)

normal form: a representation of a static game of com-
plete information, which specifies the players in the 
game, their possible strategies, and the payoff function 
that specifies the players’ payoffs for each combination 
of strategies. (13)

normal good: a commodity of which more is demanded 
as income rises. (4)

normative statement: a conclusion as to whether some-
thing is good or bad. (1)

oligopoly: a small group of firms in a market with sub-
stantial barriers to entry. (14)

open-access common property: unregulated resources to 
which everyone has free access and an equal right to 
exploit. (17)

opportunistic behavior: taking economic advantage of 
someone when circumstances permit. (18)

opportunity cost (economic cost): the value of the best 
alternative use of a resource. (7)

opportunity set: all the bundles a consumer can buy, 
including all the bundles inside the budget constraint 
and on the budget constraint. (3)

Pareto efficient: describing an allocation of goods and ser-
vices such that any possible reallocation would harm at 
least one person. (10)

Pareto improvement: a change, such as a reallocation, 
that helps at least one person without harming anyone 
else. (10)

Pareto principle: the belief that society should favor a 
change that benefits some people without harming any-
one else. (10)

partial-equilibrium analysis: an examination of equilib-
rium and changes in equilibrium in one market in isola-
tion. (10)

patent: an exclusive right granted to the inventor to sell a 
new and useful product, process, substance, or design 
for a fixed time. (11)

payoffs (of a game): players’ valuations of the outcome of 
the game, such as profits for firms, or incomes or utili-
ties for individuals. (13)

perfect competition: a market structure in which buyers 
and sellers are price takers. (8)

perfect complements: goods that a consumer is interested 
in consuming only in fixed proportions. (3)

perfect price discrimination (first-degree price discrimina-
tion): the situation in which a firm sells each unit at 
the maximum amount each customer is willing to pay, 
so prices differ across customers, and a given customer 
may pay more for some units than for others. (12)

perfect substitutes: goods that a consumer is completely 
indifferent as to which to consume. (3)

pooling equilibrium: an equilibrium in which dissimilar 
people are treated (paid) alike or behave alike. (18)

positive statement: a testable hypothesis about cause and 
effect. (1)

marginal revenue product of labor (MRPL): the additional 
revenue from the last unit of labor. (15)

marginal utility: the extra utility that a consumer gets 
from consuming the last unit of a good. (3)

market: an exchange mechanism that allows buyers to 
trade with sellers. (1)

market failure: cost inefficiency or allocative inefficiency. (9)
market power: the ability of a firm to charge a price above 

marginal cost and earn a positive profit. (11)
market structure: the number of firms in the market, the 

ease with which firms can enter and leave the market, 
and the ability of firms to differentiate their products 
from those of their rivals. (8)

microeconomics: the study of how individuals and firms 
make themselves as well off as possible in a world of 
scarcity, and the consequences of those individual deci-
sions for markets and the entire economy. (1)

minimum efficient scale (full capacity): the smallest quantity 
at which the average cost curve reaches its minimum. (14)

mixed strategy: a strategy in which the player chooses 
among possible actions according to probabilities the 
player assigns. (13)

model: a description of the relationship between two or 
more economic variables. (1)

monopolistic competition: a market structure in which 
firms have market power but no additional firm can 
enter and earn a positive profit. (14)

monopoly: the only supplier of a good that has no close 
substitute. (11)

monopsony: the only buyer of a good in a market. (11)
moral hazard: opportunism characterized by an informed 

person’s taking advantage of a less-informed person 
through an unobserved action. (18)

Nash equilibrium: a set of strategies such that, when all 
other players use these strategies, no player can obtain 
a higher payoff by choosing a different strategy. (13)

Nash-Bertrand equilibrium (Bertrand equilibrium or 
Nash-in-prices equilibrium): a set of prices chosen by 
firms such that no firm can obtain a higher profit by 
choosing a different price if the other firms continue to 
charge these prices. (14)

Nash-Cournot equilibrium (Cournot equilibrium or Nash-
in-quantities equilibrium): a set of quantities chosen by 
firms such that, holding the quantities of all other firms 
constant, no firm can obtain a higher profit by choos-
ing a different quantity. (14)

natural monopoly: a situation in which one firm can pro-
duce the total output of the market at lower cost than 
several firms could. (11)

network: an interconnected group of people or things. (11)
network externality: the situation where one person’s 

demand for a good depends on the consumption of the 
good by others. (11)

nonlinear price discrimination (second-degree price dis-
crimination): the situation in which a firm charges a 
different price for large quantities than for small quan-
tities, but all customers who buy a given quantity pay 
the same price. (12)
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rent: a payment to the owner of an input beyond the mini-
mum necessary for the factor to be supplied. (9)

rent seeking: efforts and expenditures to gain a rent or a 
profit from government actions. (9)

requirement tie-in sale: a type of nonuniform pricing in 
which customers who buy one product from a firm are 
required to make all their purchases of another product 
from that firm. (12)

reservation price: the maximum amount a person is will-
ing to pay for a unit of output. (12)

residual demand curve: the market demand that is not met 
by other sellers at any given price. (8)

residual supply curve: the quantity that the market sup-
plies that is not consumed by other demanders at any 
given price. (8)

risk: the situation in which the likelihood of each possible 
outcome is known or can be estimated, and no single 
possible outcome is certain to occur. (16)

risk averse: unwilling to make a fair bet. (16)
risk neutral: indifferent about making a fair bet. (16)
risk preferring: willing to make a fair bet. (16)
risk premium: the amount that a risk-averse person would 

pay to avoid taking a risk. (16)
rival: a situation in which only one person can consume 

a good. (17)
rules of the game: regulations that determine the timing 

of players’ moves (such as whether one player moves 
first), the various actions that are possible at a par-
ticular point in the game, and possibly other specific 
aspects of how the game is played. (13)

screening: an action taken by an uninformed person to deter-
mine the information possessed by informed people. (18)

separating equilibrium: an equilibrium in which one type 
of people takes actions (such as sending a signal) that 
allows them to be differentiated from other types of 
people. (18)

shirk: a moral hazard in which agents do not provide all 
the services they are paid to provide. (19)

short run: a period of time so brief that at least one factor 
of production cannot be varied practically. (6)

shortage: a persistent excess demand. (2)
signaling: an action taken by an informed person to send 

information to a less-informed person. (18)
snob effect: the situation in which a person places greater 

value on a good as fewer and fewer people possess it. (11)
social cost: the private cost plus the cost of the harms 

from externalities. (17)
standard: a metric or scale for evaluating the quality of a 

particular product. (18)
static game: a game in which each player acts only once 

and the players act simultaneously (or, at least, each 
player acts without knowing rivals’ actions). (13)

stock: a quantity or value that is measured independently 
of time. (15)

strategy: a battle plan that specifies the actions or moves 
that a player will make conditional on the information 
available at each move and for any possible contin-
gency. (13)

price discrimination: charging consumers different prices 
for the same good based on individual characteristics of 
consumers, on membership in an identifiable subgroup 
of consumers, or on the quantity purchased by the con-
sumers. (12)

price elasticity of demand (demand elasticity or elastic-
ity of demand): the percentage change in the quantity 
demanded in response to a given percentage change in 
the price at a particular point on the demand curve. (2)

price elasticity of supply (supply elasticity): the percentage 
change in the quantity supplied in response to a given 
percentage change in the price. (2)

principal-agent relationship: a principal contracts with an 
agent to take an action on behalf of the principal. (19)

principal-agent problem (agency problem): moral hazard 
in a principal-agent relationship. (19)

prisoners’ dilemma: a game in which all players have 
dominant strategies that lead to a profit (or another 
payoff) that is inferior to what they could achieve if 
they cooperated and pursued alternative strategies. (13)

private cost: the cost of production only, not including 
externalities. (17)

producer surplus: the excess of the revenue from selling a 
good and the minimum amount necessary for the seller 
to be willing to produce the good. (9)

production efficiency (technological efficiency): a situ-
ation in which the current level of output cannot be 
produced with fewer inputs, given existing knowledge 
about technology and how to organize production. (6)

production function: the relationship between the quanti-
ties of inputs used and the maximum quantity of output 
that can be produced, given current knowledge about 
technology and organization. (6)

production possibility frontier: a graph that shows the 
maximum amount of one good that can be produced 
for any quantity of the other good, using the available 
inputs and technology. (7)

profit (π): the difference between a firm’s revenue, R, 
which is what it earns from selling a good, and its cost, 
C, which is what it pays for labor, materials, and other 
inputs: π = R - C. (6)

property right: ownership that gives exclusive control of 
a good. (17)

public good: a commodity or service whose consumption 
by one person does not preclude others from also con-
suming it. (17)

pure strategy: strategy in which each player chooses a sin-
gle action. (13)

quantity demanded: the amount of a good that consumers 
are willing to buy at a given price during a specified 
period (such as a day or a year), holding constant the 
other factors that influence purchases. (2)

quantity supplied: the amount of a good that firms want 
to sell during a given time period at a given price, hold-
ing constant other factors that influence firms’ supply 
decisions, such as costs and government actions. (2)

quota: a limit that a government sets on the quantity of a 
foreign-produced good that may be imported. (2)
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total cost (C): the sum of a firm’s variable cost and fixed 
cost: C = VC + F. (7)

total product of labor: the amount of output (or total 
product) that a given amount of labor can produce 
holding the quantity of other inputs fixed. (6)

transaction costs: the expenses, over and above the price 
of the product, of finding a trading partner and making 
a trade for the product. (2)

two-part pricing: a pricing system in which the firm 
charges each consumer a lump-sum access fee (or price) 
for the right to buy as many units of the good as the 
consumer wants at a per-unit price. (12)

two-sided market (two-sided network): an economic plat-
form that has two or more user groups that provide 
each other with network externalities. (11)

uniform pricing: charging the same price for every unit 
sold of a particular good. (12)

utility: a set of numerical values that reflect the relative 
rankings of various bundles of goods. (3)

utility function: the relationship between utility measures 
and every possible bundle of goods. (3)

variable cost (VC): a production expense that changes 
with the quantity of output produced. (7)

variable input: a factor of production whose quan-
tity the firm can change readily during the relevant 
period. (6)

winner’s curse: auction winner’s bid exceeds the common-
value item’s value. (13) 

subgame: all the subsequent decisions that players may 
make given the actions already taken. (13)

subgame perfect Nash equilibrium: the situation in which 
players’ strategies are a Nash equilibrium in every sub-
game. (13)

substitute: a good or service that may be consumed 
instead of another good or service. (2)

substitution effect: the change in the quantity of a good that 
a consumer demands when the good’s price rises, hold-
ing other prices and the consumer’s utility constant. (4)

sunk cost: a past expenditure that cannot be recovered. (7)
supply curve: the quantity supplied at each possible price, 

holding constant the other factors that influence firms’ 
supply decisions. (2)

supply function: the correspondence between the quan-
tity supplied, price, and other factors that influence the 
number of units offered for sale. (2)

tariff (duty): a tax only on imported goods. (9)
technical progress: an advance in knowledge that allows more 

output to be produced with the same level of inputs. (6)
technological efficiency (efficient production): property of 

a production function such that the current level of out-
put cannot be produced with fewer inputs, given exist-
ing knowledge about technology and how to organize 
production. (6)

tie-in sale: a type of nonuniform pricing in which custom-
ers can buy one product or service only if they agree to 
purchase another as well. (12)
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created-last-year, January 22, 2018. www.forbes.com/
billionaires/#58ce52ef251c, March 6, 2018.

Chapter 11

Challenge Brand-Name and Generic Drugs: www.fiercepharma 
.com/special-reports/top-10-patent-expirations-2015, Decem-
ber 17, 2014. Trefis Team, “Why Are Generic Drug Prices Shoot-
ing Up?”, Forbes, February 27, 2015. “Pricey Hep C Successor 
Overtakes Solvadi,” Health News Florida, July 13, 2015. www 
.drugs.com/article/patent-expirations.html (July 18, 2015). 
www.imshealth.com (July 18, 2015).

Applications Amazon Prime Revenue: Greg Bensinger, 
“Amazon Raises Prime Subscription Price to $99 a Year,” 
Wall Street Journal, March 13, 2014. Jaclyn Cosgrove and 

www.pcmag.com
www.cnet.com
www.cnet.com
www.statista.com/statistics/268711/global-marketshare-of-the-apple-ipad-since-2010/
www.forbes.com
www.statista.com/statistics/737477/global-sales-of-allergan-s-botox/
www.auctionbytes.com
www.ecommercetimes.com
www.msn.com
www.knowledgeproblem.com/2009/06/01/predictable-consequences-of-anti-price-gouginglaws
www.ajc.com
www.neworleans.com
www.ag.ny.gov/press-release/ag-schneidermancracks-down-gas-stations-engaged-hurricane-sandy-pricegouging
www.pressdemocrat.com/news/8222032-181/governor-extends-protectionsagainst-post-wildfire?sba=AAS
www.eml.berkeley.edu/~saez/TabFig2014prel.xls
www.oxfam.org/en/pressroom/pressreleases/2017-01-16/just-8-men-own-same-wealth-half-world
www.oxfam.org/en/pressroom/pressreleases/2018-01-22/richest-1-percent-bagged-82-percent-wealthcreated-last-year
www.forbes.com/billionaires/#58ce52ef251
www.fiercepharma.com/special-reports/top-10-patent-expirations-2015
www.imshealth.com
www.knowledgeproblem.com/2009/06/01/predictable-consequences-of-anti-price-gouginglaws
www.ag.ny.gov/press-release/ag-schneidermancracks-down-gas-stations-engaged-hurricane-sandy-pricegouging
www.Kentucky.com
www.Kentucky.com
www.pressdemocrat.com/news/8222032-181/governor-extends-protectionsagainst-post-wildfire?sba=AAS
www.pressdemocrat.com/news/8222032-181/governor-extends-protectionsagainst-post-wildfire?sba=AAS
www.abc10.com/article/news/local/8-things-to-know-about-pricegouging-in-california/103-579151311
www.abc10.com/article/news/local/8-things-to-know-about-pricegouging-in-california/103-579151311
www.abc10.com/article/news/local/8-things-to-know-about-pricegouging-in-california/103-579151311
www.eml.berkeley.edu/~saez/TabFig2014prel.xls
www.oxfam.org/en/pressroom/pressreleases/2017-01-16/just-8-men-own-same-wealth-half-world
www.oxfam.org/en/pressroom/pressreleases/2018-01-22/richest-1-percent-bagged-82-percent-wealthcreated-last-year
www.oxfam.org/en/pressroom/pressreleases/2018-01-22/richest-1-percent-bagged-82-percent-wealthcreated-last-year
www.forbes.com/billionaires/#58ce52ef251
www.fiercepharma.com/special-reports/top-10-patent-expirations-2015
www.statista.com/statistics/268711/global-marketshare-of-the-apple-ipad-since-2010/
www.statista.com/statistics/737477/global-sales-of-allergan-s-botox/
www.abiresearch.com/press/3919-iPad+Remains+Dominant+in+1Q%E2%80%992012+While+Kindle+Fire+Fizzles
www.abiresearch.com/press/3919-iPad+Remains+Dominant+in+1Q%E2%80%992012+While+Kindle+Fire+Fizzles
www.Bloomberg.com
www.Bloomberg.com
www.drugs.com/article/patent-expirations.html
www.drugs.com/article/patent-expirations.html
landlinemag.com
wvgazette.com
wvgazette.com
publications.credit-suisse.com/index.cfm/publikationen-shop/research-institute/global-wealth-databook-2017-en/
publications.credit-suisse.com/index.cfm/publikationen-shop/research-institute/global-wealth-databook-2017-en/
publications.credit-suisse.com/index.cfm/publikationen-shop/research-institute/global-wealth-databook-2017-en/
Amazon.com
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statistics/630123/total-number-of-coupons-redeemed-in-the-
us/ (viewed on July 25, 2018). NCH Mid-Year 2018 Coupon 
Facts, www.nchmarketing.com/couponindustrytrends.aspx, 
viewed August 19, 2018.
Pricing iTunes: Shiller and Waldfogel (2011).
Ties That Bind: www.hp.com (viewed on August 3, 2015). 
www.mlmlaw.com/library/guides/ftc/warranties/undermag 
.htm (viewed on August 3, 2015). hp.com (viewed on August 
19, 2018).
Super Bowl Commercials: Ho, Dhar, and Weinberg (2009). 
Kim (2011). Kim, Freling, and Grisaffe (2013). Stephens-
Davidowitz, Varian, and Smith (2017). Hartmann and 
 Klapper (2017). Chandrasekaran, Srinivasan, and Sihi 
(2018), www.si.com/nfl/2018/01/11/super-bowl-lii-ad-cost 
(viewed on July 12, 2018).

Chapter 13

Challenge Intel and AMD’s Advertising Strategies: Salgado 
(2008). www.cpubenchmark.net/market_share.html (viewed 
on August 20, 2019).
www.jonpeddie.com/store/market-watch (viewed on August 
20, 2019).

Applications Strategic Advertising: “50 Years Ago . . . ,” 
Consumer Reports, January 1986. Roberts and Samu-
elson (1988). Gasmi, Laffont, and Vuong (1992). Stuart 
Elliott, “Advertising,” New York Times, April 28, 1994: 
C7.  Salgado (2008). Richards and Padilla (2009). Davis 
and Markowitz (2011). Chandra and Weinberg (2015). 
prcouncil.net/wp-content/uploads/2018/01/Marketing-Fact-
Pack-2018.pdf. adage.com/article/datacenter/200-leading-
national-advertisers-2018-index/313794/. Shapiro (2018).
Boomerang Millenials: Richard Fry, “It’s Becoming More 
Common for Young Adults to Live at Home—and for  
Longer Stretches.” Pew Research Center, May 2017. www 
.pewresearch.org/fact-tank/2017/05/05/its-becoming-more-
common-for-young-adults-to-live-at-home-and-for-longer-
stretches/ (viewed on August 20, 2018). ec.europa.eu/
eurostat/data/database (viewed on August 20, 2018).
Keeping Out Casinos: Cookson (2015).
Bidder’s Curse: Lee and Malmendier (2011). Garratt, Walker, 
and Wooders (2012). Feng, Fay, and Sivakumar (2016).
GM’s Ultimatum: Robert Schoenberger, “GM Sends Ultima-
tums to All Its 6000 US Dealers,” Cleveland Plain Dealer, 
June 2, 2009. “GM Dealers Sue to Keep Doors Open,” 
Toronto Star, November 27, 2009. Janet Kurnovich, “GM 
Canada Sued for $750 Million by Former Dealers,” www 
.insurance-car.co, May 17, 2011. Greg Keenan, “Judge  
Dismisses Class Action by GM Canada Dealers, Upholds 
Claim Against Law Firm,” The Globe and Mail, July 9, 
2015. Jackson Hayes, “Trillium’s $750M-class action  
against GM will not proceed to Supreme Court of Canada,” 
Canadian Autoworld, January 24, 2018.

Chapter 14

Challenge Government Aircraft Subsidies: Irwin and  
Pavcnik (2004). John Heilpin, “WTO: Boeing Got $5B  
In Illegal Subsidies,” March 12, 2012. www.247wallst.com/ 

Moves Upmarket, with a Balsamic Tinge,” New York Times, 
October 25, 2011. Whitney Filloon, “Heinz and French’s Are 
Embroiled in a Ketchup and Mustard War,” www.eater.com, 
April 23, 2015. www.wikinvest.com/stock/H.J._Heinz_ 
Company_(HNZ) (viewed on August 1, 2015). www.heinz 
.com/our-company/press-room/trivia.aspx (viewed on August 
1, 2015). news.kraftheinzcompany.com/press-release/financial/
kraft-heinz-reports-fourth-quarter-and-full-year-2017-results 
(viewed on July 16, 2018). www.mordorintelligence.com/
industry-reports/ketchup-market (viewed on July 19, 2018). 
www.statista.com/statistics/278061/us-households-most-used-
brands-of-catsup--ketchup/ (viewed on July 19, 2018). www 
.wmcactionnews5.com/story/37938800/ketchup-global- 
industry-2018-sales-supply-and-consumption-forecasts-
to-2021 (viewed on July 19. 2018).

Applications Disneyland Pricing: “Couple Tries for Year 
of Daily Disneyland Visits,” San Francisco Chronicle, July 
3, 2012. www.disneyland.com (viewed on August 2, 2015). 
Joseph Pimentel, “Disney Announces Discounted Tickets for 
SoCal Residents,” www.ocregister.com, January 23, 2015.
Preventing Resale of Designer Bags: Eric Wilson, “Retailers 
Limit Purchases of Designer Handbags,” New York Times, 
January 10, 2008. www.prada.com, www.gucci.com, www.
saksfifthavenue.com (viewed on August 2, 2015).
Botox and Price Discrimination: See the sources for 
the Chapter 11 Application “Botox Patent Monopoly.”
Google Uses Bidding for Ads to Price Discriminate: Goldfarb 
and Tucker (2008). Executive Office of the President of the 
United States, Big Data and Differential Pricing, February 
2015.
Tesla Price Discrimination: www.inverse.com/article/31597-
tesla-secret-profit, June 1, 2017. The source of the price 
information for the Tesla Model S D100 is www.tesla.com. 
Prices vary somewhat across European countries. We are 
using the price for the Netherlands. We are not including 
government subsidies or taxes. The shipping cost to Europe 
is sufficiently low that including it would not change our 
calculations. The 2017 quantity data (rounded) come from 
europe.autonews.com/article/20180220/ANE/180219831/
tesla-model-s-outsells-german-luxury-flagships-in-europe 
(viewed on July 6, 2018). We estimated the linear demand 
curves using these data based on the assumption that Tesla is 
maximizing its profit.
Age Discrimination: Luis Gomez, “Why a California judge 
swiped left on Tinder’s 30-or-older fees,” San Diego Union 
Tribune, January 30, 2018.
Buying Discounts: Borenstein and Rose (1994). Jenna 
Wortham, “Coupons You Don’t Clip, Sent to Your 
Cellphone,” New York Times, August 29, 2009. “Up 
Front,” Consumer Reports, September 2009: 7. Carmen 
Musick, “Computer Technology Fueling Coupon Trend,” 
Times News, October 31, 2009, e-edition.timesnews.net/
article/9018027/computer-technology-fueling-coupon-
trend. “Up Front,” Consumer Reports, September 2009: 
7. www.forbes.com/sites/bryanpearson/2017/03/15/
research-reveals-how-retailers-can-maximize-the-
power-of-coupons/#74c3fe882f01. www.statista.com/
statistics/630086/total-number-of-coupons-distributed-
in-the-us/ (viewed on July 25, 2018). www.statista.com/

www.nchmarketing.com/couponindustrytrends.aspx
www.hp.com
www.mlmlaw.com/library/guides/ftc/warranties/undermag.htm
www.si.com/nfl/2018/01/11/super-bowl-lii-ad-cost
www.cpubenchmark.net/market_share.html
www.jonpeddie.com/store/market-watch
www.247wallst.com/aerospace-defense/2015/02/24/wto-to-examine-boeing-777x-subsidies
www.eater.com
www.wikinvest.com/stock/H.J._Heinz_Company_(HNZ)
www.heinz.com/our-company/press-room/trivia.aspx
www.mordorintelligence.com/industry-reports/ketchup-market
www.statista.com/statistics/278061/us-households-most-usedbrands-of-catsup--ketchup/
www.disneyland.com
www.ocregister.com
www.prada.com
www.gucci.com
www.inverse.com/article/31597-tesla-secret-profit
www.tesla.com
www.forbes.com/sites/bryanpearson/2017/03/15/research-reveals-how-retailers-can-maximize-thepower-of-coupons/#74c3fe882f01
www.statista.com/statistics/630086/total-number-of-coupons-distributedin-the-us/
www.statista.com/statistics/630123/total-number-of-coupons-redeemed-in-theus/
www.wikinvest.com/stock/H.J._Heinz_Company_(HNZ)
www.heinz.com/our-company/press-room/trivia.aspx
www.mordorintelligence.com/industry-reports/ketchup-market
www.statista.com/statistics/278061/us-households-most-usedbrands-of-catsup--ketchup/
www.wmcactionnews5.com/story/37938800/ketchup-globalindustry-2018-sales-supply-and-consumption-forecaststo-2021
www.wmcactionnews5.com/story/37938800/ketchup-globalindustry-2018-sales-supply-and-consumption-forecaststo-2021
www.saksfifthavenue.com
www.saksfifthavenue.com
www.inverse.com/article/31597-tesla-secret-profit
www.forbes.com/sites/bryanpearson/2017/03/15/research-reveals-how-retailers-can-maximize-thepower-of-coupons/#74c3fe882f01
www.forbes.com/sites/bryanpearson/2017/03/15/research-reveals-how-retailers-can-maximize-thepower-of-coupons/#74c3fe882f01
www.statista.com/statistics/630086/total-number-of-coupons-distributedin-the-us/
www.statista.com/statistics/630086/total-number-of-coupons-distributedin-the-us/
www.statista.com/statistics/630123/total-number-of-coupons-redeemed-in-theus/
www.pewresearch.org/fact-tank/2017/05/05/its-becoming-morecommon-for-young-adults-to-live-at-home-and-for-longerstretches/
www.pewresearch.org/fact-tank/2017/05/05/its-becoming-morecommon-for-young-adults-to-live-at-home-and-for-longerstretches/
www.insurance-car.co
www.insurance-car.co
europe.autonews.com/article/20180220/ANE/180219831/tesla-model-s-outsells-german-luxury-flagships-in-europe
prcouncil.net/wp-content/uploads/2018/01/Marketing-Fact-Pack-2018.pdf. adage.com/article/datacenter/200-leading-national-advertisers-2018-index/313794/
prcouncil.net/wp-content/uploads/2018/01/Marketing-Fact-Pack-2018.pdf. adage.com/article/datacenter/200-leading-national-advertisers-2018-index/313794/
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us-bottled-water-market-will-net-us-222-bn-revenues-by-end-
of-2024—persistence-market-research-report-616324704 
.html (viewed on July 12, 2018). www.statista.com/outlook/ 
20010000/109/bottled-water/united-states#marketStudy 
(viewed on July 28, 2018). Capehart and Berg (2018).
Rising Market Power: Hall (2018). De Loecker and 
 Eeckhout (2018).
Monopolistically Competitive Food Truck Market: Andrew 
S. Ross, “San Francisco Food Truck Empire Expanding,” San 
Francisco Chronicle, February 18, 2011. www.mobilefoodnews 
.com, viewed on June 17, 2012. offthegridsf.com/about-3, 
viewed on March 29, 2013. offthegridsf.com/vendors#food 
(viewed on November 8, 2015). offthegrid.com/ (viewed on 
August 21, 2018)
Subsidizing the Entry Cost of Dentists: Dunne et al. (2013).

Chapter 15

Challenge Does Going to College Pay?: pdkpoll.org/ 
results/the-value-of-a-degree-is-a-college-degree-worth-the-
cost (viewed on August 30, 2018). trends.collegeboard 
.org/student-aid/figures-tables/undergraduate-enrollment-
and-percentage-receiving-pell-grants-over-time (viewed on 
August 30, 2018). trends.collegeboard.org/college-pricing/
figures-tables/average-published-undergraduate-charges-
sector-2017-18. www.census.gov/data/tables/time-series/
demo/educational-attainment/cps-historical-time-series.html 
(viewed on August 30, 2018). nces.ed.gov/programs/digest/
current_tables.asp (viewed on August 30, 2018). trends 
.collegeboard.org/education-pays/figures-tables/lifetime- 
earnings-education-level (viewed on August 30, 2018). www 
.payscale.com/college-roi (August 30, 2018). The statistical 
analysis is based on annual earnings (wages of workers who 
are not self-employed and earn $10,000 or more per year) 
data from the 2017 U.S. Current Population Survey March 
Supplement (“NBER CPS Supplements,” NBER, University 
of Chicago Press, www.nber.org/data/current-population-
survey-data.html).

Applications Black Death Raises Wages: Wellington (1990). 
www.history-magazine.com/black.html. www.historylearningsite 
.co.uk/black_death_of_1348-to-1350.htm. www.bric 
.postech.ac.kr/science/97now/00_11now/001127a.html.
Saving for Retirement: Author’s calculations.
Durability of Telephone Poles: Jonathan Marshall, “PG&E 
Cultivates Its Forest,” San Francisco Chronicle, May 5, 
1995: D1.
Falling Discount Rates and Self-Control: Shapiro (2004). 
Kan (2007). Gruber and Mullainathan (2005). Jeff  
Zeleny, “Occasional Smoker, 47, Signs Tobacco Bill,”  
New York Times, June 23, 2009. www.gallup.com/
poll/1717/Tobacco-Smoking.aspx (viewed on July 22,  
2012). www.aspire2025.org.nz/2012/05/22/article- 
support-for-a-tobacco-endgame, May 22, 2012. www 
.gallup.com/poll/163763/smokers-quit-tried-multiple-
times.aspx, July 31, 2013. www.gallup.com/poll/173990/
smokers-say-higher-cigarette-taxes-unjust.aspx, July 18, 
2014. www.globaltimes.cn/content/931484.shtml (viewed 
on September 3, 2015). news.gallup.com/poll/1717/
tobacco-smoking.aspx (viewed on August 30, 2018).

aerospace-defense/2015/02/24/wto-to-examine-boeing- 
777x-subsidies.
www.reuters.com/article/2015/06/16/us-airshow-france-
boeing-airbus-idUSKBN0OW0VM20150616. Robert Wall 
and Emre Peker, “WTO Ruling Advances U.S. and Boeing 
in Case Against Airbus,” Wall Street Journal, July 13, 2018. 
www.opensecrets.org/orgs/summary.php?id=d000000100 
(viewed on August 12, 2018).

Applications Employer “No-Poaching” Cartels: Mark 
Ames, “The Techtopus: How Silicon Valley’s Most 
 Celebrated CEOs Conspired to Drive Down 100,000 Tech 
Engineers’ Wages,” www.pando.com, January 23, 2014. 
Mark Ames, “Revealed: Apple and Google’s Wage-Fixing 
Cartel Involved Dozens More Companies, Over One Million 
Employees,” www.pando.com, March 22, 2014. Michael 
Liedtke, “Apple, Google, Other Tech Firms to Pay $415M in 
Wage Case,” www.seattletimes.com, January 15, 2015. Ted 
Johnson, “Animation Workers Reach $100 Million Settle-
ment with Disney in Wage-Fixing Suit,” variety.com/2017/
biz/news/disney-settlement-wage-fixing-anti-poaching- 
animation-1201975084/, January 17, 2017. Krueger and 
Ashenfelter (2017). Jackie Wattles, “7 Fast Food Chains 
Agree to End ‘No-poach’ Rules,” money.cnn.com/2018/ 
07/12/news/companies/no-poach-fast-food-industry-wages-
attorneys-general/index.html, July12, 2018. Rachel Abrams, 
“7 Fast-Food Chains to End ‘No Poach’ Deals That Lock 
Down Low-Wage Workers,” New York Times, July 12, 
2018. Starr, Prescott, and Bishara (2018).
Cheating on the Maple Syrup Cartel: Ian Austen, “The 
Maple Syrup Mavericks,” New York Times, August 23, 
2015. www.siropderable.ca/home.aspx (viewed on August 
24, 2015). Marie-Ève Dumont, “Trois autos de la SQ pour 
saisir leur sirop d’érable,” Le Journal de Montréal (in 
French) (viewed on February 2, 2018). Giuseppe Valiante, 
“Quebec’s Maple Syrup Industry Losing Ground as U.S. 
Imports Rise: Report, The Star, March 8, 2018. Jake Edmin-
ston and Graeme Hamilton, “The Last Days of Quebec’s 
Maple Syrup Rebellion,” National Post, April 6, 2018.
Airline Mergers: Carlton et al. (2018).
Mobile Number Portability: Cho, Ferreira, and Telang (2016).
How Do Costs, Price Markups, and Profits Vary Across Air-
lines?: Scott McCartney, “How Much of Your $355 Ticket 
Is Profit for Airlines?” Wall Street Journal, February 14, 
2018. Tom Stalnaker, et al., Oliver Wyman Airline Economic 
Analysis, 2017–2018 Edition, www.oliverwyman.com/ 
content/dam/oliver-wyman/v2/publications/2018/January/
Airline_Economic_Analysis_AEA_2017-18_web.pdf.
Differentiating Bottled Water Through Marketing: David 
Lazarus, “How Water Bottlers Tap into All Sorts of Sources,” 
San Francisco Chronicle, January 19, 2007. Vinnee Tong, “What’s  
in That Bottle?” www.suntimes.com, July 28, 2007. Kevin 
Cowherd, “Bottled-Water Labeling: A Source of Irritation,” 
Baltimore Sun, August 1, 2007. Venessa Wong, “Coca-Cola 
Wants to Buy the World a Milk,” Businessweek, December 
1, 2014. Dan Nosowitz, “Coca-Cola to Sell Sexy Lactose-
Free Milk Product of Some Kind,” www.modernfarmer 
.com, December 2, 2014. Khushbu Shah, “Coca-Cola’s  
New ‘Super Milk’ Fairlife Is Super Weird,” Eater,  
February 16, 2015. www.prnewswire.com/news-releases/

www.statista.com/outlook/20010000/109/bottled-water/united-states#marketStudy
www.mobilefoodnews.com
www.census.gov/data/tables/time-series/demo/educational-attainment/cps-historical-time-series.html
www.nber.org/data/current-populationsurvey-data.html
www.history-magazine.com/black.html
www.historylearningsite.co.uk/black_death_of_1348-to-1350.htm
www.bric.postech.ac.kr/science/97now/00_11now/001127a.html
www.gallup.com/poll/1717/Tobacco-Smoking.aspx
www.aspire2025.org.nz/2012/05/22/articlesupport-for-a-tobacco-endgame
www.gallup.com/poll/173990/smokers-say-higher-cigarette-taxes-unjust.aspx
www.globaltimes.cn/content/931484.shtml
www.reuters.com/article/2015/06/16/us-airshow-franceboeing-airbus-idUSKBN0OW0VM20150616
www.opensecrets.org/orgs/summary.php?id=d000000100
www.pando.com
www.pando.com
www.seattletimes.com
www.siropderable.ca/home.aspx
www.oliverwyman.com/content/dam/oliver-wyman/v2/publications/2018/January/Airline_Economic_Analysis_AEA_2017-18_web.pdf
www.suntimes.com
www.modernfarmer.com
www.prnewswire.com/news-releases/
www.247wallst.com/aerospace-defense/2015/02/24/wto-to-examine-boeing-777x-subsidies
www.reuters.com/article/2015/06/16/us-airshow-franceboeing-airbus-idUSKBN0OW0VM20150616
www.oliverwyman.com/content/dam/oliver-wyman/v2/publications/2018/January/Airline_Economic_Analysis_AEA_2017-18_web.pdf
us-bottled-water-market-will-net-us-222-bn-revenues-by-endof-2024%E2%80%94persistence-market-research-report-616324704.html
www.statista.com/outlook/20010000/109/bottled-water/united-states#marketStudy
www.census.gov/data/tables/time-series/demo/educational-attainment/cps-historical-time-series.html
www.nber.org/data/current-populationsurvey-data.html
www.historylearningsite.co.uk/black_death_of_1348-to-1350.htm
www.bric.postech.ac.kr/science/97now/00_11now/001127a.html
www.gallup.com/poll/1717/Tobacco-Smoking.aspx
www.aspire2025.org.nz/2012/05/22/articlesupport-for-a-tobacco-endgame
www.gallup.com/poll/173990/smokers-say-higher-cigarette-taxes-unjust.aspx
www.payscale.com/college-roi
www.payscale.com/college-roi
www.gallup.com/poll/163763/smokers-quit-tried-multipletimes.aspx
www.gallup.com/poll/163763/smokers-quit-tried-multipletimes.aspx
www.gallup.com/poll/163763/smokers-quit-tried-multipletimes.aspx
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national-flood-insurance-program/national-flood-insurance-
program-reauthorization-guidance (viewed on August 10, 
2018). www.fema.gov/national-flood-insurance-program/
national-flood-insurance-program-reauthorization-guidance 
(viewed on August 30, 2018).
Biased Estimates: Benjamin, Dougan, and Buschena (2001). 
Arthur Hu, “Death Spectrum,” www.arthurhu.com/index/
health/death.htm#deathrank (viewed on August 14, 2015). 
www.cdc.gov/nchs/fastats/homicide.htm (viewed on Septem-
ber 5, 2015). www.medicinenet.com/are_poinsettia_plants_
poisonous_fact_or_fiction/views.htm (viewed on September 
5, 2015). www.floridamuseum.ufl.edu/shark-attacks/trends/
location/usa/ (viewed on August 5, 2018). www.forbes.com/
sites/duncanmadden/2018/04/06/the-annual-worldwide-
shark-attack-summary-is-out/ (viewed on August 5, 2018).

Chapter 17

Challenge Trade and Pollution: Tideman and Tullock 
(1976). Lelieveld et al. (2015). www.wto.org (viewed on 
September 10, 2015). www.trade.gov (viewed on September 
10, 2015). www.trade.gov/mas/ian/build/groups/public/@
tg_ian/documents/webcontent/tg_ian_003368.pdf (viewed on 
September 2, 2018). data.oecd.org/trade/trade-in-goods-and-
services.htm#indicator-chart (viewed on September 2, 2018). 
data.worldbank.org/indicator/NE.TRD.GNFS.ZS (viewed on 
September 2, 2018).
Applications Disney’s Positive Externality: Lou Mongello, 
“Walt Disney World History 101—‘How to Buy 27,000 
Acres of Land and Have No One Notice,’” www.wdwradio 
.com/2005/02/wdw-history-101-how-to-buy-27000-acres-of-
land-and-no-one-noticeq/, February 11, 2005. “The Secret 
Florida Land Deal That Became Walt Disney World,” www 
.miamiherald.com/news/state/florida/article150733437.html, 
May 16, 2017.
Spam: A Negative Externality: Caliendo et al. (2012). Rao 
and Reiley (2012). www.spamlaws.com/spam-stats.html 
(viewed on September 6, 2018). www.propellercrm.com/
blog/email-spam-statistics (viewed on September 6, 2018).
Why Tax Drivers: Levitt and Porter (2001). Grabowski and 
Morrisey (2006), Edlin and Karaca-Mandic (2006), Parry, 
Walls, and Harrington (2007), Anderson (2008). Hill et al. 
(2009). Anderson and Auffhammer (2014). Sheehan-Connor 
(2015). Lucas Davis, “Raise the Gas Tax,” www.energyathaas 
.wordpress.com/2015/01/05/raise-the-gas-tax.
Buying a Town: Katharine Q. Seelye, “Utility Buys Town It 
Choked, Lock, Stock and Blue Plume,” New York Times, 
May 13, 2002. cheshireohio.com/the-story/ (viewed on 
August 2, 2018). worldpopulationreview.com/us-cities/
cheshire-oh-population/ (viewed on August 2, 2018).
Acid Rain Program: Dallas Burtraw, “Trading Emissions to 
Clean the Air: Exchanges Few but Savings Many,” Resources, 
122, Winter 1996: 3–6. Peter Passell, “For Utilities, New Clean-
Air Plan,” New York Times, November 18, 1994: C1, C6. 
Peter Passell, “Economic Scene,” New York Times, January 4, 
1996: C2. Boyce Rensberger, “Clean Air Sale,” Washington 
Post, August 8, 1999: W7. Schmalensee et al. (1998). EPA 
(2011). www.epa.gov/airmarkets/so2-allowance-auctions 
(viewed on September 10, 2018). www.epa.gov/air-trends/
sulfur-dioxide-trends (viewed on  September 10, 2018).

Redwood Trees: Peter Berck and William R. Bentley, “Hotel-
ling’s Theory, Enhancement, and the Taking of the Redwood 
National Park,” American Journal of Agricultural Economics,  
79(2), May 1997: 287–298. Peter Berck, personal 
communications.

Chapter 16

Challenge BP and Limited Liability: Mark Long and Angel 
Gonzalez, “Transocean Seeks Limit on Liability,” Wall Street 
Journal, May 13, 2010. David Leonhardt, “Spillonomics: 
Underestimating Risk,” New York Times, May 21, 2010. Jef 
Feeley and Allen Johnson Jr., “BP Wins Final Approval of 
Guilty Plea Over Gulf Oil Spill,” Bloomberg News, January 
29, 2013, www.bloomberg.com/news/2013-01-29/bp-wins-
final-approval-of-guilty-plea-over-gulf-oil-spill.html. Daniel 
Gilbert and Sarah Kent, “BP Agrees to Pay $18.7 Billion 
to Settle Deepwater Horizon Oil Spill Claims,” Wall Street 
Journal, July 2, 2015. Ron Rousso, “BP Deepwater Horizon 
Costs Balloon to $65 Billion” Reuters, January 15, 2018.

Applications Risk of a Cyberattack: Kamiya et al. (2018).
Stocks’ Risk Premium: “The Cost of Looking,” Economist, 
328(7828), September 11, 1993: 74. Leslie Eaton, “Assess-
ing a Fund’s Risk Is Part Math, Part Art,” New York Times, 
April 2, 1995. www.standardandpoors.com (viewed on  
June 25, 2012). Jordà et al. (2017). pages.stern.nyu 
.edu/~adamodar/New_Home_Page/datafile/histretSP.html 
(viewed on September 1, 2018).
Gambling: Friedman and Savage (1948). Brunk (1981). 
Meghan Cox Gurdon, “British Accuse Their Lottery of Rob-
bing the Poor to Give to the Rich,” San Francisco Chronicle, 
November 25, 1995. Mark Maremont and Alexandra Berzon, 
“How Often Do Gamblers Really Win?” Wall Street Journal, 
October 11, 2013. newzoo.com/insights/articles/global-games-
market-reaches-137-9-billion-in-2018-mobile-games-take-half/ 
(viewed on August 1, 2018). Quentin Fottrell, “Americans 
Lost $107B Legally Gambling Last Year,” New York Post, 
May 2018. nypost.com/2018/05/16/americans-lost-107b- 
legally-gambling-last-year/ (viewed on August 1, 2018).
Failure to Diversify: Paul J. Lim, “Don’t Paint Nest Eggs 
in Company Colors,” New York Times, March 30, 2008. 
Duan, Hotchkiss, and Jiao (2015). Ron Lieber, “A Scary 
Movie: Filling Your 401(k) with Company Stock,” New 
York Times, March 21, 2015. Robert Steyer, “Company 
Stock Option Fading from 401(k) Plans,” www.pionline 
.com, February 23, 2015. www.icifactbook.org/ch8/18_fb_
ch8 (viewed on August 30, 2018).
Flight Insurance: www.buy.travelguard.com (viewed on 
 September 5, 2015). www.ntsb.gov/investigations/data/Pages/
paxfatal.aspx (viewed on August 5, 2018). www.bts.gov/content/ 
annual-passengers-all-us-scheduled-airline-flights-domestic-
international-and-foreign-1 (viewed on August 5, 2018).
Flooded by Insurance Claims: Joseph B. Treaster, “Insurer 
Plans to Curb Sales Along Coasts,” New York Times, 
October 10, 1996. Philip Bump, “Want to Be Mad About 
Government Insurance?” Washington Post, August 28, 
2017. www.nytimes.com/2018/01/04/climate/losses-natural-
disasters-insurance.html. Hiroko Tabuchi, “2017 Set a 
Record for Losses From Natural Disasters. It Could Get 
Worse,” New York Times, January 2018. www.fema.gov/
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August 9, 2017. www.nielsen.com/ca/en/insights/news/2018/
private-label-brands-are-hungry-for-more-of-the-global-food-
pie.html (viewed on August 17, 2018). Nielsen Company, 
The Rise and Rise Again of Private Label, 2018. www 
.forbes.com/sites/pamdanziger/2018/05/06/how-amazon-
plans-to-dominate-the-private-label-market/ (viewed on  
September 6, 2018). money.cnn.com/2018/04/23/news/ 
companies/sears-ceo-offers-buy-kenmore/index.html.
Adverse Selection and Remanufactured Goods: Subramanian 
and Subramanyam (2012). Neto (2016).
Cheap Talk in eBay’s Best Offer Market: Backus, Blake, and 
Tadelis (forthcoming).

Chapter 19

Challenge Clawing Back Bonuses: Matthew Goldstein, 
“Why Merrill Lynch Got Burned,” Businessweek, October 
25, 2007. Elizabeth G. Olson, “Executive Pay Clawbacks: 
Just a Shareholder Pacifier?” www.management.fortune 
.cnn.com/2012/08/16/executive-pay-clawbacks. “Morgan 
Stanley Defers Bonuses for High-Earners,” Chicago Tribune, 
January 15, 2013. www.execcomp.org/News/NewsStories/
nearly-90-pct-of-fortune-100-companies-now-disclose-claw-
back-policies-according-to-equilar-survey, October 25, 2013. 
Andrew Ackerman, “SEC Proposes Broadened Corporate 
Clawback Rules,” Wall Street Journal, July 1, 2015. www 
.realtytrac.com (viewed on September 16, 2015). Michael 
Corkery, “Wells Fargo Fined $185 Million for Fraudulently 
Opening Accounts,” New York Times, September 8, 2016. 
Gretchen Morgenson, “Executive Pay Clawbacks Are Grati-
fying, but Not Particularly Effective,” New York Times, Sep-
tember 30, 2016. violationtracker.goodjobsfirst.org/parent/
wells-fargo (viewed on September 7, 2018). www.shearman 
.com/perspectives/2018/04/embracing-the-quasi-clawback.

Applications Honest Cabbie?: Balafoutas, Kerschbamer, 
and Sutter (2017).
Sing for Your Supper: Personal communications.
Health Insurance and Moral Hazard: www.cnn.com/2015/ 
03/16/politics/obamacare-numbers-16-million-insured-rate. 
Jhamb, Dave, and Coleman (2015). Simon, Soni, and Cawley 
(2017). Kowalski (2018). www.kff.org/uninsured/fact-sheet/
key-facts-about-the-uninsured-population/ (viewed on Sep-
tember 7, 2018). www.nbcnews.com/politics/white-house/ 
3-2-million-more-americans-were-uninsured-2017-n837986 
(viewed on September 7, 2018). www.cbsnews.com/news/
more-americans-are-going-without-health-insurance/  
(viewed on September 7, 2018).
Capping Oil and Gas Bankruptcies: Davis (2014). Boom-
hower (forthcoming).
Walmart’s Efficiency Wage: Neil Irwin, “How Did Walmart 
Get Cleaner Stores and Higher Sales? It Paid Its People More,” 
New York Times, October 15, 2016. www.indeed.com/salaries/
Cleaner-Salaries-at-Walmart (viewed on September 7, 2018).
Layoffs Versus Pay Cuts: Hall and Lilien (1979). Steven 
Greenhouse, “More Workers Face Pay Cuts, Not Furloughs,” 
New York Times, August 3, 2010. www.bls.gov  
(September 7, 2018).

Road Congestion: inrix.com/scorecard/key-findings-us/ 
(viewed on July 21, 2016). inrix.com/press-releases/ 
scorecard-2017/ (viewed on September 4, 2018).
Microsoft Word Piracy: Business Software Alliance, Software 
Management: Security Imperative, Business Opportunity—
BSA Global Software Survey, June 2018.
Free Riding on Measles Vaccinations: Jo Craven McGinty, 
“How Anti-Vaccination Trends Vex Herd Immunity: Measles 
Outbreak Underscores Vulnerabilities Posed by Subpar Inocula-
tion Rates,” Wall Street Journal, February 6, 2015. Walter A. 
Orenstein, Mark J. Papania, and Melinda E. Wharton, “Mea-
sles Elimination in the United States,” Journal of Infectious Dis-
eases, 189(Supplement 1), 2004: S1–S3. www.cdc.gov/mmwr/
volumes/66/wr/mm6640a3.htm, October 13, 2017. www.cdc 
.gov/measles/cases-outbreaks.html (viewed on September 3, 
2018). www.sacbee.com/entertainment/living/health-fitness/
article216933070.html (viewed on September 3, 2018).
What’s Their Beef?: Gina Holland, “Top Court Considers 
Challenge to Beef Ads,” San Francisco Chronicle, December 
9, 2004: C1, C4. www.extension.iastate.edu/agdm/articles/
mceowen/McEowJuly05.htm. www.beefboard.org/promotion/ 
checpromotion.asp (viewed on December 2009, August 
2012, September 2015, July 2016, September 2018).

Chapter 18

Challenge Dying to Work: Viscusi (1979). Dick Meister, 
“Safety First!”
www.truth-out.org/safety-first61799, July 28, 2010. Kris 
Alingod, “Massey to Resume Operations in West Virginia 
Mine Despite Deaths,” www.allheadlinenews.com, July 29, 
2010. Tracie Mauriello and Len Boselovic, “Historic Fine 
Issued for Mine Disaster,” Pittsburgh Post-Gazette, Decem-
ber 7, 2011. Kris Maher, “Agency Blames Massey for Fatal 
Mine Disaster,” Wall Street Journal, June 29, 2011. Lateef 
Mungin and Farid Ahmed, “Report: 8 Arrested after Deadly 
Bangladesh Building Collapse,” www.cnn.com, April 27, 
2013. www.world.time.com/2013/06/10/bangladesh-factory-
collapse-uncertain-future-for-rana-plaza-survivors, June 10, 
2013. Ceylan Yeginsu, “Anger and Grief Simmer in Turkey 
a Year After Soma Mine Disaster,” New York Times, June 
2, 2015. Andrew Jones, “In Tianjin Blasts, a Heavy Toll for 
Unsuspecting Firefighters,” New York Times, August 17, 
2015. www.bls.gov/iif/oshcfoi1.htm (viewed on September 
12, 2015). www.thehindu.com/news/national/other-states/
boiler-explodes-in-ntpc-unchahar-plant/article19961812.ece, 
November 3, 2017. www.osha.gov/oshstats/commonstats 
.html (viewed July 30, 2018). www.bls.gov/news.release/cfoi 
.t04.htm (viewed on July 30, 2018).
www.ilo.org/global/topics/safety-and-health-at-work/lang-
-de/index.htm (viewed on July 30, 2018).

Applications Discounts for Data: Tara Siegel Bernard, “Giving 
Out Private Data for Discount in Insurance,” New York Times, 
April 8, 2015. rootsrated.media/blog/these-health-insurance-
companies-will-pay-you-to-exercise/, August 9, 2017.
Reducing Consumers’ Information: Vince Dixon, “What 
Brands Are Actually Behind Trader Joe’s Snacks?” eater.com, 
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Index
Numbers

3D printers, competing with movie firm monopolies, 397

A

Abundance, prices of exhaustible resources and, 567
AC. See Average costs (AC)
ACA (Affordable Care Act), 689
Access fees, in two-part pricing, 433
Acid Rain Program, 628
Actions, game

overview of, 453
static games, 454

Ad valorem tariffs, 316
Ad valorem taxes

having similar market effects as specific taxes, 47–48
overview of, 42
welfare effects on monopolies, 385–386

Advanced Micro Devices (AMD)
applying Cournot model to nonidentical firms, 511–512
Comparing Intel and AMD advertising strategies, 

482–483
Adverse selection

equalizing information to prevent, 652–655
exercises, 669–671
in insurance markets, 647–648
moral hazard and, 696
overview of, 647
problems related to opportunism, 646–647
with products of unknown quality, 648–651
with products of variable quality, 651
remanufactured goods and, 654–655
summary, 668–669

Advertising
comparing Intel and AMD strategies, 452, 482–483
deciding how much to advertise, 443–444
deciding whether to advertise, 442–443
exercises, 451
Google example, 423
overview of, 441–442
pricing and, 660
prisoners’ dilemma or joint profit maximization, 

459–460

spurious product differentiation, 510–511
strategic, 460–461
summary, 447
Super Bowl commercials, 445

AFC (average fixed costs), 215–216
Affordable Care Act (ACA), 689
After-the-fact monitoring, reducing moral hazard, 

695–696
Agents, in contracts

efficiency of contracts, 676–677
overview of, 673–674
principal-agent problem, 674–675
production efficiency and, 679

Agricultural price support
farm subsidies, 310
welfare effects of price floors, 307–310

Airlines
antitrust laws, 497
cost, price, markups, and profits, 510
Cournot oligopoly model, 507–508
duopoly equilibria, 520
graphical solution to Stackelberg model, 514
group price discrimination in airline tickets, 429
maintaining cartels, 499
mergers and, 500
monopolistic competition, 530
profit maximization (American Airlines example), 502
subsidies, 490, 516–518, 531–533

Allais (certainty) effect, violations of expected utility 
theory, 602

Allocation of goods. See also Bundle of goods (market 
basket)

applying Pareto principle to, 351
efficiency vs. equity and, 357–358
efficient allocation using competition, 341, 343–344
mutually beneficial trades and, 337–339
voting on, 354–356

Allocation of scarce resources, 1–2
Alternative price support, 308–309
Amazon, as disruptive technology, 402
AMD (Advanced Micro Devices)

applying Cournot model to nonidentical firms, 511–512
Comparing Intel and AMD advertising strategies, 

482–483
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learning by doing resulting in lower costs, 238–240
long-run average cost as envelope of short-run average 

cost curves, 235–237
in monopolistic competition, 528
shape of average cost curve, 219–220
shape of average cost curves, 233–234
short-run cost measures, 215–216
short-run output decisions, 259, 261–262
short-run shutdown decisions, 263–265

Average fixed costs (AFC), 215–216
Average revenue, profit maximization in monopolies, 

367–368
Average variable cost (AVC)

effects of taxes on costs, 221–222
short-run cost measures, 215–216
short-run shutdown decisions, 263–265

B

Bargaining ability, in trade between two people, 340
Barriers to market entry, 303
Beef industry, public goods example, 636
Behavioral economics

biased assessments of probabilities, 599–600
defined, 7
discounting and, 559
endowment effects, 97–98
overview of, 96
prospect theory and, 602–604
salience and, 98–99
tests of transitivity, 97
uncertainty and, 599
violations of expected utility theory, 601–602

Behavioral game theory, 481–483
Behavioral network externalities, Internet monopolies, 399
Bentham, Jeremy, 356
Bertrand, Joseph, 521
Bertrand equilibrium. See Nash-Bertrand equilibrium
Bertrand oligopoly model

Cola market example, 524–526
comparing with Cournot oligopoly, 522–523
demand functions for, 523–526
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Symbols Used in This Book

∆ [capital delta] = a change in the following vari-
able—for example, the change in p between 
 Periods 1 and 2 is ∆p = p2 - p1, where pi is the 
price in Period i

d = notation for a derivative—for example,  
df(x)/dx is the derivative of the function f(x)  
with respect to x

0 [“curly d”] = notation for a partial derivative—
for example, 0f(x1, x2)/0x1 is the partial derivative 
of the function f(x1, x2) with respect to x1, hold-
ing x2 constant

ε [epsilon] = the price elasticity of demand

η [eta] = the price elasticity of supply
λ [lambda] = Lagrangian multiplier
ℒ = lump@sum tax or a Lagrangian function, 

depending on context 
π [pi] profit = revenue - total cost = R - C
σ [sigma] = elasticity of substitution
θ [theta] = probability or share
ω [omega] = share
ξ [xi] = income elasticity

Abbreviations, Variables, and Function Names

AFC = average fixed cost = fixed cost divided by 
output = F/q

AVC = average variable cost = variable cost 
divided by output = VC/q

AC = average cost = total cost divided by 
output = C/q

APi = average product of input i—for example, 
APL is the average product of labor

C = total cost = variable cost + fixed cost 
= VC + F

CS = consumer surplus
CV = compensating variation
D(p) = market demand function
DWL = deadweight loss
EV = equivalent variation
F = fixed cost
g = returns to scale
i = interest rate
I = indifference curve
K = capital
L = labor
LR = long run
m = constant marginal cost
MC = marginal cost = dC/dq
MPi = marginal (physical) product of input i—for 

example, MPL is the marginal product of labor
MR = marginal revenue = dR/dq

MRS = marginal rate of substitution

MRTS = marginal rate of technical substitution

n = number of firms in an industry

p = price

PPF = production possibility frontier

PS = producer surplus

Q = market (or monopoly) output

q = firm output

R = revenue = pq

r = price of capital services

s = per@unit subsidy

S(p) = market supply function

SR = short run

t = specific or unit tax (or tariff)

T = tax revenue (νpQ, tQ)

U = utility

Ui = marginal utility of good i—for example, 

  Uz = 0U(x, z)/0z

v = ad valorem tax (or tariff) rate

VC = variable cost

w = wage

W = welfare

Y = income or budget
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