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President’s Foreword

It was 1955 when the Board of Directors
resolved to begin work on the
Nondestructive Testing Handbook with
Robert C. McMaster serving as editor. The
first edition of the series began and was
published in 1959. A review of the credits
at the beginning of the first edition makes
it clear that this documentation of our
body of knowledge was a collaboration of
a large number of distinguished
volunteers. Since the beginning of this
society, volunteers have been our greatest
asset. They do not appear on the financial
balance sheet but they make this society
great.

At the time of publication of the first
edition, President Maurice J. Curtis wrote
that the NDT Handbook “will be
significantly revised in future editions to
keep pace with progress. Similarly, the
functions and services of the Society for
Nondestructive Testing will change as it
strives to provide the utmost service of its
membership to science, industry, and
mankind.”

In that spirit, the society published the
second edition in ten volumes and is in
the process of publishing the third
edition. Electromagnetic Testing is the fifth
volume to be published in this edition.
The corresponding volume in the second
edition was published in 1986. With the
changes in signal processing capabilities
and advances in science, this new volume
is necessary if we are to “keep pace with
progress,” as Curtis said.

The NDT Handbook continues to be one
of the finest examples of what society
volunteers can accomplish. We have the
support of a full time editor but the text is
provided and peer reviewed by volunteers.
The contributors and reviewers are listed
in the preface to this volume. We all owe
our appreciation these individuals for
volunteering their time, energy and
resources to document the science and
practice of electromagnetic testing.

Three individuals gave conspicuously
of their time and I would like to provide a
personal thanks on behalf of the Society
to Satish S. Udpa, technical editor; Mani
Mina, coordinator; and James E. Cox,
Electromagnetic Testing Committee chair.
Thank you for your efforts.

I challenge each nondestructive testing
professional to get involved in making
our professional organization better,
especially if you feel that important
information is missing from any society
publication. We each have a unique
knowledge. The volunteers who worked
on this NDT Handbook were willing to
share their knowledge. In the future, we
need your contribution to have
comprehensive volumes.

Again thanks to all who contributed.

Joseph L. Mackin
ASNT President, 2003-2004
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Foreword

technical editors, ASNT staff, many
Aims of a Handbook contributors and reviewers worked
o together to bring the project to
The volume you are holding in your hand completion. For their scholarship and

is the fifth in the third edition of the dedication, I thank them all.
Nondestructive Testing Handbook. In the

beginning of each volume, it has been Gary L. Workman

useful to state the purposes and nature of Handbook Development Director

the NDT Handbook series.

Handbooks exist in many disciplines of
science and technology, and certain
features set them apart from other
reference works. A handbook should
ideally give the basic knowledge necessary
for an understanding of the technology,
including both scientific principles and
means of application.

The typical reader may be assumed to
have completed three years of college
toward a degree in mechanical
engineering or materials science and
hence has the background of an
elementary physics or mechanics course.
Additionally, this volume provides a
positive reinforcement for the use of
computer based media that enhances its
educational value and enlightens all levels
of education and training.

Standards, specifications,
recommended practices and inspection
procedures may be discussed in a
handbook for instructional purposes, but
at a level of generalization that is
illustrative rather than comprehensive.
Standards writing bodies take great pains
to ensure that their documents are
definitive in wording and technical
accuracy. People writing contracts or
procedures should consult the actual
standards when appropriate.

Those who design qualifying
examinations or study for them draw on
handbooks as a quick and convenient way
of approximating the body of knowledge.
Committees and individuals who write or
anticipate questions are selective in what
they draw from any source. The parts of a
handbook that give scientific background,
for instance, may have little bearing on a
practical examination except to provide
the physical foundation to assist handling
of more challenging tasks. Other parts of
a handbook are specific to a certain
industry. This handbook provides a
collection of perspectives on its subject to
broaden its value and convenience to the
nondestructive testing community.

The present volume is a worthy
addition to the third edition. The editors,

iv  Electromagnetic Testing



Preface

Electromagnetic nondestructive test
methods have come a long way since the
work reported by S.M. Saxby concerning
magnetic techniques for inspecting gun
barrels in 1868 and the early eddy current
experiments conducted by D.E. Hughes in
1879. The level of sophistication of these
methods has grown considerably with
time as has the diversity of applications.
Progress in the fields of electronics, sensor
technology and computer engineering has
facilitated the development of new and
interesting approaches for improving the
sensitivity and resolution of such
techniques. The ready availability of
microprocessors has contributed greatly to
improving both the quality and quantity
of information made available to the user.
The emergence of new techniques for
modeling has not only given insight into
the underlying physical process but also
given tools for the design of new sensors,
the prediction of test performance and
the development of new and improved
techniques. Major sections of this NDT
Handbook had to be rewritten to provide
readers with information about a number
of these exciting developments. The
resulting volume represents the collective
wisdom of many volunteers who have
chosen to share their expertise.

All electromagnetic test techniques are
described by Maxwell’s equations. These
elegant equations describe magnetic
particle testing just as effectively as eddy
current and microwave techniques. An
important factor that contributes to the
differences in the underlying physical
processes associated with each technique
is the excitation frequency. The excitation
frequency associated with magnetostatic
techniques such as magnetic particle
testing is either zero (direct current) or
very low. Eddy current techniques use
excitation frequencies in the quasistatic
range (100 Hz to 10 MHz). Microwave
testing uses much higher frequencies.
Thus, these electromagnetic methods can
be viewed as a continuum of techniques
governed by the common thread of

Maxwell’s equations, with the character of

the underlying physical process dictated
by the choice of excitation frequency.
Techniques for modeling magnetic
particle techniques, for example, have
much in common with techniques for
simulating other tests described in this
volume. We have therefore included some

discussion on magnetic particle testing
despite the fact that a separate NDT
Handbook volume covers that method.

A handbook, by definition, is a source
of fundamental information. Its readers
come from diverse backgrounds.
Practitioners who wish to seek additional
information about a technique are just as
welcome to use the book as a student
seeking basic information about a test
technique. Many readers may be
interested in knowing about advanced
modeling techniques; others are
interested in modern applications of
electromagnetic testing. This volume
covers both theory and practice. In some
ways, the coverage is different from that
in previous editions. The references at the
end of each chapter will also allow the
reader to explore this fascinating subject.

The volume represents the work of
many in the field. I am immensely
thankful to all the contributors. I am
equally grateful to all the reviewers who
took the time to review and comment on
material that was sent to them on short
notice. I am particularly thankful to Mani
Mina, of Iowa State University, who went
to extraordinary lengths to contact many
of the contributors, to John Bowler, also
of Jowa State University, who invested a
lot of time to make sure that technical
details presented in the book are correct
and to Patrick Moore at ASNT for making
this a labor of love. Finally, I would be
remiss if I did not acknowledge the help,
support and advice that I have received
over the years from William Lord. He was
instrumental in infecting me with the
love for the subject and helped shape
many of the ideas in the book.

Satish S. Udpa
Technical Editor
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Editor’s Preface

The first edition of the Nondestructive
Testing Handbook, published in 1959,
introduced eddy current testing to test
technicians in the United States and the
world.

The second edition started slowly. Two
drafts of the electromagnetic volume, in
the 1960s and 1970s, did not get into
print. With the help of ASNT staff, the
second edition volume was finally
published in 1986.

The second edition, like the first,
featured the analytical approach of
Friedrich Forster. In addition to its
extensive treatment of applications, the
second edition also featured sections on
magnetic flux leakage and microwave
testing.

In 1999, work on the third edition of
Electromagnetic Testing began in the
Technical and Education Council’s
Handbook Development Committee and
Electromagnetic Testing Committee.
Production began in 2001, when Satish
Udpa assumed the duties of technical
editor.

Since 1990, numerical techniques have
increasingly replaced analytical ones in
research and applications and are well
represented in this volume.

In this edition, an attempt is made to
standardize the ways that technology is
referred to. One is that conductivity
measurements are given in siemens per
meter in addition to the more familiar
percentages of the International Annealed
Copper Standard. Another is that,
wherever practical, alloys are referred to
by their numerical designations in the
Unified Numbering System. It is hoped
that these changes will help to harmonize
nondestructive testing with sister
disciplines and make the volume more
useful to posterity.

I would personally like to thank
members of ASNT staff who helped to
make this book better. Hollis Humphries
and Joy Grimm produced many excellent
graphics and laid out the chapters.

Senior Manager of Publications Paul
MclIntire believed strongly in the value of
this book. He provided many valuable
suggestions, read every chapter in galley
and reviewed the book again before
publication. McIntire’s personal attention
prevented more than a few errors and has
helped readability throughout the

Electromagnetic Testing

volume. He supported the project at every
stage of development and production.

People listed as contributors in the
acknowledgments below were also
reviewers but are listed once, as
contributors.

Patrick O. Moore
NDT Handbook Editor
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User’s Instructions for
this CD-ROM

This volume of the NDT Handbook on CD-ROM™
series reproduces the corresponding volume of
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CD-ROM.)

Features of this CD-ROM
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must have Quick Time installed to play (download
at <http://www.apple.com/quicktime>).
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PART 1. Nondestructive Testing

I
MoVIE.

Need for
nondestructive
testing.

Definition

Nondestructive testing (NDT) has been
defined as comprising those methods used
to test a part or material or system
without impairing its future usefulness.!
The term is generally applied to
nonmedical investigations of material
integrity.

Strictly speaking, this definition of
nondestructive testing includes
noninvasive medical diagnostics.
Ultrasound, X-rays and endoscopes are
used by both medical and industrial
nondestructive testing. Medical
nondestructive testing, however, has come
to be treated by a body of learning so
separate from industrial nondestructive
testing that today most physicians do not
use the word nondestructive.

Nondestructive testing is used to
investigate specifically the material
integrity or properties of the test object. A
number of other technologies — for
instance, radio astronomy, voltage and
amperage measurement and rheometry
(flow measurement) — are nondestructive
but are not used specifically to evaluate
material properties. Radar and sonar are
classified as nondestructive testing when
used to inspect dams, for instance, but
not when they are used to chart a river
bottom.

Nondestructive testing asks “Is there
something wrong with this material?” In
contrast, performance and proof tests ask
“Does this component work?” It is not
considered nondestructive testing when
an inspector checks a circuit by running
electric current through it. Hydrostatic
pressure testing is another form of proof
testing, one that sometimes destroys the
test object.

Another gray area that invites various
interpretations in defining nondestructive
testing is future usefulness. Some material
investigations involve taking a sample of
the tested part for a test that is inherently
destructive. A noncritical part of a
pressure vessel may be scraped or shaved
to get a sample for electron microscopy,
for example. Although future usefulness
of the vessel is not impaired by the loss of
material, the procedure is inherently
destructive and the shaving itself — in
one sense the true test object — has been
removed from service permanently.
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The idea of future usefulness is relevant
to the quality control practice of
sampling. Sampling (that is, less than
100 percent testing to draw inferences
about the unsampled lots) is
nondestructive testing if the tested sample
is returned to service. If the steel is tested
to verify the alloy in some bolts that can
then be returned to service, then the test
is nondestructive. In contrast, even if
spectroscopy used in the chemical testing
of many fluids is inherently
nondestructive, the testing is destructive if
the samples are poured down the drain
after testing.

Nondestructive testing is not confined
to crack detection. Other discontinuities
include porosity, wall thinning from
corrosion and many sorts of disbonds.
Nondestructive material characterization
is a growing field concerned with material
properties including material
identification and microstructural
characteristics — such as resin curing, case
hardening and stress — that have a direct
influence on the service life of the test
object.

Methods and Techniques

Nondestructive testing has also been
defined by listing or classifying the
various techniques.!-3 This sense of
nondestructive testing is practical in that it
typically highlights methods in use by
industry.

In the Nondestructive Testing Handbook,
the word method is used for a group of test
techniques that share a form of probing
energy. Ultrasonic test methods, for
example, use acoustic waves faster than
sound. Infrared and thermal testing and
radiographic testing both use
electromagnetic radiation, each in a
defined wavelength range. A technique, in
contrast, has features that adapt the
method to the application.
Through-transmission immersion testing
is a technique of the ultrasonic method,
for example.

Purposes of
Nondestructive Testing

Since the 1920s, the art of testing without
destroying the test object has developed



from a laboratory curiosity to an
indispensable tool of fabrication,
construction, manufacturing and
maintenance processes. No longer is
visual testing of materials, parts and
complete products the principal means of
determining adequate quality.
Nondestructive tests in great variety are in
worldwide use to detect variations in
structure, minute changes in surface
finish, the presence of cracks or other
physical discontinuities, to measure the
thickness of materials and coatings and to
determine other characteristics of
industrial products. Scientists and
engineers of many countries have
contributed greatly to nondestructive test
development and applications.

The various nondestructive testing
methods are covered in detail in the
literature but it is always wise to consider
objectives before details. How is
nondestructive testing useful? Why do
thousands of industrial concerns buy the
testing equipment, pay the subsequent
operating costs of the testing and even
reshape manufacturing processes to fit the
needs and findings of nondestructive
testing?

Modern nondestructive tests are used
by manufacturers (1) to ensure product
integrity and in turn reliability, (2) to
avoid failures, prevent accidents and save
human life (see Figs. 1 and 2), (3) to make
a profit for the user, (4) to ensure
customer satisfaction and maintain the
manufacturer’s reputation, (5) to aid in
better product design, (6) to control
manufacturing processes, (7) to lower
manufacturing costs, (8) to maintain
uniform quality level and (9) to ensure
operational readiness.

These reasons for widespread and
profitable nondestructive testing are
sufficient in themselves but parallel

FiGure 1. Fatigue cracks contributed to damage to aircraft
fuselage in flight (April 1988).
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developments have contributed to its
growth and acceptance.

Increased Demand on Machines

In the interest of greater performance and
reduced cost for materials, the design
engineer is often under pressure to reduce
weight. This can sometimes be done by
substituting aluminum alloys, magnesium
alloys or composite materials for steel or
iron but such light parts may not be the
same size or design as those they replace.
The tendency is also to reduce the size.
These pressures on the designer have
subjected parts of all sorts to increased
stress levels. Even such commonplace
objects as sewing machines, sauce pans
and luggage are also lighter and more
heavily loaded than ever before. The stress
to be supported is seldom static. It often
fluctuates and reverses at low or high
frequencies. Frequency of stress reversals
increases with the speeds of modern
machines and thus parts tend to fatigue
and fail more rapidly.

Another cause of increased stress on
modern products is a reduction in the
safety factor. An engineer designs with
certain known loads in mind. On the
supposition that materials and
workmanship are never perfect, a safety
factor of 2, 3, 5 or 10 is applied. However,
a lower factor is often used that depends
on considerations such as cost or weight.

New demands on machinery have also
stimulated the development and use of
new materials whose operating
characteristics and performance are not
completely known. These new materials

FIGURE 2. Boilers operate with high internal steam pressure.
Material discontinuities can lead to sudden, violent failure
with possible injury to people and property.
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could create greater and potentially
dangerous problems. For example, an
aircraft part was built from an alloy whose
work hardening, notch resistance and
fatigue life were not well known. After
relatively short periods of service, some of
the aircraft using these parts suffered
disastrous failures. Sufficient and proper
nondestructive tests could have saved
many lives.

As technology improves and as service
requirements increase, machines are
subjected to greater variations and to
wider extremes of all kinds of stress,
creating an increasing demand for
stronger or more damage tolerant
materials.

Engineering Demands for Sounder
Materials

Another justification for nondestructive
tests is the designer’s demand for sounder
materials. As size and weight decrease and
the factor of safety is lowered, more
emphasis is placed on better raw material
control and higher quality of materials,
manufacturing processes and
workmanship.

An interesting fact is that a producer of
raw material or of a finished product
sometimes does not improve quality or
performance until that improvement is
demanded by the customer. The pressure
of the customer is transferred to
implementation of improved design or
manufacturing. Nondestructive testing is
frequently called on to deliver this new
quality level.

Public Demands for Greater Safety

The demands and expectations of the
public for greater safety are apparent
everywhere. Review the record of the
courts in granting high awards to injured
persons. Consider the outcry for greater
automobile safety, as evidenced by the
required automotive safety belts and the
demand for air bags, blowout proof tires
and antilock braking systems. The
publicly supported activities of the
National Safety Council, Underwriters
Laboratories, the Occupational Safety and
Health Administration and the Federal
Aviation Administration in the United
States, as well as the work of similar
agencies abroad, are only a few of the
ways in which this demand for safety is
expressed. It has been expressed directly
by passengers who cancel reservations
following a serious aircraft accident. This
demand for personal safety has been
another strong force in the development
of nondestructive tests.
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Rising Costs of Failure

Aside from awards to the injured or to
estates of the deceased and aside from
costs to the public (because of evacuation
occasioned by chemical leaks) consider
briefly other factors in the rising costs of
mechanical failure. These costs are
increasing for many reasons. Some
important ones are (1) greater costs of
materials and labor, (2) greater costs of
complex parts, (3) greater costs because of
the complexity of assemblies, (4) greater
probability that failure of one part will
cause failure of others because of
overloads, (5) trend to lower factors of
safety, (6) probability that the failure of
one part will damage other parts of high
value and (7) part failure in an integrated
automatic production machine, shutting
down an entire high speed production
line. When production was carried out on
many separate machines, the broken one
could be bypassed until repaired. Today
one machine is tied into the production
of several others. Loss of such production
is one of the greatest losses resulting from
part failure.

Applications of
Nondestructive Testing

Nondestructive testing is a branch of the
materials sciences that is concerned with
all aspects of the uniformity, quality and
serviceability of materials and structures.
The science of nondestructive testing
incorporates all the technology for
detection and measurement of significant
properties, including discontinuities, in
items ranging from research specimens to
finished hardware and products in service.
By definition nondestructive test methods
provide a means for examining materials
and structures without disruption or
impairment of serviceability.
Nondestructive testing makes it possible
for internal properties or hidden
discontinuities to be revealed or inferred.

Nondestructive testing is becoming
increasingly vital in the effective conduct
of research, development, design and
manufacturing programs. Only with
appropriate nondestructive testing
methods can the benefits of advanced
materials science be fully realized. The
information required for appreciating the
broad scope of nondestructive testing is
available in many publications and
reports.

Classification of Methods

The National Materials Advisory Board
(NMAB) Ad Hoc Committee on
Nondestructive Evaluation adopted a



system that classified techniques into six
major method categories: visual,
penetrating radiation, magnetic-electrical,
mechanical vibration, thermal and
chemical/electrochemical.? A modified
version is presented in Table 1.1

Each method can be completely
characterized in terms of five principal
factors: (1) energy source or medium used
to probe the object (such as X-rays,
ultrasonic waves or thermal radiation);
(2) nature of the signals, image or
signature resulting from interaction with
the object (attenuation of X-rays or
reflection of ultrasound, for example);

(3) means of detecting or sensing
resultant signals (photoemulsion,
piezoelectric crystal or inductance coil);
(4) means of indicating or recording
signals (meter deflection, oscilloscope
trace or radiograph); and (5) basis for
interpreting the results (direct or indirect
indication, qualitative or quantitative and
pertinent dependencies).

The objective of each method is to
provide information about one or more of
the following material parameters:

(1) discontinuities and separations (cracks,
voids, inclusions, delaminations and
others); (2) structure or malstructure
(crystalline structure, grain size,
segregation, misalignment and others);

(3) dimensions and metrology (thickness,
diameter, gap size, discontinuity size and

TasLe 1. Nondestructive testing method categories.

Categories
Basic Categories

Mechanical and optical

others); (4) physical and mechanical
properties (reflectivity, conductivity,
elastic modulus, sonic velocity and
others); (5) composition and chemical
analysis (alloy identification, impurities,
elemental distributions and others);

(6) stress and dynamic response (residual
stress, crack growth, wear, vibration and
others); (7) signature analysis (image
content, frequency spectrum, field
configuration and others); and

(8) abnormal sources of heat.

Material characteristics in Table 1 are
further defined in Table 2 with respect to
specific objectives and specific attributes
to be measured, detected and defined.

The limitations of a method include
conditions to be met for method
application (access, physical contact,
preparation and others) and requirements
to adapt the probe or probe medium to
the object examined. Other factors limit
the detection or characterization of
discontinuities, properties and other
attributes and limit interpretation of
signals or images generated.

Classification Relative to Test
Object

Nondestructive testing techniques may be
classified according to how they detect
indications relative to the surface of a test
object. Surface methods include liquid

Objectives

color, cracks, dimensions, film thickness, gaging, reflectivity, strain distribution and magnitude, surface

finish, surface flaws, through-cracks

Penetrating radiation

cracks; density and chemistry variations; elemental distribution; foreign objects; inclusions; microporosity;

misalignment; missing parts; segregation; service degradation; shrinkage; thickness; voids

Electromagnetic and electronic

alloy content; anisotropy; cavities; cold work; local strain, hardness; composition; contamination;

corrosion; cracks; crack depth; crystal structure; electrical conductivities; flakes; heat treatment;
hot tears; inclusions; ion concentrations; laps; lattice strain; layer thickness; moisture content;
polarization; seams; segregation; shrinkage; state of cure; tensile strength; thickness; disbonds; voids

Sonic and ultrasonic

crack initiation and propagation; cracks, voids; damping factor; degree of cure; degree of impregnation;

degree of sintering; delaminations; density; dimensions; elastic moduli; grain size; inclusions;
mechanical degradation; misalignment; porosity; radiation degradation; structure of composites;
surface stress; tensile, shear and compressive strength; disbonds; wear

Infrared and thermal

anisotropy, bonding; composition; emissivity; heat contours; plating thickness; porosity; reflectivity;

stress; thermal conductivity; thickness; voids; cracks; delaminations; heat treatment; state of cure;

moisture; corrosion
Chemical and analytical

alloy identification; composition; cracks; elemental analysis and distribution; grain size; inclusions;

macrostructure; porosity; segregation; surface anomalies

Aucxiliary Categories

Image generation

dimensional variations; dynamic performance; anomaly characterization and definition; anomaly

distribution; anomaly propagation; magnetic field configurations

Signal image analysis

data selection, processing and display; anomaly mapping, correlation and identification; image

enhancement; separation of multiple variables; signature analysis
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penetrant testing, visual testing, grid volumetric methods performed on the

testing and moiré testing. completed object or component will
Surface/near-surface methods include tap, reveal few rejectable discontinuities.
potential drop, holographic, Volumetric methods include radiography,
shearographic, magnetic particle and ultrasonic testing, acoustic emission
electromagnetic testing. When surface or testing and less widely used methods such
near-surface methods are applied during as acoustoultrasonic testing and magnetic
intermediate manufacturing processes, resonance imaging. Through-boundary
they provide preliminary assurance that techniques include leak testing, some

TasLe 2. Objectives of nondestructive testing methods.

Objectives

Attributes Measured or Detected

Discontinuities and Separations

Surface anomalies
Surface connected anomalies
Internal anomalies

Structure

Microstructure
Matrix structure

Small structural anomalies
Gross structural anomalies

Dimensions and Metrology

Displacement; position
Dimensional variations
Thickness; density

roughness, scratches, gouges, crazing, pitting, imbedded foreign material
cracks, porosity, pinholes, laps, seams, folds, inclusions

cracks, separations, hot tears, cold shuts, shrinkage, voids, lack of fusion, pores, cavities, delaminations,
disbonds, poor bonds, inclusions, segregations

molecular structure; crystalline structure and/or strain; lattice structure; strain; dislocation; vacancy;
deformation

grain structure, size, orientation and phase; sinter and porosity; impregnation; filler and/or reinforcement
distribution; anisotropy; heterogeneity; segregation

leaks (lack of seal or through-holes), poor fit, poor contact, loose parts, loose particles, foreign objects

assembly errors; misalignment; poor spacing or ordering; deformation; malformation; missing parts

linear measurement; separation; gap size; discontinuity size, depth, location and orientation
unevenness; nonuniformity; eccentricity; shape and contour; size and mass variations
film, coating, layer, plating, wall and sheet thickness; density or thickness variations

Physical and Mechanical Properties

Electrical properties
Magnetic properties
Thermal properties
Mechanical properties

Surface properties

resistivity; conductivity; dielectric constant and dissipation factor
polarization; permeability; ferromagnetism; cohesive force, susceptibility
conductivity; thermal time constant and thermoelectric potential; diffusivity; effusivity; specific heat

compressive, shear and tensile strength (and moduli); Poisson’s ratio; sonic velocity; hardness; temper
and embrittlement

color, reflectivity, refraction index, emissivity

Chemical Composition and Analysis

Elemental analysis
Impurity concentrations
Metallurgical content
Physiochemical state

detection, identification, distribution and/or profile

contamination, depletion, doping and diffusants

variation; alloy identification, verification and sorting

moisture content; degree of cure; ion concentrations and corrosion; reaction products

Stress and Dynamic Response

Stress, strain, fatigue
Mechanical damage
Chemical damage
Other damage
Dynamic performance

Signature Analysis

Electromagnetic field
Thermal field
Acoustic signature

Radioactive signature
Signal or image analysis

heat treatment, annealing and cold work effects; stress and strain; fatigue damage and life (residual)
wear, spalling, erosion, friction effects

corrosion, stress corrosion, phase transformation

radiation damage and high frequency voltage breakdown

crack initiation, crack propagation, plastic deformation, creep, excessive motion, vibration, damping,
timing of events, any anomalous behavior

potential; intensity; field distribution and pattern

isotherms, heat contours, temperatures, heat flow, temperature distribution, heat leaks, hot spots, contrast

noise, vibration characteristics, frequency amplitude, harmonic spectrum, harmonic analysis, sonic
emissions, ultrasonic emissions

distribution and diffusion of isotopes and tracers

image enhancement and quantization; pattern recognition; densitometry; signal classification, separation;
and correlation; discontinuity identification, definition (size and shape) and distribution analysis;
discontinuity mapping and display
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infrared thermographic techniques,
airborne ultrasonic testing and certain
techniques of acoustic emission testing.
Other less easily classified methods are
material identification, vibration analysis
and strain gaging.

No one nondestructive testing method
is all revealing. In some cases, one
method or technique may be adequate for
testing a specific object or component.
However, in most cases, it takes a series of
test methods to do a complete
nondestructive test of an object or
component. For example, if surface cracks
must be detected and eliminated and if
the object or component is made of
ferromagnetic material, then magnetic
particle testing would be the appropriate
choice. If the material is aluminum or
titanium, then the choice would be liquid
penetrant or electromagnetic testing.
However, if internal discontinuities are to
be detected, then ultrasonic testing or
radiography would be the selection. The
exact technique in each case would
depend on the thickness and nature of
the material and the types of
discontinuities that must be detected.

Value of Nondestructive
Testing

The contribution of nondestructive
testing to profits has been acknowledged
in the medical field and computer and
aerospace industries. However, in
industries such as heavy metals, although
nondestructive testing may be reluctantly
accepted, its contribution to profits may
not be obvious to management.
Nondestructive testing is sometimes
thought of only as a cost item and can be
curtailed by industry downsizing. When a
company cuts costs, two vulnerable areas
are quality and safety. When bidding
contract work, companies add profit
margin to all cost items, including
nondestructive testing, so a profit should
be made on the nondestructive testing.
The attitude toward nondestructive
testing is positive when management
understands its value.

Nondestructive testing should be used
as a control mechanism to ensure that

manufacturing processes are within design

performance requirements. When used
properly, nondestructive testing saves
money for the manufacturer. Rather than
costing the manufacturer money,
nondestructive testing should add profits
to the manufacturing process.

Overview of Other
Nondestructive Testing
Methods

To optimize the use of nondestructive
testing it is necessary first to understand
the principles and applications of all the
methods. This volume features
electromagnetic testing (Fig. 3) — only
one of the nondestructive test methods.
The following section briefly describes
several other methods and the
applications associated with them.

FiGure 3. Electromagnetic testing: (a) representative setup
for eddy current test; (b) in-service detection of
discontinuities.
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Visual Testing

Principles. Visual testing (Fig. 4) is the
observation of a test object, either directly
with the eyes or indirectly using optical
instruments, by an inspector to evaluate
the presence of surface anomalies and the
object’s conformance to specification.
Visual testing should be the first
nondestructive testing method applied to
an item. The test procedure is to clean the
surface, provide adequate illumination
and observe. A prerequisite necessary for
competent visual testing of an object is
knowledge of the manufacturing processes
by which it was made, of its service
history and of its potential failure modes,
as well as related industry experience.

Applications. Visual testing provides a
means of detecting and examining a
variety of surface discontinuities. It is the
most widely used method for detecting
and examining for surface discontinuities
associated with various structural failure
mechanisms. Even when other
nondestructive tests are performed, visual
tests often provide a useful supplement.
When the eddy current testing of process
tubing is performed, for example, visual
testing is often performed to verify and
more closely examine the surface
condition. The following discontinuities
may be detected by a simple visual test:
surface discontinuities, cracks,
misalignment, warping, corrosion, wear
and physical damage.

Liquid Penetrant Testing

Principles. Liquid penetrant testing (Fig. 5)
reveals discontinuities open to the
surfaces of solid and nonporous materials.
Indications of a wide variety of
discontinuity sizes can be found regardless
of the configuration of the work piece and
regardless of discontinuity orientations.
Liquid penetrants seep into various types

FIGURE 4. Visual test using borescope to
view interior of cylinder.

of minute surface openings by capillary
action. The cavities of interest can be very
small, often invisible to the unaided eye.
The ability of a given liquid to flow over a
surface and enter surface cavities depends
principally on the following: cleanliness
of the surface, surface tension of the
liquid, configuration of the cavity, contact
angle of the liquid, ability of the liquid to
wet the surface, cleanliness of the cavity
and size of surface opening of the cavity.

Applications. The principal industrial uses
of liquid penetrant testing include
postfabrication testing, receiving testing,
in-process testing and quality control,
maintenance and overhaul in the
transportation industries, in-plant and
machinery maintenance and in testing of
large components. The following are some
of the typically detected discontinuities:
surface discontinuities, seams, cracks, laps,
porosity and leak paths.

Magnetic Particle Testing

Principles. Magnetic particle testing

(Fig. 6) is a method of locating surface
and slightly subsurface discontinuities in
ferromagnetic materials. It depends on the
fact that when the material or part under

FIGURe 5. Liquid penetrant indication of
cracking.

FIGURE 6. In magnetic particle testing, particles gather where

lines of magnetic force leak from discontinuity.

Magnetic particles

|
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N=north pole
S=south pole
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Image plane

test is magnetized, discontinuities that lie
in a direction generally transverse to the
direction of the magnetic field will cause a
leakage field to be formed at and above
the surface of the part. The presence of
this leakage field and therefore the
presence of the discontinuity is detected
with fine ferromagnetic particles applied
over the surface, with some of the
particles being gathered and held to form
an outline of the discontinuity. This
generally indicates its location, size, shape
and extent. Magnetic particles are applied
over a surface as dry particles or as wet
particles in a liquid carrier such as water
or oil.

Applications. The principal industrial uses
of magnetic particle testing include final,
receiving and in-process testing; for
quality control; for maintenance and
overhaul in the transportation industries;
for plant and machinery maintenance;
and for testing of large components. Some
of the typically detected discontinuities
are surface discontinuities, seams, cracks
and laps.

Radiographic Testing

Principles. Radiographic testing (Fig. 7) is
based on the differential absorption of
penetrating radiation — either
electromagnetic radiation of very short
wavelength or particulate radiation
(X-rays, gamma rays and neutron rays) —
by the part or object being tested.
Different portions of an object absorb
different amounts of penetrating radiation
because of differences in density and
variations in thickness of the part or
differences in absorption characteristics

FIGURE 7. Representative setup for radiographic testing.

Radiation source ———> o

Void

Discontinuity images

caused by variation in composition. These
variations in the absorption of the
penetrating radiation can be monitored
by detecting the unabsorbed radiation
that passes through the object. This
monitoring may be in different forms.
The traditional form is through radiation
sensitive film. Radioscopic sensors provide
digital images. X-ray computed
tomography is a radiographic technique.

Applications. The principal industrial uses
of radiographic testing involve testing of
castings and weldments, particularly
where there is a critical need to ensure
freedom from internal discontinuities. For
example radiography is often specified for
thick wall castings and weldments for
steam power equipment (boiler and
turbine components and assemblies).
Radiography can also be used on forgings
and mechanical assemblies, although with
mechanical assemblies radiography is
usually limited to testing for conditions
and proper placement of components.
Typically detected discontinuities and
conditions include inclusions, lack of
fusion, cracks, corrosion, porosity, leak
paths, missing or incomplete components
and debris.

Ultrasonic Testing

Principles. Ultrasonic testing (Fig. 8) is a
nondestructive method in which beams of
sound waves at a frequency too high to
hear are introduced into materials for the
detection of surface and subsurface
discontinuities in the material. These
acoustic waves travel through the material
with some attendant loss of energy
(attenuation) and are reflected at
interfaces. The echoes are then analyzed
to define the presence and locations of
discontinuities.

Applications. Ultrasonic testing of metals
is widely used, principally for the
detection of discontinuities. This method
can be used to detect internal
discontinuities in most engineering
metals and alloys. Bonds produced by
welding, brazing, soldering and adhesives
can also be ultrasonically examined.
Inline techniques have been developed for
monitoring and classifying materials as
acceptable, salvageable or scrap and for
process control. Other applications
include testing of piping and pressure
vessels, nuclear systems, motor vehicles,
machinery, structures, railroad rolling
stock and bridges and thickness
measurement.

Leak Testing

Principles. Leak testing is concerned with
the flow of liquids or gases from
pressurized or into evacuated
components. The principles of leak testing
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involve the physics of fluid (liquids or

gases) flowing through a barrier where a

pressure differential or capillary action

exists. Leaking fluids (liquid or gas) can
propagate from inside a component or
assembly to the outside, or vice versa, as a
result of a pressure differential between

the two regions or as a result of
permeation through a barrier.

Leak testing encompasses procedures
that fall into these basic functions: leak

location, leakage measurement and
leakage monitoring. There are several

Ficure 8. Classic setups for ultrasonic testing:

(a) longitudinal wave technique; (b) shear wave technique.
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subsidiary methods of leak testing,
entailing tracer gas detection (Fig. 9),
pressure change measurement,
observation of bubble formation and

other means.

Applications. Like other forms of

nondestructive testing leak testing has an
impact on the safety and performance of
a product. Reliable leak testing decreases
costs by reducing the number of reworked

products, warranty repairs and liability
claims. The most common reasons for

performing a leak test are to prevent the

loss of costly materials or energy; to
prevent contamination of the
environment; to ensure component or
system reliability; and to prevent the
potential for an explosion or fire.

Acoustic Emission Testing

Principles. Acoustic emissions are
mechanical waves produced by sudden
movement in stressed materials. The
classic sources of acoustic emission are
discontinuity related deformation

processes such as crack growth and plastic

deformation. Sudden movement at the

source produces a stress wave that radiates

out into the structure and excites a

sensitive piezoelectric sensor. As the stress

in the material is raised, emissions are

generated. The signals from one or more

sensors are amplified and measured to
produce data for display and

interpretation.

FIGURE 9. Leakage measurement dynamic leak testing using
vacuum pumping: (a) pressurized system mode for leak
testing of smaller components; (b) pressurized envelope
mode for leak testing of larger volume systems.
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The source of acoustic emission energy
is the elastic stress field in the material.
Without stress there is no emission.
Therefore, an acoustic emission test
(Fig. 10) is usually carried out during a
controlled loading of the structure. This
can be a proof load before service; a
controlled variation of load while the
structure is in service; a fatigue, pressure
or creep test; or a complex loading
program. Often a structure is going to be
loaded hydrostatically anyway during
service and acoustic emission testing is
used because it gives valuable additional
information about the expected
performance of the structure under load.
Other times, acoustic emission testing is
selected for reasons of economy or safety
and a special loading procedure is
arranged to meet the needs of the acoustic
emission test.

Applications. Acoustic emission is a
natural phenomenon occurring in a wide
range of materials, structures and
processes. The largest scale events
observed with acoustic emission testing
are seismic and the smallest are small
dislocations in stressed metals.

The equipment used is highly sensitive
to any kind of movement in its operating
frequency (typically 20 to 1200 kHz). The
equipment can detect not only crack
growth and material deformation but also

FiGure 10. Acoustic emission testing setup in which eight
sensors permit computer to calculate location of crack

propagation.

Sensor

Test
object

Acoustic

Preamplifier

event

Computer

Preamplifier

such processes as solidification, friction,
impact, flow and phase transformations.
Therefore acoustic emission testing is also
used for in-process weld monitoring;
detecting tool contact and tool wear
during automatic machining; detecting
wear and loss of lubrication in rotating
equipment; detecting loose parts and
loose particles; detecting and monitoring
leaks, cavitation and flow; preservice
proof testing; inservice weld monitoring;
and leak testing.

Infrared and Thermal Testing

Principles. Conduction and convection
are the primary mechanisms of heat
transfer in an object or system. However,
electromagnetic radiation is emitted from
a heated body when electrons in that
body change to a lower energy state.
Thermal testing involves the
measurement or mapping of surface
temperatures when heat flows from, to or
through a test object. Temperature
differentials on a surface, or changes in
surface temperature with time, are related
to heat flow patterns and can be used to
detect discontinuities or to determine the
heat transfer characteristics of an object.
For example, during the operation of an
electrical breaker, a hot spot detected at
an electrical termination may be caused
by a loose or corroded connection

(Fig. 11). The resistance to electrical flow

FiGure 11. Infrared thermography of
automatic transfer switches of emergency
diesel generator. Hot spots appear bright in
thermogram (inset).

Introduction to Electromagnetic Testing
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through the connection produces an
increase in surface temperature of the
connection.

Applications. There are two basic
categories of infrared and thermal test
applications: electrical and mechanical.
The specific applications within these two
categories are numerous. Electrical
applications include transmission and
distribution lines, transformers,
disconnects, switches, fuses, relays,
breakers, motor windings, capacitor
banks, cable trays, bus taps and other
components and subsystems. Mechanical
applications include insulation (in boilers,
furnaces, kilns, piping, ducts, vessels,
refrigerated trucks and systems, tank cars
and elsewhere), friction in rotating
equipment (bearings, couplings, gears,
gearboxes, conveyor belts, pumps,
compressors and other components) and
fluid flow (steam lines; heat exchangers;
tank fluid levels; exothermic reactions;
heating, ventilation and air conditioning
systems; leaks above and below ground;
cooling and heating; tube blockages;
environmental assessment of thermal
discharge; boiler or furnace air leakage;
condenser or turbine system leakage;
pumps; compressors; and other system
applications).

Other Methods

There are many other methods of
nondestructive testing, including optical
methods such as holography,
shearography and moiré imaging; material
identification methods such as chemical
spot testing, spark testing and
spectroscopy; strain gaging; and acoustic
methods such as vibration analysis and

tapping.

Electromagnetic Testing



Selection of
Electromagnetic Testing*

Electromagnetic tests are an important
and widely used method within the broad
field of nondestructive materials testing.
The electromagnetic test method includes
several subsidiary methods, sometimes
called submethods or techniques: eddy
current testing, remote field testing, flux
leakage testing, alternating current field
measurement testing and microwave
testing. Of these several submethods,
conventional eddy current testing is the
most widely used. Magnetic particle
testing is an electromagnetic test that
industry administers as a separate
method.

Applications of eddy current tests in
industry are numerous and widespread.
The total number of test measurements
made annually by this nondestructive test
method may exceed that of all other
methods combined. Eddy current testing
is used for the following:

1. noncontacting measurement of the
thickness of metallic foils, sheets,
plates, tube walls and machined parts
from one side only;

2. measurement of the thickness of
coatings over base materials where the
coating and base material have
significantly different electrical or
magnetic properties;

3. identifying or separating materials by
composition or structure;

4. detecting material discontinuities that
lie in planes transverse to the eddy
currents, such as cracks, seams, laps,
score marks or plug cuts, drilled and
other holes and laminations at cut
edges of sheet or plate;

S.identifying and controlling heat
treatment conditions and evaluation
of fire damage to metallic structures;

6. determining depths of case hardening
of steels and some ferrous alloys;

7. locating hidden metallic objects such
as underground pipes, buried bombs
or ore bodies, or metallic objects
accidentally packaged in foodstuffs;

8. timing or locating the motions of
hidden parts of mechanisms, counting
metallic objects on conveyor lines or
detecting metallic missiles in flight;
and

9. precise dimensional measurement of
symmetric, machined or ground and
polished metallic parts, such as
bearings and bearing races, small
mechanism components and others.

Advantages of Electromagnetic
Testing

Modern eddy current and electromagnetic
test techniques offer low cost means for
high speed, large scale testing of metallic
materials such as those used in nuclear,
aerospace, marine, high pressure, high
temperature and high speed engineering
systems where premature failures could
represent economic disasters or the
endangering of human life. The method’s
special suitability for testing of
automobiles, engines, machine parts and
consumer products has long been
recognized.

Like other nondestructive methods,
eddy current tests permit measurements
of material properties and dimensions and
detection of discontinuities. In general,
electromagnetic tests provide nearly
instantaneous measurements. The test
speed and modern signal analysis permit
such analysis to be performed in real
time. Consequently, the method can be
used in production lines to test swiftly
moving bars, tubes, sheets, plates, welds
and other symmetric parts. These parts
either pass through test coils or are
scanned by moving test probes. The
automation of eddy current testing and
test data evaluation permits mass testing
of similar parts at high rates, with
economies not attainable by other
commonly used nondestructive tests. The
results can be optimized for automation
of test systems, for sorting of test parts,
for control of manufacturing processes
and for automatic documentation for
process control and statistical quality
control.

Small, portable forms of eddy current
test instrumentation provide simple and
rapid means for (1) manual quality tests
by individual operators and
(2) mechanized test systems to sort mixed
lots of materials, to follow deterioration of
materials and equipment in service and to
verify process quality.

Introduction to Electromagnetic Testing
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Limitations of Eddy Current Tests

Limitations of eddy current tests are a
direct consequence of the specific nature
of the test and of the response of
electrically conductive test materials to
the externally applied, time varying
magnetic fields used to excite eddy
current flow. In general, eddy current tests
are applicable only to test materials with
significant electrical conductivity, such as
metals and alloys and composites with
conducting layers or reinforcing fibers.
They can be used, however, to measure
thicknesses of nonconducting layers on
the surface of conducting metallic
materials by the liftoff effect in which the
coating separates the test probe from the
conducting material by the thickness of
the nonconductive coating or sheet
material.

Eddy current tests provide maximum
test sensitivity for the surface and near
surface layers of the test material adjacent
to the source of excitation. In some cases
it may be difficult or impossible to
penetrate to the center of thick specimens
because of skin effect and attenuation of
the electromagnetic field at certain depths
below the surface. Eddy current tests tend
to be insensitive to laminar
discontinuities, which lie parallel to the
induced eddy currents. They do tend to
respond, however, to discontinuities that
lie transverse to the flow of eddy currents
within test materials, where these
discontinuities interrupt, lengthen or
distort the current flow paths.

Management of
Electromagnetic Testing
Programs

Management of an electromagnetic
testing program will require consideration
of many items before a program can
produce the desired results. Six basic
questions must be answered before a true
direction can be charted. They are as
follows.

1. Are regulatory requirements in place
that mandate program characteristics?

2. What is the magnitude of the program
that will provide desired results?

3. What provisions must be made for
personnel safety and for compliance
with environmental regulations?

4. What is the performance date for a
program to be fully implemented?

5.1Is there a cost benefit of
electromagnetic testing?

6. What are the available resources in
personnel and money?

Once these questions are answered, then a
recommendation can be made to
determine the best path forward. Three

Electromagnetic Testing

primary paths are (1) service companies,
(2) consultants and (3) in-house programs.
Although these are the primary paths,
some programs may, routinely or as
needed, require support personnel from a
combination of two or more of these
sources. Before a final decision is made,
advantages and disadvantages of each
path must be considered. Therefore the
following details must be considered.

Service Companies

1. Who will identify the components
within the facility to be examined?

2. Will the contract be for time and
materials or have a specific scope of
work?

3.1f a time and materials contract is
awarded, who will monitor the time
and materials charged?

4.1f a scope of work is required, who is
technically qualified to develop and
approve it?

5. What products or documents (test
reports, trending, recommendations,
root cause analysis and others) will be
provided once the tests are completed?

6. Who will evaluate and accept the
product (test reports, trending,
recommendations, root cause analysis
and others) within the service
company?

7. Do the service company workers
possess qualifications and
certifications required by contract and
by applicable regulations?

8. Do the service company workers
require site specific training (confined
space entry, electrical safety, hazardous
materials and others) or clearance to
enter and work in the facility?

9. Does the service company retain any
liability for test results?

Consultants

1. Will the contract be for time and
materials or have a specific scope of
work?

2. If a scope of work is required, who is
technically qualified to develop and
approve it?

3. Who will identify the required
qualifications of the consultant?

4.Is the purpose of the consultant to
develop or update a program or is it to
oversee and evaluate the performance
of an existing program?

5 Will the consultant have oversight
responsibility for tests performed?

6. What products (trending,
recommendations, root cause analysis
and others) are provided once the tests
are completed?



7. Who will evaluate the consultant’s
performance (test reports, trending,
recommendations, root cause analysis
and other functions) within the
sponsoring company?

8. Does the consultant possess
qualifications and certifications
required by contract and by applicable
regulations?

9. Does the consultant require site
specific training (confined space entry,
electrical safety, hazardous materials
and others) or clearance to enter and
work in the facility?

10. Does the consultant retain any
liability for test results?

In-House Programs

1. Who will determine the scope of the
program, such as which techniques
will be used (eddy current, flux
leakage and others)?

2. What are the regulatory requirements
(codes and standards) associated with
program development and
implementation?

. Who will develop a cost benefit
analysis for the program?

. How much time and resources are
available to establish the program?

5. What are the qualification
requirements (education, training,
experience and others) for personnel?

. Do program personnel require
additional training (safety, confined
space entry or others) or
qualifications?

. Are subject matter experts required to
provide technical guidance during
personnel development?

. Are procedures required to perform
work in the facility?

. If procedures are required, who will
develop, review and approve them?

10. Who will determine the technical

specifications for test equipment?

w
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Test Procedures for
Electromagnetic Testing

The conduct of facility operations
(in-house or contracted) should be
performed in accordance with specific
instructions from an expert. This is
typically accomplished using written
instructions in the form of a technical
procedure. In many cases, codes and
specifications will require a technical
procedure to perform required tests.

The procedure process can take many
forms, including general instructions that
address only major aspects of test
techniques. Or a procedure may be
written as a step-by-step process requiring

a supervisor’s initial or signature after
each step. The following is a typical
format for an industrial procedure.

1. The purpose identifies the intent of the
procedure.

2. The scope establishes the latitude of
items, tests and techniques covered
and not covered by the procedure.

3. References are specific documents from
which criteria are extracted or
documents satisfied by
implementation of the procedure.

4. Definitions are needed for terms and
abbreviations that are not common
knowledge to people who will read the
procedure.

5. Statements about personnel requirements
address specific requirements to
perform tasks in accordance with the
procedure — issues such as personnel
qualification, certification, access
clearance and others.

6. Equipment characteristics, calibration
requirements and model numbers of
qualified equipment must be specified.

7. The test procedure provides a sequential
process to be used to conduct test
activities.

8. Acceptance criteria establish component
characteristics that will identify the
items suitable for service.

9. Reports (records) provide the means to
document specific test techniques,
equipment used, personnel performing
activity, date performed and test
results.

10. Attachments may include (if required)
items such as report forms, instrument
calibration forms, qualified equipment
matrix, schedules and others.

Once the procedure is completed,
typically an expert in the subject matter
evaluates it. If the procedure is judged to
meet identified requirements, the expert
will approve it for use. Some codes and
standards also require the procedure to be
qualified — that is, demonstrated to the
satisfaction of a representative of a
regulatory body or jurisdictional
authority.

Test Specifications for
Electromagnetic Testing*

An electromagnetic specification must
anticipate a number of issues that arise
during testing.

Means of Induction and Detection
of Magnetic Fields

Electromagnetic nondestructive test
methods use either static or time varying
electromagnetic fields as a probing
medium (1) to explore the properties of
test materials, (2) to locate discontinuities

Introduction to Electromagnetic Testing
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or (3) to detect variations in geometry and
dimensions of test materials. The
magnitudes, time lags, phase angles and
flow patterns of the resulting fields are
sensed by using probes such as sensing
coils or solid state magnetic field detectors
(such as hall effect devices).

Eddy Current Test Frequencies

A single electromagnetic test system can
be used for many different measurements
through the selection of test frequencies.
These frequencies are those of the
excitation current applied to the coils of
the electromagnetic test probes.
Frequency is measured in hertz (Hz),
where 1 Hz = 1 cycle per second. Most
industrial electromagnetic tests are made
in the frequency range between 5 Hz and
10 MHz.

Most types of electromagnetic test
equipment provide either variable
frequency oscillators or several fixed
frequency steps. Thus, appropriate test
frequencies can be readily selected by the
user to meet special test requirements.
Low excitation frequencies are used to
penetrate deeper within a conducting test
material. High test frequencies can be
used for selective examination of near
surface regions, testing of thin materials
and for testing of materials that have low
electrical conductivities.

Interpretation

Interpretation may be complex, especially
before a procedure has been established.
The interpreter must have a knowledge of
the following: (1) the underlying physical
process, (2) techniques and equipment
used to obtain the data and displays,

(3) details about the item being examined
(configuration, material characteristics,
fabrication process, potential
discontinuities and intended service
conditions) and (4) acceptance criteria.

Ensuring Reliability of Test
Results

When a test is performed, there are four
possible outcomes: (1) a rejectable
discontinuity can be found when one is
present; (2) a rejectable discontinuity can
be missed even when one is present; (3) a
rejectable discontinuity can be indicated
when none is present and (4) no
rejectable discontinuity is found when
none is present. A reliable testing process
and a qualified inspector should find all
discontinuities of concern with no
discontinuities missed (no errors as in
case 2 above) and no false calls (case 3
above).

Electromagnetic Testing

To achieve this goal, the probability of
finding a rejectable discontinuity must be
high and the inspector must be both
proficient in the testing process and
motivated to perform with maximum
efficiency. A reckless inspector may accept
parts that contain discontinuities, with
the result of possible inservice part failure.
A conservative inspector may reject parts
that contain rejectable discontinuities but
the inspector also may reject parts that do
not contain rejectable discontinuities,
with the result of unnecessary scrap and
repair. Neither scenario is desirable.

Electromagnetic Testing
Standards

Traditionally, the purpose of specifications
and standards has been to define the
requirements that goods or services must
meet. As such, they are intended to be
incorporated into contracts so that both
the buyer and provider have a well
defined description of what one will
receive and the other will provide.
Standards have undergone a process of
peer review in industry and can be
invoked with the force of law by contract
or by government regulation. In contrast,
a specification represents an employer’s
instructions to employees and is specific
to a contract or work place. Specifications
may form the basis of standards through a
review process. Standards and
specifications exist in three basic areas:
equipment, processes and personnel.

1. Standards for equipment include
criteria that address probes, artificial
discontinuities and test results.
Reference standards are work pieces
that contain artificial discontinuities
for instrument calibration and test
procedure verification.

2. ASTM International and other
organizations publish standards for
test techniques. Some other standards
are for quality assurance procedures
and are not specific to a test method
or even to testing in general. Tables 3
and 4 list some standards used in
electromagnetic testing. The United
States Department of Defense has
replaced most military specifications
and standards with industry consensus
specifications and standards. A source
for nondestructive testing standards is
the Annual Book of ASTM Standards.>

3. Qualification and certification of test
personnel are discussed below with
specific reference to recommendations
of ASNT Recommended Practice
No. SNT-TC-1A.°



Personnel Qualification
and Certification

One of the most critical aspects of the test
process is the qualification of test
personnel. Nondestructive testing is
sometimes referred to as a special process.
The term simply means that it is very
difficult to determine the adequacy of a
test by merely observing the process or
the documentation generated at its

largely dependent on the skills and
knowledge of the inspector.

The American Society for
Nondestructive Testing (ASNT) has been a
world leader in the qualification and
certification of nondestructive testing
personnel for many years. By 1999, the
American Society for Nondestructive
Testing had instituted three major
programs for the qualification and
certification of nondestructive testing
personnel.

conclusion. The quality of the test is

TasLE 3. Electromagnetic testing standards published by ASTM International.

Miscellaneous

E 543, Standard Practice for Agencies Performing Nondestructive Testing

E 1004, Standard Practice for Determining Electrical Conductivity Using the Electromagnetic (Eddy-Current) Method

E 1312, Standard Practice for Electromagnetic (Eddy-Current) Examination of Ferromagnetic Cylindrical Bar Product above the Curie Temperature

E 1316, Standard Terminology for Nondestructive Examinations: Section C, Electromagnetic Testing

E 1571, Standard Practice for Electromagnetic Examination of Ferromagnetic Steel Wire Rope

E 1606, Standard Practice for Electromagnetic (Eddy-Current) Examination of Copper Redraw Rod for Electrical Purposes

E 1629, Standard Practice for Determining the Impedance of Absolute Eddy Current Probes

F 673, Standard Test Methods for Measuring Resistivity of Semiconductor Slices or Sheet Resistance of Semiconductor Films with a Noncontact
Eddy-Current Gage

Coating Thickness

B 244, Standard Test Method for Measurement of Thickness of Anodic Coatings on Aluminum and of Other Nonconductive Coatings on Nonmagnetic
Basis Metals with Eddy-Current Instruments

B 499, Standard Test Method for Measurement of Coating Thicknesses by the Magnetic Method: Nonmagnetic Coatings on Magnetic Basis Metals
B 659, Standard Guide for Measuring Thickness of Metallic and Inorganic Coatings
E 376, Standard Practice for Measuring Coating Thickness by Magnetic-Field or Eddy-Current (Electromagnetic) Test Methods

Geophysical Measurements

D 4748, Standard Test Method for Determining the Thickness of Bound Pavement Layers Using Short-Pulse Radar

D 6429, Standard Guide for Selecting Surface Geophysical Methods

D 6432, Standard Guide for Using the Surface Ground Penetrating Radar Method for Subsurface Investigation

D 6565, Standard Test Method for Determination of Water (Moisture) Content of Soil by the Time-Domain Reflectometry (TDR) Method
D 6639, Standard Guide for Using the Frequency Domain Electromagnetic Method for Subsurface Investigations

D 6726, Standard Guide for Conducting Borehole Geophysical Logging — Electromagnetic Induction

Material Identification

E 566, Standard Practice for Electromagnetic (Eddy-Current) Sorting of Ferrous Metals

E 703, Standard Practice for Electromagnetic (Eddy-Current) Sorting of Non-Ferrous Metals
E 1476, Standard Guide for Metals Identification, Grade Verification, and Sorting

Tubular Products

A 135, Standard Specification for Electric-Resistance-Welded Steel Pipe

E 215, Standard Practice for Standardizing Equipment for Electromagnetic Examination of Seamless Aluminum-Alloy Tube

E 243, Standard Practice for Electromagnetic (Eddy-Current) Examination of Copper-Alloy Tubes

E 309, Standard Practice for Eddy-Current Examination of Steel Tubular Products Using Magnetic Saturation

E 426, Standard Practice for Electromagnetic (Eddy-Current) Examination of Seamless and Welded Tubular Products, Austenitic Stainless Steel and
Similar Alloys

E 570, Standard Practice for Flux Leakage Examination of Ferromagnetic Steel Tubular Products

E 571, Standard Practice for Electromagnetic (Eddy-Current) Examination of Nickel and Nickel-Alloy Tubular Products

E 690, Standard Practice for In Situ Electromagnetic (Eddy-Current) Examination of Nonmagnetic Heat Exchanger Tubes

E 1033, Standard Practice for Electromagnetic (Eddy-Current) Examination of Type F — Continuously Welded (CW) Ferromagnetic Pipe and Tubing
above the Curie temperature

E 2096, Standard Practice for In Situ Examination of Ferromagnetic Heat-Exchanger Tubes Using Remote Field Testing
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1. Recommended Practice No. SNT-TC-1A
provides guidelines for personnel
qualification and certification in
nondestructive testing. This
recommended practice identifies the
specific attributes that should be
considered when qualifying
nondestructive testing personnel. It
requires the employer to develop and
implement a written practice
(procedure) that details the specific
process and any limitation in the
qualification and certification of

2. ANSI/ASNT CP-189, Standard for

Qualification and Certification of
Nondestructive Testing Personnel
resembles SNT-TC-1A but also
establishes specific attributes for the
qualification and certification of
nondestructive testing personnel.
However, CP-189 is a consensus
standard as defined by the American
National Standards Institute (ANSI). It
is recognized as the American standard
for nondestructive testing. It is not
considered a recommended practice; it is

nondestructive testing personnel.®

a national standard.”

TABLE 4. Some standards for electromagnetic testing.

Issuing Organization
American National Standards Institute

American Petroleum Institute

American Society for Nondestructive Testing

American Society of Mechanical Engineers

American Welding Society
ASTM International
Canadian General Standards Board

Chinese National Standards
Deutsche Institut fir Normung
European Association of Aerospace Industries

European Committee for Standardization
International Organization for Standardization
Japanese Standards Association

Society of Automotive Engineers

United States Department of Defense
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Representative Standards and Related Documents

ANSI B3.1, Rolling Element Bearings — Aircraft Engine, Engine Gearbox, and Accessory
Applications — Eddy Current Inspection

API 510, Pressure Vessel Inspection Code: Maintenance Inspection, Rating, Repair and Alteration

API 570, Piping Inspection Code: Inspection, Repair, Alteration, and Rerating of In-Service Piping
Systems

API 650, Welded Steel Tanks for Oil Storage
AP1 1104, Welding, Pipelines and Related Facilities
ASNT Recommended Practice No. SNT-TC-1A

ANSI/ASNT CP-189, ASNT Standard for Qualification and Certification of Nondestructive Testing
Personnel

ANSI/ASME B31.1, Power Piping
ANSI/ASME B31.3, Process Piping

ASME Boiler and Pressure Vessel Code: Section V — Power Boilers: Article 8, Eddy Current
Examination of Tubular Products

ASME Boiler and Pressure Vessel Code: Section XI — Inservice Inspection of Nuclear Vessels.
N-553-1, Eddy Current Surface Examination Section XI, Division 1

ASME PTC 19-1, Performance Test Codes, Supplement on Instruction and Apparatus

AWS D1.1, Structural Welding Code — Steel

See Table 3

CAN/CGSB-48.9712, Non-Destructive Testing — Qualification and Certification of Personnel

48.14-M86-CAN/CGSB, Advanced Manual for: Eddy Current Test Method Amendment No. 1
May 1997 R(1997)

78005100, General Rules for Eddy Current Testing
DIN 54141-3, Non-Destructive Testing; Eddy Current Testing of Pipes and Tubes; Procedure

AECMA PREN 2002-20, Aerospace Series Test Methods for Metallic Materials: Part 20: Eddy
Current Testing of Circular Cross-Section Tubes, Edition P 1

EN 12084, Non-Destructive Testing — Eddy Current Testing — General Principles and Guidelines
I1SO 9712, Nondestructive Testing — Qualification and Certification of Personnel
JIS Z 2314, Test Methods for Performance Characteristics of Eddy Current Testing Instruments

SAE ARP 891A, Determination of Aluminum Alloy Tempers through Electrical Conductivity
Measurement (Eddy Current) (R 1988)

SAE ARP 1926, Cure Monitor, Electrical Methods

SAE ARP 4402, Eddy Current Inspection of Open Fastener Holes in Aluminum Aircraft Structure

SAE ARP 4462, Barkhausen Noise Inspection for Detecting Grinding Burns

SAE AS 4787, Eddy Current Inspection of Circular Holes in Nonferrous Metallic Aircraft Engine
Hardware

SAE DFT K-89AW, Eddy Current Inspection of Circular Holes in Nonferrous Metallic
SAE ] 425, Electromagnetic Testing by Eddy Current Methods, Information Report; March 1991
MIL-P-85585, Probes, Eddy Current, Unshielded, Single Coil, Absolute
MIL-STD-1537B, Electrical Conductivity Test for Verification of Heat Treatment of Aluminum
Alloys, Eddy Current Method
MIIL\;STD-2032, Eddy Current Inspection of Heat Exchanger Tubing on Ships of the United States
avy

MIL-STD-2195, Inspection Procedure for Detection and Measurement of Dealloying Corrosion on
Aluminum Bronze and Nickel-Aluminum Bronze Components



3. The ASNT Central Certification Program
(ACCP), unlike SNT-TC-1A and CP-189,
is a third party certification process
that identifies qualification and
certification attributes for Level II and
Level III nondestructive testing
personnel. The American Society for
Nondestructive Testing certifies that
the individual has the skills and
knowledge for many nondestructive
test method applications. It does not
remove the responsibility for the final
determination of personnel
qualifications from the employer. The
employer evaluates an individual’s
skills and knowledge for application of
company procedures using designated
techniques and equipment identified
for specific tests.8

Selections from Recommended
Practice No. SNT-TC-1A

To give a general idea of the contents of
these documents, the following items are
specified in the 2001 edition of
Recommended Practice No. SNT-TC-1A. (The
following text has been excerpted and
adapted. The original text is arranged in
outline format and includes
recommendations that are not specific to
electromagnetic testing.)

Scope. This recommended practice has been
prepared to establish guidelines for the
qualification and certification of
nondestructive test personnel whose specific
jobs require appropriate knowledge of the
technical principles underlying the
nondestructive tests they perform, witness,
monitor or evaluate. This document
provides guidelines for the establishment of
a qualification and certification program.

Written Practice. The employer shall
establish a written practice for the control
and administration of nondestructive
testing personnel training, examination and
certification. The employer’s written practice
should describe the responsibility of each
level of certification for determining the
acceptability of materials or components in
accordance with the applicable codes,
standards, specifications and procedures.

Education, Training, Experience
Requirements for Initial Qualification.
Candidates for certification in
nondestructive testing should have
sufficient education, training and
experience to ensure qualification in those
nondestructive testing methods for which
they are being considered for certification.
Table 6.3.1A [Table 5 in this volume, for
electromagnetic testing] lists the
recommended training and experience
factors to be considered by the employer in
establishing written practices for initial
qualification of Level I and II individuals.

Training Programs. Personnel being
considered for initial certification should
complete sufficient organized training to
become thoroughly familiar with the
principles and practices of the specified
nondestructive test method related to the
level of certification desired and applicable
to the processes to be used and the products
to be tested.

Examinations. For Level I and II personnel, a
composite grade should be determined by
simple averaging of the results of the
general, specific and practical examinations
described below. Examinations administered
for qualification should result in a passing
composite grade of at least 80 percent, with
no individual examination having a passing
grade less than 70 percent. The examination
for near vision acuity should ensure natural
or corrected near distance acuity in at least
one eye such that the applicant can read a
minimum of jaeger size 2 or equivalent type
and size letter at a distance of not less than
305 mm (12 in.) on a standard jaeger test
chart. This test should be administered
annually.

Practical Examination for NDT Level | and Il
The candidate should demonstrate ability to
operate the necessary nondestructive test
equipment and to record and analyze the
resultant information to the degree
required. At least one selected specimen
should be tested and the results of the
nondestructive test analyzed by the
candidate.

Certification. Certification of all levels of
nondestructive test personnel is the
responsibility of the employer. Certification
of nondestructive test personnel shall be
based on demonstration of satisfactory
qualification [in accordance with sections
on education, training, experience and
examinations] as described in the
employer’s written practice. Personnel
certification records shall be maintained on
file by the employer.

TaBLE 5. Recommended training and experience for
electromagnetic testing personnel according to

Recommended Practice No. SNT-TC-1A.6

Level | Level Il
High school graduate? 40 h 40 h
Two years of collegeb 24 h 40 h
Work experience® 210 h 630 h

a. Or equivalent.

b. Completion with a passing grade of at least two years of engineering or
science study in a university, college or technical school.

c. Minimum work experience per level. Note: for Level Il certification, the
experience shall consist of time as Level | or equivalent. If a person is
being qualified directly to Level Il with no time at Level |, the required
experience shall consist of the sum of the times required for Level | and
Level Il and the required training shall consist of the sum of the hours
required for Level | and Level II.
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Recertification. All levels of nondestructive
testing personnel shall be recertified
periodically in accordance with the
following: evidence of continuing
satisfactory performance; and reexamination
in those portions of the examination
deemed necessary by the employer’s NDT
Level III. Recommended maximum
recertification intervals are three years for
Level I and II and five years for Level IIL

The minimum number of questions
that should be administered in the
written examination for eddy current test
personnel is as follows: 40 questions in
the general examination and 20 questions
in the specific examination. The number
of questions is the same for Level I and
Level II personnel.

These recommendations from
Recommended Practice No. SNT-TC-1A are
cited only to provide a general idea of the
specific items that must be considered in
the development of an in-house
nondestructive testing program. Because
the items are paraphrased, those
developing a personnel qualification
program should consult the complete text
of SNT-TC-1A and other applicable
procedures and practices. If an outside
agency is contracted for electromagnetic
test services, then the contractor must
have a qualification and certification
program to satisfy most codes and
standards.

Central Certification

Another standard that may be a source for
compliance is contained in the
requirements of the International
Organization for Standardization (ISO).
The work of preparing international
standards is normally carried out through
technical committees of the International
Organization for Standardization, a
worldwide federation of national
standards bodies. Each ISO member body
interested in a subject for which a
technical committee has been established
has the right to be represented on that
committee. International organizations,
governmental and nongovernmental, in
liaison with the International
Organization for Standardization, also
take part in the work.

Technical Committee ISO/TC 135,
Non-Destructive Testing Subcommittee
SC 7, Personnel Qualification, prepared
international standard ISO 9712,
Nondestructive Testing — Qualification and
Certification of Personnel.® In its statement
of scope, ISO 9712 states that it
“establishes a system for the qualification
and certification, by a certification body,
of personnel to perform industrial
nondestructive testing (NDT) using any of
the following methods: (a) eddy current
testing; (b) liquid penetrant testing;

(c) magnetic particle testing;

Electromagnetic Testing

(d) radiographic testing; (e) ultrasonic
testing” and that the “system described in
this International Standard may also
apply to visual testing (VT), leak testing
(LT), neutron radiography (NR), acoustic
emission (AE) and other nondestructive
test methods where independent
certification programs exist.” The
applicability of ISO 9712 to
electromagnetic testing therefore depends
on activity of the national certifying body.

Safety in Electromagnetic
Testing

To manage an electromagnetic testing
program, as with any testing program, the
first obligation is to ensure safe working
conditions. The following are components
of a safety program that may be required
or at least deserve serious consideration.

1. Before work is to begin, identify the
safety and operational rules and codes
applicable to the areas, equipment and
systems to be tested.

2. Provide proper safety equipment
(protective barriers, hard hat, safety
harnesses, steel toed shoes, hearing
protection and others).

3. Before the test, perform a thorough
visual survey to determine all the
hazards and to identify necessary
safeguards to protect test personnel
and equipment.

4. Notify operative personnel to identify
the location and specific material,
equipment or systems to be tested. In
addition, it must be determined
whether signs or locks restrict access
by personnel. Be aware of equipment
that may be operated remotely or may
be started by time delay.

5. Be aware of any potentially explosive
atmosphere. Determine whether it is
safe to take test equipment into the
area.

6. Do not enter any roped off or no entry
areas without permission and
approval.

7. When working on or around moving
or electrical equipment, the inspector
should remove pens, watches, rings or
objects in pockets that may touch (or
fall into) energized equipment.

8. Know interplant communication and
evacuation systems.

9. Never let unqualified personnel
operate equipment independently
from qualified supervision.



10. Keep a safe distance between the
inspector and any energized
equipment. In the United States, these
distances can be found in documents
from the Occupational Safety and
Health Administration, the National
Fire Prevention Association (National
Electric Code),'° the Institute of
Electrical and Electronics Engineers
(National Electrical Safety Code)'! and
other organizations.

11. Be aware of the personnel
responsibilities before entering a
confined space. All such areas must be
tested satisfactorily for gas and oxygen
levels before entry and periodically
thereafter. If odors are noticed or if
unusual sensations such as ear aches,
dizziness or difficulty in breathing are
experienced, leave the area
immediately.

Most facilities in the United States are
required by law to follow the
requirements in the applicable standard.
Two Occupational Safety and Health
Standards in the United States that should
be reviewed are Occupational Safety and
Health Standards for general industry!? and
the Occupational Safety and Health
Standards for the Construction Industry.3

Personnel safety is always the first
consideration for every job.

Introduction to Electromagnetic Testing
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PART 3. Units of Measure for Electromagnetic
Testing

TABLE 6. S| base units.

Origin and Use of Sl

S)’Stem Quantity Unit Symbol
In 1960, the General Conference on Length meter m
Weights and Measures established the Mass kilogram kg
International System of Units. Le Systéme Time second s
Internat?onal d’Unités (ST) was demgngd o) Electric current ampere A
that a single set of measurement units )

. Temperature kelvin K
could be used by all branches of science, A ¢ sub | |
engineering and the general public. mount of substance . mole mo
Without SI, this Nondestructive Testing Luminous intensity candela cd

Handbook volume could have contained a
confusing mix of obsolete
centimeter-gram-second (CGS) units,
imperial units and the units preferred by
certain localities or scientific specialties.

TasLe 7. Sl derived units with special names.2

SI is the modern version of the metric Relation
system and ends the division between . . to Othe;
metric units used by scientists and metric Quantity Units Symbol S1 Units
units used by engineers and the public. Capacitance farad . -
Scientists have given up their units based pactt . B
on centimeter and gram and engineers Catalytic activity k.atal kat st-mol
made a fundamental change in Conductance slemens > AV
abandoning the kilogram-force in favor of Energy joule ] N-m
the newton. Electrical engineers have Frequency (periodic) hertz Hz 157
retained their ampere, volt and ohm but Force newton N kg-m-s2
changed all units related to magnetism. Inductance henry H Wh-A

Table 6 lists the seven SI base units. llluminance lux Ix Im-m-2
Table 7 lists derived units with special Luminous flux lumen Im cd-sr
names. Table 8 gives examples of Electric charge coulomb C As
conversions to SI units. In SI, the unit of Electric potentialc volt v WA
time is the second (s) but hour (h) is '€ POt 71
recognized for use with SL. Electric .re5|stance ohm Q V-A

For more information, the reader is Magpnetic flux weber Wb Vs
referred to the information available Magnetic flux density tesla T Wb-m~2
through national standards organizations Plane angle radian rad 1
and specialized information compiled by Power watt w J-s7!
technical organizations.!#-17 Pressure (stress) pascal Pa N-m-2

Radiation absorbed dose  gray Gy J-kg!
Multipliers Radiation dose equivalent  sievert Sv J-kg™!
In science and engineering, very large or Rad'|oact|wty becqu.erel Bq 1
very small numbers with units are Solid angle . steradian - sr !
expressed by using the SI multipliers, Temperature, celsius degree celsius °C K
prefixes of 103 intervals (Table 9). The Time? hour h 3600 s
multiplier becomes a property of the SI Volume? liter L dm3

unit. For example a millimeter (mm) is
0.001 meter (m). The volume unit cubic
centimeter (cm3) is (0.01 m)3 or 10-6 m3.
Unit submultiples such as the centimeter,
decimeter, dekameter (or decameter) and
hectometer are often avoided in scientific
and technical uses of SI because of their
variance from the 103 interval. However,
dm?3 and cm3 are commonly used. Note
that 1 cm? is not equal to 0.01 m3.
Nevertheless, in equations, submultiples

Electromagnetic Testing

a. Hour and liter are not SI units but are accepted for use with the SI.
b. Number one (1) expresses dimensionless relationship.

c. Electromotive force.



TasLE 8. Examples of conversions to Sl units.

Quantity

Angle

Area
Distance

Energy

Power
Specific heat

Force (torque, couple)

Pressure

Frequency (cycle)

llluminance

Luminance

Radioactivity

lonizing radiation exposure

Mass

Temperature (difference)
Temperature (scale)
Temperature (scale)

Measurement in Non-SI Unit

minute (min)

degree (deg)

square inch (in.?)

angstrom (A)

inch (in.)

British thermal unit (BTU)

calorie (cal), thermochemical

British thermal unit per hour (BTU-h-1)

British thermal unit per pound
degree fahrenheit (BTU-lb,,-°F")

foot-pound (ft-Iby)

pound force per square inch (Ibgin.~2)

cycle per minute

footcandle (ftc)

phot (ph)

candela per square foot (cd-ft-2)

candela per square inch (cd-in.2)

footlambert (ftl)

lambert

nit (nt)

stilb (sb)

curie (Ci)

roentgen (R)

pound (Ib.,)

degree fahrenheit (°F)

degree fahrenheit (°F)

degree fahrenheit (°F)

such as centimeter (cm) or decimeter (dm)
are often avoided because they disturb the
convenient 103 or 10-3 intervals that
make equations easy to manipulate.

In SI, the distinction between upper
and lower case letters is meaningful and
should be observed. For example, the
meanings of the prefix m (milli) and the
prefix M (mega) differ by nine orders of
magnitude.

SI Units for
Electromagnetic Testing

CGS Units

Table 10 gives examples of
centimeter-gram-second (CGS) units.
These units are not accepted for use with
the SI. Furthermore, no other units of the
various CGS systems of units, which
includes the CGS electrostatic, CGS
electromagnetic and CGS gaussian
systems, are accepted for use with SI
except such units as the centimeter (cm),
gram (g) and second (s) that are also
defined in SI.

The oersted, gauss and maxwell are
part of the electromagnetic

Multiply by

2.908882 x 10*
1.745329 x 102
645
0.1
25.4
1.055
4.184
0.293
4.19

1.36
6.89
60"
10.76
10000
10.76
1550
3.426

3 183 (= 10 000/x)

1
10000
37
0.258
0.454
0.556
(°F-32)/1.8
(°F = 32)/1.8) + 273.15

To Get Measurement in SI Unit

MoViE.
Radian of circle.

radian (rad)

radian (rad)

square millimeter (mm?)
nanometer (nm)
millimeter (mm)
kilojoule (k)

joule ()

watt (W)

kilojoule per kilogram per kelvin (kJ-kg='-K-")

joule (J)

kilopascal (kPa)

hertz (Hz)

lux (Ix)

lux (Ix)

candela per square meter (cd-m-2)
candela per square meter (cd-m-2)
candela per square meter (cd-m-2)
candela per square meter (cd-m-2)
candela per square meter (cd-m-2)
candela per square meter (cd-m-2)
gigabecquerel (GBq)

millicoulomb per kilogram (mC-kg")
kilogram (kg)

kelvin (K) or degree celsius (°C)
degree celsius (°C)

kelvin (K)

TasLEe 9. Sl prefixes and multipliers.

Prefix

yotta

zetta
exa

peta
tera
giga
mega
kilo
hecto?
deka (or deca)?
deci?
centi?
milli
micro
nano
pico
femto
atto
zepto
yocto

Symbol

Multiplier

1 024

1021
1018

1015
1012
10°
106
103
102
10
107
102
103
106
10-°
10712
10-15
1018
10-21
1024

< N o - (@]
T 53 E 3 ag T~z mN <

a. Avoid these prefixes (except in dm3 and cm?) for
science and engineering.
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TaBLE 10. Units from the centimeter-gram-second (CGS) system of units and not accepted for use with SI. Factor to
convert each CGS unit to Sl unit is given.

Physical Quantity CGS Unit Multiply by SI Unit SI Symbol
Basic CGS Units
Magpnetic field intensity oersted (Oe) 103-(4n)! ampere per meter Am™!
Magnetic flux maxwell (Mx) 10-8 weber Wb
Magnetic flux density gauss (G) 10 tesla T
Magnetic potential difference  gilbert (Gb) 10-(4n)! ampere A
Electromagnetic CGS Units
Capacitance abfarad 107 farad F
Charge abcoulomb 10 coulomb C
Conductance abmho 10° siemens S
Current abampere 10 ampere A
Inductance abhenry 10-° henry H
Magnetic field intensity abampere per centimeter 103 ampere per meter A-m™!
Potential abvolt 10-8 volt \%
Resistance abohm 10-° ohm Q
Electrostatic CGS Units
Capacitance statfarad 1.112650 x 1012 farad F
Charge statcoulomb 3.3356 x 10-10 coulomb C
Conductance statmho 1.11265 x 10712 siemens S
Current statampere 3.335641 x 10 ampere A
Inductance stathenry 8.987552 x 10" henry H
Potential statvolt 2.997925 x 102 volt \Y
Resistance statohm 8.98755 x 10™ ohm Q

three-dimensional CGS system. When
only mechanical and electric quantities
are considered, these three units cannot
strictly speaking be compared each to the
corresponding unit of SI, which has four
dimensions.

Ampere per Meter Replaces Oersted. One

TasLE 11. Conversion of Units for
Conductivity ¢ and Resistivity p.

From Unit Operation To Get Unit

Conductivity Unit to Conductivity Unit2

ampere per meter (A-m-1) equals about S:m! (Sm) x 106 MS-m-!
one eightieth of an oersted (Oe). The S-m-! (S-m) x (1.724 x 10-%) %IACS
relationship is 1 Oe = 1000-(4m)! A-m~! = MS-m-T  (MS-m-1) x 106 Sem-!
79.57747 A-m™.. MS-m-T (MS-m-1) x 1.724 %IACS
Tesla Replaces Gauss. One tesla (T) equals %IACS  %IACS x (5.800 x 10%) S:m™!
ten thousand gauss (G). 1 G=10*T = %IACS  %IACS x 0.580 MS-m-1
0.1 mT. Conductivity Unit? to Resistivity Unit
Weber Replaces Maxwell. One weber (Wb) S-m-! 1+(Sm™) Qm
equals 10% maxwell (Mx). 1 Mx = 108 Wb S.m-1 (1 x 108) + (S-m-1) pQ-cm
=0.01 pyWb = 10 nWb. Msm (1x106) +MSm)  Qm
MS-m1 (1 x 102 + (MS-m™T) uQ-cm
Conductivity and Resistivity %IACS  (1.724 x 106) + %IACS ~ Q-m
In the twentieth century, the conductivity WIACS  172.4 = %IACS HQ-cm
of a given metal was conventionally Resistivity Unit to Conductivity Unit?
expressed as a percentage of pure copper’s Qm 1 +(Qm) S-m-!
conductivity with reference to the Qm (1 x 106 +(Q:m) MS-m-!
International Annealed Copper Standard Qm (1.724 x 10°6) + (Q-m) %IACS
.(IA(.ZS)JS In SI, COIldUCthlE}ll' is expressed uQcm (1 x 108) = (uQ-cm) S.m-1
in siemens per meter (S-m-1). The uQcm (1 x 102) = (uQ-cm) MS-m-T
fXS‘;}‘f&Vg{ﬁﬂEﬁﬁre copper (100 percent uQ-cm 1724 = (uQ-cm) 9%IACS:?
Resistivity is the inverse of Resistivity Unit to Resnsstlwty Unit
conductivity and is expressed in ohm Q:m (@m)x10 uQ-cm
meter. Table 11 gives the formulas for uQm - (uQ:m)x10°® &m

conversion to and from units for

O OULE a. %IACS: percentage of International Annealed Copper
conductivity and resistivity.

Standard.'8
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CHAPTER

History of Electromagnetic
Testing



This chapter previously appeared as an
article by Robert McMaster and in the
second edition of the Nondestructive
Testing Handbook.!:? This chapter covers
electromagnetic induction developments
before 1960 and closes with a brief
discussion of microwave testing

before 1980.

Early Observations of
Magnetic Attraction

It is probable that no other form of
nondestructive testing has a history of
scientific creativity and practical
development that compares with
electromagnetic induction and eddy
current testing.

Electromagnetic testing has the most
ancient name of all nondestructive testing
methods. Thales of Miletus (sixth
century B.C.) first recorded that rubbing
amber induced a state in which the amber
would attract other light objects. The
Greek word for amber is electron. Thales
also mentioned the remarkable powers of
the lodestone (iron oxide), also known as
magnetite from the place where it was
found: Magnesia in Thessaly.3

Democritus (about 400 B.C.) provided
concepts of an atomic structure of matter.
His six principles were listed by John
Tyndall and quoted by Robert A. Millikan.
The fifth principle states that the
“varieties of all things depend upon the
varieties of their atoms, in number, size
and aggregation.”3 Many electromagnetic
tests are intended to identify the specific
atoms in materials under test and the
discontinuities that occur in structures
when needed atoms are missing or
separated from their neighbors.

By A.D. 1200, the use of the magnetic
compass was reported in China. At about
the same time, Alexander Neckam, an
Englishman, also reported the use of the
compass in navigation.# In the year 1600,
William Gilbert, physician to England’s
Queen Elizabeth I, wrote in his book
De Magnete a comprehensive description
of his 18 years of experiments and his
theory of magnetism.>

Benjamin Franklin

Robert A. Millikan, in his Early Views of
Electricity, states that there were “no

Electromagnetic Testing

PART 1. Electromagnetic Theory

electrical theories of any kind” before
Benjamin Franklin, who around 1747
observed that “electrical matter consists of
particles extremely subtle, since it can
permeate common matter, even the
densest, with such freedom and ease as
not to receive any appreciable
resistance.”3

Franklin “recognized two kinds of
electrification and introduced the terms
positive and negative to distinguish them.
He arbitrarily called any body positively
electrified if it was repelled by a glass rod
that had been rubbed with silk and
negatively electrified if it was repelled by
sealing wax that had been rubbed with
cat’s fur. These are today our definitions
of positive and negative electrical
charges.”3

19th Century
Development of Induced
Currents

Electromagnetic induction was not
observed and explained before the 19th
century. James Clerk Maxwell (see Fig. 1)
in his remarkable two-volume work

FiGure 1. James Clerk Maxwell.
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A Treatise on Electricity and Magnetism®
summarized the first 50 years of this
development.

Orsted Discovers Electric Current’s
Magnetic Field

Maxwell explains that “conjectures of
various kinds had been made as to the
relation between magnetism and
electricity, but the laws of these
phenomena, and the form of these
relations, remained entirely unknown till
Hans Christian Orsted [Fig. 2a], at a
private lecture to a few advanced students
at Copenhagen, observed that a wire
connecting the ends of a voltaic battery

FiGure 2. Hans Christian Orsted: (a) with students Orsted
discovers electric current’s magnetic effect on compass when
circuit is completed; (b) Orsted’s observation that compass
needle near electric current moves to position perpendicular
to direction of current.

(b)

affected a magnet in its vicinity.” Orsted’s
published account in 1820 observes that
“the current itself ... was the cause of the
action, and that the ‘electric conflict acts
in a revolving manner,’ that is, that a
magnet placed near a wire transmitting an
electric current tends to set itself
perpendicular to the wire, and with the
same end always pointing forwards as the
magnet is moved round the wire. ... The
space in which these forces act may
therefore be considered as a magnetic
field” (Fig. 2b). Orsted’s discovery meant
that the “lines of magnetic force are
everywhere at right angles to planes
drawn through the wire, and are therefore
circles each in a plane perpendicular to
the wire” passing through the plane’s
center.®

Ampere’s Experiments

In his first experiment, André Marie
Ampere (Fig. 3a) showed that two
equivalent currents close together and
flowing in opposite directions neutralize
each other (Fig. 3b). Maxwell explains
that an insulated wire may be looped back
on itself so as to have no effect on the
astatic balance: “This principle is of great
importance in the construction of electric
apparatus, as it affords the means of
conveying the current to and from any
galvanometer or other instrument in such
a way that no electromagnetic effect is
produced by the current on its passage to
and from the instrument.”® Techniques
like this are commonly used to connect
instruments to sensing coils or
semiconductor detectors for detecting
eddy current magnetic field test signals.
At higher frequencies, shielding by
concentric conductors, usually grounded
at one end, aids in avoidance of
interfering signals from ambient
electromagnetic fields or moving
ferromagnetic machine parts or test
objects.

Ampere’s second experiment concerned
crooked paths of currents. Maxwell
explains that “one of the wires is bent and
crooked with a number of small
sinuosities, but so that in every part of its
course it remains very near the straight
wire. ... A current flowing through the
crooked wire and back again through the
straight wire, is found to be without
influence on the astatic balance. This
proves that the effect of the current
running through any crooked part of the
wire is equivalent to the same current
running in the straight line joining its
extremities, provided the crooked line is
in no part of its course far from the
straight one. Hence any small element of
a circuit is equivalent to two or more
component elements, the relation
between the component elements and the

History of Electromagnetic Testing

29



30

resultant element being the same as that
between component and resultant
displacements or velocities.”® This basic
principle has been generally ignored with
respect to its significance in detection of
very small discontinuities that locally
distort eddy current flow paths. A circular
test coil, for example, produces a mirror
image circular flow path of eddy currents
in the adjacent test material. Small
diversions and excursions of eddy currents
from a truly circular path will have little
effect on relatively large pickup coils but
small semiconductor detectors can have
far greater sensitivity to small distortions
of the eddy current magnetic field.
Ampere’s third experiment
demonstrated that external currents or

FiGure 3. André Marie Ampere: (a) portrait;
(b) Maxwell’s sketch illustrating Ampere’s
basic test arrangement with astatic balance
coil arrangement.
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(b)
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magnets had no tendency to move a
straight current carrying conductor in the
direction of its length. The fourth
experiment showed that the force acting
between two adjacent current carrying
loops varies as the square of the distance
between the two loops.®

Faraday’s Law of Electromagnetic
Induction

In 1831, both Joseph Henry in the United
States and Michael Faraday (Fig. 4) in
England discovered electromagnetic
induction. Maxwell notes that “Faraday,
who had been for some time endeavoring
to produce electric currents by magnetic
or electric action, discovered the
conditions of magnetoelectric induction.
The method that Faraday used in his
researches consisted of a constant appeal
to experiment as a means of testing the
truth of his ideas, and a constant
cultivation of ideas under the direct
influence of experiment.” Because Faraday
discusses “his unsuccessful as well as his
successful experiments, and his crude
ideas as well as his developed ones,” the
reader may feel “sympathy even more
than admiration, and is tempted to
believe that, if he had the opportunity, he
too would be a discoverer. Every student
... should study Faraday for the cultivation
of a scientific spirit, by means of the
action and reaction which will take place
between the newly discovered facts as
introduced to him by Faraday and the
nascent ideas of his own mind.”®

FIGURe 4. Michael Faraday, evidently holding
bar magnet.
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induction.

The method of Faraday seems to be
intimately related to the method of partial
differential equations and integrations
throughout all space. “He never considers
bodies as existing with nothing between
them but their distance, and acting on
one another according to some function
of that distance. He conceives all space as
a field of force, the lines of force being in
general curved, and those due to any
body extending from it on all sides, their
directions being modified by the presence
of other bodies. He even speaks of the
lines of force belonging to a body as in
some sense part of itself, so that in its
action on distant bodies it cannot be said
to act where it is not. This, however, is
not a dominant idea with Faraday. He
would probably have said that the field of
space is full of lines of force, whose
arrangement depends on that of the
bodies in the field, and that the
mechanical and electrical action on each
body is determined by the lines which
abut on it.”6

Maxwell describes the first form of
Faraday’s law: “The primary circuit is
connected with a voltaic battery by which
the primary current may be produced,
maintained, stopped, or reversed. The
secondary circuit includes a
galvanometer,” which is placed so that
the primary current does not affect it.
Parts of the primary and secondary
currents are straight wires placed parallel
and near to each other.

When a current is suddenly sent
through the primary circuit, Maxwell
explains, “the galvanometer of the
secondary circuit indicates a current in
the secondary straight wire in the opposite
direction. This is called the induced
current. If the primary current is
maintained constant, the induced current
soon disappears, and the primary current
appears to produce no effect on the
secondary circuit. If now the primary
current is stopped, a secondary current is
observed, which is in the same direction
as the primary current. Every variation of
the primary current produces
electromotive force in the secondary
circuit. When the primary current
increases, the electromotive force is in the
opposite direction to the current. When it
diminishes, the electromotive force is in
the same direction as the current. ... These
effects of induction are increased by
bringing the two wires nearer together.
They are also increased by forming them
into two circular or spiral coils placed
close together, and still more by placing
an iron rod or a bundle of iron wires
inside the coils.”®

This experiment demonstrates the
fundamental principles for using
magnetizing coils in eddy current testing.
The need for a time varying primary

current is clearly indicated. The advantage
of close coupling or spacing between the
magnetizing coil and test metal surface is
also shown. This translates into control of
liftoff of probe coils and preference for
high coil fill factors with encircling coil
eddy current tests. The need for pulsating
or alternating primary current is also now
evident. Finally, the advantages of using
ferrite or iron cores in eddy current probe
coils are suggested. Eddy current test
systems at the beginning of the
twenty-first century make full use of each
of these principles, enunciated clearly by
Faraday in 1831.

Induction by Moving the Circuits

Faraday found that, by moving the
primary circuit toward the secondary
circuit, current could be induced in the
secondary current in a direction opposite
to the primary current. Similarly, Faraday
found that moving the secondary circuit
toward the primary induces a current
opposite to the primary current. Also,
moving the secondary circuit away from
the primary induces a current in the same
direction as the primary current. Maxwell
explains that “the direction of the
secondary current is such that the
mechanical action between the two
conductors is opposite to the direction of
motion, being a repulsion when the wires
are approaching, and an attraction when
they are receding.”® This electromotive
force was observed by Faraday but was
given more systematic treatment by

H.F. Lenz (see below).

Three principles are implied by the
concept of induction by motion of the
primary circuit. The first is that polarized
and directional secondary currents can be
induced by moving a straight line primary
current over a conducting test surface.
Secondly, alternating current could be
induced in a conducting secondary circuit
or test material when a constant current
primary coil is moved cyclically up and
down or side to side over a secondary coil
or conducting test surface. A third
concept implied by the technique of
induction from a moving primary circuit
would be that of using direct current
magnetic field detectors to measure the
magnitude of secondary current or eddy
currents in a conducting material, under
or lagging behind the moving primary
coil.

A practical example of testing by
moving the secondary circuit would be
the rapid movement of conductive test
material, such as sheet metal in a rolling
mill, past a stationary direct current test
coil, inducing a flow of current in
material both approaching and leaving
the area of this local magnetization.
Detectors of the eddy current field in

History of Electromagnetic Testing

31



either location can respond to local
discontinuities or material property
variations that influence the amplitude
and distribution of the eddy currents.

Faraday also found that current could
be induced by the relative motion of a
magnet and the secondary circuit.
Maxwell explains that “if we substitute for
the primary circuit a magnetic shell,
whose edge coincides with the circuit,
whose strength is numerically equal to
that of the current in the circuit, and
whose austral face corresponds to the
positive face of the circuit, then the
phenomena produced by the relative
motion of this shell and the secondary
circuit are the same as those observed in
the case of the primary circuit.”® The coil
of the preceding examples can be replaced
by a permanent magnet when relative
motion exists between the magnet and
test material in eddy current tests,
provided that adequate secondary current
magnitude and speed of motion can be
attained.

Faraday’s Legacy

Maxwell finally states the “true law of
magneto-electric induction” in the
following terms: “The total electromotive
force acting around a circuit at any
instant is measured by the rate of decrease
of the number of lines of magnetic force
which pass through it. ... The time
integral of the total electromotive force
acting round any circuit, together with
the number of lines of magnetic force
which pass through the circuit, is a
constant quantity.” This quantity “may
even be called the fundamental quantity
in the theory of electromagnetism.”
Faraday recognized “in the secondary
circuit, when in the electromagnetic field,
a ‘peculiar electrical condition of matter,’
to which he gave the name of the
Electrotonic State.”6 This quantity appears
to be similar to the concept of flux
linkage, measured by the product of the
number of winding turns and the total
magnetic flux enclosed in the winding.
Michael Faraday’s two-volume work
Experimental Researches in Electricity
influenced numerous investigators and
inventors in Europe and the United States
from the 1830s to the end of the
nineteenth century. This led many others
to experiment with electromagnetic
effects and to develop many basic
inventions such as Morse’s telegraph,
Bell’s telephone and Edison’s many
improvements on telegraphic, telephonic,
fire alarm and stock ticker
communication systems. In 1831, Faraday
also showed before the Royal Society a
homopolar generator (a disk rotating
between the poles of a large horseshoe
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magnet) for converting mechanical energy
into electric energy.

Faraday’s influence on inventors with
little or no scientific training was very
great, for Faraday’s accounts of his
experiments did not use any complicated
mathematical formulas. To inventors like
Thomas Edison, Faraday appeared to be
the master experimenter, whose
laboratory notes communicated the
highest intellectual excitement — and
hope as well. Faraday’s explanations were
simple, steeped in the spirit of
truthfulness and humility before Nature.
For Faraday, the natural laws were
revealed through experiment. To
American inventors, Faraday, poor and
self-educated, indifferent to money or
titles, exemplified the ethics of a true man
of science, whom others could emulate.
Thus, during the period from 1831 to
about 1875, the inventions made on the
basis of Faraday’s research were often
developed by trial and error, empirically
and step by step.

Lenz, Neumann and Helmholtz

In 1834, Heinrich Friedrich Lenz described
electromotive force — the relationship, in
Maxwell’s words, “between the
phenomena of mechanical action of
electric currents, as defined by Ampere’s
formula, and the induction of electric
currents by the relative motion of
conductors.”® More generally, Lenz’s law
states that the electromagnetic field will
act so as to oppose or resist any effort
made to change its intensity or
configuration. Where mechanical motion
causes the change, mechanical force
developed within the system will oppose
the change. If mechanical motion is
absent, electromotive forces will be
induced that tend to maintain the status
quo, namely to maintain the total flux
linkages in the system.

On the basis of Lenz’s law, Franz E.
Neumann in 1845 formulated his
mathematical theory of induction, in
effect, as Maxwell says, “completing for
the induction of currents the
mathematical treatment which Ampere
had applied to their mechanical action.”

In Maxwell’s opinion, “a step of still
greater scientific importance” was
Hermann L. von Helmholtz’s derivation
in 1847 of the laws of induction from the
laws of conservation of energy. He and
William Thompson, working
independently, showed “that the
induction of electric currents discovered
by Faraday could be mathematically
deduced from the electromagnetic actions
discovered by Orsted and Ampere by the
application of the principle of the
Conservation of Energy.”°



Maxwell’s Equations

James Clerk Maxwell conceived and
published the comprehensive group of
relations for the electromagnetic field
known as Maxwell’s equations,® which
mathematically represent almost the
entire present knowledge of this subject.
Maxwell’s remarkable achievement of
integrating the available knowledge
concerning electromagnetic circuits and
fields provides the basis for analysis of all
basic eddy current and electromagnetic
induction problems — and for most of
modern electromagnetic theory.

These simple equations in both integral
and differential form were derived by the
methods of Lagrange, using relationships
from the calculus of variations. Solutions
for alternating fields are also available for
many configurations of the fields. It is of
interest that simpler techniques using an
operational map have been devised for
presenting these types of equations and
their derivations in simple form for use by
second-year engineering students. The
equations are available in nearly all basic
textbooks on the electromagnetic field.
Kelvin devised the solutions of Bessel’s
equation for the cases of probe coils and
provided the kelvin functions from which
simple cases can be readily calculated by
hand or with computer.

Since 1900, physicists and researchers
in electricity and magnetism have
occupied themselves with applications of
Maxwell’s theory. However, no one has
conceived any significant new law to be
added to Maxwell’s principles, with the
possible exception of Einstein’s theory of
relativity, which extends the theory of the
three-dimensional electromagnetic field to
a four-dimensional framework, including
time.
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Electromagnetic testing since 1880 has
evolved from relatively simple devices for
metal characterization to microwave
testing and sophisticated systems with
quadrature phase analysis. Much of this
development has been chronicled in
patents and summarized elsewhere.”

In 1868, a British engineering
publication reported that discontinuities
were being located in gun barrels by using
a magnetic compass to register the flux.®

Hughes’ Eddy Current Test

Alexander Graham Bell invented and
patented the first practical telephone in
1876. In 1879, David E. Hughes used the
telephone as an indicating device to
detect imbalance between two pairs of
induction coils with which he performed
eddy current comparison tests of coins. In
his demonstration and report to the
Physical Society, he stated that “if we
introduce into one pair of induction coils
any conducting body ... there are set up
in these bodies electric currents which
react both upon the primary and
secondary coils, producing extra currents
whose forces will be proportional to the
mass and its specific conducting power.”
Two identical shillings “will be completely
balanced” if one is put in the center of
each of the coils. “If, however, these
shillings are in the slightest degree worn,
or have a different temperature, we at
once perceive this difference.” Hughes
called his apparatus “a rapid and perfect
coin-detector” that could “test any alloy,
giving instantly its electrical value.”?

Hughes then measured the electrical
conductivity of different metals, using
copper as a reference value of 100,
producing a series of values like the
conductivity values expressed in the late
twentieth century as percentages of the
International Annealed Copper Standard
(TACS). He also made tests on
ferromagnetic materials that differentiated
between soft iron and hard steel. Finally,
Hughes provided curves showing the
effects of varying percentages of alloying
elements (silver-gold, copper-tin and tin-
lead). He thus established the basic
principles of testing and of interpretation
of modern eddy current and magnetic
induction tests.

Electromagnetic Testing

PART 2. Industrial Development of
Electromagnetic Tests

Bell’s Electromagnetic
Induction Metal Detector

After consultation with Hughes, Bell used
an induction sensing device to look for a
bullet in United States President

James A. Garfield after he was shot in
1881 (Fig. 5). The attempt was a failure,
probably because signals from bedsprings
interfered with the test.10

Early Tests for Eddy
Current and Hysteresis
Losses in Electrical Steel
Sheets

Active practical interest in
electromagnetic techniques for sorting
metals and detecting discontinuities did
not result in many useful test devices
before the twentieth century. However,
numerous developments (including
alternating current electric power systems,
transformers and other induction
machines) provided a base of practical
design and a need to investigate the losses
occurring in magnetic core materials used
in these devices. From 1890 to 1925,
much effort was devoted to reducing eddy
current and magnetic hysteresis losses in
laminated steel sheets, particularly (1) by

FiIGURE 5. Alexander Graham Bell and assistant look for bullet
in President James A. Garfield.




addition of silicon and other alloying
elements that lowered their electrical
conductivity and (2) by using purer iron
alloys with, in some cases, directional
rolling to attain maximum permeability
and minimum hysteresis losses.

To a first approximation, in cores
formed of thin magnetic laminations, it
was shown that eddy current losses
tended to increase in proportion with the
square of the frequency and that
hysteresis losses tended to increase in
accordance with the 1.6th power of the
frequency of alternation of the magnetic
field intensity. Numerous laboratories,
including those of electrical equipment
manufacturers (such as Westinghouse and
the General Electric Company) and
electrical steel sheet manufacturers (such
as Allegheny Ludlum and Armco Steel
Company) established measurement
laboratories to monitor properties of
production steel sheets and ensure
specified electromagnetic loss factors for
electrical steel sheets. The Epstein test and
many others were used for these material
tests.

Many improvements resulted,
including (1) thinner sheets, (2) oriented
steel sheets and (3) insulating coatings
between sheets to limit eddy current flow
paths. Also discovered during these
magnetic core improvements were the
undesirable effects of mechanical
clamping stresses and stresses resulting
from punching and shearing of
laminations, which tended to increase
core losses under alternating current
excitation. Hydrogen annealing and other
techniques, such as those developed by
Trigvie Yensen of Westinghouse Research
Laboratories, led to magnetic sheet alloys
with superior properties. Control of other
alloying elements, additions of up to
50 percent nickel and orientation of grain
structures and magnetic domains were
used to develop special steels with
rectangular hysteresis loops. These steels
are used in magnetic switching of
electrical currents, saturable reactors,
magnetic amplifiers and many novel
electromagnetic devices.

These developments illustrated the
variations in electrical conductivity,
magnetic permeability, grain orientation,
anisotropy, mechanical stresses, alloy
contents and impurity contents that, in
turn, influenced the electromagnetic
response of ferromagnetic materials and
changed the apparent inductance and
resistive losses measured by their
magnetizing coils. Direct current bias to
adjust the apparent inductance in
saturable reactors and transductors for
power control purposes also illustrated a
means for reducing magnetic permeability
and incremental inductance or inductive
reactance. It was also observed that many

magnetic core materials introduced odd
harmonics into the magnetizing currents
or voltages across inductances of their
magnetizing coils (or into unloaded
secondary windings on the cores). The
high sensitivity of the harmonic signals to
material conditions and mechanical
stressing were known and purposely
avoided where possible.

FIGURE 6. Charles Proteus Steinmetz: (a) portrait;

(b) Steinmetz and Thomas Alva Edison examine porcelain
insulators broken by current from Steinmetz’s high voltage
generator.

()

(b)
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These various effects, well known to
electrical designers at the turn of the
century, have since become possible
techniques for control or readout of eddy
current nondestructive test signals. In
general, however, the highly permeable
electrical steel sheets now commercially
available are not ideal for eddy current
tests because their eddy current losses are
so low. For their evaluation,
electromagnetic induction tests responsive
primarily to hysteresis effects, including
higher harmonic effects, may prove more
useful.

Steinmetz’s Vectors

By the 1890s, Charles Proteus Steinmetz
had come to the United States and begun
work for General Electric (Fig. 6).
Steinmetz had a colorful, outspoken
character and was a hard working
industrial researcher in the modern sense.
In the late 19th century, the sinusoidal
oscillations of alternating current electric
power system voltages and currents

introduced new complexities in analysis
of circuit performance, as compared with
analyses for Thomas A. Edison’s earlier
direct current electric power systems.
Detailed solutions of Maxwell’s equations
required vector calculus.

Steinmetz developed much simplified
techniques of analysis using rotating line
segments that he called vectors (later
called sinors) to represent sinusoidal
quantities. As such line segments rotated
about one end (at the origin of
coordinates), their vertical projections
mapped out the ordinates of the
sinusoidal waves when these vertical
projections were plotted as functions of
time. Together with the technique of
representing impedances on a complex
plane, these phasor quantities reduced the
solutions for steady state alternating
current to simple algebra and
trigonometry rather than to integral
calculus.

Later, after World War II, these
techniques of signal analysis on the
complex plane were to become widely
used in analysis of eddy current tests

FIGURE 7. Charles W. Burrows’ eddy current test arrangement with comparator circuit from
patent filed in 1923 (United States Patent 1686679, Apparatus for Testing Magnetizable

Objects).12

12

Legend

1. Primary coil to energize reference circuit.
2. Primary coil to energize test specimen circuit.
. Primary circuit.

. Closed secondary circuit.

. Standard reference specimen.

. Test specimen.

Dynamometer.

Core.

. Stationary coil.

10. Moving coil.

11. Pointer.

12. Scale or dial.

13. Test coil for reference circuit.

14. Test coil for test specimen circuit.
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following their clear enunciation by
Friedrich Forster.!! The corresponding
impedance diagrams on the complex
plane and oscilloscope displays provide
direct means for interpreting many of the
changes observed in eddy current
nondestructive testing. These
two-dimensional impedance diagrams,
with the inductive reactance as the
ordinate and resistive (energy loss) values
as the abscissa, permit mapping of
numerous different test conditions and
prediction of various effects observed in
single-frequency alternating current
electromagnetic tests by technicians and
test operators who do not know calculus.

Early Industrial
Development of
Electromagnetic Induction
Comparators

Numerous electromagnetic induction or
eddy current comparators were patented
in the United States in the period from
1925 until the end of World War II in
1945. Innumerable examples of
comparator tests were reported in the
literature and in patents. Many provided
simple comparator coils into which round
bars or other test objects were placed,
producing simple changes in amplitudes
of test signals or unbalancing simple
bridge circuits (see Fig. 7). 7,812

In nearly all cases, particularly where
ferromagnetic test materials were
involved, no quantitative analyses of test
object dimensions, properties or
discontinuities were possible with such
instruments. Often, difficulties were
encountered in reproducing test results:
some test circuits were adjusted or
balanced to optimize signal differences
between a known sound test object and a
known anomalous test object for each
group of objects to be tested. Little or no
correlation could then be obtained
between various types of specimens, each
type having been compared to an
arbitrarily selected specimen of the same
specific type.

Many simple comparators operated at
60 Hz from 110 V alternating current
circuits, using conventional instruments
such as volt meters, ampere meters, watt
meters and occasionally phase meters.
Such meters typically absorbed energy
from the test circuits and had accuracies
and reproducibilities often of only one or
two percent of full scale readings. In other
cases, wheatstone bridge circuits were
used to balance comparison test
arrangements and to provide greater
sensitivity to signal differences. For the
most part, many of these early
comparator systems were short lived and

received little acceptance in industry. By
comparison, a few such developments,
sponsored by major industries or
persistent creative inventors who sought
support and formed their own companies,
survived and have been used in
modernized form by industry in the
United States.

American Developments of
Electromagnetic Tests for
Steel Products

Development continued for
electromagnetic induction tests for round
bars, tubes, billets and other products of
the steel industry in the United States.
Advances at Magnetic Analysis
Corporation and at Republic Steel and
Tubes were based on the continuing
efforts of a few dedicated individuals who
passed their skills and enthusiasm along
to successors in the same organizations.
Charles W. Burrows (Fig. 7), Carl Kinsley
and Theodore W. Zuschlag were among
the pioneers at Magnetic Analysis
Corporation.” 81213 Horace G. Knerr, Cecil
Farrow and Alfred R. Sharples received
basic patents for Republic Steel and Tubes
(Fig. 8). Their developments were
extended and continued in the
Electromechanical Research Center of
Republic Steel (later to become LTV Steel),
Cleveland, Ohio, by Cecil Farrow, William
Archibald Black, William C. Harmon and
I.G. Orellana.’” 814 Automated
electromagnetic testing was applied to the
large scale, automated, production line

FiGure 8. Cecil Farrow (right) watches
operation of system for electromagnetic
testing of longitudinally welded steel tubes.
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testing of tubes, bars and billets. Other
companies had early inventors and
developers of electromagnetic tests but in
many cases management did not support
their developments long enough to
achieve practical applications.

Within the General Electric Company,
an early sequence of inventive
development was pioneered by
James A. Sams, Charles D. Moriarty and
H.D. Roop.”8 Ross Gunn of the United
States Naval Research Laboratory designed
a new form of probe coil magnetizing
system with two small diameter pickup
coils displaced symmetrically along a
diameter of the magnetizing coil. This was
an early example of using one coil size for
magnetization and much differently sized
pickup coils in nonconcentric positions.

Developments in
Electromagnetic Induction
Tests

Rapid technological developments in
many fields before and during World
War II (1939 to 1945) contributed both to
the demand for nondestructive testing
and to the development of advanced test
techniques. Radar and sonar systems
made acceptable the viewing of test data
on the screens of cathode ray tubes and
oscilloscopes. Developments in electronic
instrumentation, and in magnetic sensors
used both for degaussing ships and for
actuating magnetic mines, brought a
resurgence of activity. After the war,
developments such as Floyd Firestone’s
Supersonic Reflectoscope for ultrasonic
testing and Forster’s advanced eddy
current and magnetometer systems
became available as industrial
nondestructive test systems. These
systems offered new dimensions for
nondestructive measurement of material
properties, the locations and the relative
sizes of discontinuities. The ten-year lag
(from 1945 to about 1955) in industry’s
acceptance of novel developments was
uniquely short in the case of these
instruments.

Electronic instrumentation based on
vacuum and gas filled electron tubes was
approaching the peak of its development.
These developments permitted easy
construction of variable frequency
oscillators and power supplies for the
magnetizing coils of eddy current test
systems. They also permitted minute
voltage or current signals to be amplified
linearly to levels adequate for display
systems, graphic and permanent recording
systems and for operation of sorting gates,
automation of scanning and
mechanization of materials handling
during tests.
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The aerospace and nuclear power
industries were developing rapidly and
made unique demands for sensitivity and
consistency of instruments used in
materials evaluation and inservice
reliability assessment. These industries
(and government agencies related to
them) were the primary sponsors of
research to advance all forms of
nondestructive testing. However,
governmental support of eddy current
instrumentation remained significantly
less than for other fields of nondestructive
testing until Friedrich Forster’s technology
was introduced to this country.

Friedrich Forster

The introduction by Forster of
sophisticated, stable quantitative test
equipment and of practical techniques for
analysis of quantitative test signals on the
complex plane were important factors
contributing to the rapid development
and acceptance of electromagnetic
induction and eddy current tests from
1950 to 1965 in the United States.

Forster’s experience before World
War Il included advanced university
education in physics and, in German
research institutes, a significant
introduction to electromagnetic
measurements related to the metallurgy
and structure of steels and nonferrous
metals. During World War 1I, his
knowledge was used in naval warfare,
particularly with respect to magnetic
mines. At the conclusion of the war, after
a period of imprisonment by the French,
Forster retrieved his technical reports and,
“with the aid of a screwdriver and a
technician,” began further development
of electromagnetic test instruments in the
upper story of an old inn just a few
kilometers from Reutlingen — the place
where he later established the
Institut Dr. Forster.

By 1950, he had developed a precise
theory for many basic types of eddy
current tests, including both absolute and
differential or comparator test systems
and probe or fork coil systems used with
thin sheets and extended surfaces.!!
Painstaking calibration tests were made
with these coil systems and with mercury
models (in which discontinuities could be
simulated by insertion of small pieces of
insulators). Each test was confirmed by
precise solution of Maxwell’s differential
equations for the various boundary
conditions involved with coils and test
objects, at least for symmetrical cases such
as round bars, tubes and flat sheets where
such mathematical integrations were
feasible.

Further studies were made of the
nonlinear response characteristics of
ferromagnetic test objects. Techniques



using very low test frequencies (5 Hz),
harmonic signal analysis, comparators at
various levels of magnetization and
precise bridge circuits were developed. In
most instances, Forster replaced
measurements of the inductance or
impedance of magnetizing coils with the
more precise technique of measuring
response with unloaded secondary coils
coupled to the test materials (the
secondary coil’s coupling with the test
material is almost identical to that of the
magnetizing coils).

The extent and depth of these scientific
studies were not matched by any United
States laboratory, either government
sponsored or operated independently. By
extensive publications (not initially in the
form of United States patents but in the
open literature), Forster made the results
of this research available to the world of
technical personnel. His contribution of
almost the entire theory and technology
of electromagnetic induction and eddy
current test techniques in the first edition
of the Nondestructive Testing Handbook of
the American Society for Nondestructive
Testing (ASNT) provided the means for
educating thousands of nondestructive
test personnel in the theory, techniques,
equipment and interpretation of eddy
current tests.!> This integrated
presentation was then used throughout
the world to update eddy current test
technology.

The unique developments in Forster’s
new laboratory in Reutlingen, Federal
Republic of Germany, were made known
in the United States not only by those
who read his German publications before
1950 but also through missions in which
American personnel were sent to Forster’s
laboratory for education and experience
with these new forms of test
instrumentation. Richard Hochschild, for
example, made a visit of perhaps six
months to Reutlingen. Upon his return,
he prepared summary reports that were
distributed by the Atomic Energy
Commission, the sponsors of his visit.16

In the United States, numerous
facilities began research to test these new
concepts and instrumentation, including
significant efforts at Oak Ridge, Hanford
and other facilities. The creative work of
Hugo L. Libby at Hanford and others at
Oak Ridge may well have been sponsored
in response to the original work done by
Forster.

Even more significant was the transfer
of Forster’s technology to American firms
manufacturing and distributing
nondestructive test equipment since 1952.
Forster made his first presentation before
an ASNT audience in the early 1950s after
learning a very little English aboard ship.
Agreements for licensing under Forster
patents were later concluded. The

nondestructive testing staff at Battelle
Memorial Institute in Columbus, Ohio,
modified the basic Forster instruments for
use with United States components and
electron tubes.

During the next few years, increasing
amounts of Forster’s technology were
transferred to Magnaflux, whose staff
under Glenn L. McClurg became qualified
in design and production of Forster’s
various instruments and then marketed
these electromagnetic induction test
systems throughout the United States. The
collaboration between Forster and the
Magnaflux Corporation lasted perhaps ten
years, during which rapid progress was
made both in the German laboratory and
in the United States.

Proliferation of Eddy
Current Equipment

Upon termination in the 1960s of the
arrangement with Magnaflux, Forster
marketed his instruments through the
Foerster-Hoover organization in Ann
Arbor, Michigan. Rudolf G. Hentschel,
who was trained in Reutlingen at Institut
Dr. Forster, transferred information to this
new organization. After a few years, the
licensing of Foerster instruments to
Automation Industries resulted in further
transfer of advanced technology and
marketing through a new organization. A
later arrangement with Krautkramer
Branson repeated this unique educational
process.

Organizations manufacturing many
types of nondestructive test equipment
and marketing their services widely in the
United States made advances in test
technologies and broadened the range of
applications. Most of these instruments
have been updated to semiconductor
circuit elements and integrated circuits.
Many instruments in the twenty-first
century operate with absolute or
differential probe coils, encircling coils,
internal bobbin coils and various special
coil and circuit arrangements — many of
which Forster described in the first edition
of the Nondestructive Testing Handbook.

Self-balancing or self-adjusting
instruments, which establish reference
points by placing probes on standard test
materials or specimens, are available in
several cases, using developments by
Hugo Libby and other innovators. Designs
of probes based on digital computer
analyses of eddy current distributions in
single-layer or multiple-layer sheet
materials have been made feasible
through the pioneering work at Oak Ridge
National Laboratory. Special probes with
split coils, internal magnetic shields and
other complexities have also been
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developed for crack detection and special
applications. Digital displays of test
signals are also being used.

Microwave Nondestructive
Testing

At very high frequencies, electromagnetic
fields can be concentrated into beams and
propagated through space. When such a
beam pulse strikes a conducting metallic
surface, for example, it is reflected and
may return as an echo to the site of the
original pulse transmitter, or to other
detectors, as in radar detection. In
dielectric materials, microwaves can be
subject to rotations and phase shifts, as
well as to attenuation due to dielectric
hysteresis losses. In many ways,
microwave nondestructive test systems are
analogous in performance applications to
immersion ultrasonic test systems. By
Maxwell’s theory of the electromagnetic
field, microwaves are reflected like light
waves by eddy currents induced in the
surface layers of highly conducting
metallic materials. Thus, microwaves
appear to have the capacity to apply high
frequency eddy current tests to a metallic
surface from a distance and perhaps to
scan such surfaces to detect
discontinuities that change the pulse
reflection patterns.

When his eddy current systems were
sold to the Budd Company, Richard
Hochschild turned his attention to
formation and development of Microwave
Instruments Company, Corona del Mar,
California. Soon a series of instrument
systems had been developed and the long
task of educating industrial and scientific
users in the capabilities and applications
of electromagnetic tests had to be done all
over again for these new higher
frequencies.

The theory and design of microwave
generators, horns, antennas, detectors and
display systems had been developed for
long distance ranging in radar. Many
textbooks presented the electromagnetic
theory of microwaves in terms readily
used by electrical engineers. Microwave
system components and electron tubes
were commercially available. However,
electrical engineers were rarely aware of
the needs of nondestructive testing
engineers, and nondestructive testing
engineers had little familiarity with
microwaves. In fact, many nondestructive
test personnel were still just beginning to
use and understand eddy current testing
at the lower frequencies.

After several years of diligent
development, continued application
research and marketing efforts by Richard
Hochschild with the assistance of Ronald

Electromagnetic Testing

Botsko, the pioneer organization
Microwave Instruments Company was
sold and its proprietor moved to the area
of medical services. A few other
organizations built simple microwave test
systems but the development of industrial
microwave nondestructive testing
languished during the 1970s. Limited
research sponsored by government
agencies resulted in possibilities for crack
detection from a distance.

The theory of microwave antennas and
of time domain reflectometry of
microwaves in tubes, passing along wires
and reflecting and refracting in dielectric
layers, promises the possibility of valuable
nondestructive testing applications.
Because microwaves can be focused,
microwave systems could be designed to
operate in a manner analogous to optical
instruments and ultrasonic systems.

A large scale example of microwave
exploration of test objects at great
distances is occurring in radio astronomy
laboratories throughout the world. Many
radio signals from objects billions of
kilometers away have been confirmed by
films from optical telescopes and the
locations of others have been predicted.
Emissions are detected from galaxies,
black holes and other astronomical
features. J.D. Kraus has recognized this as
a form of nondestructive testing of outer
space and has written a biographical book
called The Big Ear,'” which clearly and
simply summarizes a lifetime of study and
applications of Maxwell’s theory of
electromagnetic fields.
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PART 1. Introduction to Principles of
Electromagnetic Testing

The electromagnetic test method of
nondestructive testing, like other
nondestructive test methods, involves the
application of electromagnetic energy to
evaluate the condition of test objects. The
energy interacts with the material and a
snapshot of the interaction process is
analyzed to ascertain the condition of the
material. Although electromagnetic
methods, in principle, cover a wide range
of techniques, the term electromagnetic
testing is generally used to denote several
techniques, including magnetic flux
leakage testing, eddy current testing and
microwave testing. Radiation methods
such as infrared and thermal testing and
radiographic testing are often not thought
of as electromagnetic methods even
though they are governed by the same
physical laws.

Although all electromagnetic methods
are governed by Maxwell’s equations, the
distinctive nature of each method stems
from differences in excitation frequencies,
the nature of the transducers used and the
signal analysis techniques for
characterizing the state of the test object.
As an example, magnetic flux leakage
techniques typically use excitation
frequencies near 0 Hz whereas eddy
current techniques use excitation
frequencies from about 100 Hz to about
10 MHz. Microwave testing uses
excitation sources usually in excess of
100 MHz.

As the excitation frequency increases
from zero, the underlying physical process
gradually changes. Below about 10 MHz,
the field is said to be quasistatic, which
means that displacement current is
negligible. As the frequency finally
increases beyond quasistatic values, the
energy propagates in the form of waves
into the tested material. Differences in the
underlying processes associated with each
frequency make it possible for
electromagnetic techniques to test a wide
range of materials.

The principles underlying three
techniques correspond to the three
frequency ranges discussed below:

(1) magnetic flux leakage testing (low
frequency), (2) eddy current testing
(middle frequency) and (3) microwave
testing (high frequency).
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Magnetic flux leakage testing is used
extensively in industry for testing
ferromagnetic parts and components. The
magnetic flux leakage technique involves
magnetization of the test object by a
permanent magnet or by passing an
excitation current directly through an
electromagnet. The presence of a
discontinuity on or near the surface of the
sample disturbs the magnetic flux lines
and results in a local leakage field around
the discontinuity. The magnetic flux
leakage field can be detected using a
variety of techniques. In magnetic particle
testing, the leakage field is imaged by
dusting the surface of the test object with
magnetic particles coated with fluorescent
dye.! Force exerted by the magnetic
leakage field around a crack attracts the
particles to line up along surface cracks.
The magnetic flux leakage field can also
be detected using noncontact sensors such
as a hall effect probe or a simple
induction coil. A hall probe using an
element oriented parallel to the sample
surface is sensitive to the normal
component of the magnetic flux leakage
field and generates a typical signal, as
shown in Fig. 1 for a rectangular notch.?
To understand the operation of
magnetic flux leakage, it is useful to
consider the physics of permanent
magnets. A permanent magnet can be
considered an agglomeration of domains
that can be thought of as elementary
magnets obtained as a result of the fact
that the dipole moments of
uncompensated electron spins contained
within the domain are held parallel.3 In
the demagnetized state, the domains
orient themselves randomly (Fig. 2a) so
that closed paths for the magnetic flux

FIGURe 1. Typical leakage field signal.?

B

Signal voltage from hall
sensor (relative scale)

C
Scan position or time (relative scale)

PART 2. Magnetic Flux Leakage Testing

FIGURE 2. Physics of permanent magnets:

(a) random orientation of domains in
unmagnetized state; (b) domains aligned in
direction of applied field; (c) relaxation of
parallel alignment of domains when
magnetic field is removed;

(d) self-demagnetization of material after
magnetic field is removed; (e) reversion of
domains to random orientation when gap is
removed.? See Fig. 3 for characteristic

curve.
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exist in the material. The magnetostatic
energy under this condition is a
minimum. This state is indicated by point
0 on the characteristic curve of magnetic
flux density B versus magnetic field
intensity H (Fig. 3). When an external
magnetic field is applied, the domains
tend to align with the direction of the
applied field, thereby increasing B. The
operating point now moves into region
OA in Fig. 3. The size and orientation of
the domains are affected by the potential
energy (1) arising out of the interaction
between neighboring atoms, (2) associated
with the anisotropy energy and

(3) associated with the external field
energy.

As the external magnetic field is
increased, the operating point moves into
region AB of Fig. 3. The domain walls
start shifting and ultimately reach a state
when each crystal represents a single
domain. Further increases in the magnetic
field intensity result in magnetic
saturation, a state in which the domains
rotate against the forces of anisotropy
until all the domains get aligned in the
direction of the applied field (Fig. 2b).3
This state is represented by the region BC
on the curve of B versus H (Fig. 3).

If the applied magnetic field is then
withdrawn, the domains relax. As a result,
the parallel alignment of the domains is
disturbed (Fig. 2¢). The residual flux B,
represents a new minimum energy, at
point D where magnetization H = 0.

If a gap is then introduced as shown in
Fig. 2d, the material self-demagnetizes.
The imbalance created by the gap results
in a realignment of the domains closest to
the gap.

Ficure 3. Typical characteristic curve of magnetic flux density
B versus magnetic field intensity H.3

These domains take up orientations
that are 180 degrees from the original
orientation. The mechanical energy
injected into the system to introduce the
gaps is used to transfer the operating
point from D to E. If the air gap is then
reduced to zero as shown in Fig. 2e, the
operating point moves along the minor or
recoil loop to F and the domains revert
back very nearly to the same orientation
as before. If the gap is once again restored,
the operating point then moves toward
point E along the recoil loop FGE.
Repeated cycles of opening and closing
the gap cause the minor recoil loop to be
traced.

The presence of a discontinuity causes
a reduction in the cross sectional area of
the test object, thereby resulting in a local
increase in the magnetic flux density.*> A
reduction in the permeability together
with an increase in the magnetic flux
density would cause the flux to leak into
the surrounding medium. Magnetic
leakage fields can be subdivided further
into active or residual leakage fields. To
understand the origin of the leakage fields
and choice of initial magnetization for the
active leakage field technique, consider an
unmagnetized steel billet with a surface
discontinuity, as shown in Fig. 4a. Let A
represent the cross sectional area of the
billet and let a represent the cross
sectional area of the discontinuity. The
cross sectional area of the sound portion
of the billet in the vicinity of the
discontinuity is reduced to (A — a) units
(Fig. 4b).

Magnetic field H is a vector quantity
because it has both magnitude and
direction. In the characteristic curve of
Figs. 2 and 3, for isotropic materials, H is
the magnitude component and so is a
scalar quantity.

Then, place the billet in a uniform
magnetic field H and represent the
induced flux density in the sound portion
of the billet by B; (weber per square
meter). This magnetic flux density
corresponds to a point P to the right of
Hmax ON the permeability curve of the
material, as illustrated in Fig. 4c. The
corresponding point on the initial
magnetization curve in Fig. 4c is point Q.
The magnetic flux density passing
through the sound part of the billet is B;
(tesla). Now, if it is assumed that this
same magnetic flux is to pass through the
reduced billet area in the vicinity of the
discontinuity, then the flux density
present in this section is greater than B,
and is equal to BjA-(A-a)-1, namely B,.

This local increase of magnetic flux
density results in a change of the
operating point on the magnetization

Legend

B = magnetic flux density (relative scale)
H = magnetic field intensity (relative scale)

curve from Q to Q" and a corresponding
decrease of local permeability from P to
P’. However, this results in conflicting
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demands in the vicinity of the
discontinuity. The magnetic flux density
must increase with a reduction of cross
sectional area but this change drives the
permeability in the restricted region of
the billet to a value less than that present
in the sound regions. Consequently, some
of the flux leaks into the surrounding
medium near the discontinuity and is
called a leakage field (Fig. 4d). The
detection of this leakage field is the basis
of magnetic flux leakage testing.

Subsurface Discontinuities

If a discontinuity is farther below the
surface, the difficulty of detecting these
magnetic leakage fields is much greater.
The reason for this difficulty is that the
surrounding material tends to smooth out
the field distortion due to the subsurface
discontinuity, thus resulting in a small

field disturbance on the surface of the
billet.# Because most detectors used to
monitor the magnetic leakage fields rely
on a sharp change of field gradient to
record the presence of the field, it is
naturally difficult to sense the location of
subsurface discontinuities, as illustrated in
Fig. S.

Degree of Initial
Magnetization

The initial operating point on the
permeability characteristic of the material
is very important.* For example, if this
point should lie to the left of p,4, as
illustrated by the point T in Fig. 4c, an
increase of magnetic flux density with an
area reduction due to a discontinuity
would drive the local permeability higher
than the permeability of a material free of
discontinuities. Thus, there is a possibility

FiGUREe 4. Billet with discontinuity: (a) view of billet; (b) cross section through discontinuity; (c) magnetic characteristics of billet
material; (d) billet in magnetic field, showing discontinuity leakage field.*
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that the discontinuity may go undetected
in these circumstances.

Moreover, if the initial magnetization
of the material should locate the
operating point near saturation, then the
difference between the magnetic flux
density in the material and the leakage
magnetic field in the surrounding
medium decreases with increasing
discontinuity cross sectional area.
Therefore, the problem of quantitatively
detecting the discontinuities is magnified
because it becomes increasingly more
difficult to discriminate between the
severity of the various heterogeneities.

Also, because the degree of
magnetization is so great, the surface
roughness is easily mistaken for actual
discontinuities and results in unwarranted
rejection of test objects.

Therefore, there exists an upper and
lower limit of magnetization to which a
test object should be subjected if the
magnetic leakage field technique of
nondestructive testing is to be most
successful. Magnetization of the test
object lies on the linear part of the
magnetization curve in such a way that
the material permeability is maximum.
Magnetization should not approach
saturation but should have a value of flux
density that locates the initial operating
point of the material on the steepest part
of the initial induction curve.

If the degree of magnetization is too
low, discontinuities may go unnoticed
and, if the magnetization level is too
high, a lack of discontinuity
discrimination may result in false
indications.

FIGure 5. Billet with subsurface discontinuity, showing
resultant leakage field.*

Leakage field

Subsurface discontinuity

T—>
H field
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Eddy current techniques of
nondestructive testing rely on the
principles of magnetic induction to
interrogate the materials under test. A
complete understanding of the underlying
physical process can only be gained
through Maxwell’s equations. However,
the physical basis of the technique can
also be understood qualitatively. Eddy
current testing is based on the fact that,
when a coil excited by an alternating
current is brought close to a material, the
terminal impedance of the coil changes.®
The change is associated with the fact that
the primary field set up by the eddy
current coil induces eddy currents within
the electrically conducting specimen.

In conformity with Lenz’s law, the
direction of the induced eddy currents
and consequently the secondary field
generated by these currents oppose the
change in the primary field (Fig. 6).78 If
the test object is nonferromagnetic, the
magnetic flux leakage associated with the
coil decreases because of the opposing
nature of the primary and secondary
fields. Because the self-inductance of the
coil is defined as flux linkages per ampere,
the inductance of the coil decreases.
Accompanying the decrease in inductance
is an increase in resistance, owing to the
fact that the eddy current losses incurred
within the specimen have to be met by
the source of primary excitation. This loss
manifests itself as a change in coil
resistance.

The presence of a discontinuity or

PART 3. Eddy Current Testing

coil changes as it comes in contact with
nonferromagnetic conducting specimens
with and without discontinuities. It
should be noted that Fig. 7 greatly
exaggerates these changes.”8

The underlying process is more
complicated when the test object is
ferromagnetic. Counteracting the decrease
in inductance (due to the influence of
eddy currents induced in the test object)
is an increase in inductance attributable
to the higher permeability of the material.
The latter effect generally predominates,

FIGURe 7. Impedance plane trajectories of
coil over specimens: (a) over
nonferromagnetic specimen; (b) over
ferromagnetic specimen. Changes are
exaggerated for clarity.”.8

()

N

Reactance X (relative scale)

Resistance R (relative scale)

heterogeneity in the test object causes a (b)
reduction as well as a redistribution of the
eddy currents. Consequently, the changes _
in the inductance and resistance of the 2
excitation coil are correspondingly less. f 2
Figure 7a shows how the impedance of a 2
©
N 3
. . . . ><
FIGURE 6. Alternating current coil over conducting test object, o 1
showing opposite direction of primary and induced S
s
currents.” Q
[}
[~4
) i Resistance R (relative scale
Conducting H primary Coil ( )
test object / Direction of
primary current Legend
( 1. Coil in air.
é#ﬁ/ L 2. Coil over specimen with discontinuity.
) Direction of 3. Coil over specimen without discontinuity.
Hinduced induced current
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so the inductance of the coil increases
when the coil comes in contact with a
ferromagnetic specimen (Fig. 7). The
change in inductance is also accompanied
by an increase in resistance attributable to
the eddy current and hysteresis losses.”?

The variations in coil impedance
caused by discontinuities in the test
object are often very small in comparison
with the quiescent value of the coil
impedance. Detection and measurement
of these small changes is often
accomplished using bridge circuits.

In this regard, there is a useful
distinction between two kinds of probe
coils: (1) absolute coils and (2) differential
coils. An absolute coil responds to the
electromagnetic properties of the test
object in the magnetic field of the coil
without comparison to the response of a
second coil. Differential coils are two or
more coils connected in such a way that
electromagnetic differences in the regions
beneath the coils will cause an imbalance
between them to be signaled.

A problem of the absolute eddy current
probe is the difficulty of detecting small
changes in impedance, which are
superimposed over the value in air. In
addition, changes in the coil parameters
because of environmental factors and
liftoff can often mask changes due to
discontinuities, making signal
interpretation very difficult.

An alternative to the absolute eddy
current probe is the differential eddy
current probe. Figure 8 shows a
differential eddy current probe designed
for testing tubes.’ The probe consists of
two identical coils mounted on the same
axis as the tube but spaced apart by a
small distance. The two coils form two
arms of a bridge circuit as illustrated in
Fig. 9.° The bridge imbalance signal is the
voltage difference across the impedance of
two coils. When the probe is moved past
a discontinuity, the change in impedance

Ficure 8. Differential eddy current probe for
inspecting tubes from the inside.”

Differential eddy
current probe

Electromagnetic Testing

of the leading coil when it scans a
discontinuity results in an imbalance
voltage. The differential impedance traces
a trajectory OAO in the impedance plane
shown in Fig. 10.8 Similarly, when the
trailing coil scans the discontinuity, the
differential impedance traces the

FIGURE 9. Alternating current bridge for measuring changes

in impedance.

Impedance 1

O Imbalance signal

FiGure 10. Narrow axisymmetric outside
diameter groove having width less than
spacing of differential coil: (a) diagram;

(b) impedance plane trajectory obtained for
groove.”
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trajectory OBO in the opposite direction.
The shape of the impedance plane
trajectory is a function of the nature of
the discontinuity. This information is
used in inverting the measured eddy
current probe signal to determine the
shape and size of the discontinuity.

Electrical Conductivity and
Resistivity

In eddy current testing, instead of
describing conductivity in absolute terms,

an arbitrary unit has been widely adopted.

Because the relative conductivities of
metals and alloys vary over a wide range,
a conductivity benchmark has been
widely used. In 1913, the International
Electrochemical Commission established
that a specified grade of high purity
copper, fully annealed — measuring 1 m
long, having a uniform section of 1 mm?
and having a resistance of 17.241 mQ at
20 °C — would be arbitrarily considered
100 percent conductive. The symbol for
conductivity is ¢ and the unit is siemens
per meter. Conductivity is also often
expressed as a percentage of the
International Annealed Copper Standard
(IACS).10

Table 1 lists the conductivity ¢ and the
resistivity p of selected materials. Note
that conductance and resistance are direct
reciprocals: a good conductor is a poor
resistor. Resistivity p is expressed in
absolute terms of ohm meter or of
microohm centimeter. To convert, simply
follow Eq. 1:

0.58 MS-m™
1.724 x 107°
P (Qm)
172.4
p(uQ-cm)

(1) 1 (percent IACS)

The impedance of a test coil varies with
the conductivity of a nearby material.
Figure 11 shows how the magnitude of
impedance decreases with increasing
conductivity.

The coil’s inductive reactance is plotted
on the Y axis; coil resistance is plotted on
the X axis. The 0 percent conductivity
point, or air point, is when the coil’s
empty reactance is maximum.

Conductivity is influenced by many
factors. Figure 11 represents a measured
conductivity locus. Table 1 lists
conductivities of materials with different
chemical compositions.11-13

TaBLE 1. Electrical resistivity and conductivity of selected metals.!

Conductivity Resistivity
Metal MS-m-! (percent IACS?) Qm (uQ-cm)
Aluminum, pure 35.38 (61.00) 2.83x 108 (2.83)
Aluminum (99.99 percent) 37.67 (64.94) 2.65x 108 (2.65)
Antimony 2.55 (4.40) 3.92 x 10”7 (39.18)
Bronze, commercial annealed 25.52 (44.00) 3.92x 108 (3.92)
Cadmium 14.62 (25.20) 6.84 x 1078 (6.84)
Calcium 28.25 (48.70) 3.54x 108 (3.54)
Chromium 5.10 (8.80) 1.96 x 107 (19.59)
Cobalt 16.01 (27.60) 6.25x 108 (6.25)
Copper 58.00 (100.00) 1.72x 108 1.72)
Gold 40.60 (70.00) 2.46 x 1078 (2.46)
Iron, pure 10.44 (18.00) 9.58 x 10-8 (9.58)
Iron ingot (99.9 percent) 9.05 (15.60) 1.11 x 107 (11.05)
Magnesium, pure 22.39 (38.60) 447 x 108 (4.47)
Molybdenum 19.14 (33.00) 5.22x108 (5.22)
Nickel 14.62 (25.20) 6.84 x 108 (6.84)
Selenium 8.35 (14.40) 1.20 x 107 11.97)
Silver, tin solder 9.63 (16.60) 1.04 x 107 (10.39)
Steel, high alloy 1.68 (2.90) 5.94 x 1077 (59.45)
Tin, pure 8.70 (15.00) 1.15%x 107 (11.49)
Tin foil 2.44 (4.20) 4.10%x 107 (41.05)
Tungsten 18.21 (31.40) 5.49 x 108 (5.49)
Zinc, commercial rolled 16.24 (28.00) 6.16 x 108 (6.16)

a. International Annealed Copper Standard.
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FiGure 11. Measured conductivity locus,
with conductivity expressed in siemens per
meter (percentages of International
Annealed Copper Standard).6.10.12

Conductivity
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Impedance

The vector sum of the reactive and
resistive components is impedance.
Impedance is a quantity with magnitude
and direction directly proportional to
frequency. To construct a universal
impedance diagram valid for all
frequencies, the impedance must be
normalized.® Figure 12 shows a typical
normalized impedance diagram.®

Primary impedance Zj is affected by
changes in frequency (o = 2xnf). Figure 12a
represents primary impedance without a
secondary circuit or test object.

Figure 12b illustrates the effect of
frequency on primary impedance with a
secondary circuit or test object present.
The primary resistance R; shown in
Fig. 12a has been omitted from Fig. 12b
because resistance has a relatively small
effect on frequency. The term wLsG in
Fig. 12b represents a reference quantity
for the secondary impedance, where G is

FiGure 12. Effect of frequency change: (a) primary impedance without secondary circuit;
(b) primary impedance with secondary circuit.612
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G = secondary conductance
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o = angular frequency = 2nf where f = frequency (Hz)

wls = secondary reactance
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secondary conductance (siemens) and ®Lg
is secondary reactance (ohm).

Further normalization is accomplished
by dividing the reactive and resistive
components by the primary inductive
reactance oL, without a secondary circuit
present. In Fig. 13, the terms wL-(®Lg)™!
and R-(0Lg)! represent the relative
impedance of the test coil as affected by
the test object.

Signals generated by changes in oL or
R caused by test object conditions such as
surface and subsurface discontinuities (as
well as variations in liftoff, material
thickness and conductivity) may be noted
by A(wL) or AR to indicate a change in the
impedance.

FiGUre 13. Normalized impedance diagram for long coil
encircling solid cylindrical nonferromagnetic bar and for thin
wall tube. Coil fill factor = 1.0.1213
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k = V(wpo) = electromagnetic wave propagation constant for
conducting material

r = radius of conducting cylinder (m)

p = magnetic permeability of bar (4x x 107 H-m~" if bar is
nonmagnetic)

o = electrical conductivity of bar (S-m-")

o = angular frequency = 2nf where f = frequency (Hz)

V(wLyG) = equivalent of \(wpc) for simplified electrical circuits,

where G = conductance (S) and Ly = inductance in air (H)
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Microwave Radiation4

The term microwave is used to denote all
electromagnetic radiation waves whose
frequencies lie between 0.3 and 300 GHz.
These frequencies correspond to a range
of free space wavelengths in vacuum from
about 1 m (39 in.) to 1 mm (0.04 in.). In
vacuum or air, microwaves travel at the
velocity of light, about 2.998 x 108 m-s-!
(671 million mi-h-1).

Microwaves in the frequency range
above about 40 GHz are generally referred
to as millimeter waves because their
wavelengths in free space are
conveniently measured in millimeters.

As seen in Fig. 14, microwaves occupy
that portion of the electromagnetic
spectrum between radio waves and
infrared radiation.1415 Microwaves are
common in daily life. The public first
became familiar with them as the form of
energy used for radar. Microwave ovens
are commonly used both to cook and to
dry foods. Telephone and communication
circuits use microwave relay stations to
transmit signals over distances of many
miles. Television signals are often
transmitted by means of microwaves and
are sent and received by dish antennas,
which are used in larger sizes for space
communications and for radio astronomy.
Guidance, tracking and control of
spacecraft are made possible by
microwaves. Microwaves are also used for
nondestructive testing and spectroscopy.

PART 4. Microwave Testing

Basic Experimental
Approach

Microwaves propagate readily through
most nonmetallic materials. In contrast,
microwaves reflect almost completely
from metal surfaces, penetrating only
microscopic distances below the surface.

Figure 15 illustrates a typical
experimental setup for the microwave
transmission technique.!® The basic idea
is that a nonmetallic (dielectric) test
object is irradiated by microwave energy
from a transmitting horn antenna; the
signal then travels through the sample
and is received by a receiving horn
antenna. The phase difference between
the incident and the received signals is
directly related to the slab thickness and
its relative permittivity €, which in
general is a complex parameter:

— ’ L
& = & — )&

Relative dielectric permittivity g is
related to the attenuation experienced by
the signal while traveling through the
slab. (Absolute permittivity is measured in
farad per meter; relative permittivity is a
ratio, nondimensional.)

A microwave sweep oscillator is used to
generate a swept frequency signal, which
is passed through an isolator and is then
split into a test signal and a reference

FiGure 14. Electromagnetic spectrum wavelengths and frequencies. Microwaves are between

infrared and radio waves.*
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signal. The reference signal becomes the
input signal to the reference channel of a
microwave network analyzer. The test
signal is fed through another isolator,
which prevents reflections from
corrupting the reference signal. After
passing through a frequency meter, the
signal irradiates the sample under test
through a small transmitting horn
antenna. The signal that propagates
through the sample is then picked up by a
small receiving horn antenna and is
subsequently directed to the test channel
of the network analyzer. The network
analyzer compares the amplitude and the
phase of the test signal with those of the
reference signal.

A lossless dielectric material (g;” = 0)
has a relative permittivity ¢, that is real
and greater than 1. The wavelength A
(meter) and the phase constant B (radian
per meter) for an electromagnetic wave
propagating in such a dielectric are:

Ao

3 A=
® T,
and:

_ 2n
@ B = o
where:
® ko - ¢

and where c is the speed of light (about
2.998 x 108 m-s~1) and f'is frequency
(hertz). It is evident that the wavelength A
in a dielectric material is shorter than
wavelength A in free space. Hence, a
dielectric slab has a longer electrical

FiGURe 15. Measurement apparatus for transmission
technique of microwave testing.!?

length than a column of air of equal
thickness. The electrical length is defined
as the number of wavelengths between
two points. This reduction in wavelength
causes a greater phase shift per unit
length for a wave propagating in the
dielectric, which is used to determine
both the relative permittivity and the
thickness of dielectric slabs.

Figure 16 shows the side and axial
section views of an open ended coaxial
aperture for the microwave reflection
technique.!” This technique is used for
evaluation of surface cracks in metals.

The dominant mode of operation for
coaxial lines is the transverse
electromagnetic mode. The word
transverse refers to the fact that the
directions of the electric (radial) lines and
magnetic field (concentric) lines are
orthogonal to each other and both are
orthogonal to the direction of energy
propagation (along the coaxial line), as
shown in Fig. 17.

When a coaxial line is cut at one end
and is terminated by a metal plate, it is
said to be short circuited. As a result, the
electric field at the plate (the short circuit)
is totally reflected with a phase shift of
180 degrees. When a crack is introduced
in the metal plate, nearly all of the
incident signal is reflected. However, the
phase of the reflected signal depends on
the frequency of operation, coaxial
aperture dimensions, the dimensions of
the crack and its location in the open
ended coaxial aperture. The length of the
crack exposed to the probing aperture

FIGURe 16. Open ended coaxial aperture for microwave
reflection technique for evaluation of surface cracks in

metals: (a) side view; (b) axial view.16
(a)
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FIGURE 17. Field distributions and relative
crack geometry at coaxial probe aperture,
illustrating arrangement of transverse
electromagnetic mode.'¢

Magnetic field

Electric field
Scanning

direction

Local crack length

changes as a function of the scanning
distance, as can be seen in Fig. 17.

One may use a vector network analyzer
and measure the change in the magnitude
and phase of the reflection coefficient.
However, a relatively small, simple and
inexpensive reflectometer or phase
detector may be designed and constructed
using discrete microwave components. In
this way, a direct current voltage
proportional to the magnitude or phase of
the reflection coefficient can be measured
and recorded to indicate the presence and
the properties of a crack.
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Introduction

Mathematical models are used to simulate
the eddy current phenomenon and its
applications in nondestructive testing.
Models typically simulate an eddy current
test and predict the probe signal
associated with a specific discontinuity (a
region where conductivity or permeability
changes abruptly) under different
experimental conditions. Results of such
parametric studies are useful in designing
probes, visualizing the interaction of the
field with discontinuities, optimizing the
test setup and generating discontinuity
signatures that can be used to develop
signal interpretation algorithms.
Simulation models are relatively
inexpensive compared to data acquired
experimentally from artificial
discontinuities.

All electromagnetic phenomena,
including those relating magnetic flux
leakage and eddy current testing, are
governed by differential equations.!

Basic Differential
Equations for
Electromagnetic Fields?

The differential equations governing
general, time varying electromagnetic
fields at low frequencies, in regions that
include magnetic and conducting
materials and applied current densities,
are derived from Maxwell’s equations:!

OB
) VXxE = —-—
) X o

2 Vx H =]
3 V. B =0
4 vV-D =p

where B is magnetic flux density (tesla),
D is electric flux density (coulomb per
meter squared), E is electric field intensity
(volt per meter), H is magnetic field
intensity (ampere per meter), J is current
density (ampere per square meter), t is
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time (second) and p is charge density
(coulomb per cubic meter).

Equation 2 depends on the quasistatic
approximation, which neglects
displacement current. The microwave
technique needs the displacement current
but its omission is justifiable in the eddy
current technique because the highest
frequencies encountered are only on the
order of a few megahertz. At such
frequencies the conduction current in
metals is typically many orders of
magnitude greater than the displacement
current. Charge can accumulate on
discontinuity boundaries and on the
surface of conductors, giving rise to a
jump in the normal component of the
electric field. However, Eq. 2 implies that
V.J = 0, which means for example that the
current normal to a surface that acquires a
charge is negligible. Although the
charging current can be neglected, the
effect of the charge on the electric field
cannot be ignored. If the boundary is not
abrupt, the incident charge is distributed
over a volume.

Note that by setting all time derivatives
to zero, these equations can be used to
describe magnetic flux leakage
phenomena. The same numerical model
used for eddy current testing can be
applied to magnetic flux leakage testing
by equating the frequency of the source
current to zero.

In addition to Maxwell’s equations, the
following relations describe linear,
isotropic media:

(55 B = uH

6) D = ¢E

(7y J = oE

The permittivity or dielectric constant €
(farad per meter), the magnetic
permeability u (henry per meter) and the
electric conductivity ¢ (siemens per
meter) are treated here as scalar constants.
In anisotropic media, each becomes a

3 x 3 tensor. Nonlinear behavior for any
of the three properties may exist in a
given situation. Although nonlinearity in
conductivity and permittivity are rarely
encountered in eddy current problems,
nonlinearity of magnetic materials is



common and is expressed as the field
dependence of the permeability. For
practical eddy current applications, the
excitation levels are usually low enough
to justify the linearity assumption for
magnetic materials.

Using this assumption and substituting
Eq. 5, Eq. 2 becomes:

1
8 —V x B =
® M x J

This, however, is not sufficient to
completely specify the fields within the
solution region because the current
density J contains two different sources.
The first and most obvious is the applied
current density J;. A second component is
the induced eddy current density /..

Thus, Eq. 8 becomes:

1

9 -V xB = J + ]
n

At this point, it is useful to introduce
the magnetic vector potential A, which is
defined as follows:

(100 B = V x A

Substituting this in Eq. 8 and Eq. 1
results in Egs. 11 and 12 for a source free
region:

(1 iv x (V x A) = oF

0A

12) Vx E = -V x —
(12) VvV x X =

The electric field in Eq. 12 is:

IA
(13) E = - S5 - Vo

Equation 13 shows that the electric
field can be partitioned into a magnetic
vector potential term and a contribution
written as the gradient of a scalar
potential ¢. The gradient of the potential
is included to express the electric field as a
general form that satisfies Eq. 12. The
scalar potential is eliminated when Eq. 13
is substituted into Eq. 1 because the curl
of the gradient is identically zero.

Therefore, the electromagnetic field is
defined for any particular physical
problem but A and ¢ are not yet defined.
For example, a different potential gradient
could be added to the vector potential
term instead of the original V¢ and A
could be adjusted to give the correct
electric field. The resulting expression
would satisfy Eq. 12 and yield the same
magnetic flux from Eq. 1. Therefore, there

is flexibility in the choice of A and ¢. To
ensure that the potentials are uniquely
defined, the partition of the field must be
fixed in some way. This is usually done by
completing the definition of A.

A vector field may be defined, apart
from an arbitrary constant, by specifying
its curl and its divergence. In the case of
the magnetic vector potential, the curl is
given by Eq. 10. It is necessary only to
decide on the divergence to have it fully
specified. The specification of the
divergence is called the gage condition.

Substituting Eq. 13 into Eq. 12 gives:

1 dA
(14) KV><(V><A) = Js—o—--oVo

Expanding the left side with the vector
identity Vx V x = VV -V gives:

_]S + GB_A

12
15 —V°A =
(15) M o

+ oVo + lVV-A
u

The divergence of A is commonly defined
as zero (coulomb gage) but this would
not, in general, separate the scalar and
vector potentials. Instead, the gage
condition is chosen:

(16) 6 + ~V.A = 0
u

which eliminates the last two terms in
Eq. 15 to give:

0A
BT

17) Lyvza -

u
Equation 17 resembles the diffusion
equation for heat flow and has similar
time domain solutions.

Most eddy current testing, however, is
performed with alternating current, for
which time dependence is simply a
harmonic oscillation in time. The
harmonic oscillation is characterized by
an amplitude and a phase, which can be
conveniently represented in phasor form:
A(r,t) = R{A(r) e1°t}, where A(r) is a
complex vector representing the
amplitude and phase of the components
of the magnetic vector potential and
where j = V(-1), % denotes the operation
of taking the real part and o is angular
frequency (radian per second). Note that
the same symbol is used here to represent
both the time dependent, real quantity
A(r,t) and the complex quantity A(r) but
they are distinguished by their arguments.
Elsewhere, the arguments will not be
given and the distinction between the two
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must be recognized by the context. The
time derivative gives:

IA(rt _ .
(18) % = %{/mA(r)e’ t}

Hence, for time harmonic theory, jo is
substituted for 0-(dt)! in Eq. 17 and the
vector potential can be viewed as a
complex phasor. In this way, Eq. 17
becomes Eq. 19:

(19) Lyzy - Jo + jocA
u

Analytical and Numerical Models

There are different kinds of models. Some
kinds are analytical and some are
numerical. Analytical models are more
computationally efficient than numerical
models. However, numerical models are
far more flexible and can be used to
model complex discontinuity geometries,
material nonlinearity and other
complexities associated with real test
scenarios.

Described below are analytical models
that characterize eddy current behavior in
homogeneous conducting media free
from discontinuities, particularly the
model proposed by Dodd and Deeds!? and
its extensions. Analytical and integral
solutions, numerical techniques that
cover discontinuities in materials, are also
described below, as well as numerical
techniques based on finite difference and
finite element analysis techniques.
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PART 2. Modeling of Homogeneous Conducting

Media

Background

Model based quantitative eddy current
testing has evolved steadily with
improvements in computing power. A
focus on accurate modeling has led to a
thorough understanding of eddy current
testing and to full automation of field
tests.2”7 Modeling is performed by solving
Maxwell’s equations and the solutions can
be expressed either analytically or
numerically. Analytical solutions provide
closed form expressions for the
parameters of interest in eddy current
testing and are the subject of the present
discussion.

Eddy current testing models can be
used for coil design, test frequency
selection and interpretation of test data.
Important quantities to be calculated are
the eddy current distribution induced in
the specimen undergoing testing, as well
as the resulting impedance change of the
coil. Calculation and visualization of the
eddy current flow pattern can be used to
assess the true depth of penetration into
the material and the interaction with
particular discontinuities. In this way, the
coil configuration can be optimized to
ensure maximum interaction with given
discontinuity types, properly taking into
account frequency and material
parameters. Calculation and visualization
of impedance plane loci can be used for
comparison with actual test signals. This
comparison provides a better
understanding of impedance variations
from known discontinuities of particular
size and orientation as well as from
particular material and spatial features of
the test object.

Problems concerning eddy current
induction are formulated by means of
differential equations, which determine
the magnetic field and related quantities
at a certain point in terms of an existing
source current density. The flow of eddy
currents is calculated by using the
diffusion differential equation, which is
conveniently expressed in terms of the
magnetic vector potential. There are two
ways of solving this differential equation:
analytical techniques and numerical ones.

Analytically, the equation is solved by
the technique of separation of variables
within a region of the geometry. The
influence of sources outside the region is
accounted for by imposing appropriate

boundary conditions. Analytical solutions
may handle two-dimensional problems,
axisymmetric problems and in certain
cases three-dimensional ones, as long as
the corresponding equations are linear
and the geometry of boundaries and
sources are relatively simple. Because the
class of geometries that can be treated is
usually restricted to problems with
canonical boundaries (planar, cylindrical
and spherical regions), these techniques
allow only for an approximation to
problems with noncanonical boundaries
or discontinuities. The solutions from
analytical techniques are general and
exact and they provide deeper insight into
the problem. They are obtained normally
in the form of a mathematical
relationship, which can then be used for
analysis, parametric studies and
calibration of test systems. An important
aspect of analytical models is that closed
form expressions are easily coded, either
with higher programming languages or
with commercial mathematical packages,
and therefore require minimal effort by
the developer. When the solutions are
coded, they are much faster than
numerical techniques, which require
significantly longer computing times.

Analytical solutions are also used for
validation of solutions from more
complex numerical techniques. The latter
produce numerical results rather than
closed form expressions and their
accuracy can be confirmed independently
by analytical models, which provide an
inexpensive alternative to experimental
verification of numerical results.

Models for problems having canonical
boundaries are described below, beginning
with the well established models
developed by Dodd and Deeds. Extensions
of these models as well as
three-dimensional models and
semianalytical models for problems
involving canonical boundaries are
presented. Approximate solutions with
application to discontinuity modeling are
presented elsewhere, below.

Analytical Models

In the case of a two-dimensional
axisymmetric geometry with rotational
symmetry about the Z axis, Eq. 17 in a
source free region becomes:
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The above equation is solved by
adopting the technique of separation of
variables. Although many applications
can be modeled with an axisymmetric
geometry, many applications are described
by a three-dimensional geometry that
exhibits special difficulties. These
difficulties arise when using curvilinear
coordinates for the description of the
problem because the components of A
(Eq. 17) are coupled together in the
resulting scalar differential equations. In
this case, the technique of separating
variables cannot be applied. The
inconvenience is avoided by using the
second order vector potential W, which
was introduced by Smythe.® For the case
of a solenoidal A, having a zero
divergence as in Eq. 17, W is defined as:

21 A Vx W

V x [I/Vau + (u X VWb)]

where u is a fixed unit vector and W, and
Wy, are two orthogonal scalar functions
satisfying the scalar equation:

(22) V*W,, = joucW,

Because the above equation is separable
in a number of coordinate systems,
formulations based on W can be used
effectively for the separation of the vector
differential equation of Eq. 17.

Analytical models suitable for eddy
current testing have been developed over
the years by workers in nondestructive
testing and in geophysics and by
designers of magnets, motors and
accelerators. Initially, the basic problem
studied was that of a filamentary current
source beside a conducting test object. A
review and a list of solutions are
presented by Tegopoulos and Kriezis® for a
variety of configurations with regard to
the shape of the sources and the geometry
of the conducting media. The
two-dimensional problems are studied by
using the magnetic vector potential A,
whereas the three-dimensional problems
are treated by using the second order
vector potential W.

Dodd and Deeds Models

In the theory of eddy current testing, the
work of Dodd and Deeds!? has provided
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the basis for one of the most popular
models. Building on a range of earlier
work, they presented solutions for eddy
current distributions, in the form of
fourier-bessel integrals, for a number of
axisymmetric coil configurations often
encountered in eddy current test
applications. These solutions have been
applied to the calculation of eddy currents
produced by cylindrical coils in planar
and cylindrical conductors, in the analysis
of coil impedance changes caused by the
presence of such conductors and in the
prediction of impedance changes caused
by subsurface discontinuities.!12 An

FiGure 1. Test object geometries for models
of Dodd and Deeds: (a) layered half space;
(b) layered bore hole; (c) layered sphere.
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essential feature of Dodd and Deeds?
analysis is that at typical eddy current
frequencies, a multiple-turn coil wound
with round insulated wire can be
approximated by a current sheet,
obtaining the electromagnetic field by
superposition.

The differential equation solved was
Eq. 20 and the impedance of the coil was
calculated from the following expression
for axial symmetry:

23) z = rAydrdz

where A is the cross sectional area
(square meter) and N is the number of
turns in the coil. The superposition
principle is applied by integrating the
magnetic vector potential over the cross
sectional area of the coil.

Closed form expressions for the
electromagnetic field and the coil
impedance were obtained for a variety of
common test object geometries (Fig. 1):
for a cylindrical coil of rectangular cross
section above a layered plane, encircling a
layered rod or inside a cylindrically
layered bore hole. The spherical
configuration of Fig. 1c was also
considered but the particular case of a
rectangular cross section coil was analyzed
by Nikitin.!314 Once the calculations are
performed using a single coil, the analysis
can be extended to multiple coil
configurations simply by superimposing
the solutions.!15 Dodd’s models were
also extended to an arbitrary number of
layers, by using the matrix technique
proposed by Cheng, Dodd and Deeds.!6-18

For the case of a coil over a
homogeneous conducting half space
(Fig. 2a), the analytical expression for the
coil impedance is given:

2 % 2r r
Q4 7 = ]u)rcuoN J‘ 1,2
Tz—rl 0
X [Z(al + e - 1)
(—a(l+l) —aly \?
+ e o) —e 0)
y aur_-al}da
au, +aq
where:
ar,
(25) ](rl,rz) = J-x]l(x)dx
an

and:

Ficure 2. Coil above metal plate: (a) geometric

configuration; (b) normalized impedance plane display.
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(26) a, = +a®

+ jouUp0
where a is the integration variable, J;(x) is
the bessel function of the first kind and
first order, [ is the width of the coil
(meter), I, is the liftoff (meter), ry is the
inner radius of the coil (meter), r, is the
outer radius of the coil (meter), W, is
relative magnetic permeability
(dimensionless), y, is magnetic
permeability (henry per meter) of free
space and o is conductivity (siemens per
meter).

The eddy current density is calculated
from the magnetic vector potential:

27) J, = —jwc4,

In the case of a normal coil above a
half-space conductor (Fig. 2a), the
induced current density is as follows:

=3

—joou, uoN J/(WZ)
I(ry —ny) 2

a
% (e—a(l+lo) _ e—alo)

28) J,(r,2)

a|z
el
X ————da
aw, + a4

Equations 24 and 28 involve the
numerical computation of an infinite
integral. Numerical integration techniques
available in most numerical analysis
software packages can be used to calculate
the integrals.

Fig. 2b is an example of computer
generated impedance display for a surface
coil. The impedance is depicted
normalized, using the inductive reactance
of the coil in air as the normalizing factor.
(This quantity can also be computed from
Eq. 24 by setting conductivity to zero,

a; = a). The main purpose of such
impedance displays is that they
demonstrate the optimum frequency for a
specific test. This frequency is usually the
one that produces the best phase
difference between the loci of two
parameters. The conducting half-space
material is aluminum and the solid curve
represents the locus produced by varying
the excitation frequency. Because the
conductivity and frequency always appear
as a product in Eq. 22, the same curve
would have been produced for a constant
excitation frequency and a varying
conductivity. The dashed lines are the
liftoff curves and represent the impedance
variation with coil liftoff. The dotted
curves show the impedance variation with
frequency for different magnetic
permeabilities of the half-space material.

Figure 3 is an example of a computer
generated display of eddy current

Electromagnetic Testing

contours induced by a surface coil at
various frequencies. As expected, the
higher frequencies result in a smaller
penetration of the eddy currents in the
conducting object. Using Eq. 28 for a
variety of coils reveals that peak eddy
current densities associated with larger
coils fall off more slowly with depth than
those produced by smaller coils. A similar
investigation conducted by Mottl!®
showed that the standard depth of
penetration and linear-with-depth phase
delay, obtained as solutions for the plane
wave case, very rarely approximate the
eddy current distribution in conducting
samples beneath a real coil. The standard
depth of penetration remains a material
parameter rather than a real measure of
penetration.
The Dodd and Deeds models have been
proven very useful because they were
successful in predicting experimental data
from eddy current measurements. Since
the 1970s, they have been widely used by
the nondestructive testing community in

FiGure 3. Contours of eddy currents induced by surface coil
at various frequencies: (a) 1 kHz; (b) 10 kHz; (c) 100 kHz.
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the design of eddy current tests. More
specifically, they have been used to
optimize general types of eddy current
tests such as thickness and conductivity
measurements, to optimize specific tests
for specific problems and to help design
general induction instrumentation for
process control.

Extensions of Dodd and
Deeds Models

The Dodd and Deeds models assume a
harmonic time variation for the solution
of the diffusion equation. Similar
modeling techniques can be used in the
case of transient coil excitations, such as
step time functions or rectangular pulses.
These current excitations are used in the
pulsed eddy current technique, which is
applied to either metal loss or crack
detection at greater depths.

In addition to coil superposition,
different frequencies can also be
superimposed to obtain the response of a
transient eddy current system. A simple
technique of evaluating transient fields is
to obtain, through a fourier transform,
the frequency spectrum of the excitation
current pulse and to calculate the voltage
response at each frequency, thus acquiring
the voltage frequency spectrum. The
transient voltage response is then
obtained by an inverse fourier transform.
A distinct advantage of this technique is
that it can be approximated numerically
using the fast fourier transform. Bowler20
uses this approach for a pulsed excitation
having the form of a step function with
the coil located above a layered system
consisting of two slabs. The configuration
mimics geometries encountered in the
detection and identification of the metal
loss in lap joints of aircraft.

Another technique of evaluating
transient fields is to compute the laplace
transform of the field equations, solve the
transformed equations and recover the
time domain behavior through an inverse
laplace transform. This approach is
followed by Waidelich,?! Ludwig,??
Sapunov?? and Bowler?* to obtain the
voltage response of a coil situated above a
layered conducting plane. In the case of a
homogeneous conducting half space or
for simple thin plate systems,25 the
inverse laplace transform can be obtained
analytically but in the case of a layered
half space this is not possible and
numerical techniques are needed to
obtain the response as a function of time.
In the above situation, a robust numerical
routine should be used for computing the
inverse laplace transform. In other
situations, it is preferable to work with the

frequency domain solution, as already
described, using the fourier transform.

Figures 4 to 6 show voltage responses
derived for the case described by Bowler.20
The voltage response is computed by
numerically evaluating the inverse laplace
transform. It is observed that certain
features of the pulse, such as the
amplitude of the pulse, the time of arrival
of the maximum and the cross point, are
sensitive to different geometry
characteristics, thus making possible the
estimation of metal loss.

Other extensions of Dodd’s modeling
technique concern the conductivity and
permeability profiles of the test objects.
Applications include case hardening, heat
treatment, ion bombardment or chemical
processes, which produce smoothly
varying near surface conductivity and
permeability profiles. In these cases,
where for example the conductivity 6(z)
in Eq. 20 is a continuous function of
depth, the electromagnetic field and the

FIGURE 4. Top plate metal loss in system of two plates:

(a) setup; (b) transient electric potential. Depicted signal is
coil voltage subtracted from response of same coil due to
conducting half space. Percentage of parameter variation is
in terms of thickness of one slab.
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impedance of the coil can be evaluated in
two ways.

The first is to solve Eq. 20 analytically
for special forms of conductivity
variations. Such solutions that result in
closed form expressions involving higher
transcendental functions have been
derived by many researchers for specific
functions not only of conductivity but
also of magnetic permeability profiles.26-29
This approach is much faster than the
more general piecewise approach
described next.

As discussed above, Cheng!” extended
Dodd and Deed’s models to layered
regions with an arbitrary number of
layers. If continuous conductivity and
permeability profiles are replaced with
piecewise constant profiles, then it is
possible to approximate numerically the
coil impedance by implementing the
above technique. The greater the number
of layers, the better the approximation.
Using this technique, Uzal?® studied the
problem of a coated conductor whose
coating conductivity varied continuously
with depth and permeability. Although
this technique is slower than the one
based on the analytical solution for each

FIGURE 5. Plate separation in system of two plates: (a) setup;
(b) transient electric potential. Depicted signal is coil voltage
subtracted from response of same coil due to conducting
half space. Percentage of parameter variation is in terms of
thickness of one slab.
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specific profile, it is more general and
particularly useful when it is desired to
solve the inverse problem, that is, to
evaluate the profile from variable
frequency measurements. The piecewise
approach was also extended to cylindrical
and spherical test objects by Uzal and
Theodoulidis, respectively.30:31

Three-Dimensional Models

The models described so far are
two-dimensional and axisymmetric. Their
simplicity lies in the fact that the
magnetic vector potential has only one
component and the technique of
separation of variables is applicable.

A significant amount of work concerns
models of coils that have shapes other
than the classical cylindrical coil or
positions that destroy the axisymmetry. A
problem of great interest is the evaluation
of the three-dimensional electromagnetic
field for a coil with an arbitrary shape and
orientation above a conducting half space.

FIGURE 6. Bottom plate metal loss above system of two
plates: (a) setup; (b) transient electric potential. Depicted
signal is coil voltage subtracted from response of same coil
due to conducting half space. Percentage of parameter
variation is in terms of thickness of one slab.
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Weaver3? presented a general theory of
electromagnetic induction in a
conducting half space by an external
magnetic source using the electric and
magnetic hertz vectors whereas
Hannakam?33 provided solutions for a
filamentary coil using the similar second
order vector potential formulation. Based
on the latter formulation, Kriezis34
evaluated the eddy current density
induced in a conducting half space by a
filamentary coil whose axis is parallel to
the surface.

Other researchers like Beissner3® and
Bowler3¢ have favored Green’s dyadic
functions in solving the problem. Bowler
was able to present analytical expressions
for the eddy current density of a vertically
oriented cylindrical coil over a conducting
half space, thus extending the results of
Kriezis to an eddy current probe coil of
finite cross section. Beissner3” and
Tsaknakis3® presented formulas for the
eddy current distribution from
cylindrically symmetric sources inclined
at an arbitrary angle with respect to the
surface normal. The general solution for a
nonsymmetric source is in the form of a
two-dimensional fourier integral.
Numerical computations for the
nonsymmetric case are therefore more
demanding than those needed to evaluate
fields from Dodd and Deeds formulas,
where the integrals are one-dimensional.
A semianalytical model was also presented
by Juillard®® for the same problem where
the coil is divided in a number of
elements called point current sources. The
problem is solved for each point current
source and superposition is applied to
compute the electromagnetic field from
the whole coil. Another technique for
computing the magnetic field, based on
the fourier transform, was presented by
Panas#® and Sadeghi,*! who solved the
problem of an elliptical coil and a
rectangular coil in an inclined position,
respectively.

An important conclusion of all these
studies is that the eddy currents induced
in the conductor flow parallel to the
surface of the conductor, irrespective of
the shape of the inducing coil. Figures 7
and 8 show the eddy currents induced on
the surface of a conducting metal half
space from a rectangular coil when the
coil is parallel and perpendicular to the
metal.

The problem of an arbitrarily shaped
coil beside a cylindrical conducting
system was studied by Hannakam*? with
the second order vector potential and by
Grimberg#344 with dyadic Green’s
functions. Hannakam,*> Theodoulidis*®
and Mrozynski%’ extended the second
order vector potential formulation in the
spherical coordinate system to solve for
an arbitrarily shaped coil beside a

conducting sphere. An important
conclusion was that the eddy currents
flow in spherical surfaces concentric with
the conductor’s surface.

All of the above analytical solutions
concern the electromagnetic field with
emphasis on the induced eddy current
density. The impedance change of the
coil, on the other hand, is calculated in
two steps: (1) first the three-dimensional
problem of evaluating the electromagnetic
field is solved analytically and (2) then
the general expression of the impedance
change of a coil is applied. An impedance
change expression was derived by Auld.*8
It was shown, through the lorenz
reciprocity theorem, that the change in
the impedance of an eddy current probe
in the presence of a discontinuity is
expressed in terms of an integral

FIGURE 7. Eddy current testing with rectangular coil parallel
to test object: (a) setup; (b) eddy current pattern.
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evaluated over any closed surface S
containing the discontinuity:

(29) AZ = iz
I

X §(E’>< H - E x H’)ndS

where 7 is the unit vector normal to the
surface and where E and H are the electric
and magnetic field intensities; the primed
symbols denote the fields in the presence
of the discontinuity and the unprimed
symbols denote the fields in the absence
of the discontinuity. The AZ formula is
well suited to derivation of general
expressions and can also be used
effectively to compute the impedance
change of a coil in canonical problems.>
This development is significant because
the coil geometry does not appear
explicitly (no integrals appear over the
volume of the coil) and allows the choice
of planar, cylindrical and spherical
boundaries in keeping with the symmetry
of the problem.

In the particular case of a coil with
arbitrary shape and orientation, above a
conducting half space, the surface of
integration coincides with the surface of
the half space, closed by a surface at
infinity, which makes no contribution.

Following this approach and solving
analytically for the three-dimensional
electromagnetic field, Burke*%° presented
the following general expression for the
impedance of any coil over a conducting
half space:

(0) AZ = 27“’2 _[du _[dvé;(u,v)
Hol® < <
YA apy —aq
X By(-u-v) a(ap, +ay)

where u and v are integration variables,

BN a = Ju* +v?
and:
B2) @ = & + joppo

The term BS(u,v) denotes the double
fourier transform of the normal
component of the source magnetic field
on the surface of the metal plane. For
simple coil shapes, it has an analytical
expression in terms of u and v. For more
complex shapes, it has to be calculated
numerically using the Biot-Savart law. The
same approach was followed by
Theodoulidis®!52 for evaluating the
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impedance of a rectangular coil over a
conducting half space and was further
extended to cylindrical coordinates for
evaluating the impedance of a bobbin coil
in an offset position to a tube, thus
simulating the wobble signal present
during tube tests.

Perturbation and
Eigenfunction Expansion

The class of problems that can be solved
analytically can be extended with the aid
of perturbation techniques, which are
often used to provide solutions to
physical problems that would otherwise
be difficult or time consuming to treat.
Perturbation techniques are inherently
approximate and their main applicability
is in the modeling of discontinuities. Such
techniques can be used by assuming that
the conductivities of the discontinuity
and the surrounding medium do not
differ very much or by considering
limiting cases such as a high frequency
limit.53

Nevertheless, perturbation techniques
have also been applied to models of
canonical problems. A technique called
the layer approximation, based on the
analytic transfer matrix solution for the
electric field in a layered metal, was used
by Satveli®* to calculate the impedance
change in a number of canonical
problems. Burke>s also has presented a
perturbation technique, which enables
the impedance computation in the high
frequency limit when the conducting
region is canonical. The technique was
applied to the cases of a two-dimensional
conducting wedge and a slot in a
conducting half space.

Eigenfunction expansions can also be
used to further extend the class of
problems that can be solved
analytically.56-58 The problem is again
solved using separation of variables;
because the region of interest is finite,
however, extra boundary conditions limit
the domain of the solution. As a result,
the solution involves series instead of
integrals. The coefficients of the series are
computed by solving a matrix system,
which is formed by imposing the interface
and boundary conditions of the problem.
The numerical computation of the
coefficients classifies the technique as
semianalytical. The technique was
effectively used by Theodoulidis*® to
derive an expression for the impedance of
a ferrite cored probe coil over a
conducting layered half space.



Conclusions

Analytical solutions in eddy current
testing, although restricted to certain
geometries as compared to the more
general numerical solutions, have an
explicit and closed form. The models are
not computationally intensive and offer
accurate solutions. They have limited
scope but not limited value.

Whenever plausible, analytical
solutions are preferable to numerical ones
because they are easier to apply, are less
expensive to compute, are more accurate
and finally allow for easy parametric
studies of the test geometry.
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Introduction

Eddy current nondestructive testing uses
inductive probes to excite currents in
electrical conductors. The simple fact that
the coil carrying an alternating current
can sense a discontinuity in a metal is
intuitively easy to understand but
evaluating the signal for a given
configuration of coil and discontinuity is
not always easy. The present discussion
describes calculations of probe signals
from cracks, starting with a review of the
basic theoretical concepts and moving on
to a number of related techniques for
evaluating probe response.

Early investigators applied concepts
from other fields of electromagnetism to
problems in eddy current testing. The
researcher in relatively unexplored areas
of electromagnetic theory inevitably
brings concepts from the parent discipline
and adapts them for the new field of
investigation. As advances in the new area
begin to mature, the new discipline
adopts distinct themes and approaches
that are successful and rewarding. At the
end of the twentieth century, eddy
current nondestructive testing was at a
point of early maturity. Basic problems
had been solved satisfactorily yet many
problems remained open and relatively
underdeveloped.

This discussion of crack theory briefly
reviews a few significant early
developments relevant to the treatment of
crack problems in eddy current testing,
including the analysis of the spherical
inclusion and the penny shaped crack.
Recent advanced developments in the
evaluation of crack signals are then briefly
outlined. Two approaches are described:
(1) integral techniques that represent the
effect of a discontinuity in terms of dipole
distribution and (2) approaches valid at
high frequencies that use small
approximations of standard depth of
penetration.

Elements of Crack Theory

The pioneering achievements of Friedrich
Forster and his colleagues in eddy current
nondestructive testing resulted from
extensive theoretical and experimental
investigations,® laying the foundations
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on which others have built over the
intervening half century. Early uses of
eddy current testing investigated by
Forster are metal sorting, hardness
measurement and the evaluation of heat
treatments through the effects of electrical
resistivity variations. In developing
instruments for these measurements,
Forster recorded the impedance change of
a solenoid when it was near an electrically
conducting material. In the initial
investigations, the solenoid impedance
changes due to the cylindrical rods acting
as cores were measured using an
inductance bridge. It soon became
apparent that the measurements yielded
results dependent on the dimensions of
the rod. Consequently, much effort would
be devoted to the problem of separating
the effects of variations in the sample
dimensions and the variation in
resistivity. Forster’s ultimate success was
made possible by his willingness and
ability to analyze the problem
theoretically.6!

Forster used analytical expressions for
the impedance of an infinite solenoid in
the presence of a conducting rod to
account for the effects of variations in rod
diameter and material properties. Later
Dodd and Deeds derived closed form
integral expressions for the field and
impedance of an axial coil of finite length
encircling an infinitely long rod.1° In
addition, they derived integral expressions
for the impedance and field of a normal
coil above a layered half-space conductor,
a normal coil being one whose axis is
normal to the surface of the conductor.
Although ferrite cored probes may be
preferred for discontinuity detection
because of their enhanced sensitivity, air
cored coils have been widely used in
calculations because of the ease of
evaluating the field using the formulas of
Dodd and Deeds. Usually numerical
techniques are needed to calculate the
fields of probes with ferrite cores.1,62
However, Theodoulidis has shown that
solutions satisfying Maxwell’s equations
for axially symmetric ferrite cored probes
can be found.5%63 Other significant and
interesting results using the analytical
solutions of Maxwell’s equations are
described elsewhere in this chapter.

More than a decade after Forster’s work
became widely known, an embryonic
discontinuity theory was given in the



dissertation of Michael Burrows.®* Central
to the thesis is the idea that a small
discontinuity in a conductor, such as a
tiny spherical cavity, produces a perturbed
field that is the same as that of a suitably
chosen dipole. Because the discontinuity
is small compared with the standard
depth of penetration and small on the
scale of other spatial variations of the
unperturbed field, the field can be
approximated as locally uniform and the
polarization of a spheroidal discontinuity
can be found by using standard textbook
theory.%> Having determined the dipole
intensity, Burrows found the induced
electromotive force in a pickup coil due to
the discontinuity by using an expression
derived from reciprocity principles.6
Because key elements of this approach
arise in more advanced treatments of
discontinuities, the dipole analysis will be
summarized later.

The small discontinuity analysis is
itself of limited practical application but
the principle of representing the effect of
a discontinuity by an equivalent
electromagnetic source distribution can be
applied to arbitrary discontinuities using
either multipole expansions or a dipole
distribution. Multipole techniques for
representing the field have not been
pursued®’ extensively in nondestructive
testing although they may be fruitful.
However, numerous approaches have
been developed based on the
representation of a discontinuity in terms
of a current dipole distribution. Early
developments in which a volume dipole
density was expanded in terms of volume
elements were made by the geophysics
community,®-70 followed by an adaption
of the technique by McKirdy’! and by
Bowler, Jenkins, Sabbagh and Sabbagh?’273
to the solution of problems in eddy
current testing. An account of the volume
element technique is given in this
handbook and elsewhere.

Although the equivalent source
representation is a common feature of a
number of crack response calculations, a
seminal article by Kahn, Spal and
Feldman’# can be seen as a significant
initial step for developments that have
taken a different path. In the essentially
two-dimensional problem, the field is
uniform along the length of a crack of
constant depth and negligible opening. If
the standard depth of penetration is small
compared with the crack depth, the
current flow follows stream lines parallel
to the crack faces except at the corners
where the crack meets the surface of the
conductor and in the region of the crack
edge. Kahn gives local solutions for the
corner, face and edge field, each of which
contribute to the impedance change. An
interesting feature of the edge field is that
it has the same mathematical form as that

given by Sommerfeld”> for the diffraction
of a plane wave by a half-plane barrier.

The diffraction of an electromagnetic
wave at a thin conducting barrier and the
flow of eddy currents around the edge of
a crack are physically distinct phenomena
but both are governed by Maxwell’s
equations and are subject to comparable
boundary conditions. For a time
harmonic field, the physical difference
between the two cases is manifest in the
wave number, a number that is real in a
lossless medium but complex in a
conductor. Hence the solutions are
essentially the same, differing only in the
nature of the wave number.

Before describing in more detail the
implications of the equivalent source
approaches, typical examples of the
outcomes of such calculations in the form
of probe signals due to cracks are
reviewed.

Impedance Plane

The impedance of an eddy current probe
varies with frequency and with its
proximity to the conductor as measured
by a liftoff parameter, defined here as the
distance from the surface of the
conductor to the base of the coil. Energy
dissipated by induced current is related to
an increase in the resistive part of the
driving point impedance whereas the
reactive component of impedance is
reduced by the induced current as a
consequence of Lenz’s law. Following
Forster, the probe impedance

Z, = R, +jX,, normalized with respect to
the magnitude of the free space coil
reactance X, varies with frequency as
shown on the impedance plane diagram
(Fig. 9),7¢ where the normalized reactance,
X, = X-X;! is plotted against the
normalized resistance R, = (R — Ry)-(Xy)},
R, being the free space coil resistance. In
the low frequency limit, X,, = 1 and

R, =0, as represented by a point at the
top of the main curve. In the high
frequency limit, the curve intersects the
reactance axis at a value of X, about 0.68
in this case, which depends on the coil
geometry. For flat pancake coils with a
small liftoff, the limiting value of the
normalized reactance has a lower value
than for a longer solenoidal coil with
larger liftoff. Thus, the high frequency
intersection point is a measure of the
coupling between the probe and the work
piece, having a low normalized reactance
for greater coupling.

The data for the main curve in Fig. 9
were calculated from a Dodd and Deeds
formula!® and hence represent results of
an idealization that neglects interwinding
capacitance and the effects of a finite
penetration depth in the windings. The
parameters of a coil are taken from a
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benchmark experiment on simulated
cracks in aluminum.’® Superimposed on
the diagram are two signals calculated
using the lowest and highest frequencies
of the experiments, 250 Hz and 50 kHz
respectively, for the same simulated
planar crack.

In Fig. 10, the calculated discontinuity
signals are displayed with the background
coil impedance removed. The response is
for a normal coil whose axis is in the
plane of the crack. Taking the crack plane
to be the x = 0 plane, then the impedance
variation shown occurs as the coil is
moved in the horizontal Y direction from

FiGure 9. Calculated normalized impedance
variation with frequency of normal coil. Two
discontinuity signals from semielliptical
simulated crack are also shown.
Discontinuity responses were calculated for
excitation frequencies of 250 Hz, upper
trace, and 50 kHz, lower trace, for same
simulated crack. Details of coil parameters
and simulated crack are given by Harrison
and Burke.”¢

1.00 T
0.95 / -
250 Hz signal from
discontinuity
0.90 - -
@
<
b
v
2
=]
c
g 0.85 - -
j=
><
[}
o
c
S
O
S o080 | -
-
[}
N
E 50 kHz signal
5 from same
z 075 L dlsconiiunty |
0.70 -
0.65 L
0 0.05 0.10

Normalized resistance R,
(relative scale)

Electromagnetic Testing

one end of the crack to the other. The
numerical techniques used for calculating
these impedance variations are described
elsewhere in this chapter. First some
general comments are in order,
concerning the nature of numerical
schemes.

The discontinuity impedance is
calculated from the electromagnetic field
in the presence of the discontinuity.
Simple cases that can be dealt with
analytically are discussed first. For more
complicated geometries, numerical
techniques are needed. Numerical
techniques for solving electromagnetic
field problems are traditionally
categorized as differential or integral
techniques. Finite element and finite
difference techniques are the most
common in the differential category
whereas the integral techniques can be
classified as boundary element and
volume element techniques.

Most numerical schemes introduce a
set of localized functions defined with
respect to a grid or mesh. Often these
functions are low order polynomials,
which interpolate between nodal points
or the edges of cells. Typically, they do
not satisfy Maxwell’s equations (or the
integral equivalent) nor does a linear
superposition of them form a solution.
Nevertheless, it is postulated that a
superposition of such functions gives a

Ficure 10. Normalized impedance due to semielliptical
simulated crack shown as impedance plane locus. Trace is
obtained from impedance variation as coil position is varied
along crack. Note that impedance of discontinuity has been
normalized by dividing by free space coil reactance at
designated frequency. Details of coil parameters and
simulated crack are given by Harrison and Burke.”¢

0.025 : : : : : : : :

0.020

0.015 t

0.010 |

0.005

Normalized reactance X, (relative scale)

-12 -10 -8 -6 -4 -2 0 2 4 6

Normalized resistance R, (relative scale)



reasonably accurate numerical
approximation of a solution.

The numerical results rarely come with
a guarantee of accuracy. Because of the
way in which a solution is constructed,
the results are dependent on a mesh or
grid. In the absence of error estimates,
and these are rarely given, it is important
that code is validated because, even if it is
bug free, the onus is on the author to
demonstrate that the results are reliable.

Elementary techniques, on the other
hand, provide a means of predicting
limited results. A number of simple
formulas for evaluating discontinuity
signals are given below, preceded by a
summary of the basic expressions for a
current dipole field. The dipole theory is
presented in a way that anticipates the
more advanced numerical techniques for
homogeneous conducting media, in
which integral formulations are used.

Current Dipole

Static Current Monopole

The current dipole is formed from two
monopoles of opposite polarity adjacent
to one another. A current monopole is a
point source of current with intensity I. In
an unbounded homogeneous region, the
current spreads uniformly in all directions
from the source. Hence, the current
density obeys an inverse square law and is
directed radially from the source. Suppose
a current monopole located at a position
represented by the vector r” gives rise to a
current density J at some other point
whose coordinate is r. Then:

1 I 5
= ——R
@3 ] = 4o

where R = |r-r’| andﬁ is a radial unit
vector. Expressing the electric field as
E = -V®, then the current monopole
potential is:

1 I
G © = —
(77 41R

where o is the electrical conductivity of
the medium. The potential satisfies the
laplace equation, V2® = 0, except at the
singular point where the point source is
located. The (4nR)~! dependence of a static
potential due to a point source is
identified as a scalar Green’s function for
a laplacian problem in three dimensions.

Static Dipole Field

Let two current monopoles of opposite
polarity approach one another while

keeping constant the product of their
source intensity and their separation.
With initial separation &r, the dipole

potential is:

1
4nog

(35) @

lim 1
or’'— 0 |r - (r’ + 8r’)

I
|r—r’

In general, the limit of f{(r" + ér) — f(r")
as the separation or” tends to zero can be
written as or"-V’f(r"). Hence the limit
above can be related to the gradient of R-!
with respect to the primed source
coordinates. The gradient may be written
in terms of the unprimed field
coordinates with a reversal of sign. Also
expressing the dipole moment as the
(finite) limit of p = I6r” gives the static
current dipole potential:

1 1
L v/ .
Oy (471’,R] p

where p is the dipole moment (ampere
meter).

By taking the negative gradient to find
the electric field and multiplying by the
conductivity, the current density can be

written:
1
\AY .
( 4nR J p

Although the scalar product here can
be seen as producing a scalar function on
which the first gradient acts, the above
expression can also be interpreted as a
dyadic operator, VV(4nR)!, acting on the
vector p. The final result is the same but
the second viewpoint prompts the idea
that the dyad may be detached from the
vector on which it acts and given a
separate mathematical life. Studying the
properties of dyadic Green’s functions’”
leads to distinct ways of finding solutions
of Maxwell’s equations as outlined below.

Before returning to the role of the
dyadic Green’s functions, a simple
illustration of the fundamental utility of
the current dipole is given. The dipole
field is used to express the solution of a
problem in which a uniform current in an
otherwise homogeneous conductor of
electrical conductivity o, encounters a
spherical inclusion of uniform
conductivity o.

(36) @ =

G J =
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Small Spherical Inclusion

The spherical inclusion problem, usually
found in textbooks as a problem in
electrostatics involving a dielectric sphere,
has a solution that satisfies the laplace
equation inside and outside the sphere.
Interface conditions on its surface ensure
that the normal current and tangential
electric field are continuous. Given a
uniform field E, in the Z direction, which
is also the polar direction of a spherical
coordinate system (z = R cos 0) and
defining the parameter s as the
conductivity ratio s = 6-64!, the internal
potential (volt) is:%°

3
(ON = - EyRcos 6
(38) in s+ 2 0

whereas outside the sphere the potential
is:

(39 Dyt = - EgRcosH

_ 3
s-1 an—cose
s+ 2 R?

where 6 is the polar angle (radian). The
external potential can also be written:

(40) o = —EyRcos6

1 1
4no v (fj P

where the dipole intensity and direction
are given by:

out

(41) p = An>"— GyEya’s

s+ 2

Perhaps of greater interest here is the
fact that the external electric field can be
written:

1 1
42) E, = Ey, + — VV .
42) " Eou 0 o) (4nR] p

where E, = Ey2. This goes beyond the basic
textbook account by expressing the field
of the dipole in terms of a dyadic Green'’s
function, 645" 'VV(4nR)-1.

Equation 42 can apply to a dipole of
arbitrary orientation. Figure 11 shows the
current associated with the perturbed field
that when added to the unperturbed
current 6yEy2 gives the total current
density.

An additional point of interest is that
the dipole intensity can be related to a
uniform current dipole density P
distributed in the spherical region. By
putting p = 4-31 x a®P, it is found that:
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(43) P = (06 -o0¢)E

where E is the electric field in the sphere
given by taking the negative gradient of
Eq. 38.

Dynamic Current Dipole

In eddy current testing, the fields are
dynamic rather than static. Therefore, the
dynamic current dipole has a more
significant elemental discontinuity field
than does the field of static current
dipole. The dynamic current dipole for a
time harmonic field is described by
essentially the same equations as those
used for the textbook treatment of the
hertzian dipole.”® The difference arises
from the fact that in eddy current
applications the host medium is a
conductor, not air. In a good conductor
such as a metal, the charge current is
much larger than the displacement
current. Consequently, the latter can be
neglected. This means that Ampere’s law
(Eq. 2), Vx H =], is adequate and
Maxwell’s addition of the displacement
current joD to the right hand side of this
relationship is not needed. Here, the field
is expressed in terms of complex phasors,
which means, for example, that the
magnetic field varies in time as the real
part of Hel®!, ® being the angular
frequency (radian per second) of the
excitation. The neglect of displacement
current means that solutions are sought in
the quasistatic limit. As a short cut from
the description of waves in air to fields in
a conductor, the displacement current
joeoE, which appears in standard hertzian

FIGURE 11. Perturbed current at small spherical inclusion in

metal.
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dipole theory,”® can usually be replaced
with the charge current 6(E.

It is convenient to express the dynamic
field in terms of a magnetic vector
potential A, related to the magnetic flux
density:

44 V x A = B
and having a gage condition:

(45) V-A = - HoOo ()

replacing the usual lorenz condition. For a
current dipole in an unbounded
conductor of conductivity 6, and
permeability of vacuum, the magnetic
vector potential is:

_]kR

e
46) A =
(46) Mo 3R

Lp

where k = (-jmu,0), taking the root with
a positive real part and I-p = p. The
parameter K is related to the standard
depth of penetration & (meter):

1-7
47) k = ——
(47) 5
where:
48) & = 2
WG

The identity dyad I in Eq. 46 has been
inserted to express the magnetic vector
potential as a dot product of a dyadic
operator acting on a vector source, this
being the appropriate general form for the
relationship between a vector source and
a vector field A. The magnetic field due to
the current dipole is found from:

LVXA

Mo

(49) H =

The electric field is found from Ampere’s
law in the form:
(50) VxH = opgE

Combining Eqs. 46, 49 and 50 gives:

G E VxVxA

Golo
1 o IkR
—j I+—VV .
/COHO{( kz )47'CR} P

Equation 51 has been derived from the
identity V x V x = VV. -V2 and from the
fact that the vector potential satisfies

Helmholtz’s equation.”® A discussion of
the dyadic form between the braces has
been given by Tai.””.80

Clearly, the dynamic dipole field
reduces to the static case, Eq. 42 in the
limit, as angular frequency o goes to zero.
It also reduces to the static case in the
near field, where the first term of the
dyadic operator is negligible. This is a
reminder of the fact that a local field on a
scale small compared with the standard
depth of penetration § can often be
analyzed using electrostatic or
magnetostatic theory.

Equation 51 may be generalized to give
the perturbed field due to a volumetric
discontinuity by representing the effect of
such a discontinuity as a general dipole
distribution P(r"). Then the perturbed
electric field is found by replacing the
point dipole p in Eq. 51 by P(r") and
integrating with respect to the source
coordinate r” over the region of the dipole
density. This field representation is used
in volume integral formulations and is a
preliminary step toward a volume element
calculation of the dipole density.”2
Similarly, the effects of a thin crack can be
represented by a surface dipole layer and
form the basis of a boundary element
formulation.?* In either case, the dipole
density is determined by an integral
equation. Having found a solution, the
probe signal due to the discontinuity can
be calculated from the probe response
formulas below.

Probe Response

An eddy current probe senses
discontinuities through changes of
impedance. There are a number of
techniques for calculating the
discontinuity response depending on the
details of the approach used. For example,
Kahn and others used the integration of
the poynting vector over a surface.’4 Auld
uses a reciprocity relationship attributed
to Lorenz*® whereas others use a
reciprocal relationship associated with
Rumsey.®¢81 Rumsey’s relationship is used
next.

The coil current density can be
represented by a function J. With E®
defined as the perturbed field due to the
discontinuity, the probe impedance
change due to the discontinuity is:

(52) I12AZ = —IE(P)~ Jdr
Q

where the integration is over the coil
region denoted by €.

The coil current can be used as a phase
reference and taken to be real. Although
the coil current is confined to the coil
windings, these are usually on such a
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small scale that the current density can be
approximated as a smooth function,
usually a constant, over the coil cross
section. In a calculation in which the
effects of the discontinuity are
represented by a dipole volume
distribution P, Rumsey’s reciprocal
relations may be invoked to write the
impedance change in terms of the
unperturbed electric field at the
discontinuity E©):72

(53) 1?AZ = —JE(O)-Pdr
Qp

where the integration is now over the
region Qp where the discontinuity
conductivity differs from that of the host.
Equation 53 is advantageous because P is
usually calculated directly by an integral
equation technique whereas the
evaluation of E® for Eq. 52 requires an
additional step once the dipole density
has been found. In general:

G4 P = [c(r)—cO]E(r)

which defines P(f) for an arbitrary
discontinuity whose conductivity o(r)
differs from that of the host conductivity
oy. For the special case of the small
spherical region with constant
conductivity, a similar relationship

(Eq. 43) is used.

Small Discontinuities

For a small spherical discontinuity, such
as a gas bubble or spherical inclusion in a
conductor, the impedance change sensed
by a probe is given by:

s5) 12zy = -E%p

An explicit expression for the response
can be found using a suitable unperturbed
field, for example the normal coil field in
a half-space conductor.!? A simpler case is
one where the field at the surface of the
conductor is uniform. This approximation
may in practice be reasonable if the probe
dimensions are larger than the standard
depth of penetration. With Hj as the
tangential magnetic field in the
(horizontal) Y direction and the Z
direction normal to the surface of the
conductor, the unperturbed
electromagnetic field in a conductor
below the plane z = 0 is given by:

ey H® = Hyey

and:
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7y EO = K g ey
So

By substituting the expression for the
dipole density of a small spherical
inclusion given in Eq. 41 into the relation
Eq. 55 with EO given by Eq. 57, it is
found that, for a small spherical cavity
(o =0), centered at r = ry and of radius a
(meter), the impedance is:

2
(58) Zz = _2m 2,3 (ﬂj e2ikz
So

The impedance change is proportional
to a3 simply because the dipole intensity
varies in proportion to the volume of the
sphere. Note that the ratio Hy-I'! is real for
a magnetic field uniform at the surface.
However, it may be useful to estimate the
small sphere response for a nonuniform
field, for which Eq. 55 applies if the
unperturbed field is known. Note that the
maximum value of the ratio Hy-I"! can be
regarded as a figure of merit for the probe
because the signal intensity depends on
its square. Note also that the factor 2jkz,
in the exponential of Eq. 58 indicates that
the signal is attenuated over a path of
length 2z, representing the round trip
distance from the surface to the
discontinuity and back.

Another small discontinuity result that
can be found by elementary means is the
response due to a semicircular surface
crack of negligible opening whose radius
is smaller than the standard depth of
penetration. The assumption of a
relatively large standard depth of
penetration means that the local field can
be treated as static in the sense that it
may be described by a potential satisfying
the laplace equation. The surface of the
conductor acts as a plane of reflection,
allowing a conversion of the semicircular
crack problem to a circular crack problem
by appealing to the technique of images.
The problem can then be solved as if the
crack were a thin disk in a uniform stream
of incompressible fluid. With a uniform
applied electromagnetic field given by
Egs. 56 and 57, the impedance change
due to such a crack is:8283

2
59) Zg = -—— k2a3(ﬂj
3(50 1

Of practical importance is the question
of what limits the detection of small
cracks. Equation 59 yields insight and
significant basic information in this
regard. First, note that the response
depends on the third power of the crack
radius. Second, the impedance change



increases in proportion to the frequency
because k2 = — jwglyCo:

Thirdly note that for a strictly uniform
field, the change in impedance is purely
inductive (imaginary), Ho-I'! being real.
Even if the assumptions that went into
the derivation of the simple relation given
by Eq. 59 are not precisely satisfied, the
equation can provide an approximate
answer. If the accuracy is inadequate,
improvements may be made by extending
the results to higher order terms by using
perturbation theory or by taking into
account nonuniformities in the field by
an extension of the basic analytical
technique.83

Long Crack

A long crack of constant depth d (meter)
may be treated as a two-dimensional
problem provided that the unperturbed
field does not vary along its length. Such
a configuration does not relate directly to
most practical problems but its solution
has had an impact on the understanding
of crack fields. The problem can be solved
analytically in the low and high
frequency regimes that correspond to
small and large standard depths of
penetration compared with the crack
depth.

According to the thin penetration
approach of Kahn, assuming the crack is
in the plane x = O, the field on the crack
faces has the form:

60) H = Hye ™y
and:
61) E = FnHpe "z

where 1 is the characteristic impedance of
the medium:
jk
62 = —
62 n = =

This field can be used to evaluate the
complex time average poynting vector P
(not to be confused with dipole density P)
at the crack faces from:

63) P = %EXH*

where the asterisk (*) denotes the complex
conjugate. The uniform face field means
that:

64) P = J_r%ani

where the characteristic impedance of the
medium is 1 = jk-(6o)~!. The upper and
lower signs on the right side refer to the
positive and negative sides of the crack,
respectively. Integrating the poynting
vector over the crack surface and equating
the result to the energy transferred at the
drive point of the probe gives an

impedance:
2
2 jkd[&)
Oy I

per unit length of the crack. To Eq. 65
must be added the corner and edge effects
that together with Zg give rise to a
combined impedance:

2
(66) Zy = Gi[zjkd 11— ﬁj[ﬂ)

0 T 1

(65) Zs =

The three contributions to the
impedance per unit length include the
field at the edge (represented by the 1 in
parentheses) and the corner field (the
8! term). A complete analysis of the
above expression is given elsewhere.84 The
impedance in this problem therefore
contains a dominant face term that varies
as the square root of frequency, is
proportional to the crack depth and has a
phase angle of n-4-1 with respect to the
drive current. The additional terms due to
the edge and corner are resistive.

Complementary to the kahn thin
penetration result is a formula valid in the
low frequency regime that can be found
from a solution valid in the static, direct
current limit. In this regime, ikd is a small
parameter; this fact can be exploited to
find a field solution in the form of an
ordered series using Rayleigh-Ritz
perturbation theory. Likewise, the
impedance can be expressed as an ordered
series:83

2
n 5= {4

x B(jkd)2 - S(ka)’+ }

For a uniform excitation field, the
leading term at low frequency is purely
inductive and increases linearly with
frequency and as the square of the crack
depth.

The long crack theory is readily
extended in range from the high
frequency limit to lower frequencies by
accounting for the interaction between
the edge and corner fields through the
Weiner-Hopf technique®> and by applying
the perturbation technique to extend the
range of validity of the low frequency
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approximation.83 The impedance results
of these extensions, shown in Fig. 12,
have been compared with numerical
results of a boundary element code.®3 In
these figures, the impedance is
normalized by writing:

2
_ 00[ AZ

Hence, the kahn impedance (Eq. 66) is
written in terms of the normalized
impedance:

FiGUre 12. Analytical and numerical results of change in
normalized impedance Z, due to long surface breaking
crack: (a) for inductive, or imaginary, component;

(b) for resistive, or real, component.

(a)

Inductive component of normalized
impedance of probe (relative scale)

~
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Inductive component of normalized
impedance of probe (relative scale)
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69) 7, = 2jkd + 1 - =
Y

The main benefit of the study of the two
dimension problem is that it provides a
simple test bed for new techniques,
including an adaption of the geometrical
theory of diffraction,3¢ to problems in
eddy current crack interaction.

Advanced Techniques

Two types of advanced techniques for
evaluating probe signals due to cracks are
considered next. First, equivalent source
techniques are discussed, of which the
Burrows small discontinuity theory®* is an
elementary precursor. Second, the thin
penetration approaches, prototyped by
Kahn and others’# and applicable to both
ferromagnetic and nonferromagnetic
materials, are described.

The equivalent source techniques cover
all frequencies and are closely linked with
field formulations based on integral
equations. They can be used to evaluate
fields at cracks in ferromagnetic material
but here the description will be limited to
materials with the permeability of a
vacuum.

Finding a numerical solution from
integral equations can be more
demanding in the thin penetration regime
because a large number of volumetric cells
or boundary elements may be needed to
give an accurate result. Usually, a grid
containing several cells per standard
depth of penetration is required, so the
number of unknowns and the
computational cost are usually high in the
thin penetration regime. Because this cost
is avoided in approaches that explicitly
take advantage of small penetration depth
approximations, the techniques described
here are complementary. To understand
dipole and thin skin techniques, it is
helpful to consider the behavior of the
electric field near the crack mouth and
the properties of the field at the crack
face.

Electric Field at Crack Opening

The crack opening is typically much
smaller than the standard depth of
penetration. Therefore, a local field theory
for this region can be based on Maxwell’s
equations in the static limit. Because the
electric field varies relatively slowly along
the crack mouth away from the ends, a
two-dimensional solution in a plane
perpendicular to the mouth direction
adequately captures the significant
features. This approach implies that the
solution of the laplace equation in two
dimensions is suitable for the task.



The geometry of the problem (Fig. 13)
lends itself to the Schwarz-Christoffel
theory,87:88 which yields a conformal
transformation to map the domain of the
crack and the adjoining half plane above
it into a half plane. An elementary
solution for the half plane will lead to a
fixed potential difference across the crack.
Then, an inverse transform can be applied
to produce a representation of the electric
field at the crack mouth. In this case, a
suitable analytic inverse transform is
apparently lacking and the mapping must
be done numerically by using, possibly,
the newton-raphson iterative technique or
the brent algorithm.8°

Forster?® and others! have used
conformal mapping to determine the
magnetic flux leakage at the crack mouth.
In fact, the mapping is used widely to
find the magnetic field at the gap between
two pole pieces such as the field at the
gap between the poles of a magnetic
recording head.?? In eddy current
problems, the electric field is needed
rather than the magnetic field but the
solution is essentially the same (Fig. 13).

At the corners, the electric field is
singular, varying in magnitude in air close
to the corner as (I'eomer) /3, Where (feprner)
is the radial distance from the apex of the
corner. This behavior is characteristic of
the field in the vicinity of a right angled
wedge.?3 Between the crack faces, the field
tends to become more uniform deeper
into the crack. The magnitude of the field
between the faces depends on how deep
and wide the crack is. If the crack is made
narrower while the potential across the
crack remains the same, then the
magnitude of the electric field increases.
In the limit of closure without contact,
the electric field forms a singular layer,
infinitely strong, of infinitesimal
thickness. It is this limiting case that will

FiGure 13. Electric field at crack opening.

30

be explored here because the singular
layer has a simple mathematical
representation.

Impenetrable Crack

In calculations of the field perturbation
due to a crack, it is usual and convenient
to apply a boundary condition that states
that the normal component of the current
density in the conductor at the crack face
is zero. Although the surface of the crack
supports a distribution of electrical charge
and the charge must get there somehow,
in the quasistatic approximation the
charging current is neglected. In a
conductor, the displacement current joeyE
is neglected because it is very much
smaller than the charge current yE. Even
at high eddy current test frequencies,

~10 MHz, where the magnitude of
displacement current is greater than at
lower frequencies, the ratio gm-0y7! is on
the order of 10-? for a low conductivity
metal, 0.58 MS-m-! (1 percent of the
International Annealed Copper Standard).
However, the accuracy of a boundary
condition that neglects the charging
current at the crack face is dependent on
crack width. Therefore, it is necessary to
seek a justification for the quasistatic
approximation in this context.

The normal component of the true
current, to use Maxwell’s term for the sum
of the displacement and charge current, is
continuous across an interface. Therefore,
the displacement current between the
faces and directed across the crack is equal
to the charging current at the conducting
side of the crack face. Hence, the
boundary condition is justified if the
displacement current jweyE,, across the
crack is negligible compared with the
tangential charge current oyE; at the crack
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face. In the following argument, these
currents are estimated and compared.

Applying Stokes’ theorem to Faraday’s
induction law in differential form gives an
integral form of the induction law in
which the line integral of the electric field
around a closed path is equated to the
rate of change of magnetic flux through
the surface S bounded by the path. If it
happens that the rate of change of
magnetic flux through S can be neglected.
Then the line integral is approximately
Zero:

(70) §E~ds =0
C

where C is the path bounding S and ds is
an incremental displacement along the
path.

For this case, the path links points
ABCD (Fig. 14) in the limit as the points
approach the crack surface. By
considering an exponential field at the
crack face, it can be shown that the
magnetic flux through S is less than the
path integral of E over a crack face by a
factor on the order w-6-1, where w is crack
width (meter) and & is standard depth of
penetration (meter). Hence, if w is small
compared with the standard depth of
penetration, as it usually is, then Eq. 70 is
a reasonable approximation. This
equation indicates that the following are
of roughly comparable order of
magnitude: 2E,d = E,w, where E, is the
normal component (volt per meter) of the
electric field in the crack and E; is the
tangential field (volt per meter) at the
outer surface. That being the case, the
ratio of the displacement current across
the crack joeoE, to the tangential face
current 6yEq is small if:

wegd
OgWw

<< 1

71

This condition for the validity of the
quasistatic approximation at the crack is
usually satisfied. For example, if
d-w1 = 10%, then weyd-(cow)! = 105 at

FIGURE 14. Integration path C, crossing crack.

Path C
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10 MHz in a conductor with a low
conductivity, 0.5 MS-m-! (1 percent
International Annealed Copper Standard).
Assuming the quasistatic approximation
for a nonconducting crack, the zero
normal current at the crack face is
written:

(72) Jn = 0

where the * sign denotes points on one or
the other crack face approached from the
interior of the conductor.

Surface Current Dipole
Distribution

A basic problem to be considered initially
is the probe response to an ideal crack,
defined as having negligible opening
compared with the standard depth of
penetration but satisfying the requirement
in Eq. 72 for the validity of the quasistatic
approximation. The crack is therefore
impenetrable to the flow of electric
current. The ideal crack is defined, for
example, with respect to an open surface
So bounded by the crack edge and by the
intersection of the crack with the surface
of the conductor (Fig. 15).

Eddy currents flow around the buried
crack edge such that the current density is
different at points adjacent to one
another on opposite faces. The fact that
the crack opening is neglected means that
the ideal crack gives rise to a discontinuity
in the tangential current density at S,
and, consequently, a discontinuity in the
tangential electric field. The solution of
the ideal crack problem can be found by
evaluating the discontinuity in the field

FiGure 15. Side view of coil and crack, showing crack in Y,Z
plane of coordinate system. Surface S is part of the Y,Z
plane occupied by the crack.
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directly or by expressing the jump in the
field in terms of an equivalent dipole
source distribution, either electric %4 or
magnetic.?> The relationship between the
field and the equivalent current dipole
source is described next.

For an open crack, the volume dipole
density P is defined by Eq. 54 and, like
the electric field in the crack, is larger for
cracks of narrower opening. However, the
integral of P along a path C,, across the
crack is expected to tend to a finite value
in the limit as the crack opening becomes
infinitesimal. With w as the width (meter)
of the crack opening, the limit is written:

lim _
@3) 0 [Pdn = p
Cn

where p is the surface dipole density
having the vector representation p = fip.
For a crack whose interior has zero
conductivity, it can be seen from the
definition (Eq. 54) that P = —,E.
Therefore:

1
iy 4
Go

(74) Wllno.[E-dn -
Cn

This relation can be used in formulas
for the line integral (Eq. 70) along a path
Cyp around a segment of the surface of an
ideal crack (Fig. 16) to give:

75) (B -Er)-8s + —PAG_O Py~ ¢

where the subscript t denotes components
tangential to Sy and where Js is a
displacement vector between points A and
B on the surface S, (Fig. 16):

(76) pan — pg = Vip-S

Because s is arbitrary, it can be seen that:

FIGURE 16. Integration path C, crosses crack at points A and
B and is formed in limit as A+ and B+ approach surface S,.

1
-—Vip

+ -
(77) E; - E; o0

A similar relationship between the
jump in the electric field at a surface and
the gradient of the surface dipole density
exists for the electrostatic charge dipole
layer.6> Here it relates the discontinuity in
the dynamic tangential electric field at an
ideal crack surface S, to the surface
distribution of dynamic current dipoles
whose orientation is normal to S,.

Two properties of the dipole density
are worthy of note at this point. Firstly, it
tends to zero at the buried crack edge.
Secondly, the derivative dP-(dz)~! is zero at
the crack mouth, z being the coordinate
whose axis is normal to the surface of the
conductor (Fig. 15). These properties are
written as:

(78) p(r) = 0
and:

o
79) S = O

where 7, is the coordinate of an edge
point and r,, is the coordinate of a point
at the crack mouth. For example, Eq. 80
gives the dipole density for a long straight
crack of depth d in a uniform unperturbed
field E:83

(80) p(z) = -200Ey\d* - 2%

Note that p(z) vanishes at z = -d and
that the derivative with respect to z
vanishes at z = 0 in keeping with the
general properties in Egs. 78 and 79. In
addition, it is important to be aware that
the electric field has a half-power

singularity at the edge of an ideal crack
varying locally as:%°

1

0
peo(s) 3o (3]

where p is the perpendicular distance
(meter) of a point from the edge and ¢ is
an angle (radian) measured from the
surface Sy in a plane perpendicular to the
edge. This means that, in general, the
dipole density varies as:

n

(81) E(p,0)

X

®2) p = |p

near the edge.
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The solution of the eddy current ideal
crack problem has been reduced to one of
finding the surface dipole density p. Thus
a scalar replaces a two-component vector,
the jump in the tangential electric field.
Consequently fewer unknowns are needed
for a numerical solution. To calculate p, it
is necessary to know the continuity
conditions that apply to the magnetic
field at the crack surface Sy because these
conditions will be needed in the
derivation of an equation from which the
dipole density can be calculated.
Although the details of these derivations
will not be given here, it is useful to
understand the continuity conditions that
apply to the magnetic field at the ideal
crack surface.

The jump in the tangential electric
field at the ideal crack is inseparable from
the singular property of the electric field
between the crack faces, as expressed here
in terms of a current dipole layer.
However, no such singular behavior
occurs in the magnetic field. The truth of
this can be demonstrated by following an
argument like the one for the electric field
but applying Stokes’ theorem to Ampeére’s
law rather than to the induction law,
thereby forming the line integral of H
around the path C,. Following this
parallel argument, it can be deduced that
the line integral of H vanishes as the
closed path A_A,B,B_ (Fig. 16) collapses
onto the crack but no singular behavior of
the magnetic field in the crack could lead
to a discontinuity in the tangential
magnetic field. It is concluded that:

83 Hf - H = 0

at Sy. In addition, it may be recalled that
the normal magnetic flux B (tesla) is
continuous at an interface.%> At a crack,
which is in fact a double interface, the
same relationship holds:

84 Bf - B, = 0

To confirm the consistency of the
continuity conditions at S,, note that
Faraday’s induction law implies that the
normal magnetic flux density at S is:

1 . +
B = ——Ai.V, x ET
(85) Bj io t i

By using this relationship to express
the difference B,, — B,,_ in terms of the
jump in the tangential electric field and
substituting for the jump in the transverse
electric field using Eq. 77, the transverse
curl acts on the transverse gradient of the
dipole density to give zero. Thus, the
continuity of the normal flux density is
ensured by the fact that the jump in the
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tangential electric field is expressed as the
tangential gradient of a scalar function.
Having now defined the continuity
conditions at the surface S, one is
equipped for the task of finding a
governing equation for the dipole
density p.

Integral Formulation

The most common approach to the
solution of electromagnetic field problems
at low frequencies, such as the modeling
of electrical machines, electromagnets and
eddy current discontinuity detection, is to
use a differential formulation as the basis
of a finite element solution. However, in
the area of antennas and electromagnetic
wave propagation, integral techniques are
used more commonly than the finite
element scheme. In the approaches
described here, the aim is to compute
solutions for simple but realistic
geometries using relatively few unknowns
and adapt the forward problem solver for
the task of iterative inversion. Integral
equation techniques are better suited to
this strategy, particularly if the region of
the required solution can be confined to
the discontinuity. The implication is that
the number of unknowns is small and the
forward solver is fast.

In antenna theory, the hertzian dipole
is used as a fundamental solution from
which the field of a wire antenna is found
by integration over the wire structure, a
step that is justified by the principle of
superposition. The elementary current
dipole field (Eq. 51) like the hertzian
dipole, plays the role of a fundamental
solution in a conductor. It allows the field
of an extensive discontinuity in a
conductor to be expressed as an integral
over a discontinuity region. The
fundamental solution is written here as:

(86) E(r,r’) = —ju)uOG(r|r’)~p(r’)

where G(rlr) is a dyadic Green’s function
transforming the current dipole source p
into the electric field. For a dipole
embedded in an unbounded domain, the
dyadic Green’s function is given in the
braces of Eq. 51. A more representative
configuration in eddy current testing is
one in which a probe in air interacts with
a discontinuity in a conducting plate. If
the standard depth of penetration is
smaller than the plate thickness, the
conductor can be considered as occupying
a half space (Fig. 15). The dyadic Green'’s
function for a half space, like the
fundamental solution, is known in
explicit analytical form.%%4 Hence the
discontinuity field can be written as an
integral over the discontinuity in the
knowledge that the integral kernel will



ensure that the correct continuity
conditions will be satisfied automatically
at the interface of air and conductor.

For a crack in a half-space conductor
(z = 0), the electric field is written as the
sum of the unperturbed probe field E©
and the discontinuity field:

@7 E(r) = EOr)

- joug .[ G("
5

) plr)as

Here the field due to the crack is
expressed in terms of its equivalent
source p as superposition of dipole fields
written as an integral over the crack
surface S. It should be noted that, rather
than simply invoking the principle of
superposition, the formal techniques of
deriving integral equations for the field
are based on Green’s second theorem.””
Equation 87 is multiplied by the
conductivity 6, and the condition (Eq. 72)
is applied so that the normal component
of the current density at a point at the
crack surface is zero:

(88) Iﬁo)(ri) = -k

% J. Gnn (rir

So

r’) p(r’)ds

where:
89) ]I(P)(ri) _ cofz-E(o)(ri)
and:

(90) G““(r

r') =

It is to be understood that the field point
whose coordinate is r approaches a point
r* on the crack and that this limiting
process takes place after the integration
has been performed. Equation 88
determines the current dipole density on
the surface S.

Rather than seeking a solution of the
integral equation itself, an approximation
is constructed by expanding the unknown
p(r) as a linear superposition of a set of N
basis functions and the expansion
coefficients determined by using the
moment technique.?’ By this
approximation procedure, a matrix
equation replaces the integral equation as
the means of finding the field. The
solution of the matrix equation can then
be found by standard numerical
techniques.®? The classic text on the
moment technique in electromagnetism is
by Harrington®” and a more recent
volume on the subject, which includes

the treatment of dyadic Green’s functions,
is by Wang.?8

Having calculated a discrete estimate of
the dipole density p(ro), ry € So, the coil
impedance change due to the
discontinuity is determined from a variant
of Eq. 53:

©1) 1’AZ = —JE(O)-pdS
5

where the integration is over the surface
So- In applying the moment technique to
the ideal crack problem,®* the discrete
approximation of the dipole density
converts the impedance integral to a
summation.

Boundary Element Results

Results have been calculated using a
version of the moment technique in
which the dipole density is approximated
as a piecewise constant with respect to a
regular grid of rectangular boundary
elements. For a piecewise constant
solution, it is necessary to find the value
of the constant coefficient for each of, say,
N cells. This value is obtained by
expressing the dipole density as a linear
superposition of N rectangular pulse
functions, substituting the expansion into
Eq. 88 and demanding that the resulting
equation is satisfied at the center of each
and every rectangular cell, a step known
as point matching or collocation. The
procedure leads to an N x N matrix
equation for the coefficients of the
piecewise constant approximation.

In general, the moment technique
proceeds by expanding the unknown
function in terms of suitable set basis
functions defined with respect to a grid or
a set of nodal points subdividing the
domain of the solution. Therefore, the
dipole density can be approximated by
using a set of basis functions that lead to
a smoother representation of the solution
than does the piecewise constant
approximation. This approximation
certainly leads to improved results.”?
However, despite the relatively crude
approximation of the piecewise constant
solution, the results (Fig. 17) agree
reasonably well with experiment on a
semielliptical artificial crack.”®
Incidentally, note that the theoretical
predictions computed with a grid of
16 x 8 elements are also used to generate
the 250 Hz impedance plane plot in
Fig. 10. The computed results in Fig. 17
are plotted for three different rectangular
cell sizes showing the dependence of the
results on the number of unknowns. A
reasonably accurate result can be achieved
with only 128 unknowns and the finer
grid results are consistent with each other.
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Figure 18 shows similar low frequency
(250 Hz) results for a simulated crack
whose shape is shown in Fig. 15. At
intermediate frequencies, the crack
opening must be taken into account!®
and at high frequencies, the number of
boundary elements must be increased.
However, in the thin penetration regime,
boundary elements can be avoided
altogether as discussed in the following
section.

FiGURe 17. Variation with probe position for coil whose axis is
in plane of semielliptical simulated crack in aluminum:
(a) resistance change; (b) reactance change.”®

(@

Resistance change (AQ)

(b)

Reactance change (AQ)

Legend
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Thin Penetration Crack Theory

A number of approaches have been used
to determine the electromagnetic field at
a crack for the thin penetration regime. In
this regime, in which the standard depth
of penetration is very much smaller than
the length and depth of the crack, eddy
currents are confined to a region close to
the conductor and to the crack surface. It
is found that their distribution over the
crack is governed by the solution of the
laplace equation in the domain of the
crack face. The reduction to a
two-dimensional laplace problem is
theoretically attractive because a number
of standard techniques can be adopted to
solve such problems. From the practical
point of view, it is often desirable to carry
out eddy current testing and experiments
in the thin penetration regime because
the sensitivity to discontinuities is greater
at high frequencies. In testing
ferromagnetic materials for cracks, the
standard depth of penetration is usually
much smaller than the overall
discontinuity dimensions. Hence, the
high frequency limit has important
practical significance.

The main theoretical question to be
faced in seeking a solution of the
two-dimensional laplace problem is,
“What are the boundary conditions?”
Beginning in the early 1980s, a research
group at University College London in the
United Kingdom produced a series of
articles on the alternating current
potential drop technique for measuring
cracks. A number of these articles were
based on the unfolding model. 101,102 This
model was successfully applied to the
problem of finding the depth of cracks in
ferromagnetic steel in the thin
penetration regime. The problem domain
can be divided into two equal parts, each
consisting of a half plane at the surface of
the conductor and a crack face at right
angles to it. The line adjoining the half
plane and the crack face is called the fold
line. By unfolding the crack face into the
surface plane of the conductor, a modified
problem domain is formed. A scalar
potential representing the electromagnetic
field in the plane was deemed to be
continuous and have continuous normal
gradient at the fold line. At the crack
edge, a boundary condition on the
potential was deduced from the fact that
the electric field tangential to the tip is
zero. These constraints are sufficient to
form a well posed, two-dimensional
laplace problem that was solved to give
results in agreement with experiment.
Estimates of crack depth in steel
components using alternating current
potential drop were improved as a result
of this work.



The unfolding model is not valid for
nonferrous material but an alternative
thin penetration theory was developed for
eddy current testing in such materials by
Auld and others, who considered cracks in
aluminum alloys.48193 Auld’s boundary
condition assumes that the external
magnetic field tangential to the conductor
surface is not perturbed by the crack. The
assumption may have been inspired by
Kahn'’s two-dimensional long crack
problem’4 because it is exact when the
magnetic field is uniform along the length
of a crack of uniform depth but, for a
nonuniform probe field at a finite crack, it
is approximate. The approximation is
reasonable provided the coil diameter is
large compared with the crack size but
this limitation leaves room for
improvement in the predictions.

It became evident in the late 1980s
that the differences between the London

group’s model and Auld’s approach ought
to be reconcilable in a unified theory that
would be valid for arbitrary permeability.
In seeking the unified approach, the
perturbation in the magnetic field at the
crack mouth was taken into account by
Lewis, Michael, Lugg and Collins,104105
who derived a boundary condition using
a flux conservation argument applied to a
region around the opening. The resulting
theory is applicable to materials of
arbitrary relative permeability and
corroborates the unfolding model in the
high permeability limit.

Alternative Formulations

A more formal approach to obtaining the
unified theory is to start with a technique
valid at an arbitrary frequency and
specialize it systematically for the thin
penetration regime. A suitable

FiGure 18. Variation with probe position for coil whose axis is in plane of semielliptical
simulated crack in aluminum: (a) resistance; (b) reactance. Calculations were performed at
250 Hz and by using 32 x 16 grid. See Harrison and Burke for details of coil parameters and

simulated crack.”6
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formulation for this strategy is one where
the electromagnetic field in the conductor
is expressed in terms of transverse electric
and transverse magnetic hertz
potentials, !9 y and y” respectively. Then,
the electric and magnetic fields take the
forms:

(92) E(r) = iopou, [V x xy'(r)
- VxVx )?w(r)]

and:

(93) H(r) = VxVxxy(r)

K>V x )?w(r)

where z < 0 and where the preferred
direction % is normal to the crack plane.

In a half-space problem formulated
using hertz potentials, it is usual to
choose the preferred direction as the
normal to the interface between the air
and the conductor. In this way the two
potentials are decoupled at the interface.
Although the present choice of preferred
direction leads to coupled interface
conditions, the chosen modes are
decoupled at the crack surface. In fact, the
transverse electric mode does not interact
directly with an ideal crack at all. Instead,
it is perturbed indirectly through its
coupling with the transverse magnetic
mode at the surface of the conductor.
Because direct transverse electric
interaction with the crack is absent, the
transverse electric potential and its
gradients are continuous at the ideal crack
plane. In contrast, the transverse
magnetic potential is subject to a direct
interaction of the crack with the field and
therefore exhibits a discontinuity at the
crack.

To examine the discontinuity of the
transverse magnetic hertz potential, it is
necessary to reconsider the properties of
the electromagnetic field at the crack.

First, the fact that the normal
component of the electric field at the
surface of the crack is zero means that:

(94) V%w(ri) -0

at the crack surface, as can be seen by
taking the x component of the electric
field as expressed in Eq. 92 and applying
the quasistatic condition for the
nonconducting crack given in Eq. 72.
Thus the transverse magnetic potential
satisfies the two-dimensional laplace
equation on the crack for an arbitrary
excitation frequency and standard depth
of penetration.

Second, in the absence of direct
transverse electric interaction with the
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crack, the continuity of the tangential
magnetic field (Eq. 83) implies that:

©5) w(r) - () = o

as can be deduced from Eqs. 93 and 83.
Thus the transverse magnetic potential
itself is continuous at the crack surface S,.
Third, noting that the jump in the
electric field is due solely to the transverse
magnetic mode, it can be seen from the
form of the transverse magnetic
contribution in Eq. 92 combined with
Eq. 77 that:

oy
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It is concluded that the transverse
magnetic potential has a discontinuity in
its normal gradient at the crack surface S,.

It can be shown that the transverse
electric hertz potential y, expressed as the
sum of unperturbed and perturbed
components, is given by:

O wr) = ) - [s,6nr)
oy oy ,
" [En‘arl“

for arbitrary frequency and standard
depth of penetration. The Green's
function G(r,r") accounts for the cross
coupling between transverse electric and
transverse magnetic modes.107

Several approaches for finding a
solution to the ideal crack problem follow
immediately from Eq. 97, both at an
arbitrary frequency and for the thin
penetration regime. For example, without
restricting the frequency, one can use a
symmetry argument to write the jump in
the derivative of the potential at the crack
as 2(dy)-(0x)~1. Differentiating Eq. 97 with
respect to x and assigning the field
coordinate to a point at the crack face
denoted by r* will give an equation for
the normal derivative of y. From the
solution, p can be found from Eq. 96 and
the probe impedance due to the
discontinuity found from Eq. 91. The
following approach has appeared in the
literature.

Setting the field coordinate in Eq. 97 to
r* and using Eq. 96 gives:
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Essentially the same equation as Eq. 98 is
found using a magnetic vector potential
formulation.!%8 Finding a solution relies
on the fact that the unknown potential
y(r%) satisfies the laplace equation on S,
(Eq. 94) and must be determined
simultaneously with p(f). These two
unknown functions can indeed be found
from the same equation simultaneously
by imposing further constraints. The
additional constraints are not the
boundary conditions on the laplace
problem for y at the crack face, because
these are not defined. Instead, the
boundary conditions at an arbitrary
frequency (Eqgs. 78 and 79) are imposed
on p.

In finding a solution using the
moment technique using N equations for
N unknowns, a reduction in the
unknowns needed to approximate p can
be made because the prior knowledge
derived from Eqgs. 78 and 79 restricts its
behavior at the perimeter of the crack.
This technique releases some degrees of
freedom that can be used to represent
y(r%) as a solution of the laplace equation
on the crack face. By management of the
unknown coefficients in this way, a
solution can be found that agrees with
experiment.108

FiGURe 19. Inductance and resistance variation with probe position for coil whose axis is in
plane of semielliptical artificial crack in aluminum: (a) inductance plot; (b) resistance plot.
Theory (solid line) is compared with experimental results (points) acquired at 50 kHz. See
Harrison and Burke for details of coil parameters and simulated crack.”¢
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Thin Penetration Regime

As Auld has shown, a suitable boundary
condition for formulating a well defined
laplace problem on S, in the thin
penetration regime can be derived from
the magnetic field at the crack mouth.
The transverse magnetic component of
the magnetic field in the Y direction can
be written:

ay©)
T'm 0z

(c)
+ Al
m 0z

v
(99) >,

Tm

where y(© is the perturbed potential (volt)
due to the crack. As it stands, Eq. 99
cannot be used immediately as a
boundary condition because the
perturbed field at the mouth is not known
in advance. Auld got around this problem
by neglecting the perturbation of the
magnetic field at the crack mouth, a
reasonable approximation because it can
be small for nonferromagnetic materials.
Taking the field perturbation into account
increases the complexity of the
problem!%7 but improves the accuracy of
the results for nonferrous alloys and gives
results valid for ferromagnetic
materials.10°

Results of impedance predictions!1?
and measurements for a semielliptical
artificial crack are shown in Fig. 19. The
experimental data are taken from a series
of measurements made at
16 frequencies.”® For a comparison with
thin penetration theory, results at the
highest frequency (50 kHz) are shown.
Calculations were performed with
conformal mapping.'1© At this frequency,
the depth of the simulated crack,
8.61 mm (0.339 in.), is more than
18 times the standard depth of
penetration, 0.47 mm (0.019 in.). Note
that the theory underpredicts the resistive
component by about 10 percent.
However, this component, is small
compared with the inductive reactance,
which has a maximum value over 600 Q.
The overall accuracy of the predictions is
good.

Electromagnetic Testing



Mathematical Basis of
Modeling

Computer modeling is used to simulate
reality. In the case of eddy current testing,
the computer can be programmed to
replicate (1) the physics of the testing
media, (2) the characteristics of the test
object and (3) the geometry of the test —
and to then display a dynamic visual
image of all three during testing.

Modeling may be used for computer
aided design of eddy current test
components, as well as research on
specific or general test applications. Both
of these potential uses reduce the need for
trial and error manufacturing of sample
components and provide an alternative to
actual tests that are difficult, hazardous or
costly.

By definition, modeling is the design of
a mathematical system that obeys certain
fact based conditions. The behavior of the
model is then used to understand an
analogous physical system. The value of
the model relies directly on its ability
accurately to duplicate the behavior of the
system for which it is the analog.

All electromagnetic phenomena,
including those related to eddy current
testing, are described by Maxwell’s
equations (Egs. 1 to 4). In performing an
eddy current test, these relations are used
even if this is not explicitly known to the
inspector. The designs of eddy current
tests and equipment are based on
Maxwell’s equations, regardless of the
actual technique used in the design
process. In modeling electromagnetic
phenomena, it is natural to rely on the
solution of Maxwell’s equations. The more
accurately these equations can be
modeled, the better the resulting general
model. The usefulness of eddy current
tests and the information available from
interpretation of their test signals can
only be as good as the understanding of
the underlying principles. Authoritative
decisions regarding a test signal cannot be
made if all aspects of the magnetic field's
interaction with materials and material
discontinuities are not fully and uniquely
understood.

The solution of Maxwell’s equations is
at the heart of any eddy current
discontinuity characterization scheme.
The ability to interpret signals, design

PART 4. Computer Modeling of Eddy Current
Fields?

tests and equipment and ultimately to
solve the inverse problem in eddy current
testing is directly related to the ability to
solve these equations within realistic
testing geometries.

Although the solution of field
problems has preoccupied scientists and
engineers since the publication of
Maxwell’s Treatise! in 1873, the
complexity of field relations and
interactions has limited such attempts to
well behaved, simple problems. Such an
extensive effort has yielded few specific
results and not one general model capable
of describing all electromagnetic field
phenomena. Models that could be applied
generally could be developed only after
the introduction of digital computers.

This is not surprising considering the
complexity of the interactions involved.
Eddy current techniques of
nondestructive testing rely on alternating
current excitation that induces secondary
currents and fields in the test material.
Discontinuities in the test object cause
changes in the induced fields, which are
usually monitored by measurable changes
in coil impedances. Thus, the technique
requires indirect measurement (through
impedance changes) of secondary
(induced) fields and currents.

The nature of field problems,
nondestructive testing applications in
particular, leads to three-dimensional,
nonlinear, partial differential equations
within awkward boundary conditions.
The solution domain often includes
complicated discontinuity shapes. For the
case of moving probe applications, the
solution is a function of time and
position. In addition, the solution domain
is unbounded: the field only decays to
zero at infinity. These very general
requirements encompass the whole
spectrum of possible difficulties (with the
exception of high frequency problems).

These complications have led to a
definite reliance on experimental
techniques!!!-113 and on analytical models
wherever such models could be found.

Types of Modeling

Experimental Modeling. Experimental
techniques are derived from
measurements in eddy current tests, either
actual or simulated. The value of such
models is limited because of their
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empirical nature and the fact that their
extension to other geometries is more or
less speculative. This limitation does not
mean that accurate, controlled
experimental data are not valuable in
modeling. Both analytical and especially
numerical modeling rely on such data for
confirmation.

Experimental techniques have many
limitations and, although very useful at
times, are not always reliable for
modeling. The generality required for
modeling does not exist with
experimental techniques.

Analytical Modeling. Analytical models
are derived from elementary field and
circuit theory relations. At the very basis
of this approach is the fact that some
simplifying assumptions must be made
with regard to the test environment.
These assumptions include (1) those that
are satisfied with little or no errors, such
as linearity in eddy current calculations,
and (2) those that imply large errors or
even a modification of the geometry,
relying on the hope that, by doing so, the
solution is still an approximation of the
actual problem modeled. In this category
are symmetry considerations, boundary
conditions and discontinuity shape
approximations. In spite of extensive
simplification, analytical models are
extremely complicated and the results
tend to be limited to a single geometry or
class of problems.

Numerical Modeling. Numerical modeling
in nondestructive testing is an outgrowth
of the failure of analytical models reliably
to predict the necessary field interactions
with any degree of generality. A numerical
model uses a digital computer to solve the
governing equations directly, with few
simplifying assumptions. This in itself is
enough to explain the value of such
models. Numerical modeling allows the
solution of very complex problems and, at
the same time, does not require the user
to know the intricacies of electromagnetic
theory or differential calculus. All that the
user is required to do is input the problem
variables and, if necessary, verify the
results experimentally.

General Overview of Analytical
and Numerical Modeling

The existence of models for eddy current
testing phenomena depends entirely on
the ability to solve Maxwell’s equations
with or without approximations. The
value of such models in solving the
inversion problem satisfactorily is beyond
dispute. Solution of this important
problem is possible only with the
development of good theoretical models,
capable of predicting the complex
interactions of a multitude of factors in
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the test object. A good, reliable theoretical
model for nondestructive testing should
be able to satisfy the following conditions.

1. The model should describe the physics
of interaction between the applied
alternating current field, induced
currents and discontinuities in the test
object.

2. The model should serve as a
theoretical test bed for situations
difficult or impossible to replicate
experimentally.

3. The model should generate eddy
current output signals for a wide
variety of discontinuities and
specimen shapes, avoiding costly
sample preparation and helping to
determine discontinuity
characterization parameters.

4. The model should provide training
data for automated discontinuity
characterization systems and
equipment.

5. The model should aid in the design of
eddy current probes for specific
applications.

For the purpose of deriving such a
model, two main avenues are available:
the analytical approach and the numerical
approach.

Analytical Modeling

Analytical models are derived from basic
field and circuit theory considerations. In
effect, an attempt is made to solve
Maxwell’s equations directly. These
equations are generally three-dimensional,
nonlinear, partial differential equations
within complex boundaries and
discontinuity shapes. In addition, for
moving probe problems, the solution is
both time and position dependent. It is
therefore not surprising to find that such
solutions are only possible for the most
elementary of test geometries, with
simplifying assumptions in terms of
geometry, dimensionality, discontinuity
shapes and sources. This
oversimplification accounts for the fact
that analytical models are limited in
scope, applicable only to selected
problems and not easily extended to other
geometries. On the other hand, the
solution to problems for which an
analytical model applies is relatively
simple and allows parameter change
studies.

Analytical modeling has its roots in the
pioneering work of Ampere, Orsted,
Faraday, Lenz, Gauss, Helmholtz, Henry
and Foucault, culminating in Maxwell’s
Treatise,! in which many practical
problems are addressed and solved,
including many that are directly related to
nondestructive testing. In view of this



background and the work of Hughes,!14 it
is surprising that the first serious attempt
at modeling was undertaken only after
Steinmetz introduced the complex
notation for field quantities,'’> thus
paving the way for the early modeling
work of Forster and the introduction of
impedance plane diagrams as an accepted
technique of presenting eddy current test
data.

The phenomena associated with eddy
current testing can be examined only after
Maxwell’s equations have been
manipulated and simplified into a form
suitable for solution by one of the
techniques for solving partial differential
equations. Such techniques as separation
of variables, bessel functions, power series
and the various transform techniques,
especially the fourier transform, are used.

Forster and StambkellS used bessel
functions to find the complex effective
permeability of a metal rod encircled by a
secondary search coil and an alternating
excitation coil. The effective permeability
concept is used to directly connect the
dissipative and inductive quantities in the
specimen with the resistive and inductive
terms in the impedance plane plot.
Hochschild!!! solves a fairly simple
problem (a cylindrical sample and a
concentric coil), using bessel functions
directly for the magnetic flux density B
(tesla) within the conductor, in terms of
the flux density at the conductor’s surface,
using the following expression:

*B, _ 19B,
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where r is radial distance (meter) and yis a
function of the standard depth of
penetration.

This leads to an expression for the flux
linkage with the encircling coil from
which the induced voltage and the real
and imaginary parts of the coil impedance
are found. The well known comma
shaped curves can be derived by plotting
the impedance for various frequencies and
conductivities.

The same geometry is solved by
Libby!!® by using the definition of
magnetic vector potential and substituting
it for the flux density. To obtain the coil’s
impedance, the magnetic vector potential
is related to the induced voltage Ag (volt)
in a current loop and then the impedance
of the coil is obtained as a closed form
expression in a source free region:
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Waidelich and Renken'!!” used the
image coil concept to calculate the
impedance of a coil in the vicinity of
conducting media and compared the
results with experimental data. Vine!18
shows this to be the limiting case of a
single current loop above a conducting
plate of finite thickness. Cheng!!?
examines the same situation and, using
the magnetic vector potential in
cylindrical coordinates, obtains an
integral expression for the coil
impedance.

Expanding on this idea, Dodd!20
obtains expressions for the coil impedance
of a rectangular cross section coil above a
two-conductor plane and encircling a
two-conductor rod.

To avoid the complexities of Maxwell’s
integral equations, Graneau and Swann'2!
and Graneau!?? replace conducting media
with an infinite number of filamentary
circuits corresponding to streamlines of
current flow. This substitution leads to a
coupled circuit model and a power series
representation for the induced currents.

Burrows®* introduces magnetic and
electric dipoles to represent small
discontinuities. Dodd and others!! predict
the induced voltage in a circular coil due
to small discontinuities.

Many other theoretical and
experimental concepts’4123-127 have been
used to approximate the solution to
nondestructive testing problems with
varying degrees of simplification and
success. The underlying assumptions
made in deriving these models are of such
a restrictive nature that their application
to other problems, in more realistic
geometries, is all but impossible.

Integral Solution Technique

To obtain a closed form solution for
simple geometries, analytical techniques
require solution of integral equations and,
if the integration can be carried out, a
solution may be obtained for a particular
geometry. Beyond the simplification of
the actual geometry and a lack of
generality, a new consideration should be
introduced: integration processes that
may or may not be done analytically.

In such cases, numerical integration is
used. Because of this need to numerically
integrate analytical expressions, the
technique is considered a hybrid that
bridges the gap between the two
techniques. Inherent in it are all the
initial approximations of an analytical
technique combined with the flexibility
of numerical techniques.

The names integral solution technique
and boundary value solution should not be
confused with similar or identical terms
used for finite element solution of field
problems in integral form. This later usage
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refers to the formulation of Maxwell’s
equations (or any other physical system)
as a boundary integral problem, usually
solved by surface discretization of a
volumetric region. The term boundary
value solution is here much more restricted
and reflects the fact that an integral
expression is obtained and its solution is
in terms of orthogonal functions along
the boundaries of the solution
region. 123,128

Dodd!>128129 obtained such
expressions for a variety of testing
geometries that fall into two major
categories: (1) multilayered conductors
and (2) multiple coaxial cylindrical layers.
These two categories include many of the
more practical and useful testing
geometries.

The solutions are in the following
form:15
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where A(r,z) is the magnetic vector
potential in the nth plane for a coil above
a number of planar conductors, d
indicates a differential, I is the current per
turn, J is a bessel function of the first kind
and first order, a is the separation
constant of the differential equation, n. is
the turn density of the coil, p is the
magnetic permeability (henry per meter),
V32,V12(M,1) and Vj,(n,1) are
transformation matrices and where:

OR,
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where R; and R, are the inner and outer
coil radii (meter).

Although these expressions are
complicated and very difficult to evaluate
on paper, they are easily integrated
numerically on computers.

Once the magnetic vector potential has
been evaluated, any magnetic or related
quantity may be calculated. These are
derivable either directly from Eq. 102 or
through other known relations.

For example, if the driving coil is
coaxial with the pickup coil in an
axisymmetric geometry, the induced
voltage in the pickup coil can be written:

(104) V = @ ”rAdrdz
a
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where a is the cross sectional area (square
meter) of the coil winding and # is the
number of turns in the coil.

The integration is performed over the
coil cross section and is particularly
convenient for coils with rectangular cross
sections (as is usually the case with eddy
current coils).

The impedance Z of a coil may be
found from Eq. 104 by dividing by I

1% jo2nn
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Similarly, eddy current densities, flux
densities, stored and dissipated energies or
forces due to eddy currents may be
calculated.

The technique described above has
been programmed for minicomputers as
well as mainframes and the computer
programs are available in the open
literature,!28-130 accounting for the
technique’s success.

The integral solution technique has
several advantages over purely analytical
techniques, the most important being the
wider range of application afforded by
numerical integration. Because of this, the
integral solution technique has been
applied to eddy current problems ranging
from single-coil, single-conductor
situations to situations using multiple
coils and multilayered materials for
simulation of such important problems as
discontinuity detection and measurement
of cladding thickness, conductivity,
permeability and liftoff.

The technique still suffers from the
problems associated with analytical
techniques: (1) it is not general and (2) it
requires the evaluation of an integral
expression for each class of problems. In
addition, because of its reliance on
orthogonal functions on the boundaries,
it can only take into account relatively
simple geometries and discontinuity
shapes.

Lastly, the technique assumes linear
material properties and superposition of
solutions, a difficulty found in all
boundary integral techniques and not
easily extendable to nonlinear problems.
This assumption is acceptable for eddy
current testing applications but is not
general enough to form the basis of an
all-purpose solution technique, as is the
case with the more general numerical
techniques.

Numerical Modeling

Numerical modeling is different from
analytical modeling. For the purposes of
nondestructive testing, the most
important aspect of numerical modeling



is the fact that none of the simplifying
assumptions made in the analytical
approach are necessary to reach a
satisfactory solution.

Starting with Maxwell’s equations,
there are many different ways to proceed
and each requires the formulation of the
original equations in some particular
form.131-133 Assumptions are made for the
sake of simplicity and economics of the
solution and not to render the equations
solvable. Thus, a two-dimensional or
axisymmetric solution is assumed if the
geometry is approximately
two-dimensional or has axial symmetry. A
two-dimensional solution is likewise a
special case of the more general
three-dimensional solution. Similarly, an
axisymmetric solution is the solution of a
three-dimensional problem in cylindrical
coordinates. Other assumptions help to
shorten the solution process or to obtain
insight into the problem before a more
general solution is attempted. A linear
formulation may be used as a first
approximation or in cases where the
problem is indeed linear.

The application of a numerical process
for the purpose of obtaining a model is, to
a large extent, a matter of choosing the
numerical technique to be used, a matter
of making correct assumptions for
geometry and the nature of the solution
and, perhaps most important, a matter of
economics. Within these constraints, any
accuracy can be obtained regardless of
geometry, linearity, nonlinearity or
dimensionality of the problem.

Numerical techniques in general are far
more powerful than analytical techniques.
At the same time, the solution is obtained
as numerical data rather than a closed
form solution. As such, the solution to a
particular problem may not be usable for
the analysis of a different, perhaps similar
problem. Thus, parameter study requires
repetitive solution and it is not always
possible to deduce parameters from the
solution, as is the case with analytical
solutions. This disadvantage is hardly
significant: the same repetitive process
allows study of parameters for which the
analytical approach cannot be applied
(such as changes in the geometry of an
arbitrarily shaped discontinuity).

Finite Difference Technique

The finite difference technique has been
used as a general means to solve partial
differential equations. The reasons for its
widespread application are many. The
technique is relatively easy to apply, as
well as being general. It is equally
applicable to direct current fields, to
quasistatic or transient fields and to linear
and nonlinear problems. In its simplest
form, the formulation of the field

equations consists of simply replacing the
partial derivatives by appropriate
difference formulas. A solution can then
be obtained for the dependent variable at
discrete points within the solution region
either by an iterative process or by the
solution of a system of algebraic
equations, depending on which finite
difference formula is applied.

The application of the finite difference
technique is complicated by problems of
convergence and stability of the solution
as well as by restrictions on the
discretization process. Although regular
sets of discretization points (grids) are
easy to handle, irregular grids are not.
Discretization of complex geometries into
regular grids is not practical and irregular
grids may in some cases make the
solution nonconvergent. In field
problems, the inability to properly
discretize small areas (such as air gaps or
discontinuities) is detrimental to the finite
difference technique. In addition, the
technique is a nodal technique and
cannot take into account distributed
parameters such as current densities,
conductivities and permeability. These
have to be described as equivalent nodal
quantities with all the associated errors.
The obtained solution is valid only at the
nodal points.

Finite Difference Representation

If an attempt is made to solve a partial
differential equation such as Eq. 100 or
101, it should be possible either to
integrate the equation or to represent the
partial derivatives in terms of the
unknowns themselves at discrete points in
space. The finite difference algorithm is
an implementation of the second
approach.

Considering Fig. 20, where a general
function is described, the true derivative
dy-(dx)~! at a point x; is the tangent to the
curve at this point. An approximation to
the derivative can be found by taking two

Ficure 20. General function and finite difference
approximation to true derivative.

Tangent at x;
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points, (one point on each side of x;) and
passing a straight line through them. If
the two points are chosen to be equally
spaced about point x; (as in Fig. 20), the
following expression for the slope of the
line can be obtained:
y(x,~+Ax) - y(xi—Ax)
2Ax

(106) ¥, =

By denoting in short form y{,) as y%, Yx+ay
as yi1y and Y, _ay as Y1), @ simpler
expression linking the approximation y’,
to the function value at x(;_;) and x;,,, can
be written:
Yiv) = Y-y
107 ;o=
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The same result can be obtained
formally by using a taylor series
expansion. By expanding the function
y = f(x) about the point x; for x = x; - Ax
and x = x; + Ax, the following results are
obtained:
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By subtracting Eq. 109 from Eq. 108 and
rearranging the terms, the first derivative
can be written as:

y(xi +Ax) ~ y(x,- - AX)
2Ax

o]

Then, neglecting terms with (Ax)Z or
higher powers of Ax, the expression in
Eq. 107 is obtained. This technique is less
intuitive than the one used to derive
Eq. 107 but shows two important points.

(110) y; =

1. The error produced by the
approximation is on the order of (Ax)2.
Thus, there is a simple way of
estimating the error and, at the same
time, the solution can be improved by
reducing the size of Ax.
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2. The finite difference formula in
Eq. 110 was obtained by choosing an
appropriate expansion to cancel
specific terms of the expansions. This
indicates that higher order derivatives
and different approximations to the
same derivatives can be obtained.
Indeed, many useful difference
formulas have been derived.!34

An approximation for the second
derivative is obtained by adding the two
expansions in Egs. 108 and 109 and
rearranging the terms:

Yiv) — 2y; + Y(i-1)

(ax)”

1 V44 2
— Eyl (Ax) + ...

a1 vy

This particular approximation also
introduces an error on the order of (Ax)2.

The finite difference expressions
derived here use points on both sides of
the point at which the derivatives are
calculated. They are therefore called
central difference expressions. Backward and
forward difference formulas may also be
used.134

Finite Difference Formulation for
Two-Dimensional and
Axisymmetric Field Problems

The first step in the field formulation
consists of replacing the partial derivatives
by a difference equation. Referring to the
grid in Fig. 21, Eq. 19 reduces in the case
of an axisymmetric geometry in
cylindrical coordinates to:
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Here the current density J; was replaced by
an equivalent nodal current [;;. A similar
expression may be written for the
two-dimensional field equation.

If the grid is equally spaced in both
directions (W, = W, = h) and a constant



permeability can be assumed for all
points, Eq. 112 is further simplified as:
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1
u
({[A(iﬂ),i A1)+ A (iar) *

Ay —4A,-,,-:| x (hz)_l} +

L[A _A } Aij
L), T =), 2
jooA; = —1;;

Equation 112 forms the basis for
solution of eddy current problems in
axisymmetric geometries. In its present
form, the equation is of little use because,
besides applying only to regular grids, it
can be used to describe only nonmagnetic
media. This limitation can be seen by
testing where the interface between two
materials is shown (Fig. 22). When
calculating the value of the magnetic
vector potential for points on the
interface, some points lie in areas of
different permeability. Equation 113
requires a single value for all points
forming the expression. Similar problems
are encountered with description of
conductivities and current densities
because all three properties are volumetric
properties rather than point values.

To circumvent these problems, some
special techniques were derived by several
researchers. One such technique came
from Erdelyi and Fuchs!35136 and was
later refined by Demerdash!37.138 for
problems in electrical machines. If the
five nodes associated with the calculation
of the magnetic vector potential are
considered (as in Fig. 22), four distinct
regions are observed. Assuming that nodes
must coincide with material boundaries,
each such domain may have different

Ficure 21. Simple finite difference grid.

Ay

material properties and current densities
associated with it.

Under the present assumptions, an
equivalent material property that is a
weighted average of the properties of the
four domains is produced. The current at
the central node then becomes:

W) 5= <5+ Sk

+ S35 + Sils)

The weights §; to S, are functions of
the four domains around node i. These
areas need not be equal or rectangular.

Similarly, average values for
conductivity ¢ and reluctivity v are
defined as:

(115) o, %(Slcl + S,0,

+ S3G3 + 54(74)

and:

ae) v, - L

251

1
= g(slVl + SZVZ

+ S3V3 + S4V4)

The net effect of these approximations
is to change the material properties at the
edges of material discontinuities,
assuming that the errors introduced by
doing so are small. This approximation
may or may not be good, depending on

FIGURE 22. Section of finite difference grid
showing domain of node i. Five nodes
shown are needed to approximate second
derivatives of magnetic vector potential with
respect to x and y or to rand zin
axisymmetric geometries.

Domain of
node i

i

4 3

Material A Material B
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the grid. The same technique is used to
calculate the equivalent material
properties in nonregular and
nonrectangular grids but the weighting is
more complicated.!37

Boundaries and Boundary
Conditions

The first aspect to be considered is the
structure of the grid itself. If the grid is
kept uniform, the boundaries can be
located only along lines connecting
nodes. A curved boundary becomes a
jagged line, as shown in Fig. 23. This
approximation may be good for very fine
grids where outer boundaries are
involved. Curved material boundaries
where the field gradients are high require
better fitting to reduce errors.

This fitting can be done as shown in
Fig. 24. The technique consists of
calculating scale factors that effectively
move nodes from their original location
to the boundary. By doing so, the
regularity of the grid is lost and, in the
solution process, Eq. 113 will have to be
modified to account for the different grid
spacings used.

The boundary conditions most often
encountered in eddy current field
problems are dirichlet boundary
conditions (prescribed values of the
magnetic vector potential) and, in most
cases relevant to nondestructive test
applications, the values are zero. These are
taken into account automatically by
Eq. 113 when the five-node stencil of
Fig. 22 hits the boundary. Other types of
boundary conditions may be used with
the finite difference technique.

FiGUre 23. Boundary representation in
regular grid.

Boundary due to discretization (steps)

Exact boundary (curve)
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Nonuniform and Nonrectangular
Meshes

The idea of scaling the distance between
nodes to fit the grid to the boundary of
the solution domain or material interfaces
may be used with nonuniform grids.
There is no requirement that the grid be
rectangular. If nonuniform grids are used,
Eq. 111 will have to be modified because
the definition of the second derivative is
based on a uniform grid. One approach is
to rewrite the difference expression in

Eq. 111 in the following form:

7) L = W4 = Aiay,

+ WZ |:Ai,j - A(i—l),j:|

Wil Aij = A

- ]'G)GAI-,’-

The four weights are then calculated as
weighted averages!3” that depend on the
grid structure and material permeabilities.
The calculation of the current at nodal
points follows a technique similar to the
one described above.

Solution of System of Equations

After a satisfactory description of the
geometry has been found, the finite
difference equation is applied to all
interior nodes in the solution region. This
step results in a relation between the

FIGURE 24. More accurate representation of
boundaries by using irregular spacings at
boundary.




unknown at the node being assembled
and four neighboring nodes, according to
Eq. 113. For each node in the solution
region, a linear algebraic equation is
assembled.

To find the unknown values of the
magnetic vector potential, there are two
basic techniques available: (1) the iterative
solution and (2) the matrix inversion
solution.

Iterative Solution

The iterative solution is the simplest way
to reach a solution and is often used with
the finite difference technique. It consists
of assuming an initial solution
throughout the solution region (either an
approximation or, if this is not possible,
zero). The correct current distribution
together with the boundary conditions
are next applied. Then, the finite
difference equation is applied to each
interior node and the value at each node
is updated in turn until a new solution is
obtained. The process is repeated until the
change in the solution is smaller than a
predetermined value. The number of
iterations required to obtain a good
solution may be quite large. In some cases
the solution may not converge to the
final solution. This technique is called the
explicit technique and because of its
simplicity is often used in nonlinear and
time dependent problems.!3? There are
ways to refine the basic technique to
make it more stable!¥? or to accelerate
convergence.4! Tt is also possible to
estimate beforehand if the solution is
convergent, based on the grid spacing and
the type of finite difference formulas
used.

Matrix Inversion Solution

Instead of assuming an initial solution,
the unknown values may be entered in
the finite difference equation (Eq. 113)
and a system of N equations with N
unknowns is assembled (N is the number
of interior grid points excluding boundary
nodes). The final result is a system of
complex algebraic equations:

@8 [[o] + [&]}{a} = {1

where [G] = the coefficient matrix
resulting from the finite difference
description of the partial derivatives,

{I} = a vector of equivalent applied
currents at the nodes in the solution
region and [R] = a matrix resulting from
the eddy current distribution.

The imaginary part of the matrix is due
to eddy currents alone and will disappear
for direct current applications. The
technique outlined above is an implicit

technique, absolutely stable, and therefore
does not require iteration. The matrix in
Eq. 118 can be solved using any standard
technique such as the gauss elimination
or the conjugate gradient technique.!42
The derivation presented refers to the
axisymmetric field equation. An identical
procedure can be used for
two-dimensional geometries, replacing the
necessary partial derivatives by
appropriate finite difference expressions.

Finite Element Technique

The finite element technique has a briefer
history than the finite difference
technique. It evolved in the late 1950s as
a numerical technique in structural
analysis!43 but has spread quickly to
become a major analysis tool in diverse
areas of engineering!44147 as well as in the
physical sciences!4814% and medical
research.!50

Because of its success in modeling
intricate geometries efficiently and
accurately, the potential for its application
to electrical and magnetic fields was
recognized in the early 1970s and has
been applied with great success to the
study of direct current and low frequency
electromagnetic fields in electrical
machines,51-153 Jarge magnet structures!>*
and permanent magnet design.155

The finite element technique has
considerable advantages over the finite
difference technique, including the ease
of handling boundary conditions and the
ability to follow awkwardly shaped
boundaries.13¢ The technique is by
definition a volumetric technique where
various parameters are associated with the
volume (or the surface, in the case of
two-dimensional and axisymmetric
formulations). Therefore, it is naturally
suited to the modeling of continuum
problems.

The finite element technique is also
quite flexible in terms of the
discretization process. Being a discrete
technique, it requires discretization of the
solution region but no restrictions are
imposed on the shape, size and number of
finite elements.'43 The solution process as
well as the formulation is not affected by
the size and shape of the elements used.
Furthermore, although the finite
difference technique assumes linear
relations between the unknowns, the
finite element technique can handle
higher order relations as well.143,157
Problems with convergence have no
meaning in the context of finite elements.

These factors are of particular
importance for the simulation of
electromagnetic test techniques and the
technique has received considerable
attention. Numerical models based on the
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finite element technique have been
developed for two-dimensional%8159 and
three-dimensional®0.161 eddy current
applications.

When compared to finite difference
techniques, problems solved by the finite
element technique generally require larger
computer resources, especially for
nonlinear and time dependent problems.
The technique does not lend itself well to
the solution of transient problems because
it cannot efficiently handle time
discretization.

The two techniques are
complementary, each being suited to the
solution of different situations. Time
integration in finite element computer
codes is usually handled by various forms
of finite difference schemes.!62

In the following discussions, the finite
element formulation of the
electromagnetic field equations is outlined
with reference to a particular element
shape. The technique of formulation is
completely general, however, and any
other element shape can be used with
relatively minor changes in the
formulation.

Finite Element Formulation for
Two-Dimensional and
Axisymmetric Geometries

The finite element technique does not
provide a direct solution to
electromagnetic field equations. Rather,
the solution is obtained by first
formulating these equations into a
suitable form for finite element solution
and then solving the resulting set of
simultaneous algebraic equations for the
magnetic vector potential at discrete
points in the solution region.

The formulation of the
two-dimensional and axisymmetric field
equations is presented here using the
magnetic vector potential and an energy
functional equivalent to the original
equations. The following assumptions are
made throughout this derivation.

1. The source current density J; and the
magnetic vector potential A vary
sinusoidally with time. Harmonics in
both the source and induced fields are
absent.

2. The source medium is assumed to be
infinitely conducting, thus effectively
neglecting eddy currents in the source.
In the case of eddy current probes, this
is equivalent to subtracting the coil’s
direct current resistance from the
resulting impedance, a common
practice in interpreting eddy current
signals.
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3. Electrical conductivity ¢ and magnetic
permeability u of materials in the
solution region are single-valued
within each element. Each element is
therefore a linear region but spatial
variations between neighboring
elements is allowed both in p and o.
Also, these values can be different in
each direction within the element,
thus allowing modeling of anisotropic
media. The linearity assumption
provides satisfactory results because
the applied and induced current
densities in practical testing
applications are very low.

4. The model is based on
two-dimensional or axisymmetric
assumptions. Thus, only one
component of the magnetic vector
potential is present, either in the Z
direction (two-dimensional) or in the
6 direction (axisymmetric) and is
perpendicular to the cross section of
the geometry modeled.

Among the many techniques available
for finite element formulation of general
problems, the weighted residual technique
(Galerkin’s technique) and the use of an
energy functional stemming from a global
energy balance concept,'43 in conjunction
with variational techniques, are the most
commonly used. Both procedures allow a
direct formulation based on the original
equations and both are satisfactory in
terms of the resulting solution. Galerkin’s
technique is more convenient when only
the differential equations and their
boundary conditions are available.57
When physical interpretation of the
problem is important, the energy balance
formulation introduced by Oden!63.164 in
1969 offers an attractive alternative.

A general energy functional for
electromagnetic field problems can be
written as:

(119) F(4) = J(ES — B + Eg)dv

14

where E is the stored energy (joule) due
to the magnetic field, E; is the input
energy (joule) derived from impressed
current densities, Eq is the energy (joule)
dissipated through eddy current densities
in the conducting parts of the geometry,
excluding sources, and v is volume (cubic
meter).

The derivation that follows is limited
to two-dimensional and axisymmetric
geometries. It uses a particular type of
isoparametric element (four-node
quadrilateral element) but it is completely
general and applies to other types of
elements as well. A complete derivation
for two-dimensional and axisymmetric
problems in terms of triangular elements



has been published.!58 Researchers
describe a three-dimensional derivation in
terms of tetrahedral elements!%5 and a
three-dimensional derivation in terms of
eight-node and twenty-node hexahedral
isoparametric elements.100

Energy Functional for Eddy
Current Problems

The general energy functional in Eq. 119
applies to any field situation regardless of
dimensionality, because it is a statement
of energy balance in the system. In terms
of the magnetic vector potential A, the
functional for two-dimensional or
axisymmetric geometries can be written:

0A

2 2

1 J0A
1200 F(a) = | 25| [5% +‘_ay
v

"“’T"|A|2 - ]S~A}dv

where J; is source current density (ampere
per square meter) and where, for the
axisymmetric case, y is replaced by z and
[0A-(0x)™1] is replaced by [0A-(dn)1 + A-r1].
In the two-dimensional case, dv = dxdy
and in the axisymmetric case dv =
2nrdrdz.

From the principles of variational
calculus, it can be shown that a correct
solution to the governing partial
differential equation is obtained by
minimizing the energy functional
throughout the solution region. Although
proof of this statement!%s is not included
here, it is a very important step because it
also defines the natural boundary
conditions that are implicit in the
formulation and that need not be
explicitly applied. The most important of
these conditions are on the interfaces
between different materials.

Finite Element Discretization

The solution of the variational
formulation of the eddy current equations
presented above is performed by finding a
set of functions that minimize the
functional F(A). Because it is not possible
to minimize the functional everywhere, it
is minimized at discrete points (nodes) in
a bounded region (solution region). The
discretization of the solution region is
therefore a very important step in the
finite element technique because the
number of nodes as well as their location
in the solution region has an impact on
the solution. A discretization (mesh) with
few nodes in regions of high gradients in
the solution will introduce errors whereas
too many nodes will unnecessarily
complicate and lengthen the solution. It
is at this stage in the finite element

process where efficient discretization
techniques combined with correct
judgment can have a significant impact
on the efficiency and accuracy of the
solution.

A large variety of volumetric finite
elements can be used to discretize the
region but, depending on the equations to
be solved, some are more useful than
others. The most common finite elements
used for two-dimensional field
calculations are the triangular and
quadrilateral elements.!37 Linear or first
order elements are defined as having a
node at each vertex of the element as in
Fig. 25a. Parabolic or second order
elements are defined by including a node
between each pair of adjacent vertices:

Ny = (025) (1-¢ (1-m)
N, = (0.25) (1+€ (1-n)
(121) Ny, = (025) (1+¢) (1+1T1])
Ny, = (025) (1-¢) (1+n)

FIGURE 25. Quadrilateral finite elements and
shape functions: (a) element in local
coordinate system; (b) mapped, curvilinear
element in global coordinate system.
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where & and n are finite element
coordinates. Higher order elements can be
defined similarly.

Automatic mesh generators for a
variety of element shapes are available
and offer a simple and efficient way to
define the necessary input data.166,167

The details of the discretization process
are discussed in the literature.!S” The
following steps and assumptions are
general and applicable to the
discretization of a region into finite
elements.

1. The solution region is subdivided into
finite elements. The number and
shape of the elements are not
restricted in any way. The element
density must be chosen for the
geometry of the region and expected
gradients in the solution. Small, dense
elements must be used in regions of
high curvature or high gradients.

2. Material interfaces within the solution
region and on the boundaries must
coincide with element boundaries. An
element cannot cover more than one
material.

3. The current density and each
conductivity and permeability
component are assumed to be
constant within the element.
Calculated quantities are either nodal
values, as in the case for the magnetic
vector potential, or quantities
associated with the element such as
flux densities or energy. In this case,
the calculated value is associated with
the volume (energy) or with the
centroid of the element (flux density).

4. At the outer boundaries of the
solution region, the magnetic vector
potential is either zero (by ensuring
that the discretized region extends far
enough to have negligible flux density
on the boundary) or is otherwise
prescribed from known or calculated
conditions.

5. The discretizations for
two-dimensional and axisymmetric
geometries are identical. The
difference between the two
formulations manifests itself in the
integration over the element volume
and in the form of the functional
itself.

Finite Element Formulation

The discretization of the solution region is
a geometrical procedure and by itself is
not sufficient to ensure that the chosen
elements can be used for finite element
solution. A set N; of special functions,
called interpolating or shape functions, must
be chosen for the element:143
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(122) A =

n
2 N; A;
i=1

where A; is the nodal vector potential
(weber per meter) and »n is the number of
nodes in the element.

These must meet two conditions to
ensure convergence of the solution as the
size of the elements decreases: (1) at
element interfaces C,, continuity must be
maintained (compatibility requirement);
and (2) within an element C,,;, continuity
must be met (completeness requirement).

In these conditions, r is the necessary
continuity order of the function at the
element boundaries and C, continuity
means that the function and its first r
derivatives are continuous. For field
problems formulated in terms of the
magnetic vector potential, only C,
continuity is necessary, meaning that only
the function is continuous. Its first
derivatives define the flux density
components, which are not necessarily
continuous.

The shape functions for a given
element can be obtained by a variety of
techniques, each leading to a separate set
of functions. One common technique is
to define polynomials to fit the sides of
the element based on a natural system of
coordinates.!#3157 The technique used
here is to define the shape functions in a
convenient, local system of coordinates
and then to map the functions into the
cartesian or cylindrical system
(isoparametric elements) in which the
solution is required.

Quadrilateral Isoparametric
Elements

The interpolation functions for
quadrilateral elements are those of the
serendipity family.143157 The elements are
created in a local system &, where the
functions are found by testing.
Considering Fig. 25, the shape functions
for the four nodes are written in the
following form:

123) N; = K(l + gg,-)(l + nni)

where &;, 1; = +1 or -1 and where K is a
constant.

The shape functions for quadrilateral
elements are shown in Eq. 121 for a
particular choice of local coordinates.

These shape functions are mapped into
the global coordinate system using the
shape functions themselves for the
mapping (isoparametric mapping). The
elements then become curvilinear as
shown schematically in Fig. 25b.

The variation of the magnetic vector
potential within the element can be



written in terms of the shape functions
and the nodal unknowns as:

4
(124) Agn) = D Ni(en)4
i=1
Thus, a complete description of the
magnetic vector potential within the
finite element has been obtained in terms
of (1) the shape functions and (2) the
unknown values of the magnetic vector
potential at the nodes of the element. The
energy functional in Eq. 120 requires the
definition of the first derivatives of A with
respect to x and y. These can be written
as:

0A oN;
125) 22 - LAy
(125) ox ; ax !
and:

IA 5 ON

g7 - Vi g,

The shape functions are derived in local
coordinates. Their derivatives are obtained
in the local system using the chain rule of
differentiation:

JN; JON; oJx JdN; dy
127 1 — | i | A
(127) d& ox 9§ dy dE
and:
128y Ni _ ONiox  ON; oy
om Jdx an dy an

Rewriting these equations in matrix form
and inverting the system to obtain the
derivatives of the shape functions in the
global system, the following is
obtained:!43

IN; ON;
0x -1| 9§

129 - 95
(129) 13N, UT %%,
ay an

where []] is the jacobian matrix calculated
for Eqs. 127 and 128. Similarly, the
following expression may be used for
two-dimensional formulation:

(130) dv = dxdy = |[/]|d§dn

and Eq. 131 applies to the axisymmetric
formulation:

(131) dv = 2mrdrdz = |[[]|2nrd§dn

To evaluate the elemental contribution
for the two-dimensional formulation,
Egs. 124 to 126 must be integrated over
the element:

+1 +1

132 | [ f(gn)dean

-1 -1
or for the axisymmetric formulation:

+1 +1

(133) anj jf’(é,n)didn

-1 -1

where f'(&,n) is the transformed f(x,y). The
equations above can only be integrated
numerically using a technique like the
gaussian quadrature.

Functional Minimization

Energy balance in the solution region is
achieved by minimizing the energy
functional in Eq. 120 at every node of the
region. The first partial derivative of F(A)
with respect to each nodal value A is set
to zero:

13g 24
134 = =

Instead of performing this operation
over the entire region, it is convenient to
do it element by element and then to sum
the contribution of individual elements in
order to obtain N simultaneous linear
algebraic equations in N unknown values
of the magnetic vector potential for the
entire solution region. In this way, a
repeatable process is performed on each
element, a process well adapted for
automatic assembly on a computer. The
size of the elemental matrix is 4 x 4 (for a
four-node element) and the individual
contributions to the elemental matrix are
summarized below:

1 oN; ON;
135 L= = J eihy My
(135) s i [E)x 0x
v
AN,
N ﬂ_z]dv
dy dy
(136) 1; = oo INiN,dv

14
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37) @ = - [Nydv

where the indices i,j vary from 1 to 4.

Each coefficient is numerically
integrated over the volume of the element
using gaussian quadrature!S” and then
summed into a complex elemental matrix
of the form:

138) [[s]e + j[r]e}{a}e = {a}e

where {a} is the 4 x 1 vector of unknowns,
{q} is the source vector, [r] is the
imaginary part and [s] is the real part of
the elemental matrix.

The elemental matrices of all the
elements in the solution region are
summed into a global system of the form:

a9 [dl{4} - {a}

where there are a total of N equations in
N unknowns, N being the total number of
nodes in the solution region. This matrix
is symmetric and banded. The bandwidth
depends on the number of elements, the
number of nodes per element and
especially on the way the nodes are
numbered.

The system in Eq. 139 can be solved by
any standard solution technique (such as
gauss elimination or the conjugate
gradient technique) to yield the nodal
values of the magnetic vector potential.

Boundary Conditions

The field equations (formulated in terms
of finite elements in Eq. 139 for eddy
current problems) can only be solved
provided a correct set of boundary
conditions is specified. Either dirichlet
boundary conditions (for which the
function A is known on the boundary) or
neumann boundary conditions (for which
the first derivative of A is known) can be
specified. In the finite element analysis of
magnetic field problems, it is more
convenient to specify dirichlet boundary
conditions because the global matrix in
Eq. 139 can accommodate the function
value A but not its derivative. Moreover,
the neumann boundary conditions are
implicit in the formulation in Eq. 139 and
need not be specified.

Calculations with Magnetic Vector
Potential

Although the developed formulation
yields a correct solution to the problem at
hand, this solution is in terms of the
magnetic vector potential. Being an
auxiliary function, it is not measurable by

Electromagnetic Testing

itself and therefore is of little value for
comparison with measurements and other
calculations. From the definition of the
magnetic vector potential as B=V x A,
the flux density is immediately defined.
Other quantities are calculable, including
coil impedances, stored and dissipated
energy and eddy current density. The
derivation of quantities calculated for the
magnetic vector potential can be found in
a number of sources.!%159,161

The solution (either by finite
differences or finite elements) is correct in
terms of the magnetic vector potential.
The magnetic vector potential is an
auxiliary function used to simplify the
solution and is not by itself a measurable
quantity. It is necessary to calculate other
quantities such as flux densities, eddy
current densities and coil impedances.
Because coil impedance is of greater
importance in eddy current testing, its
derivation is outlined below. The
literature may be consulted for the
calculation of other quantities.158-161

In axisymmetric geometries, the
impedance of a coil is calculated from the
value of the magnetic vector potential in
the coil’s cross section, starting with the
general formula for the impedance of a
loop of wire carrying an alternating
current I:

(140) 7 = l_‘”§Adz
IS

Because the magnetic vector potential
has only one component in the direction
of the current for one turn of a coil
having a radius r, the impedance is:

a1y z; = J1e2midi
I

where A; is the magnetic vector potential
(volt) at r; and I is the root mean square
value of the current (ampere).

By integrating this over an elemental
area with N turns per unit area (square
meter), the expression becomes:

j(D 21tra~ ACi NSAI'
I

(142) 7; =

where A; is the magnetic vector potential
at the same point, r; is the average
distance (meter) of the area chosen from
the axis of symmetry and A; is the
elemental area (square meter).

In a finite element calculation, r;, Ag;
and A; are the distance from the axis to
the centroid of the element, the magnetic
vector potential at the centroid of the
element and the area of the element,
respectively. In the case of finite
differences, the same quantities can be



used by imagining the area between four
nodes as being an elemental area. The
centroidal value of the magnetic vector
potential can be calculated as the average
of the four nodal values of the element.

When this value is summed over the
elements in the coil’s cross section and it
is noted that J; = NI, the coil impedance
becomes:

jo2n), <
— ZrciAiAci

s i=1

(143) Zeoil =

For differential probes, the impedance is
calculated separately for each coil and the
two impedances are added:

(144) Zprobe = Za + %

i02n] Ny,
w27
= 11—25 zrciAiAci
s i=1

N,

- eriAiACi

j=1

In three-dimensional geometries, this
technique cannot be used because it
assumes that the magnetic vector
potential is constant along the
circumference of the coils. The impedance
can be determined by calculating the
stored and dissipated energies, then
finding the resistance of the coils from
the dissipated energy and the inductance
from the stored energy.108:169

Modeling of Physics of
Eddy Current Testing

The interaction of electromagnetic fields
with material discontinuities, the basis of
all electromagnetic testing methods, is a
complicated phenomenon. Attempts at
solving Maxwell’s equations are in effect
attempts to describe these interactions in
some detail.

If the basic transformer equivalent
model associated with an eddy current
test were to be used, the various
equivalent circuit parameters can be
determined and such questions as the coil
impedance for a certain, simplified
geometry may be answered. It is quite a
different task to analyze with any degree
of generality the details of magnetic field
interaction with the material. To do this, a
continuous impedance plane trajectory is
needed and the details of field
distribution in materials and
discontinuities must be calculable.

The numerical approach to this
problem provides these data as an integral
part of the calculation. Field distributions,

eddy current densities and impedance
values are calculated for any or all probe
positions. The user may choose to test all
or part of these data, either personally or
in a computerized testing procedure.

To demonstrate the value of a
numerical model for understanding field
interactions with materials, the geometry
in Fig. 26 can be analyzed. It comprises a
conducting nonmagnetic tube inside a
carbon steel plate with a gap 0.4 mm
(0.015 in.) between the two. The tube is
1.3 mm (0.05 in.) thick, 22 mm (0.88 in.)
in diameter and the plate is 19 mm
(0.75 in.) thick. The response of the
differential eddy current probe is obtained
by moving the coils from a point where,
because of the distance from the steel
plate, no eddy currents are induced. The
probe is moved a very short distance
toward the plate and the impedance as
well as the field distribution are
recalculated. Repeating this process, a
large number of probe positions are
calculated, resulting in a smooth,
continuous impedance plane trajectory.

To perform this calculation, the
geometry in Fig. 26 is discretized into
some 3000 quadrilateral elements
(6000 triangular elements could be used
to produce an identical mesh with
identical results in half the geometry
because of symmetry). This produces a
mesh with 3146 nodes and a system of
equations with 3146 unknowns and a
semibandwidth of 27. The mesh allows
movement of the probe in 140 probe
positions to produce a curve composed of
140 impedance points. In general, 30 to
50 probe positions are sufficient but more
positions may be needed to model
complex or composite discontinuities.

Figure 27 shows a series of five probe
positions, the respective impedance plane
trajectory in the upper left corner and the
flux distribution around the coils. In this
sequence, a small inside diameter

FIGURE 26. Steam generator geometry.
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axisymmetric slot is simulated in the tube
at the center of the support plate.

In Fig. 27a, the coils are both well away
from the steel plate, so both have
essentially the same field distribution. The
single point to the left represents the
impedance of the probe at this particular
probe position (zero impedance point).

In Fig. 27b, the leading coil is close to
the edge of the plate and a dramatic
change in the flux distribution has taken
place compared with Fig. 27a. The trailing
coil, however, has a distribution that has
changed very little. The change in the

FIGURE 27. Finite element modeling of circumferential inside
diameter slot under center of steel support plate: (a) probe
far from plate; (b) probe approaches support plate and
leading coil experiences large change in field and produces
impedance plot; (c) coils are centered with support plate
and closed contour has been described; (d) probe leaves
support plate and trailing coil experiences large change;

(e) probe is far from support plate and complete impedance
plane trajectory has been described.

(a) (d)
X
(b) % (e)
A
G
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impedance is clearly noticeable. It should
be remembered, however, that there are
some 35 probe positions between those
shown in Figs. 27a and 27b.

Figure 27c represents the situation
where the coils are centered with the
middle of the support plate. Because the
two coils are differentially connected, this
situation is identical to the one in Fig. 27a
in terms of impedance and the impedance
trajectory now describes a close curve. The
effect of the plate (large lobe) and the
discontinuity are shown.

As the leading coil leaves the support
plate region, the process is repeated and
Figs. 27d and 27e are in effect, a reflection
of Figs. 27b and 27a. Thus, a full
symmetric impedance plane trajectory has
been described. The signal in Fig. 27 was
obtained as a combined signal of the steel
plate and the slot. The two signals were
quite distinct because the discontinuity is
relatively far from the edge of the steel
plate.

In a sequence of this type, not only is
it possible to obtain a full description of
the impedance plane trajectory but also to
test the details of subtle changes in flux
and eddy current distribution, the effects
of conductivity and permeability on flux
lines and the progression of impedance
changes.

As a second example of a similar
situation, consider the sequence in
Fig. 28. It repeats the sequence of Fig. 27
but this time the discontinuity is directly
under the edge of the steel plate.

Starting with Fig. 28a, far from the
plate and discontinuity, the situation is
identical to that in Fig. 27a. As the probe
approaches the plate, the difference
between the two geometries becomes
apparent. The flux lines are affected by
the plate and the discontinuity, producing
a pronounced composite signal. This first
lobe of the composite signal is completed
with Fig. 28c. The rest of the curve repeats
Figs. 27d and 27e and the second part of
the curve is identical to that in Fig. 27
because the discontinuity has no
influence when the probe leaves the plate
region.

By calculating the impedance at a large
number of probe positions in the
sequence and by photographing these as
an animation sequence, a new dimension
in field modeling is achieved. Not only
does the sequence reveal all the necessary
details on the measurement but also
produces a startling and unique view of
the changes in the magnetic field as they
occur in real time. The figures presented
for Fig. 28 are in fact still frames from an
animated movie that describes this and
other simple testing geometries.!70



Modeling for Probe Design better product can be obtained at much
lower expense and in shorter design
times. Both general purpose probes!’! and
specialized probes!’? can be designed.
Detailed studies can be performed about
the various parameters of the probe — its
frequency response and its response to
various discontinuities and material
properties. These data may be used either
to evaluate existing probes or to design
new ones. In addition, a numerical model
evaluates parameters impossible to
evaluate in any other way. A simple
example is the calculation of flux
densities in any part of the tested
material. Knowledge of flux densities can
reveal saturation effects and possible
FiGure 28. Finite element modeling of circumferential inside nonlinear behavior of the tested material.
diameter slot under edge of steel support plate: (a) probe is
far from plate; (b) probe approaches support plate and
leading coil experiences large change in field and produces

Another very important aspect of eddy
current modeling is the probe itself. It is
safe to assume that the quality of probes
used in eddy current testing has more
effect on the results than all other factors,
yet their design has been based in the past
on empirical considerations and on
experience. This implies a trial and error
procedure by which a probe is designed
and built, then tested. The process is
repeated until a satisfactory result is
obtained. A numerical approach allows a
more detailed design and a potentially

Finite Element Design of Simple

impedance plot; (c) coils are centered with support plate Differential and Absolute Eddy
and closed contour has been described; (d) probe leaves Current Probes

support plate and trailing coil experiences large change; The geometry being modeled is shown in
(e) probe is far from support plate and complete impedance Fig. 29a, where a differential eddy current
plane trajectory has been described and, because of probe is placed inside a tube of heat
asymmetry in geometry, signal is asymmetric. resistant nickel chromium alloy (Unified
(a) (d) Numbering System N06600) with a

simulated discontinuity. The geometry is

FiGure 29. Differential eddy current probe inside tube with
outside diameter axisymmetric slot: (a) geometry; (b) finite
element mesh (half region).
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(b) (e)
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discretized by using triangular finite
elements.1’! In this situation, both the
spacing and the width of the coils can be
varied.

The geometry in Fig. 29a is discretized
into a large number of triangular elements
as shown in Fig. 29b. The finite element
technique is applied to solve for the
magnetic vector potential at each node of
the mesh in Fig. 29b. From these values,
the impedance of the coil is calculated at
discrete probe positions to form the
impedance plane trajectory caused by the
discontinuity.

Symmetry exists about the Z axis and
only half of the geometry is analyzed
using the axisymmetric formulation. Also,
because symmetry exists about the center
of the discontinuity, the probe is allowed
to move up to the point where it is
centered with the discontinuity and the
calculated impedance values are reflected
to form a full impedance plane trajectory.

Figure 30 compares the experimental
results (Fig. 30a) and finite element results
(Fig. 30b) from a differential probe with
coils 2 mm (0.08 in.) wide at spacings
from 1 to 8.5 mm (0.04 to 0.34 in.). The
indication is from a slot (shown in

Ficure 30. Impedance plane trajectories for outside diameter

axisymmetric slot and distance d between two coils of probe:

(a) experimental element; (b) finite element.

(a) d=1mm d=4mm d=7mm
(0.04 in.) (0.16in.) (0.28 in.)
d=2.5mm d=5.6 mm d=8.6 mm
(0.1in.) (0.22in.) (0.34in.)
(b)
d=1mm d=4mm d=7 mm
(0.04 in.) 0.16 in.) (0.28 in.)
d=2.5mm d=5.6 mm d=8.5mm
(0.1in.) (0.22/in.) (0.34in.)
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Fig. 29a) measuring 1 mm (0.04 in.) wide
and 0.4 mm (0.015 in.) deep on the outer
surface of a 22 mm (0.87 in.) tube made
of heat resistant nickel chromium alloy
(Unified Numbering System N06600).

The experimental results were obtained
using a specially designed eddy current
probe with interchangeable coils and
variable spacing between the coils. These
results show clearly that as the spacing of
the coils increases the resulting
impedance plane trajectory loses its
differential nature and the probe behaves
increasingly as two distinct absolute
probes. On the other hand, decreasing the
spacing widens the loops but also reduces
the amplitude of the trajectories.

Figure 31 compares different sized coils
at a constant spacing for the same
discontinuity as in Fig. 30. The spacing is
2.5 mm (0.1 in.) and the coil width varies
from 0.5 to 7.5 mm (0.02 to 0.3 in.). In

FiGure 31. Impedance plane trajectories for different coil sizes
at 100 kHz and constant spacing between coils for slot in
Fig. 30: (a) experimental; (b) finite element.

| /
b=0.5mm b=2mm b=7.5mm
(0.02 in.) (0.08 in.) (0.3in.)
® % %
b=0.5mm b=2mm b=7.5mm
(0.02 in.) (0.08 in.) (0.3in.)



this case, as the coil becomes wider, the
amplitude increases and the shape
becomes narrower. From these
calculations and experiments, it is clear
that a good compromise is achieved by
choosing a probe whose coil width and
spacing is comparable to the width of the
discontinuity. Further finite element
predictions were made to investigate this
model as a design tool.

Impedance plane trajectories were
calculated and plotted by varying the
following parameters in a given probe.

1. For frequency, impedance plane
trajectories were calculated at 50, 100
and 150 kHz (Fig. 32).

2. For discontinuity geometry, two
different discontinuities were
simulated: a 1 mm (0.04 in.) wide,
0.4 mm (0.016 in.) deep outside
diameter discontinuity and a 1 mm
(0.04 in.) wide, 0.76 mm (0.030 in.)
deep outside diameter discontinuity.

FIGURE 32. Finite element predicted impedance plane
trajectories for different discontinuities, frequencies and coil
spacings. Small signals are for outside diameter axisymmetric
slot; larger signals are for a deeper slot (d = coil spacing).

50 kHz 50 kHz
100 kHz
) 150 kHz
100 kHz
150 kHz

d=1mm d=2.5mm
(0.04 in.) (0.1in.)

—
d=4mm d=5.6mm
(0.16 in.) 0.22'in.)

d=7 mm
N d=8.6 mm
(0.28 in.) (034 in.)

3. For coil spacing, calculations were
performed at coil spacings of 1.0, 2.5,
4.0, 5.6, 7.0 and 8.6 mm (0.04, 0.10,
0.16, 0.22, 0.28 and 0.34 in.). The
plots in Fig. 30 show the relation in
the amplitude for smaller and larger
discontinuities and the importance of
choosing the correct spacing for the
probe if meaningful signals are to be
obtained.

4. For signal rotation with frequency due
to discontinuities, rotation of the
signal from two probes at 1 mm
(0.4 in.) and 6.3 mm (0.25 in.)
spacings were modeled at various
frequencies for a 10 mm (0.4 in.) wide,
0.76 mm (0.03 in.) deep slot and for a
19 mm (0.75 in.) carbon steel support
plate.

Figure 33 indicates that the rotation is
more or less linear at higher frequencies
(the optimal frequency for this particular
probe is about 125 kHz) but is nonlinear
at lower frequencies. The same
phenomena are observed experimentally
and must be taken into account when
relating measured parameters to signal
rotation.

As a second example of the application
of the finite element model to probe
design, the geometry in Fig. 34 was
studied. The component is a section of a
steam generator tube of heat resistant
nickel chromium alloy (Unified
Numbering System N08800) inside the
tube sheet region. The steam generator
contains rolled tubes where the rolling

Ficure 33. Signal rotation versus frequency for one probe
with different coil spacings.
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A. 1 mm (0.04 in.) spacing for probe 1 and axisymmetric slot.
B. 6.4 mm (0.25 in.) spacing for probe 1 and axisymmetric slot.
C. 4.5 mm (0.18 in.) spacing for probe 1 and support plate.
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region can be at varying distances from
the tube sheet inner surface. The absolute
coil is 1 mm (0.04 in.) thick and has a
length of 1 mm (0.04 in.), which needs to
be optimized for the particular
application.

In addition, the signal from the rolling
region is to be modeled for identification
of the tube condition.!73

To determine the probe length needed
to obtain the best signal for different
locations of the rolling region relative to
the tube sheet surface, three coil lengths
— 1, 3 and 9 mm (0.04, 0.12 and 0.36 in.)
— were modeled for the same three
distances. The finite element results for
these nine situations are plotted in
Fig. 35.

The longer the coil, in comparison
with the distance between the two factors
that cause the signal change (tube sheet
and rolling region), the less distinct the
phenomena are in the signal. Thus a coil
9 mm (0.36 in.) long, testing for the
rolling region that is only 1 mm (0.04 in.)
away from the tube sheet surface,
produces a flat composite signal in which
the rolling and the tube sheet cannot be
distinguished as in Fig. 35g. The other
extreme is when the coil is much smaller
than the distance as in Fig. 35c. Here the
two signals are simply superimposed and
one signal does not affect the other.

The curves in Fig. 35 are generated at
100 kHz and are, in general, a composite
signal. The lower, comma shaped parts of
the curves are due to the effect of the tube

FIGURe 34. Geometry of steam generator section showing
absolute coil, tube sheet and corrosion resistant nickel alloy

tube.
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sheet. The upper part is due to the rolling
region. These curves compare very well
with experimental results, such as the
curve in Fig. 36 taken at 100 kHz. The
choice of coil size and shape might be
complicated by additional factors, such as
the minimum number of required turns,
but as can be seen from these results the
coil should be of the same general length
as the effect it is measuring.

These results show that the numerical
model is a powerful tool in probe design.
It is less expensive and more accurate
than empirical techniques and can be
used beyond the restricting
approximations of an analytical model.
This versatility is more important for
complex, multicoil probes where the
interaction between the coils, and
possibly ferrite cores and shields,
complicates the design. The responses due
to three-dimensional and subsurface
discontinuities as well as changes in
material properties can also be modeled
and used as valuable input in the design
process.

Modeling for Simulation

A third application of the numerical
models is in the area of simulation of test
geometries that are difficult, expensive or
impossible to simulate experimentally. In
this case, a numerical model is not an
option but rather a necessity. Examples of
these difficult geometries include
subsurface discontinuities, arbitrarily
shaped geometries and discontinuities in
nuclear power plant structures, where
confirmation of the discontinuity shape
cannot be obtained by visual testing.
Information regarding these
discontinuities is of great importance but
cannot be obtained reliably by any other
means. Even if the cost of producing
reference standards to calibrate testing
equipment could be justified, these would
be approximations of real discontinuities
and would be limited to the particular
discontinuity prepared.

The numerical model, once its
versatility and accuracy have been
demonstrated, can handle the task of
producing training data in an economical
and convenient way. It can produce the
data necessary for many testing
configurations (two-dimensional,
axisymmetric and three-dimensional) and
produce the output in a form that is
directly compatible with computer
analysis of raw data.

One situation where measurements are
not generally possible is the testing for
buildup of corrosion products such as
magnetite. Producing sample test objects
by packing such small gaps with
magnetite is very difficult and the



numerical model presents the only
reasonable alternative.

The model described above was applied
to a detailed numerical study of magnetite
buildup in the crevice gap of pressurized
water reactor steam generators.1® There is
uncertainty about how the magnetite
accumulates in the crevices. Similarly, in
the chemical flushing process, the
magnetite is removed but the signal
obtained while monitoring the process
depends on the way the magnetite is
flushed. Several possibilities have been
modeled numerically: (1) radial or axial
buildup (or flushing), (2) axial buildup

from one side of the support plate and
(3) flushing in the presence of tube
denting. Because of the large number of
impedance plane trajectories obtained,
only representative data are presented
here.

The geometry is presented in Fig. 37. It
consists of a tube of high temperature
nickel chromium alloy (Unified
Numbering System N06600), 22 mm
(0.87 in.) in diameter and 1.3 mm
(0.05 in.) in wall thickness inside a
19 mm (0.75 in.) carbon steel support
plate. The crevice gap between the tube
and support plate is nominally 0.4 mm

FiGure 35. Impedance plane trajectories for coils of length a and for spacing /,

where 7 is distance between tube sheet and rolling distance to inner surface: (a) a=1 mm
(0.04in.), =1 mm (0.04 in.); (b) a=1 mm (0.04 in.), /=3 mm (0.12in.); (c) a=1 mm
(0.04in.), =9 mm (0.36in.); (d) a=3 mm (0.12in.), /=1 mm (0.04 in.); () a=3 mm
(0.121in.), £=3 mm (0.12in.); (f) a=3 mm (0.12in.), £ =9 mm (0.36 in.); (g) a =9 mm
(0.36in.), =1 mm (0.04 in.); (h) a=9 mm (0.36in.), /=3 mm (0.12in.); (i) a=9 mm

(0.36in.), £ =9 mm (0.36 in.).
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(0.015 in.) and the signals were calculated
for a differential eddy current probe at
100 kHz. The dashed lines in Fig. 37
schematically represent the area in which
denting of the tubes was modeled.

The first part of the study dealt with
radial buildup of magnetite from the
support plate toward the tube, or flushing
of magnetite from the tube toward the
support plate. Figure 38 shows the
geometry involved and the impedance
plane trajectories for magnetite buildup in
layers of 0.08 mm (0.003 in.). The change
in signal from a clean gap to one full of
magnetite is quite dramatic, both in shape
and amplitude.

The second part of the study assumed
an axial buildup of magnetite from the
center of the support plate outward.
Although this direction is not very likely
during buildup, it is representative of
chemical flushing, where the chemical
agents attack the magnetite from both

FIGURE 36. Experimental impedance plane
trajectory at 100 kHz from 3 mm (0.12 in.)
long coil at nominal spacing of tube sheet
and rolling.

\
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FIGURe 37. Geometry used to study effect of
magnetite accumulation in crevice gap
between tube and support plate. Dashed
line represents area in which denting is

modeled.
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sides. Figure 39 shows this situation: the
changes between a full gap and partially
filled gap are dramatic.

Another aspect of testing steam
generator tubing is that of denting due to
magnetite buildup. Similarly, monitoring
the flushing of magnetite in this situation
is more important to ensure complete
cleaning of the magnetite in the gap.

Figure 40 shows the impedance plane
trajectories of axial magnetite buildup (or
flushing) in various amounts from a clean

FIGURE 38. Modeling of radial buildup of magnetite of
thickness o.
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FiGure 39. Modeling of axial buildup of magnetite
(of extent ®) outward from center.
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gap to a gap full of magnetite. From these
plots, it is evident that even small
amounts of magnetite in the gap affect
the impedance plane trajectory.

In addition to the data presented
above, studies were carried out
(1) for axial buildup from one side of the
support plate (Fig. 41), (2) for axial
buildup from one side of the support
plate with a portion of the gap clean on
both sides of the magnetite band (Fig. 42)

FiGUre 40. Modeling of magnetite buildup in presence of
denting.
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FIGURE 41. Modeling of buildup of magnetite of extent ®
from one side of support plate.
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and (3) for denting of the tube without
the presence of magnetite (Fig. 43). For
comparison, the clean crevice gap
trajectory is given again in Fig. 43.

FIGURE 42. Modeling of buildup from one side of support
plate with portion of gap clean.
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FiGURe 43. Modeling of denting in tube without presence of
magnetite, representative of flushed gap d.
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The geometries modeled above indicate
the extent and versatility of the numerical
model. There still remains the question of
comparison with real, known data. The
experimental measurement of a support
plate signal in the presence of a clean
support plate is only part of the answer.
Most of the trajectories in Figs. 38 to 43
cannot be reproduced experimentally
because of the difficulty of building
experimental setups that reflect test
conditions.

To partly answer the question of
comparisons with known data, the
experiment in Fig. 44 was carried out.
Here, a 25 mm (1 in.) thick support plate
was drilled to provide a 1.5 mm (0.06 in.)
gap, which was then packed axially with
magnetite powder at about 30 percent
(Fig. 44a), 60 percent (Fig. 44b) and
90 percent (Fig. 44c) of the gap length.
The resemblance to corresponding

FIGURE 44. Experimental impedance plane trajectories from
crevice gaps of 1.5 mm (0.06 in.) width in 25 mm (1 in.)
support plate hole packed with magnetite in various
amounts: (a) 30 percent full; (b) 60 percent full;

numerical trajectories is immediately
evident.

More convincing evidence of the
ability, accuracy and usefulness of
numerical modeling is provided in Fig. 45.
These impedance plane trajectories were
obtained during the chemical flushing of
a model boiler. The data are from a tube
with a 0.1 mm (0.004 in.) radial dent at
various stages of flushing. Figure 45a was
taken before flushing began and shows an
identifiable dent filled with magnetite. As
the flushing progresses, the gap shows
various stages of cleaning. Thus, for
example, in Fig. 45b, one side of the gap
is almost completely clean, as indicated
by the large lower lobe. The rest is still
packed with magnetite, indicating an
uneven flushing from both sides of the
support plate. Figure 45¢ shows a clean
gap while the dent in the tube is visible.

This particular experiment provides a
convincing experimental confirmation of
the numerical model and demonstrates its
value in interpreting data and in
monitoring the flushing process.

FIGURE 45. Experimental data taken during flushing process
in model boiler: (a) impedance plane trajectory of support
(@) plate before flushing; (b) part of gap cleaned, indicating
unequal flushing from both sides; (c) clean gap after

(c) 90 percent full.

(b)
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flushing.

(b)

Conclusions

Computer modeling of eddy current
testing phenomena has evolved from an
experimental state through more
sophisticated analytical techniques into
general numerical models. The three
techniques of modeling each have
advantages and shortcomings but the
numerical technique possesses the
generality needed to model the intricacies
of interactions between field and
discontinuity.

As with almost any computer
application, the numerical solution of
eddy current problems is based on known
physical relations. Analysis is part of the
process of acquiring knowledge.
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Basic Operation of Eddy
Current Probes

Nondestructive testing involves the
application of a suitable form of energy to
a test object and measuring the manner in
which the energy interacts with the
material. An electromagnetic
measurement is usually made with a
probe, or transducer, that converts the
energy into an electrical signal. The probe
output is fed to an appropriate
instrument, which calculates the
measurement variable of interest. The
measured variable or signal is then either
manually interpreted or analyzed by using
signal processing algorithms to determine
the state of the test object. The probes
typically used in electromagnetic
nondestructive testing are described
below.

In nondestructive testing, the words
probe and transducer are synonymous.
Electromagnetic testing probes come in
several forms, types and sizes. The most
common types are coils, hall effect
detectors and magnetic particles.

The electromagnetic field that is
measured in nondestructive testing is
usually three-dimensional and varies as a
function of space. In most cases, the field
varies as a function of time. Full
characterization of the state of the test
object usually makes it necessary to
obtain as much information about the
field as possible. Because the field varies as
a function of time and space, the test
object is usually scanned and
measurements are taken at multiple
points along the surface of the test object.
In the case of magnetic particle testing,
the particles are sprayed over the test area.
Another approach is to use an array of
sensors to cover the area of interest. An
alternate technique is to use
magnetooptic imaging devices.

When the field varies as a function of
time, the probe and the associated
instrumentation should have the
necessary bandwidth to support the
measurement. Inadequate bandwidth can
lead to erroneous measurements.

The field, being three-dimensional, is
characterized by three independent
components. An appropriate coordinate
system (cartesian, cylindrical or spherical)
is usually chosen and the field values are
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referenced accordingly. It is customary to
use a point in the test object as the origin
of the coordinate system and align one of
the coordinates along the surface of the
test object. Most probes are directional,
sensitive to fields along a specific
direction. Thus, a flat or pancake eddy
current coil is sensitive to fields that are
perpendicular (normal) to the plane of the
coil. Similarly, a hall element detector
output is proportional to the plane of the
hall element. Both devices are insensitive
to components of the field in the other
directions. It is possible to use two or
more of these devices to measure
components in the field in other
directions. The orientation of the probe
with respect to the test object is critical.

Consider the situation shown in Fig. 1,
where a steel billet is being tested with
the magnetic flux leakage technique. The
test object is magnetized by passing a
current through the billet. Figure 1b
shows a cross section of the billet with the
flux contours. The leakage flux has only
two components if the billet is very long
and the rectangular discontinuity runs
along the entire length of the test object
(Fig. 1c). If a hall element, whose plane is
parallel to the surface of the billet, is
passed over the surface, the output of the
detector will appear as shown in Fig. 1d. If
a hall element whose plane is
perpendicular to the surface scans the
billet in the direction indicated in the
figure, then the signal shown in Fig. le is
observed. The signals depicted in Figs. 1d
and 1e are called the tangential component
and the normal component, respectively. In
this specific case, the component along
the axis of the billet is zero. If the flux
density components along the axial,
normal and tangential components are
denoted by By, By and By, respectively,
then the magnitude of the total flux

density is:
VB + B% + B?

(1 B =

Forms of Coil Probes!

Coil probes are used extensively in eddy
current as well as magnetic flux leakage
nondestructive test applications. The
popularity of these probes can be



]
MoviE.

Eddy current
array probe.

attributed to their simple and robust
construction, low cost and design
flexibility.

Configuration

Design flexibility lets probes be
configured in different ways. Three of the
most common eddy current
configurations are (1) absolute probes,

(2) differential probes and (3) absolute
and differential array probes.

Absolute eddy current probes consist of
a single coil. In this type of probe, the
impedance or the induced voltage in the
coil is measured directly (the absolute
value rather than changes in impedance
or induced voltage is considered). In
general, absolute eddy current probes are
the simplest and perhaps for this reason
are widely used.

Differential eddy current probes consist
of a pair of coils connected in opposition
so that the net measured impedance or
induced voltage is cancelled out when
both coils experience identical conditions.
The coils sense changes in the test
material, so differential eddy current

probes are used to react to changes in test
materials while canceling out noise and
other unwanted signals that affect both
coils. Their sensitivity to discontinuities in
materials is higher than that of absolute
probes. Their sensitivity to liftoff
variations and probe wobble is reduced
because those effects tend to affect both
coils equally.

Array probes consist of coils arranged
in a circular, rectangular or some other
form of an array.

Sensing Technique

A second kind of probe classification is
based on the technique used for sensing
changes in probe characteristics: either

(1) the impedance technique or (2) the
transmit-receive technique. Because
impedance changes in the coil cause
changes in the coil voltage (for a constant
current source) or in the coil current (for a
constant voltage source), it is possible to
monitor the driving coil to sense any
material parameters that result in
impedance changes. The transmit-receive
technique uses a separate driving coil (or

FiGure 1. Magnetic field in long steel billet: (a) diagram showing rectangular slot on surface that carries current; (b) magnetic
flux contours within billet; (c) magnetic flux contours around slot; (d) tangential component of leakage field as region above

slot is scanned; (e) normal component of leakage field.
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coils) and pickup coil (or coils). In this
case, the voltage induced across the
pickup coils is measured.

Geometry

A third way to classify probes is according
to geometry. Common probe designs
include (1) inside diameter probes,

(2) encircling coils (outside diameter
probes), (3) surface probes such as
pancake units and (4) special designs such
as plus point probes. The pancake probe
has a coil whose axis is normal to the
surface of the test material and whose
length is not larger than the radius. The
plus point probe consists of two coils that
lie at a right angle to each other.

Inside diameter probes consist of
circular coils inserted in tubes or circular
holes. Encircling coils are similar in
structure to inside diameter probes except
for the fact that the test material is passed
inside the coils. They are primarily used
to test the outside surface of round
materials such as tubes and rods. Surface
coils are some of the most widely used
eddy current probes. In most cases, they
consist of flat coils and are used to test
flat surfaces or surfaces with relatively
large curvatures relative to their size.
Surface probes may be curved to fit
contours of the test object.

All of these probes may be used in any
of the configurations described above.
Thus, for example, an inside surface probe
may be absolute or differential and either
the impedance or the induced voltage
may be measured.

Factors Affecting Eddy
Current Probes!

Liftoff Curve

An eddy current probe has an initial
impedance (quiescent impedance) that
depends on the design of the probe itself.
This is an intrinsic characteristic of any
eddy current probe and is sometimes
called infinite liftoff impedance. As the
probe is moved closer to the test object,
the real and imaginary parts of the
impedance begin to change until the
probe touches the material surface. This is
called the zero liftoff impedance. The
impedance curve described by the probe
as it moves between these two points is
the liftoff curve and is a very important
factor to consider in eddy current testing.
Because of the nature of the eddy current
probes, the curve is not linear (the change
in the field is larger close to the coils). In
many cases, especially with small
diameter probes for which the field decays
rapidly, the range in which measurements
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may be taken is very small and the effect
of liftoff can be pronounced. In other
cases, such as with large diameter probes
or with forked probes, the effect may be
considerably smaller.

Liftoff, because it is troublesome in
many cases, is often considered an effect
to be minimized. Liftoff effects may be
reduced by techniques such as surface
riding probes2 or compensated for by
making multifrequency measurements.3
At the same time, some important eddy
current tests depend on the liftoff effect.
Measurements of nonconductive coating
thicknesses over conducting surfaces and
testing for surface evenness are two such
tests.

Fill Factor

For encircling coils, the coupling factor,
analogous to the liftoff effect, is referred
to as fill factor. Fill factor is a measure of
how well the tested article fills the coil.
The largest signal is obtained with the
material completely filling the coil — fill
factor is almost equal to 1.0. Although it
is usually desirable to maximize fill factor,
some tests rely on fill factor variations. Fill
factor is determined by the intersection of
the impedance curve with the vertical or
imaginary axis of the impedance plane.

Depth of Penetration

When the eddy current probe is placed on
the test object, the eddy currents induced
in the test object are not uniformly
distributed throughout the material. The
eddy current density is high at the surface
and decays exponentially with depth in
the material; the phenomenon that
accounts for this density difference is
called the skin effect. A measure of the
depth to which eddy currents penetrate
the material is called the depth of
penetration, or skin depth. The standard
depth of penetration can be defined as:

[
) § = |—
@ TfUoh, O

where f'is frequency (hertz), S is the
standard depth of penetration (meter),
Uo is the magnetic permeability of free
space, L, is the relative magnetic
permeability and ¢ is the conductivity of
the material.

The standard depth of penetration is a
convenient figure at which, under
precisely controlled conditions, the eddy
current density has decayed to 1-¢!

(37 percent) of its surface value. It is an
important figure for practical purposes
because, at about five standard depths of
penetration (under precisely defined
conditions), the eddy current density is
less than 0.7 percent of the surface value.

MOoViIE.
Skin effect.

k=]

MoviE.
Standard depth
of penetration.



As Eq. 2 shows, the standard depth of
penetration depends on conductivity,
permeability and frequency but is
relatively small for most metals, about
0.2 mm (0.008 in.) for copper at 100 kHz.
The skin effect has two important effects
on the design of eddy current probes:

(1) the probes are more useful for surface
testing and (2) lower frequencies may be
necessary for subsurface testing. The
standard depth of penetration can be
increased in the case of ferromagnetic test
objects by magnetically saturating them,
thereby reducing their relative magnetic
permeability p,.
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Eddy current probes are based on
relatively simple principles and consist of
one or more coils. The shape of the coils,
their cross section, size, configuration and
sources are all parameters that are chosen
by the designer to accomplish a particular
purpose. Practical eddy current probes
may range from tiny coils less than

0.5 mm (0.02 in.) to over 300 mm (12 in.)
in diameter, may be long or short and
may have square, round or elliptical cross
sections, with magnetic or nonmagnetic
cores or shields. Parameters of interest in
the design may include (1) coil
inductance, (2) coil resistance, (3) field
distribution in space, (4) coil response to
relevant material property changes,

(5) liftoff characteristics and (6) response
to a notch, drilled hole or other simulated
discontinuities. In addition, the design
may be influenced by other constraints
intrinsic to the test environment, such as
weather or access requirements for a
specific shape or size. Some of these
requirements may in fact be
contradictory. The design process is
usually iterative, proceeding by trial and
eITOL.

There are three basic techniques of
probe design. Although these will be
considered separately, a combination of
the techniques is perhaps the most
appropriate approach. The techniques can
be classified as follows: (1) experimental
or empirical design, (2) analytical design
and (3) numerical design.

A practical way to design a probe
would be to start with analytical
expressions (exact or approximate), design
a probe based on some set of initial
requirements, construct the probe and
then evaluate its performance
experimentally. If necessary, the process
can be repeated until an acceptable design
is obtained. Analytical expressions are not
accurate except for the simplest probe
geometries and numerical tools are often
used in practice. The numerical design of
probes has several advantages.

1. The probe, with all its components
(coils, core and shield) and the
surrounding medium are analyzed.
The probe characteristics in the actual
test environment can be obtained.

2. A more accurate design is obtained
before the probe is actually built by
numerically experimenting with the
probe parameters.
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3. The numerical technique is applicable
to situations that cannot be analyzed
analytically or simulated
experimentally (subsurface
discontinuities, layered materials and
others).

The following discussion focuses on
analytical and numerical approaches
involving an iterative approach in which
the test results from a specific design lead
to improvements to that design.

Some of the avenues available to a
designer are outlined below. In particular,
a numerical approach to probe design is
highlighted. The discussion below uses
the finite element technique but the
considerations and the treatment of the
problem are similar for other numerical
techniques.

Experimental Design of
Eddy Current Probes

Probe design literature*? reveals the
experimental nature of eddy current
research. This approach was dominant in
the early days of nondestructive testing.10

Three questions are associated with any
empirical approach. What is the
experimental design procedure? How is
the outcome of the design evaluated? For
the application, is this technique the best
approach, merely an acceptable approach
or the only feasible approach?

Analytical Design of Eddy
Current Probes

The design of an eddy current probe may
proceed either (1) by calculating the coil
impedances for a given geometry or (2) by
determining the appropriate dimensions
for a probe with a predetermined
impedance. Not all probe parameters may
be designed independently. For example,
if a certain probe diameter and reactance
at a given frequency are required, it may
not be possible to design such a probe or
the design may not be acceptable for the
test at hand.

In the following discussion, the basic
relations necessary for probe design are
outlined. First, the design of air core coils
is presented for single-coil and
multiple-coil probes. The discussion on air



core coils is followed by remarks on
magnetic (ferritic) core probes and a short
section on probe shielding.

Calculation of Probe Resistance

The impedance Z of any coil consists of a
real part R and imaginary part joL:

3 Z = R + joL

where j is \(-1), L is inductance (henry)
and o is angular frequency (o = 2xf,
where f'is frequency in hertz). The real
component of impedance Z is the direct

current resistance R (ohm). R is calculated
from Ohm’s law:

@ r =2
a

where a is the cross sectional area of the
wire (square meter), ¢ is the total length
(meter) of wire and p is the conductor
resistivity (ohm meter).

Because the diameter of the coil is
important in probe design, the equation
may be written in terms of the probe
mean diameter:

npdN
a

5) R =

where d is mean coil diameter (meter),

N is the number of turns in the coil and
ndN is the total wire length (meter). In the
more general case of conducting materials
in the vicinity of the coil, the real part of
the impedance also includes the effects of
eddy current losses in the conducting
bodies.

The simple calculation of the real part
of the probe impedance is applicable only
to air core coils at low frequencies. It
cannot be used if the cores are magnetic
or conducting or if the impedance of an
air coil in the vicinity of conducting or
magnetic bodies is required. The effective
resistance increases due to losses in the
core and winding. These losses can be
estimated!! but no general, simple
expressions exist for their calculation. In
particular, losses in ferrites are difficult to
estimate except for particular shapes (such
as cup cores) for which empirically
derived estimates of the losses may be
available.

Calculation of Probe Reactance

In its simplest form, coil reactance can be
calculated by assuming (1) that only the
inductive reactance (ohm) in Eq. 3 exists
and (2) that the mutual inductance is
negligible. Then, the coil inductance in
air may be calculated using well known
formulas.

As a start, consider the inductance
L (henry) of a long, circular current
sheet:11,12

4na

6) L = x 1077

where a is the cross sectional area of the
coil (square meter) and ¢ is the length
(meter) of the current sheet. (A current
sheet is a conductive surface, such as a
flat, energized sheet of copper foil, in
which the current density measured in
ampere per square meter is uniform at
every point.)

This expression’s usefulness for design
purposes is limited because actual coils are
made of individual wires of round cross
section and are usually relatively short.
Thus, the assumptions of uniform current
distribution and long coil in Eq. 6 are
seldom met. The equation is useful,
however, insofar as the expressions found
in the literature for a variety of coils are
written as corrections to this simple
expression.

If the length ¢ of the solenoid is not
large compared with the coil mean radius
r (that is, if r-¢-1 is not small compared to
unity) the nagaoka end correction must
be used in Eg. 6 and inductance L for a
short solenoidal current sheet becomes:

4ma

@ L = K x 1077

The K value may be found from the
nagaoka formula'? or from tables!'! where
K is customarily expressed in terms of the
r-¢-1 value. The value for K tends toward
unity as r-/-! approaches zero. A further
correction is necessary to account for the
differences between a current sheet and
an equivalent solenoid made of round,
insulated wires:13

2,2 N2 oA+ B
@ 1 - ACCN L dA+B)
l nrNK

where A = 2.3 logyo 1.73 d-p};
B=0.336 x (1 -2.5-N"1 + 3.8:N2); K is the
nagaoka constant; p is the winding pitch;
and r is the coil mean radius (meter). The
factor A depends on wire diameter d and
pitch p; B depends on the number of
turns N. These factors may be found in
tables elsewhere.12

Eddy current probes are usually made
of short, multilayered coils of rectangular
cross section. For rectangular cross section
coils with any desired proportion between
length and thickness of the windings
(b and c in Fig. 2), two expressions exist:
one for relatively long coils (b > ¢) and
one for short, flat coils (b < ¢).!! In the
intermediate range (b = ¢), both formulas
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are useful. The formula for the first case
is:

2r

© L = 0019739 = N?r(K-k)

The K value is again the nagaoka constant
for a solenoid of length b and may be
found tabulated as a function of 2r-b-! or
b-(2r)~1.11 The quantity k takes into
account the decrease in inductance caused
by the separation of turns in the radial
direction. Again, k may be found
tabulated as a function of ¢-(2a)-!, b-c’! or
C-b_l.ll

A similar expression exists for pancake
coils:11

(10) L = 0.001 (NerF)

The term P is a function of ¢-(2a)~!
whereas F takes into account the
inductance reduction caused by turn
separation in the radial direction. It is a
function of ¢-(2r)-! and either b-c! or
C-b_l.ll

These formulas are very accurate but
require values to be interpolated from
tables or graphs. In many cases, it is more
convenient and almost as accurate to use
simplified, approximate formulas. Two of
the more popular formulas are
summarized elsewhere.12/14

FiIGURe 2. Coil cross section and dimensions
used for analytical calculations.

i

|<— U—)l

a=bxc

Legend
a = cross sectional area
b = radial thickness, or length
¢ = axial thickness

I = coil mean radius
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For a long, thin coil (b-c! > 10), the
inductance may be approximated by
Eq. 11:

crN?
10 b

N2
9r + 10b

a1 L

I

For short coils, where both b and c are
smaller than the radius of the coil, a
useful formula is:

2

rN
—— logio

12) L —_—
(12) 13.5 p2 2

n

Multiple Coil Probes

In the case of multiple coils, the
calculation of inductance is somewhat
more complicated because the mutual
inductance of the coils may have to be
taken into account. This is not always the
case. For example, in the case of coils
spaced relatively far apart, the mutual
inductance may be very small. No general
solution to this problem exists but, for the
most common arrangement of two coils
close together, the mutual inductance
may be found:!!

(13) My, = (NiNy) fapynin

where fi,, is a tabulated value that
depends on the dimensions of the two
coils, N; and N, are the number of turns
in the coils and r; and r, are the mean
radii (meter) of the two coils.

The total inductance of the two coils is
altered by the value of the mutual
inductance depending on the way the
coils are connected. If the configuration is
series aiding, the mutual inductance is
added. If their configuration is series
opposing, the mutual inductance is
subtracted:

(14) L = Ll + LZ * 2M1,2

where L; and L, are the self-inductances
of the two coils and M, , is their mutual
inductance.

The same relation may be applied for
multiple-coil arrangements by calculating
the mutual inductance of each pair of
coils as separate values and then summing
them.

Analytical Design of Complex
Probes

The probes and coils described above
represent the simplest of configurations.
They consist of air core coils and do not
consider the effects of conducting bodies
nearby.



The introduction of conducting and
magnetic cores within the probe creates
two major difficulties as far as the design
is concerned: (1) the need to calculate
losses within the core and any conducting
bodies within the probe’s field and (2) the
frequency dependence of the probe
response.

The second of these difficulties is
relatively easy to handle by calculating
the coil parameters at a fixed frequency
(or at a few frequencies) within the
expected range of application.

The calculation of losses within the
conducting bodies is far more complicated
but is absolutely necessary to estimate the
probe impedance. Similarly, calculation of
the probe reactance becomes complicated
unless the magnetic path is very simple.
Analytical tools for designing such probes
are discussed elsewhere.

Numerical Design

Numerical tools to aid in the search for
better designs and the tighter
requirements imposed on systems offer
some unique opportunities. The chapter
on modeling describes some of the more
common numerical approaches that can
be used to design eddy current coil
probes.

Numerical techniques offer certain
advantages over other design techniques.
The probe response is calculated from the
true physical description of material
interactions with the electromagnetic
field. The inclusion of discontinuities,
material properties and coil parameters
are therefore an integral part of the
model. Very few assumptions are made. In
many cases, however, some assumptions
may be useful in reducing the effort and
cost involved in the application of the
model. Linearity, two dimensionality and
axisymmetric formulations are examples
of such assumptions.

In addition, the probe response is a
complete simulation of the test
performed. This is extremely important
because it reveals the probe characteristics
in a way very similar to the real test and
leads to a better design.

Unconventional probe shapes can be
modeled whereas analytical techniques
can only handle a limited number of coil
shapes, such as round coils with
rectangular cross sections.

Finally, probes can be optimized to
detect specific types of discontinuities.
Because numerical techniques can model
complex discontinuities (subsurface
discontinuities), the probe response can
be optimized for any type of discontinuity
and test condition.

To illustrate some of the foregoing
arguments, the design of a reflection

probe specifically intended for
measurement of crack depth, coating
thickness and corrosion effects is
presented below, using a finite element
eddy current model. Two types of probes
are considered: (1) a simple absolute,
surface probe and (2) a reflection probe
consisting of a driving coil and a pickup
coil. This latter probe will be called a
double-coil probe to distinguish it from the
single-coil probe.

In many applications, single (absolute)
coils are used and the coil impedance is
monitored by using an alternating current
bridge circuit. Homogeneity information
is extracted from changes in the coil
impedance. Double-coil probes consist of
a driving coil and a smaller, concentric
pickup coil. In this case, the induced
voltage in the pickup coil is measured.
The following discussion describes the
application of the finite element
technique to the analysis and design of
both single-coil and double-coil surface
probes. Double-coil probes are shown to
be superior for the applications
mentioned above because of better
linearity of the liftoff curve and wider
useful range. The rate of change in the
induced voltage for a double-coil probe is
shown to be larger than the rate of
change in the impedance for single-coil
probes with given parameter changes.
Moreover, in the case of corrosion depth
measurements, the noise generated by
liftoff variations can be minimized with
an appropriately designed double-coil
probe. Some of the results presented have
been verified experimentally.

Single-Coil versus Double-Coil
Probes

The two probes considered here are
shown in Fig. 3 as they relate to liftoff
measurements. Figure 3a represents a
small diameter absolute coil over a
conducting surface. Because of the
localized nature of the probe fields, the
range of liftoff measurement is limited. A
larger diameter coil such as the coil in
Fig. 3b can extend this range but more
sensitivity is obtained by introducing a
small diameter pickup at the center of the
larger coil (as in Fig. 3c). Because the flux
lines through the pickup coil are
essentially perpendicular to the
conducting surface, the double-coil probe
typically offers better linearity and a wider
dynamic range. These effects can be seen
in Fig. 4, where the effect of a flat bottom
hole is shown. In Fig. 4a, there is little
disturbance of the coil field from the
localized field pattern. In Fig. 4b, the large
diameter of the coil tends to mask the
hole signal because there is little change
caused by the hole. A double coil has the
advantage of both of these characteristics
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FiGure 3. Surface probe over conducting
surface: (a) small diameter single-coil probe;
(b) large diameter single-coil probe;

(c) double-coil probe.

(@

FIGURE 4. Surface probes in presence of flat
bottom holes: (a) small diameter single-coil
probe; (b) large diameter single-coil probe;
(c) double-coil probe.

()

()
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as shown in Fig. 4c. Because the bottom
of the hole affects the flux passing
through the pickup coil, it should be
possible to measure a wide range of hole
depths.

Based on these considerations, three
different absolute coils with 4, 10 and
30 mm (0.16, 0.4 and 1.2 in.) diameters
plus a double coil consisting of an
exciting coil 30 mm (1.2 in.) in diameter
and a concentric pickup coil 4 mm
(0.16 in.) in diameter were evaluated. In
all cases, the coil thickness was 3.9 mm
(0.15 in.). The performance of these
probes was calculated for magnetic and
nonmagnetic materials. The magnetic
material was carbon steel with
conductivity equal to 5 MS-m-! and
relative permeability of 50. The
nonmagnetic material was a solid
solution, strengthened, nickel chromium
alloy (Unified Numbering System
N06600) with a conductivity of
1.1 MS-m-!. The magnetic material was
tested at 1 kHz and the nonmagnetic
material at 10 kHz. For each of the
materials, the liftoff curves resulting from
depth changes in flat bottom holes were
obtained and compared. The excitation
levels were assumed to be small, so
nonlinearities and hysteresis effects could
be neglected.

Liftoff Parameter

Figures 5 and 6 summarize the results for
various probes with respect to liftoff. The
impedance change rate is plotted for the
absolute probes and the rate of change of
induced voltage is plotted for the
double-coil probe in Fig. 5; Z, and V,
represent the probe impedance and
induced voltage at zero liftoff. Figure 5a
shows the rates of change of impedance
and induced voltage caused by liftoff in
the nonmagnetic material. The curve for
the double-coil probe indicates that it
provides a greater output voltage over a
greater liftoff range than any of the
absolute probes. Figure 5b shows similar
calculations for carbon steel test objects.
The change in the induced voltage in the
double probe also occurs over a wider
range of liftoff values than for the
absolute probes.

To clarify the differences in range and
linearity of liftoff calculations between
the various probes, the normalized curves
shown in Fig. 6 are useful. The change in
impedance defined as AZ = Z - Z is
normalized with respect to Z .y, defined
as Znax = Z.. — Zp, where Z,, is the coil
impedance at infinite liftoff. Similarly, the
change in induced voltage is normalized
with respect to AV ,x. The normalized
rates of change are defined as AZ-AZl,,
and AV-AV7L,. The double coil exhibits a
more useful range for liftoff measurement



and better linearity than the absolute
probe exhibits. Range and linearity are
shown for nonmagnetic material in
Fig. 6a and for magnetic material in
Fig. 6b.

Hole Depth Parameter

To simulate a test for evaluating the depth
of discontinuities in metal, flat bottom
holes of various diameters were used with
the probes described above. The probe
was located over the hole, flush with the
metal surface and centered with the hole.

FIGURE 5. Finite element prediction of change in impedance
Z and induced voltage V due to liftoff changes:
(a) nonmagnetic material at 10 kHz; (b) magnetic material

at 1 kHz.
(a)
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The hole depth was then changed and the
signal from the probe was plotted.

Figure 7 shows the rate of change of
impedance or induced voltage
corresponding to the change in depth of a
10 mm (0.4 in.) diameter hole. Similarly,
Fig. 8 represents the normalized rates of
change for the same test. Again, the
sensitivity, useful range and linearity are
better in the case of the double-coil probe.

Noise Reduction Effects

When eddy current probes are used for
applications such as crack and corrosion
detection, the noise caused by liftoff

FiGure 6. Normalized rates of change of impedance Z and
induced voltage V due to liftoff changes: (a) nonmagnetic

material; (b) magnetic material.
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variations needs to be minimized or, if

possible, suppressed. The most common

technique of liftoff suppression is the
phase discrimination technique, which
uses the phase difference between the
signal and noise. This technique works

best when the phase difference is close to

90 degrees but is of little use if phase
differences between the signal and the
liftoff signal are small. Figure 9a shows
normalized impedance of a 4 mm
(0.16 in.) diameter, single-coil probe in

the case of a magnetic material. The phase

between the hole depth impedance

FIGURE 7. Predicted change rates of impedance Z and
induced voltage V with hole depth changes:

(a) nonmagnetic material; (b) magnetic material. Hole
diameter is 10 mm (0.4 in.).
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change is very small, so noise suppression
is difficult. Figure 9b shows the
normalized induced potential (real versus
imaginary components normalized with
respect to magnitude) of a double-coil
probe for the same test as in Fig. 9a. The
phase difference is significantly larger, so
noise can be suppressed.

Experimental Verification of
Numerical Model Probe Design

Experimental verification entails actually
building the designed probe. A 30 mm
(1.2 in.) diameter coil and a 4 mm

Ficure 8. Normalized change rates of impedance Z and
induced voltage V with hole depth changes:

(a) nonmagnetic material; (b) magnetic material. Hole
diameter is 10 mm (0.4 in.).
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(0.16 in.) diameter coil were constructed
to form a double-coil probe but each coil
could also be used separately as an
absolute probe. Figure 10 shows
experimental results giving the
normalized rates of change for the
impedance of single-coil probes and the
induced voltage of the double-coil probe.
In this figure, V, is induced potential
(volt) at zero liftoff and V, is induced
potential (volt) when the coils are in air,
or far from the material. This shows, as
for the finite element results in Fig. 6,
that the double-coil probe has a

FIGURE 9. Finite element prediction of normalized impedance
and induced voltage with liftoff and hole depth changes:

(a) 4 mm (0.16 in.) single-coil absolute probe at 1 kHz on
magnetic material; (b) double-coil probe at 1 kHz on same
material.
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potentially larger useful measurement
range.

The results presented indicate the
versatility of the finite element model for
probe design. In this particular case, they
also show a superiority of the double-coil
absolute probe over single-coil absolute
probes.1s

The numerical approach to probe
design should be viewed as a test bed or a
numerical experiment tool. The results
presented demonstrate only a fraction of
what is possible with a numerical model.
Full optimization can be performed, in
which parameters such as probe thickness,
relations between the two coil sizes, offset
between the two coils, frequency response
and response to various materials and
discontinuities can be studied.

Ferrite Core Probes

Ferrite cores can be used to improve the
spatial resolution of the probe, to
minimize interference caused by other
physical structures near the probe, to
reduce the overall size of the probe, to
provide shielding and to address
impedance matching problems. Ferrite
cores can also be used to reduce the coil’s
footprint — that is, the normal or
tangential component of the fields as they
extend in the direction parallel to the
surface of the coil.

The simplest way of improving the
magnetic path is to wind the coil on (or
inside) a core made of high permeability
material such as one of the various

FiGure 10. Experimental impedance and induced voltage

versus liftoff.
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MoviE.
Cup core probe.

ferrites. A coil wound on a magnetic core
has a reduced magnetic reluctance while a
sleeve outside the coil also acts as a shield
and reduces the leakage field from the
tested area. Figure 11 shows the field
distribution for three types of probes.
Figure 11a is a simple single-coil absolute
probe in air at 100 kHz. Figure 11b shows
the same coil at the same frequency but
the coil is wound on a cylindrical ferrite
core 8 mm (0.3 in.) in length and 20 mm
(0.8 in.) in diameter. Figure 11c again
shows the same coil wound inside one
half of a cup core. In all three field plots,
corresponding lines (starting from the
outer line) represent identical flux density
values.

Cup Core Probes

The cup core probe has much higher flux
densities, as shown by the number and
density of the flux lines. The cylindrical
core has a field distribution that is only
slightly different from that of the air coil
because the portion of the magnetic path
occupied by the core is small compared to
the total magnetic path. In contrast,
about half of the main magnetic path is
occupied by the core itself in the case of

FiGure 11. Flux distribution plots for three
different probes using same coil at 100 kHz:
(a) air core coil; (b) coil wound on 20 mm
(0.8 in.) diameter cylindrical ferrite core,

8 mm (0.3 in.) long; () coil inside one half
of cup core made of same material.

()

(b)
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the cup core probe. More significant
differences can be seen by testing the
impedances of the three probes shown in
Fig. 11. The first noticeable difference is in
the appearance of the real part in the
impedance of the core probes, a change
caused by losses in the cores themselves
because ferrites have low conductivity.
The air core coil has no losses except from
the direct current resistance of the coil,
which has been removed from
consideration here. The actual losses in
the windings caused by eddy currents
have been neglected as insignificant.

The shielding effect mentioned above
is noticeable in the cup core coil because
the flux distribution in the back of the
core is quite different from that in the
front and the line spacings are larger
(lower gradients in the field). No such
shielding effect can be observed for the
ferrite core coil.

To further evaluate the merit of cup
core coils, it is useful to examine Fig. 12.
Figures 12a to 12c represent the same
three probes of Fig. 11 above a
nonmagnetic, conducting material
(Unified Numbering System N06600) at a
liftoff of 4 mm (0.16 in).

Figures 12d to 12f are identical to the
previous three except that the test object
is ferromagnetic (carbon steel). The
differences between the probes become
more accentuated with ferromagnetic
materials. In particular, the field around
the cup core probe has changed
drastically and no leakage field is
noticeable. The field lines have the same
meaning as in Fig. 11 (lines starting from
the outer edges represent the same flux
values but they are crowded together to
create a relatively high field in the
vicinity of the probe). In the case of the
ferrite core probe and the air core coil, the
projection of the field in space has been
reduced by the presence of the test
material but a significant portion of this
field can still be seen. The probe
impedances have changed considerably
because of the presence of the conducting
and magnetic media. Also noticeable is
the skin effect: the same flux density at a
given depth in the nonmagnetic material
is much higher than in the magnetic
material.

Figure 13 repeats Fig. 12 but with no
liftoff. A 1 mm (0.04 in.) liftoff is actually
used for the air core coil so that in all
three probes the coil is at the same
location relative to the test material. The
phenomena mentioned above are present
but they are further accentuated by the
absence of liftoff.

Field Projection Data

The field projection in space is shown in
Figs. 14 and 15. Figure 14a is the



FiGure 12. Flux distribution for three coils at
liftoff of 4 mm (0.16 in.) over thick
conducting materials: (a) air coil over
nonmagnetic material (Unified Numbering
System N06600); (b) cylindrical ferrite core
probe over same nonmagnetic material;

(c) cup core over same nonmagnetic
material; (d) air core coil over magnetic
material (carbon steel); (e) cylindrical ferrite
core probe over same magnetic material;
(f) cup core probe over same magnetic
material.
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Ficure 13. Flux distribution for three coils at
liftoff of T mm (0.04 in.) over thick
conducting material: (a) air core coil over
nonmagnetic material (Unified Numbering
System N06600); (b) cylindrical ferrite core
probe over same nonmagnetic material;

(c) cup core over same nonmagnetic
material; (d) air core coil over magnetic
material (carbon steel); (e) cylindrical ferrite
core probe over same magnetic material;
(f) cup core probe over same magnetic
material.
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FIGURE 14. Normal component of magnetic field at seven
axial locations below probe surface 0.5 mm to 125 mm

(0.02 to 5.0 in.) axial distance: (a) air core coil probe;
(b) cylindrical ferrite core probe; (c) cup core probe.

normalized field component for the air
core coil, Fig. 14b is the normalized field
component for the cylindrical ferrite core
probe and Fig. 14c is the normalized
component of the field for the cup core
probe. For each probe, the field is plotted

(a) at seven different locations starting
1.0
1
e O75F 2
> 05 3 FIGURE 15. Tangential component of magnetic field at seven
'E - 4 axial locations below probe surface: (a) air core coil probe;
I 0250 5 (b) cylindrical ferrite core probe; (c) cup core probe.
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0.5 mm (0.02 in.) from the lower surface
of the ferrite cores for the largest
amplitude curve and ending at 125 mm
(5.0 in.) away from the coil with the zero
curve.

The tangential component (parallel to
the coil plane) is shown in Fig. 15. This
plot is similar to the plots in Fig. 14 but
the amplitudes and the general shape of
the curves are different. The curves in
Fig. 15 are plotted at the same locations as
in Fig. 14. Although the field obtained
with the cup core is higher, it is useful to
compare these three probes directly.

Figure 16 shows the normalized
component of the field at 0.5 mm
(0.02 in.) beneath the core for the three
probes (these are the three largest curves
in Figs. 14a to 14c, plotted on a single
scale). The amplitude of the field obtained
with the cup core beneath the coil itself is
about five times as large as for the air core
probe and twice as large as that of the
ferrite core probe. From these data and on
examination of Fig. 11, it is evident that
the cup core field extends further in space
and therefore will have deeper
penetration into conducting materials. A
similar field distribution exists in Fig. 17
where the tangential component of the
field is plotted. The differences in
amplitudes are roughly the same as those
for the normalized component in Fig. 16.

At the same time, the lateral field
extension (footprint) in Fig. 11 does not
vary as much. This can be seen in Fig. 16
or 17 to the right or left of the peaks. The
field extends only about 35 to 40 mm
(1.4 to 1.6 in.) in this direction (about
two coil diameters) and even at such short
distances is very weak.

FiGure 16. Normal component of magnetic field at 0.5 mm
(0.02 in.) below core surface for three probes 1.5 mm
(0.06 in.) below coil.
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Figure 18 is a plot of the normal
component of the field as calculated on a
vertical line passing outside the coil at a
distance of 0.5 mm (0.02 in.) from the
coil’s outer diameter. The distortion of the
field pattern by the cup core is
particularly noticeable in Fig. 18d. The
field at the back of the core is low but
indicates a very sharp discontinuity at the
boundary of the core. The field peaks
inside the core and then, as the coil area
is encountered, the field reduces rapidly.

A second peak, outside the core and
below it, is more significant because it is
available for testing. From here on, the
field profile is similar to that of the
cylindrical ferrite core probe and the air
core coil shown in Figs. 18b and 18c
respectively. The three profiles are
summarized in Fig. 18a, where the relative
size and location of the peaks can be seen.
Note that the peak under the core for the
cup core is shifted down, relative to the
other two probes. Although the peak
amplitude is smaller than for the
cylindrical ferrite core probe because of
this downward shift, the field available at
the location of the peak is significantly
higher than in the ferrite core probe. The
extension of the field in the direction
where actual testing is performed is only
on the order of 20 to 30 mm (0.8 to
1.2 in.) and the field decays very rapidly.
Again, the field associated with the cup
core probe extends somewhat further but
not significantly.

Liftoff Characteristics

The liftoff characteristics of the three
probes considered here, as they relate to
testing nonmagnetic materials, are shown
in Fig. 19. A close inspection of these
curves reveals a striking similarity in
shape, although the impedance values are
quite different. It is also useful to plot all
three curves on a single plot as in Fig. 20,

FiGure 17. Tangential component of magnetic field at
0.5 mm (0.02 in.) below core surface for three probes
1.5 mm (0.06 in.) below caoil.
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where the impedance values are
normalized. Normalization is often used
in practice and was done here to make an
important point: Fig. 20 indicates (in the
absence of additional information) that
there is little difference between the three
probes. The result above is obtained by
normalizing each curve as
(Z = Zmin)*(Zmax — Zmin)~!, which produces
a curve between zero and one in each
case. The danger in normalization is that
some information is lost in the process.
For example, Fig. 21 plots all three curves
without normalization. The differences
between the curves are quite large,
indicating a greater sensitivity to liftoff
variations in the case of the cup core
probe. Liftoff sensitivity may be well
known but cannot be deduced from the
normalized curves in Fig. 20.

A similar set of curves is obtained for
magnetic materials. These are shown in
Fig. 22 for carbon steel.

Shielded Probes

Shielded eddy current probes may be
necessary for some tests to prevent the
field generated by the probe from
interacting with certain objects near the
probe. The primary concern is the
interaction with conducting and magnetic
bodies that are not part of the test but are
near and may produce false indications or
mask discontinuity signals nearby. Testing
for discontinuities near edges (such as
testing fastener holes) is an example.
Another effect of shielding is that a larger
part of the available flux may be
concentrated below the probe. This
concentration occurs only when high
permeability, low conductivity materials
are used for shielding.

Shielding of eddy current probes can be
done in three ways: (1) magnetic
shielding, (2) active shielding and
(3) eddy current shielding.

Magnetic shielding is achieved by
creating a low reluctance path for field
lines within the required area and away

MoviE.
Shielded probe.

Ficure 18. Normal component of the field as calculated on vertical cross sections at 0.5 mm (0.02 in.) beyond the coil’s outer
diameter 10.5 mm (0.42 in.) radial distance, for three probes: (a) all three fields; (b) air core coil probe field; (c) cylindrical
ferrite core probe field; (d) cup core probe field.
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FiGure 19. Liftoff calculated over nonmagnetic material
(Unified Numbering System N06600): (a) simple air core

coil; (b) ferrite core probe; (c) cup core probe.
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FiGure 20. Comparison of normalized liftoff curves for three
probes over nonmagnetic material.
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FiGure 21. Comparison of liftoff curves for three probes over
nonmagnetic material.
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FiGure 22. Comparison of liftoff curves for three probes over
magnetic (carbon steel) material.
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MoviE.
Shielding.

from unwanted regions. Cup core probes,
for example, are actually shielded probes.
Thus, there is an increased field gradient
under the probe and larger sensitivity is
obtained. A very simple shielded probe
could be built by covering the coil (with
or without a ferrite core) with a sleeve of
high permeability, low conductivity
material such as ferrite.!°

In active shielding, an active field is
generated by means of a coil or system of
coils to cancel part of the original field in
specific areas. This technique has been
used extensively for shielding large
structures!” because magnetic shielding is
expensive and bulky for such structures.
This technique has not been extensively
explored for eddy current tests, perhaps
because of the small size of the probes
and the ease with which magnetic or eddy
current shielding can be achieved.

Eddy current shielding uses the skin
effect to prevent the magnetic field from
extending to its normal limits. At higher
frequencies, all that is needed is to
enclose the eddy current probe in a
conducting shell (usually copper), leaving
open the part of the probe that comes in
contact with the test material. This has a
drastic effect on the field distribution and
on the probe impedance. Because a
relatively large portion of the magnetic
field energy is absorbed in the shield
(depending on the shield material and its
proximity to the coil), the field is
considerably attenuated. Here lies the
main difference between this technique
and magnetic shielding. Shielding is
obtained by sharply attenuating the field

FiGure 23. Copper shielded eddy current: (a) cross section;
(b) shielded probe in air; (c) shielded probe at liftoff of

4 mm (0.16 in.) over nonmagnetic material; (d) shielded
probe at liftoff of 4 mm (0.16 in.) over magnetic material;
(e) shielded probe at liftoff of 0 mm over nonmagnetic
material; (f) shielded probe at liftoff of 0 mm over magnetic
material.
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outside a prescribed region rather than by
changing the magnetic path.

A simple shielded probe is shown in
Fig. 23a. It consists of a coil, 20 mm
(0.8 in.) in diameter and 4 x 4 mm
(0.16 x 0.16 in.) in cross section, with a
copper can over it. The coil is located
1 mm (0.04 in.) from the opening in the
shield. The field distribution for this
arrangement is shown in Fig. 23b. This,
when compared to Fig. 11a (same coil,
without shield), immediately reveals the
disadvantage of eddy current shielding.
The flux lines in Figs. 23b and 11a can be
compared directly because, starting with
the outermost line, each line represents a
flux density value identical to that of the
corresponding line in the other figure.

Figures 23c and 23d show the same
probe at a liftoff of 4 mm (0.16 in.) over a
nonmagnetic slab (Fig. 23c) and over a
magnetic slab (Fig. 23d). It should be
noted that, because of the weak field,
relatively little penetration occurs in
either case. Figures 23e and 23f show
corresponding results for zero liftoff. Here
the penetration is considerably higher

The field distribution for the copper
shielded probe described here is
summarized in Figs. 24 to 26. Figure 24
describes the normal component of flux
density below the probe at seven different
locations, 0.5 through 125 mm
(0.02 through 5.0 in.). The peaks caused

FIGURE 24. Normal component of magnetic field for shielded
ocations
0.5 mm to 125 mm (0.02 to 5.0 in.) below probe’s surface.
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by the coils are present, together with
(1) minima on both sides of the coils
caused by the shield and (2) two minor

peaks beyond the shield location,

indicating that the field extends further in
space. This can be seen in Fig. 23b and is
a result of the fact that the shielding is

only partial. Figure 25 represents the

tangential component of the field at the
locations mentioned above and is very
similar to Fig. 24 in terms of minima and

maxima. Figure 26 is the normal

component of the field on a vertical line
passing through the shield (or outside it)

FiGure 25. Tangential component of the magnetic field for

copper shielded probe at same locations as in Fig. 24.
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FIGURE 26. Normal component of magnetic field on vertical

cross sections at six radial locations.
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for six locations at radial distances of

8.5 mm (0.33 in.) through 125 mm

(5.0 in.) from the center of the coil. The
shape of the field inside the shield (three
largest curves) is normal but is very low
outside the shield (three lowest curves).
Also notable is the complete shielding
above the shield, as indicated by the
abrupt decay to zero on the right side of
the curves.

Liftoff Characteristics

The liftoff characteristics of shielded
probes are shown in Fig. 27 and are
compared to those of a simple absolute air
core probe of identical dimensions in

Fig. 28. In both cases, the frequency used
is 100 kHz.

The copper shield used here is a simple
example of shielding. A similar shield
could be used at a larger distance from the
coil to reduce losses and reduce the
decrease in probe field. As pointed out

FIGURE 27. Liftoff curves for shielded probes: (a) over
nonmagnetic material; (b) over magnetic material.
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above, the field is greatly diminished by
this type of shielding. In some
applications, this is acceptable or even
desirable (as in the case of testing
nonconductive coating thickness).
Otherwise, magnetic shielding should be
used.

Inside Diameter Probes

In addition to surface probes, inside
diameter or feed-through probes are
widely used. There are two distinct types
of inside diameter probes, absolute and
differential.

Absolute probes consisting of a single
coil are very common but differential
probes usually offer superior noise

FiGure 28. Comparison of liftoff characteristics of shielded
and unshielded probes: (a) liftoff curves over nonmagnetic
materials; (b) liftoff curves over magnetic materials.
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rejection characteristics and high
sensitivity to sudden changes in geometry
or material properties.

Unlike surface probes, where the probe
axis is frequently perpendicular to the test
material, inside diameter probes usually
lie parallel to the test object axis and
therefore the dominant field distribution
is called the lateral field.

When inside diameter probes are used
to test relatively thin walled tubes made
of nonmagnetic materials, it can be
expected that through-wall penetration
will occur and both tube surfaces can be
tested. With thicker walls or with
magnetic materials, where the standard
depth of penetration is significantly
smaller than the wall thickness, the test
becomes a test more of the surface than of
the tube wall.

Both absolute and differential inside
diameter eddy current probes are treated
extensively in the literature.!8-22 The
treatment here will therefore be limited to
basic examples of both as they relate to
testing of tubes and circular cavities.

In many inside diameter probe
applications, the probe impedance is
monitored. For other inside diameter
probes, the induced voltage is
measured.>23 The treatment in this
discussion precludes neither of these
techniques but uses some simple
examples to represent typical aspects of
testing with inside diameter probes.

The field distribution of a simple
absolute coil in air is presented in
Fig. 11a. This coil, when inserted in a
nonmagnetic tube (Unified Numbering
System N06600 nickel chromium alloy)
with a wall thickness of 3 mm (0.12 in.)
produces the field distribution shown in
Fig. 29a. The field distribution and

FIGURE 29. Absolute inside diameter probe
inside tube with 3 mm (0.12 in.) wall:

(a) nonmagnetic tube material (nickel
chromium alloy); (b) magnetic tube
material (carbon steel).
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impedance have changed. The flux has
the same general form but a smaller
spatial distribution, penetrating through
the wall as would be expected with a
relatively thin, nonmagnetic material. The
same coil, when inserted in a magnetic
(carbon steel) tube has the distribution
shown in Fig. 29b. The flux penetrates
through only part of the tube because of
the high permeability and smaller
standard depth of penetration.

The patterns in Fig. 3 show the
magnetic fields when the coil currents
flow parallel to each other, that is, in the
same direction relative to each other.24

As a striking example of the flexibility
of inside diameter absolute probes, the
results obtained from simulation of
impurities in the crevice gap region of a
nuclear power plant steam generator'® are
presented here.

The crevice gap tends to fill with
foreign materials that are either magnetic
(magnetite) or nonmagnetic (copper).
Figure 31 helps classify the test results.
Figure 31b is the signal (impedance plane
trajectory) obtained from a clean gap with
an absolute probe. Figures 31c and 31f
show the signals obtained from the
crevice gap filled with magnetite and
copper, respectively. Figure 31d and 31g
represent the signals obtained by
simulating a 2 mm (0.08 in.) ring
(region 2) of magnetite (Fig. 31d) or
copper (Fig. 31g) to represent the
common ridge of foreign material found
in steam generators. The crevice gap itself
is clean in this simulation. Figures 31e
and 31h are the impedance plane
trajectories when both the crevice gap and
the ring are present.

The signals in all cases are distinct and
it is possible to distinguish between the
various accumulations. This point is
important and is further explained in
Fig. 32, where three representative signals

Ficure 30. Differential probe testing of
tubes.

are plotted together. All three signals start
at the same point but describe
significantly different paths. Figure 33
shows the field distribution around the
absolute coil in the vicinity of the crevice
gap. The field penetrates the stainless steel
tube but penetrates very little into the
carbon steel tube sheet. This behavior is
useful because it tends to concentrate the
field in the crevice gap and creates an
enhanced sensitivity to materials in the
crevice gap.

The field projection of absolute probes
has been discussed earlier. It may be
useful however to examine the projection
of differential eddy current probe fields as
well. Figure 34 is the normal component
of the field below the probe (at the seven
locations mentioned above). Figure 35
shows the tangential component of flux
density for six locations at radial distances
from 8.5 mm (0.33 in.) to 125 mm (5 in.).
The three peaks in the field (one between
the probes and two on the outer side of
each coil) are clearly visible.

FiGure 31. Impedance plane trajectories for
different conditions in gap and ring of
steam generator: (a) schematic diagram;
(b) clean gap; (c) gap full of magnetite;
(d) gap full of copper deposits; (e) ring of
magnetite around tube; (f) ring of copper
around tube; (g) gap and ring full of
magnetite; (h) gap and ring full of copper
deposits.
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FIGURe 32. Comparison of impedance signals obtained from FIGURE 34. Normal component of magnetic field for
simulation of crevice gap conditions. differential probe. Field is calculated at seven axial locations
below lower coil.
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Ficure 33. Flux distribution around coil in gap region.

FiGure 35. Tangential component of magnetic field in same

\ \ locations as in Fig. 34.
N
\ \
\ \ 1.0 -
N\ \ =
\ \ N
\ \ £ o075 5
N N e
) \ o
S/« N © 05 | 3
-0\ ) 3
§\ = 4
s Z 8 0.25 + 5
N2 N
= E :
Tube sheet 7 g 0
S 7
Z 025 . . . . ,
o -56.25-37.5 -18.75 0  18.75 37.5 56.25
(-2.2) (-1.5) (-0.7) 07) (1.5 2)

Radial distance, mm (in.)

Legend

1. 0.5 mm (0.02 in.).
2. 2 mm (0.08 in.).
. 5mm (0.20 in.).
. 10 mm (0.40 in.).
. 20 mm (0.80 in.).
. 50 mm (2.0 in.).
. 125 mm (5.0 in.).

Qdiiiddiddaiidiiiiiiiiiiididdidiiddddd S AN\

LU L 7 7

NOL A w

150 Electromagnetic Testing



To illustrate the dependence of the
signal on permeability, Fig. 36 shows the
flux distribution of the absolute probe
used in Fig. 29.

FiGURe 37. Absolute probe over round bars: (a) nonmagnetic
bar; (b) magnetic bar.

() (b)
]
Movie. Encircling Coil Probes
El:gggllng Encircling coils are by design identical to

inside diameter coils but they differ in
function. Encircling coils are used
primarily to test the outside diameter
surfaces of objects that pass through the
coils. Although the coil is the same in
encircling and inside diameter probes, the
field distribution is somewhat different.
The flux density gradient tends to be
more uniform inside the coil and
decreases to zero at the center of the
tested material. Thus, even with low
frequency measurements, it is only
feasible to test part of the material’s
volume. All other aspects relating to eddy
current testing (such as skin effect) are
present and must be considered.

Figure 37a represents the coil
mentioned above, around a 16 mm
(0.63 in.) diameter nonmagnetic round
bar. Figure 37b shows the field
distribution when the bar is magnetic.
The field penetration into the bar is
clearly visible in both cases but is greater
in Fig. 37a.

FIGURE 36. Absolute probe inside 28 mm
(1.12 in.) diameter hole: (a) nonmagnetic
material; (b) magnetic material.

() (b)

9@ 0@
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Principles of Hall Effect
Detectors

The hall effect creates potential
differences at right angles to the direction
of current flow in a conductor when a
magnetic field is present. Detectors use
the hall effect extensively in magnetic
flux leakage test applications and to a
lesser extent in eddy current probes. The
following discussion briefly describes
these detectors.

An external magnetic field reacts with
electrical charge carriers within solid state
conductors in much the same way that it
reacts with electric currents flowing in a
wire. The component of magnetic flux
density normal (perpendicular) to the
direction of electric current flow results in
a force on the charge carriers that tends to
move them at right angles both to the
direction of current flow and to the
direction of the magnetic field. In the case
of a metallic wire, where conduction is
provided by the motion of electrons
(negative charges), the magnitude of this
transverse force on a charge carrier
electron e is given by:

(15) F. = evBy

where B,, represents the normal
component of magnetic induction (in
tesla, where 1 T = 1 Wb-m=2), ¢ is the
electron charge (-1.6 x 10712 C), F, is the
transverse force (newton) acting on the
electrons and v is the velocity (meter per
second) of electrons along the wire.

Charge Carriers in Hall Effect
Detectors

The charge carriers in semiconductors can
consist of: (1) negatively charged electrons
only, in the case of n type
semiconductors; (2) positively charged
holes or vacancies at locations where an
electron is missing from the normal
equilibrium distribution of charge (such
holes can move in response to electrical
fields like a positive charge whose
magnitude equals that of an electron, for
the case of p type semiconductors); and
(3) combined movements of negative
electrons and positive holes (in opposite
directions) under the action of an electric
field. The total current is the sum of the
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contributions of the motions of positive
and negative charge carriers.

If the crystal lattice provides electron
carriers, then each displaced electron
leaves a positive hole at its former site.
Such holes can appear to move or be
diffused when a nearby electron falls into
the first vacant hole and this electron in
turn leaves its own place empty. Small
proportions of impurities or elements
added to an otherwise pure element in a
semiconductor can influence the number
of charge carriers and their lifetimes.
Special combinations of elements (as from
Groups III and V of the periodic table) can
be selected to optimize selected response
characteristics, such as the response of
semiconductors to magnetic fields.

Action of Magnetic Fields on
Semiconductor Charge Carriers

In semiconducting devices, when an
external magnetic field acts on (1) the
electrons, (2) the positive holes or

(3) both types of charge carriers
simultaneously, the external magnetic
field creates transverse forces, in
accordance with Eq. 15, on both the
moving electrons and the oppositely
moving positive holes. Because the signs
(+ or -) of the electric charge ¢ and the
velocity v are both reversed, the magnetic
forces tend to deflect both types of charge
carriers in the same transverse direction.
The net result is transverse deflection of
the normal flow lines of the electric
current within the semiconducting
material.

This magnetic disturbance of the
current flow lines produces two detectable
effects within hall effect detectors. The
first effect is to develop potential
differences at right angles to the current
flow lines, through the phenomenon
known as the hall effect. The second effect
is to change the resistance along the
direction of the current flow paths,
through the phenomenon of the
magnetoresistive effect. The hall effect is
readily applied to detection of weak
magnetic field intensities and directions,
whereas the magnetoresistive effect is
most evident with very strong magnetic
fields.



Hall Element

The hall effect results from the action of
externally applied magnetic fields on
charge carriers in metals or
semiconductors. Figure 38 shows a sketch
of a simple hall element, consisting of a
thin layer of semiconducting material in
the form of a rectangle. A typical hall
device might consist of indium arsenide,
indium antimony, germanium or other
semiconducting materials selected for
large hall effect and for minimum
response to temperature variations.
Typical dimensions of the rectangular
layer might be 0.4 mm (0.015 in.) wide by
0.8 mm (0.03 in.) long by 0.05 mm
(0.002 in.) thick. However, for such an
element, the effective sensing area might
be about 0.4 mm (0.015 in.) in diameter.
Smaller hall effect detectors are feasible,
with maximum dimensions of only

0.1 mm (0.005 in.). Precise placing of
electrical connections on the hall element
becomes more difficult as size is reduced.

Electrical Circuit of Hall Element

As shown in Fig. 38a, an external source
supplies a steady direct current control
current (typically a few milliampere) to
electrodes at either end of the hall

FiGure 38. Hall element circuit and operation: (a) basic
electric circuit of hall effect detector (uniform control current
flowing along length of hall element in absence of magnetic
field); (b) bending of current paths when magnetic field acts
vertically through face of hall element.
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device.?® This control current I. passes
longitudinally along the semiconductor,
providing a uniform current density J
across the width of the layer in the
absence of external magnetic fields. Signal
electrodes are located at the midpoints of
the long sides of the rectangular layer.
These connections are placed carefully
to minimize the signal voltage when
control current flows along the layer
longitudinally in the absence of external
magnetic fields. Ideally, the hall
voltage Vy appearing across the signal
electrodes in the absence of a magnetic
field should be zero but usually it is not.
External correction circuits must be used
to reduce this signal to zero and to
provide temperature compensation.
When an external magnetic field with
a normal induction B, acts
perpendicularly on the face of the
rectangular layer, the charge carriers are
deflected by the force acting transversely
(across the width of the layer, between the
two signal electrodes). The control current
paths are no longer longitudinal but
instead are bent to one side by the
magnetic field (see Fig. 38b). The two
signal electrodes are no longer at the same
voltage potential. Instead, a voltage
difference Vy, known as the hall voltage,
appears across the signal electrodes. The
hall voltage is proportional to the product
of the control current magnitude I. and
the magnitude of the normal component
of the external magnetic field B,,.

(16) Vg = KylcBy

where Ky is the hall coefficient, or hall
constant.

Operating Characteristics of Hall
Effect Detectors

With constant magnitude direct control
current, the output signal voltage from
the hall effect detector is directly
proportional to the instantaneous
magnitude of the normal component B,
of the external magnetic field. Magnetic
field components parallel to the face of
the rectangular element have no effect on
the hall voltage between the signal
electrodes. However, it is essential to
minimize the cross sectional area of the
loop created by the external signal leads,
because varying magnetic flux passing
through this loop can produce induced
voltages (90 degrees out of phase with the
hall voltage and proportional to the
frequency of the varying magnetic field).
Special lead wire arrangements have been
developed to limit the spurious induced
voltage signals to negligible magnitudes
for test frequencies up to 100 kHz.
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Hall effect detectors developed for
electromagnetic test systems can be used
for very low test frequencies including
direct current magnetization and can
provide constant sensitivity to magnetic
field magnitudes over the operating range
from direct current to 100 kHz.
Consequently, they can also be used as
detectors with pulse, square wave,
multiple frequencies and other complex
waveforms within their frequency
limitations.

Also, because the hall effect detector is
essentially an instantaneous multiplier of
the control current I, and the normal
component of the external magnetic field
B, other forms of control current can be
used for special purposes. If an alternating
control current of a single frequency is
used, a hall signal voltage related only to
the identical frequency component of a
complex magnetizing field waveform can
be selected. If the control current I. is
used as a gate (by using rectangular pulses
of limited duration during each cycle of
the test frequency), signals indicative of a
small segment of each cycle of the
magnetizing coil frequency can be
selected.

Ficure 39. Directional response characteristics of hall effect
detectors: (a) magnetic field directed at angle 6 to normal
(vertical dashed line perpendicular to horizontal face of
semiconductor): (b) directional effect upon hall effect
detector signal voltage, showing B, = B cos 6. Only
normalized component B, contributes to hall effect detector
output signal voltage V.
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Two or more magnetizing coils, of
different shapes or sizes and operating at
different frequencies, can be used to
explore the test material simultaneously.
The hall effect detector signal will then
contain both test frequency signals;
separation into discrete frequency bands
can be done in external circuitry. In
addition, multiple hall effect detectors can
be placed in any desired position and
orientation in the magnetic field of the
test system to provide local measurements
of the magnetic field intensity.

Directional Response of Hall Effect
Detectors

With detectors such as the one shown in
Fig. 38, the output hall voltage signal is
responsive to the angle that the local
external magnetic field makes with the
normal direction. The normal axis is a
line perpendicular to the face of the
rectangular hall element. If, as sketched in
Fig. 39a, the angle between the magnetic
field direction and the normal is 0, the
output signal is given by:

(17) Vg = Kyxl.BcosH

where B is the total magnetic flux density
(tesla) and the normal component of this
magnetic induction B, = B cos 6.

The maximum output signal is
obtained when 6 = 0. As 0 increases, the
test signal is reduced along the cosine
curve of Fig. 39b. When the external
magnetic field direction is parallel to the
face of the hall device, the output hall
voltage signal is zero. Thus, hall effect
detectors can be arranged to select any
desired directional component of the
magnetic field intensity B in
three-dimensional space. The face of the
hall device is simply placed perpendicular
to the direction of the magnetic flux lines
to be measured.

Hall Effect Detector
Configurations

Multidimensional Arrays

Because of their directional response
characteristics, two or three hall effect
detectors can be mounted in mutually
perpendicular planes, in a compact probe
that simultaneously measures magnetic
field intensity components in two or
three spatial directions. From such
multiple measurements, the intensity and
direction of the magnetic field can be
determined precisely, regardless of its
orientation. In many cases, the direction
of the magnetic field distortion in



electromagnetic tests contains useful
information concerning discontinuities
and local property variations.

Such local field distortions, when small
in area compared to conventional coil
probes, usually cannot be detected by the
larger coils because they integrate the
effect of all flux lines enclosed within the
circumference of the coils, regardless of
their spatial direction. Because of the
small dimensions of hall effect detectors,
they can often resolve such effects clearly.
Figure 40 illustrates two-dimensional and
three-dimensional arrays of hall effect
detectors. Other directionally sensitive
detector arrays are specially designed for
unique application problems.

Linear Multichannel Arrays

Because of their relatively small
dimensions, numerous hall effect
detectors can be arranged adjacent to one

FiGure 40. Multidimensional arrays of hall effect detectors
used to measure directional components of magnetic field
intensity: (a) two-dimensional array of hall effect detectors,
in which components of magnetic field in X,Y plane are
sensed individually; (b) three-dimensional array of hall effect
detectors, in which each detector senses magnetic field
component perpendicular to face of semiconductor.
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another in the same plane, as shown in
Fig. 41a. The density of these detectors
can be very high, depending on the width
of each hall element. If the multiple hall
effect detectors are arranged along a
straight line, within a suitable
magnetizing coil field, adjacent areas of
the test object can be scanned through
separate signal channels. If a test object,
such as a fusion weld, is scanned
longitudinally, each detector can sense a
different area across the width of the
weld. This permits separation of cracks
and property variations associated with
(1) the fusion zone, (2) the heat affected
zones and (3) the adjacent areas of the
unaffected base material, simultaneously
in one test operation.

In another arrangement, linear arrays
of hall effect detectors can be positioned
around the circumference of an encircling
coil (through which circular bars or tubes
are passed longitudinally) and can be used
to provide a sensitive electromagnetic test
of the entire 360 degree surface in one
pass. One magnetizing coil provides the
exciting field for all the hall effect
detectors (Fig. 41b). Concentricity of
conductors within insulating coatings, or
uniformity of conducting coatings on

FIGURE 41. Linear arrays of hall effect
detectors in eddy current magnetizing coils:
(a) linear array of hall elements within single
magnetizing coil, for multichannel
longitudinal scanning of fusion weld zones;
(b) linear array of hall effect detectors within
circumference of encircling magnetizing
coil, for multichannel longitudinal scanning
of bars or tubes. For a 25 mm (1 in.)
diameter coil, there must be about 100 hall
elements each about 0.75 mm (0.03 in.)
long for 100 percent coverage.
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concentric cores, may be evaluated with
this type of probe. Longitudinal
discontinuities, such as seams and laps in
hot rolled bars or tubes, can also be
detected continuously, rather than
intermittently by, for example, orbiting
probe coil test systems.

Bridge Arrays

An alternative arrangement of small area
hall effect detectors within a single test
coil corresponds to the wheatstone bridge
circuit used in many electrical
measurements. As sketched in Fig. 42a,
the detectors are in the corners of a small
square in the test surface and are excited
by a single large magnetizing coil. Four
local measurements are made
simultaneously. Signals from the four
discrete channels can be compared in
various combinations in the external
circuitry of the electromagnetic test

FiGure 42. Differential and bridge arrays of
hall effect detectors within field of circular
magnetizing coil: (a) simple bridge array of
hall effect detectors within circular
magnetizing coil (signals are compared in
external circuitry to determine parameters
such as anisotropy, crack direction, probe
alignment or probe position relative to
weldments); (b) differential arrangement of
two hall effect detectors in symmetric
locations of magnetizing coil field
(subtraction of signals in external circuitry
permits local property variations or
discontinuities to be detected while average
test object properties are nulled out).
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instrumentation. Such an arrangement is
responsive to the degree and orientation
of anisotropic properties in test materials
or to the directions and severity of
discontinuities such as cracks. An
alternative is to align coils precisely with
the flat surfaces of test materials to
measure tilt or surface waviness. Other
arrangements of multiple hall effect
detectors over an area of the test object
surface can be applied for special
measurement problems.

Differential Systems

Two hall effect detectors can be located at
various spacings and their signals
subtracted from one another in the
external circuitry, to provide differential
measurements. A single coil can provide
excitation for both detectors (Fig. 42b).

With a differential array (as with
differentially connected electromagnetic
coil transducers), average or slowly
varying properties of the test material and
conditions of the eddy current test can be
eliminated from the test indication. For
example, with flat, vertical dipole probe
coil excitation in electromagnetic tests of
sheets, the effects of probe liftoff and the
effects of slow variations in test material
properties and sheet thicknesses are
minimized by differential measurements.
On the other hand, local discontinuities
and property variations can be easily
indicated, because any variation from a
null output signal can be greatly
amplified.

Systems using differential hall effect
detectors within the field of a single
exciting coil have been applied effectively
to locate and follow weldments in tubes
and pipe or to guide welding equipment
along the groove for butt weld
preparations with high precision. For this
purpose, two hall effect detectors are put
on a line transverse to the length of the
weld to sense material property variations
in the weld fusion zone or its heat
affected zone. When the probe coil and
detectors are centered over the weld line,
the differential test signal is zero. If the
probe is displaced (even slightly) from
exact positioning over the weld line, the
differential hall effect detector output is
used to provide appropriate phase and
amplitude data to servo mechanisms that
move the probe to the desired center of
the weld zone or weld preparation groove.

In weld testing, a second differential
probe system is used with the hall effect
detectors displaced along the weld line, to
compare adjacent areas of the weld for
local discontinuities. Here, the lack of
response to liftoff and to slowly varying
properties such as wall thickness are
helpful in permitting detection of small
discontinuities.



PART 4. Probes for Magnetic Flux Leakage?¢

Description of Method?’

Magnetic flux leakage testing is an
electromagnetic technique that can
provide a quick assessment of the
integrity of ferromagnetic materials. The
technique is often used instead of eddy
current testing when the test object is
ferromagnetic. The test object is
magnetized during testing and the sensor
detects the magnetic flux that is said to
leak from the magnetic field at a surface
discontinuity.

Flux leakage tests are used in many
industries to detect a wide variety of
discontinuities. Typical applications of
magnetic flux leakage testing are by
producers of steel products — blooms,
billets, rods, bars, tubes and ropes.
Examples of inservice applications are the
testing of used wire rope, installed tubing
and retrieved oilfield tubular goods.

Coil Probes

Coil probes are sometimes used in
magnetic flux leakage applications.
Consider a pancake coil whose
dimensions are extremely small in the
context of the spatial distribution of the
magnetic field to be measured. The
voltage V is induced in the small coil:

_ Aoy
(18) vV = -N-

where d indicates a derivative, N is the
number of turns in the coil, t is time
(second) and ¢, represents the flux
normal to the plane of the coil.

If the variations in the flux density
over the area of the coil are negligible,
then the component B,, of the flux

FIGURE 43. Integration used in combination with coil to
measure magnetic flux leakage field.
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density normal to the plane of the coil is
given by:
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(I)n _1J

19) B, = 2 = —|Vdt
(19) B, " Na )

where A is coil area (square meter) and V
is potential (volt). Consequently, to
measure B, it is necessary to integrate the
output of the coil as shown in Fig. 43.
The coil cannot be used to measure the
magnetic leakage field under static
conditions, for do,-(dt)-! and hence V
would then be zero. Coils can be used to
measure the magnetic field either when
the field is time varying or when the test
object is moving relative to the coil probe.

Other Indicating Means
for Magnetic Flux Leakage

It is possible to use transducers other than
inductive coils for magnetic flux leakage
testing.

Magnetodiode

The magnetodiode is a solid state device,
the resistance of which changes with
magnetic field intensity. It consists of p
zones and n zones of a semiconductor,
separated by a region of material that has
been modified to create a recombination
zone (Fig. 44). Active areas typically

FIGURE 44. Schematic of magnetodiode.
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measure 3.0 x 0.6 x 0.4 mm

(0.12 x 0.024 x 0.016 in.) and output
signals are generally larger than for hall
elements, although the response to field
intensity is not so linear for higher fields
as shown in Fig. 45.

Figure 46 shows that frequency
response is flat from direct current field to
3 kHz and Fig. 47 shows that sensitivity is
stable without temperature dependence in
the range of —10 to 50 °C (14 to 122 °F).

Magnetic Recording Tape

For the testing of flat plates and billets, it
is possible to scan the surface with wide
strips of magnetic recording tape.
Discontinuity signals are taken from the
tape by an array of tape recorder heads.
Elongated magnetic balloons also exist for
the testing of the inside surface of tubes.
Scale, dirt or oil on the test surface can
contaminate the tape. Surface roughness
can tear the tape.

Magnetic Particles

Magnetic particles are finely ground high
permeability magnetic material,
sometimes dyed for visible contrast with
the test surface. Ideal test conditions
occur when a fine spray of such particles
is intercepted by a magnetic flux leakage
field and some of them stick to the field.
An advantage over other forms of
magnetic indicators is that the particles

FIGURE 45. Response of magnetodiode is linear up to about
40 kA-m~" (500 Oe) at ambient temperature of 25 °C (77 °F)
and potential of 6 V.
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have zero liftoff from the discontinuity
field. In a simple approximation, the force
Fpnag holds the particles in the leakage
field:

(20) Fmag = ooVl (HV)H

where V is the vector differential operator
(gradient operator), H is the local flux
leakage field intensity (ampere per meter),
V.ol is the volume (cubic meter) of the
particle, o is a factor related to the
demagnetization factor of the particle and
Uo is the permeability of free space

(Mo = 4m x 107 H-m™1).

The force that holds the particle to the
discontinuity leakage field is proportional
to the result of a vector calculus operation
on the leakage field. This force can be
computed for simple leakage fields by
using approximations such as those by
Forster?8 and by Zatsepin and
Shcherbinin?® or more accurately by using
finite element techniques such as those
described elsewhere, in this volume’s
chapter on modeling. The force is also

FIGURE 46. Frequency response of magnetodiode at ambient

temperature of 25 °C (77 °F).
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related to the shape of the particle, which
is implied by the term o. For spherical
particles, o = 3. For particles with a
prolate ellipsoidal shape and an axis ratio
of 2:1, o = 5.8. As particles become more
elongated, o increases and the magnetic
force on them in a given leakage field also
increases. Elongation of the particle
decreases the demagnetization factor for
the particle. Additional decreases in
demagnetization factor (or increases in o)
are achieved when particles stick together,
end to end.

Other forces acting on the particles are
(1) gravity, (2) friction and (3) spray force.

1. The pull of gravity is reduced if
particles are very small. Large particles
are used to detect only deep cracks
that scale off during reheating.

2. Friction is reduced if the particles are
suspended in water or light oil.

3. Spray application should be gentle to
avoid washing particles off cracks.

Optimum visual conditions occur
when the particles emit light in that
portion of the visible spectrum where the
eye is most sensitive (yellow green). This
is particularly effective when all other
visible light has been removed. This
situation is achieved when low energy
ultraviolet radiation is used to irradiate
the particles and their dye absorbs this
energy and reemits it as visible light.

Magnetic particle testing is performed,
either in active or residual field, for a wide
variety of parts. It is performed as the
primary test, or as a followup test when
discontinuities have been found by other
methods. The method is described in
detail elsewhere.30
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Magnetooptic Imaging
Principles

Magnetooptic imaging is a real time eddy
current imaging technology that relies on
the faraday magnetooptic effect. This
technology has been used to image cracks
and other discontinuities in electrical
conductors such as aging aluminum
airframes. The following discussion briefly
describes such imaging devices and gives
examples of both surface and subsurface
indications obtained with this approach.

Both conventional and unconventional
eddy current techniques rely on Faraday’s
law of electromagnetic induction:

@) VxE = —L9B

c ot
In differential form this law describes the
connection between magnetic field vector
B and electric field vector E at points of
three-dimensional space at time ¢ (second)
— including points located inside
electrical conductors.31,32 In particular,
this law shows that a time varying
magnetic field B (produced by a moving
permanent magnet, the field from a coil
of wire carrying a changing current or
some other source) in the vicinity of any
electrical conductor having conductivity
o, will induce a time varying electric field
E and thus a time varying eddy current
density J at an arbitrary point near the
surface of the conductor:

(22) ] = oE

To gain a general understanding of the
relevant relationships and concepts,
consider the familiar case of a time
varying magnetic field B produced by an
external alternating current in a coil of
wire.

By Lenz’s law,3! the direction of the
vector J at any point in the conductor
and hence the direction of the eddy
currents is always opposed to the change
in the direction of the external electric
currents that produced B in the first place.
This opposition is illustrated in Fig. 48,
where a standoff or noncontact coil
carrying an alternating current near a
conducting plate has induced eddy
currents in the plate. The magnetic fields
in Fig. 48 tend to be excluded from the
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PART 5. Eddy Current Imaging with
Magnetooptic Sensors

conducting plate, especially at high
frequencies. The magnitude of the eddy
currents diminish as the depth increases.

Sheet Eddy Current
Generation

Coils similar to those in Fig. 48 form the
basis for conventional coil based eddy
current techniques. Note that the induced
eddy currents form a kind of image of the
coil currents in the conducting plate,
meaning that the magnitude of the eddy
currents is greatest just under the circular
footprint of the coil. Consider an
unconventional eddy current induction
technique called sheet current induction as
illustrated in Fig. 49.33,34

In Fig. 49, just as in the case of the coil
of Fig. 48, Lenz's law ensures that the

FiGure 48. Eddy currents being induced in
electrically conducting plate by magnetic
field B produced by coil of wire carrying
alternating current: (a) view of eddy current
distribution in plate; (b) view of eddy
current penetration into plate. By Lenz's law,
direction of induced eddy currents (current
density / = oE at one point) is opposed to a
change in direction of currents in coil (solid
and dotted lines represent currents and
fields roughly 180 degrees out of phase).
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direction of the eddy currents is opposed
to the change in the direction of the
currents in the foil (solid and dotted lines
represent currents roughly 180 degrees
out of phase). As in the case of the coil of
Fig. 48, eddy currents diminish as the
depth increases. Note that the eddy
currents under the footprint of the foil —
unlike eddy currents concentrated near
the coil (Fig. 48) — tend to be very
uniform. Moreover, these eddy currents
have return paths outside the footprint of
the foil, unlike a coil where the return
paths are located in a circular region
falling mostly within the footprint of the
coil. This technique of inducing eddy
currents is crucial for the operation of
magnetooptic eddy current imaging
devices.

Magnetooptic Imaging
and Eddy Current
Principles Combined

To understand how magnetooptic eddy
current devices produce eddy current
images, it is useful to consider the
magnetooptic part of the technology and
how it can be combined with the sheet
current induction technique (Fig. 49) to
make real time eddy current images of
cracks and other conditions, such as
corrosion, in such objects as aluminum
lap joints in aging aircraft.

Magnetooptic Image Displays

Figure 50 illustrates a reflection optical
arrangement for producing images of the

FIGURE 49. Eddy currents being induced in conducting plate
by magnetic field (not shown) from flat, electrically
conducting foil carrying alternating current produced by
transformer arrangement shown above conducting plate.

Primary leads

Secondary leads

" Conducting foil

Induced eddy
currents in
conducting plate

magnetic fields H (static or dynamic)
associated with discontinuities such as
cracks. These images are produced by
observing the effect on the magnetization
M of the magnetooptic sensor using a
source of polarized light and an analyzer,
which is another polarizer.3334 It happens
that the magnetooptic sensors can have
only two states of magnetization (that is,
+M or -M) as shown by the arrows
representing M in the two drawings in
Figs. 50b and 50c. When viewed in
polarized light, one of these two states of
magnetization (+M in this case) can be
made to appear dark by rotating the
analyzer; -M will then appear light by
comparison. Hence, a magnetooptic
sensor is essentially a two-state (dark and
light) imaging device. Any magnetic field
H, including a magnetic field associated
with eddy current distortions caused by

FiGure 50. Arrangements for production of
magnetooptic images: (a) reflection optical
arrangement; (b) sensor magnetization and
resultant image at different time than for
Fig. 50c; (c) sensor magnetization and
resultant image but at different time than
for Fig. 50b.
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discontinuities, can with such an optical
arrangement produce magnetooptic
images of discontinuities that closely
resemble the actual discontinuities.

Although the present discussion
emphasizes nonmagnetic electrical
conductors similar to aluminum, it should
be clear from Fig. 50 that magnetooptic
displays could, in principle, be used to
form images of surface breaking cracks in
magnetic materials such as steel. In this
case, either static or slowly varying
magnetic fields are used to magnetize the
material and the magnetooptic display is
used to form an image of the magnetic
flux leakage from the crack.3>

Magnetooptic Imaging of Sheet
Current Induction

By combining the two technologies
illustrated in Figs. 49 and 50 and adding a
bias coil, 3334 it is possible to make real
time eddy current images as illustrated in
Fig. 51. Figure 51 illustrates how linear
sheet current excitation — rotating sheet
current excitation is discussed below — is
combined with the reflection
magnetooptic imaging technique of

Fig. 50 to produce real time magnetooptic
eddy current images.

Figure 51 illustrates the current paths
in both the conducting foil and the work
piece. Currents in the first half cycle of a
full current cycle are indicated by solid
lines whereas currents in the second half
cycle are indicated by dotted lines.

FIGURE 51. Magnetooptic sensor must be modulated by bias
magnetic field to provide magnetooptic image of
discontinuity (open hole) by using linear sheet eddy current
induction in reflection optical arrangement. Light source and
crossed polarizers are not shown. Erase pulse precedes image
formation.33.34

Magnetic bias field
(from bias coil)

Distortions in the induced eddy currents
caused by electrical discontinuities in the
test object such as rivets or cracks,
produce magnetic fields perpendicular
(normal) to the surface of the work piece.
These are the only magnetic fields that
can be detected by the magnetooptic
probe because only these magnetic fields
lie parallel to the sensor’s easy axis of
magnetization.

Solid and dotted lines at the top of
Fig. 51 also illustrate the normal
(perpendicular) component magnetic
fields corresponding, respectively, to the
eddy currents induced in the test object
during the first and second half cycles of a
given current cycle. These time varying
magnetic fields H, associated in this case
with a hole, are able to alter and then
temporarily maintain the probe’s
magnetization M because of the presence
of a magnetic field with a nearly static
bias. This magnetic field points in one
direction only and adds to the field from
the discontinuity in such a way that only
those fields directed along the bias field
can alter and then temporarily maintain
the magnetization M. Only these regions
of the sensor where M has been so altered
and maintained can form a high contrast
visible image in crossed polarizers (dark
for +M and light for -M). In the absence
of a bias magnetic field, the time averaged
magnetooptic image would be washed out
because the magnetization M (Fig. 51)
would be rapidly switching from +M to
—M at the peak of each current half cycle.

However, with the bias present only
half of the image is produced during the
first half cycle (see one of the two half
moon shaped image segments illustrated
in Fig. 51). Because the magnetooptic
probe also has an effective memory, this
image is remembered by the probe until
the next half cycle, which completes the
other half of the image to form a
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composite image that looks like the head
of a slotted screw (see Fig. 51).

The magnetooptic eddy current imager
(Fig. 52) combines the concepts discussed
above. The vertical extent and position of
the bias coil (not shown to scale or actual
position) can be chosen in such a way
that the component of the bias magnetic
field perpendicular to the probe is
essentially constant across the entire
sensor. Consequently, every rivet or other
area imaged in the field of view
experiences essentially the same (normal
component) bias field. There is no need to
compensate for variations across the field
of view.

Magnetooptic Indications

Figure 53 illustrates idealized and actual
magnetooptic eddy current images for two
different techniques of eddy current
excitation. Magnetooptic eddy current
images are always accompanied by a
background of serpentine magnetic
domains that are required to form the
images and cannot be completely
eliminated. Adjusting the bias magnetic
field can minimize background domains.
The eddy current frequency used in the
images of Fig. 53 is 50 kHz.

Linear versus Rotating Induction

Figure 51 shows how images are formed
when linear sheet current induction —

FiGure 53. Magnetooptic eddy current images of rivet with
crack extending to right: (a) linear eddy current excitation
mode; (b) rotating eddy current excitation mode.

(a)

Idealized image

(b)

Idealized image Actual image

produced by the transformer arrangement
in Fig. 49 — is used. However, by
modifying the transformer of Fig. 49 as
described in greater detail elsewhere,33:34 it
is possible to obtain rotating sheet current
induction.

The practical significance of this is that
the orientation of the magnetooptic eddy
current imager, on the surface of the test
object, is irrelevant when rotating eddy
current excitation is used but orientation
can be important when linear eddy
current excitation is used. As shown in
Fig. 53a, the linear eddy current excitation
direction must be perpendicular to the
long axis of the crack to detect the crack.
That is, if the eddy current direction is
parallel to the crack, the crack will not be
detected because there is no effect on the
paths of the eddy currents in this case.
Clearly, this is not a problem when
rotating eddy current excitation is used
(see Fig. 53b).

Although there are advantages to using
linear instead of rotating eddy current
excitation in some applications, rotating
eddy current excitation generally
produces better defined images because
they are not split as in the case of linear
excitation. This advantage is especially
important for irregularly shaped
discontinuities such as areas of subsurface
corrosion that may be difficult to detect
when the corresponding magnetooptic
eddy current image is split in half.

Magnetooptic Image
Interpretation

Figures 53 to 55 demonstrate that,
although the length of surface breaking
cracks can be estimated roughly from
magnetooptic eddy current images, these
same images are not at all appropriate for
determining crack width. For example,
the apparent crack width in Figs. 53 and
55 is considerably wider than the actual
crack width because these are images of
the magnetic fields near the crack that are
produced by the flow of eddy currents
around the crack. These eddy currents are
significant only within about one
standard depth of penetration from the
crack as measured parallel to the surface
of the test object.

A rough rule of thumb for surface
breaking cracks is that the apparent width
of the crack is roughly twice the standard
depth of penetration 9, so there is no way
to estimate actual crack width. The actual
crack length is roughly given by the
apparent crack length, as seen on the
image, minus the standard depth of
penetration 8. This approximation works
best at high frequencies and low power
where the rivet edge is discernable and
readily located.
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Using the foregoing rule of thumb, the
higher the eddy current frequency, the
smaller the standard depth of penetration
¢ and the narrower the apparent crack
width w = 24. The magnetooptic eddy
current images in Fig. 53 were made at an
eddy current frequency of 50 kHz with a
standard depth of penetration § = 544 um
(0.021 in.) in a wrought aluminum alloy
(Unified Numbering System A97075,
temper 6, or 7075-T6) but current
technology permits images at frequencies
up to 200 kHz with a standard depth of
penetration 6 = 305 pm (0.012 in.) in the
same material. Hence, the apparent crack
width in aluminum at 200 kHz will be

discontinuity should always be used. This
is true for both surface and subsurface
discontinuities.

Discontinuities that are more than one
standard depth of penetration below the
surface of a material can sometimes be
difficult to detect unless the eddy current
magnitude is sufficient. Accordingly, high
power settings are invariably used when
attempting to detect subsurface
discontinuities or corrosion at depths of
two or more standard depths of
penetration from the surface of materials
such as aging aluminum airframes.
Typically, the highest possible power level

w =533 pm (0.021 in.) whereas at 50 kHz
the apparent crack width will be twice as
large, namely, w = 109 um (0.043 in.). At
still lower frequencies in aluminum, the
apparent crack width is wider still. At

10 kHz in the wrought aluminum alloy,
for example, the standard depth of
penetration 6 = 117 pm (0.046 in.) and

FIGURE 55. Magnetooptic eddy current images made with
rotating eddy current excitation and corresponding to
artificial discontinuities in Fig. 54: (a) image of discontinuity
free rivet, corresponding to notch A, made at 100 kHz;

(b) image of notch B, made at 100 kHz; (c) image of

notch C, made at 100 kHz; (d) image of notch D, made at

therefore the apparent crack width
w = 2.34 mm (0.092 in.).

To make magnetooptic eddy current
images that resemble actual
discontinuities as closely as possible, the
highest possible eddy current frequency
that still permits detection of the

FIGURe 54. Two-layer setup standard in
which each layer is 1 mm (0.04 in.) thick
aluminum (Unified Numbering System
A82024, temper 3) containing electric
discharge machined notches and second
layer hole.
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Legend

A. Rivet without anomaly.
B. First layer electric discharge machined notch of
45 degrees, 2.5 mm (0.10 in.) long.
C. Horizontal electric discharge machined notch,
1.8 mm (0.07 in.) long.
D. Second layer electric discharge machined notch,
5.0 mm (0.20 in.) long.
. Hole in second layer, 9.55 mm (0.376 in.) in
diameter, mimicking corrosion.
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is selected and the highest workable eddy
current frequency is one that achieves the
best possible discontinuity resolution.
Some designs of magnetooptic eddy
current imaging devices permit eddy
current magnitude to be much greater
than normal. This improvement permits
discontinuities at three or four standard
depths of penetration below the surface of
a material to be detected, depending on
the size and nature of the discontinuity.

Reference Standards and Selected
Magnetooptic Images

Figure 55 shows magnetooptic images of a
small set of surface breaking electric
discharge machined notches shown in
Fig. 54. Note that the small notch 1.8 mm
(0.07 in.) from rivet shank C in Fig. 54
produces a small bump or elongation on
the right side of the rivet image in
Fig. 55c. The shank diameter of rivets
shown is 4 mm (0.16 in.) and exposed
rivet heads are 6 mm (0.24 in.) in
diameter and flush with the outer surface.
Notch lengths are measured from the rivet
shank.

In a still picture such as this, it can
sometimes be difficult to detect small
discontinuities. However, in practice,

FIGURE 56. Simulated aluminum aircraft lap joint consisting of
three rows of rivets spaced 25 mm (1.0 in.) apart: (a) plane
view; (b) cross section. Numerous radial surface breaking
fatigue cracks indicated on upper row were induced by
thousands of cycles under tensile load directed vertically in
illustration. Thickness of aluminum sheets was 1.0 mm

(0.04 in.).

() (b)

when the magnetooptic eddy current
imager is moved, this small notch
indication appears to move along the
rivet circumference as the imager is
rotated slightly in the plane of the
sample. In general, moving the
magnetooptic eddy current imager makes
images appear to move in various ways.
This fact, combined with the capabilities
of the human eye to process moving
images, has been found to improve the
ability to detect discontinuities, especially
discontinuities such as corrosion that are
small or whose boundaries are difficult to
define.

Figure 56 shows a simulated aircraft lap
joint and fatigue cracks. Finally, Fig. 57
shows a mosaic of actual magnetooptic
eddy current images that resulted from an
examination of the simulated aluminum
aircraft lap joint illustrated in Fig. 56. The
mosaic shows rivets and in some cases
fatigue cracks radiating from the rivets.
Acceptable rivets show perfectly circular
images whereas rejectable rivets have
easily detected crack indications. Figure 57
shows the visual impression when such a
lap joint is scanned in real time. A section
of rivets this long can be scanned in
about 12 s (one rivet per second) with a
magnetooptic eddy current imager.

Summary

Magnetooptic imaging displays are
combined with unconventional sheet
eddy current induction techniques to
form real time magnetooptic eddy current
images of cracks and discontinuities in
electrical conductors such as aging
aluminum airframes